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Abstract

The ability to monitor changes in skin redness through the hemoglobin concentration in skin has the potential to personalize patient care by providing a quantitative objective way of monitoring patient response to interventions such as radiation therapy and plastic surgery. Currently available commercial systems for monitoring skin redness rely on total diffuse reflectance spectroscopy and can only accurately measure hemoglobin changes relative to a baseline measurement when all other skin chromophores, such as melanin, remain constant. This work investigates the application of a spectrally-constrained diffusion theory model for analyzing total diffuse reflectance spectra obtained with an integrating sphere-based system. A low cost integrating sphere-based system was designed, constructed, and characterized to yield accurate total diffuse reflectance spectra. The system was first used with an absorbance-based erythema index to investigate the time to maximal effect of epinephrine – a vasoconstrictor used in plastic surgery. A spectrally-constrained diffusion theory model was developed to improve the interpretation of the reflectance spectra obtained with the integrating sphere-based system. Correction factors necessary to apply the developed model to the obtained spectra were determined through Monte Carlo simulations, and then confirmed with tissue-simulating liquid phantoms. The model was tested for sensitivity and specificity, as well as how it responded to variations in the experimental parameters. The system and model were then used to monitor radiation-induced erythema in head and neck intensity modulated radiation therapy patients. Analysis of the results enabled earlier detection of erythema by 1-19 days compared to visual assessment. The work completed in this thesis illustrates a cost-effective, user-friendly diffuse reflectance spectroscopy system which has potential applications in a number of clinical settings.
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Chapter 1

Introduction
1.1 Motivation

The ability to measure changes in the hemoglobin concentration in skin has the potential to enable more personalized patient care which, in turn, could lead to an increase in treatment success rates and a decrease in per-patient costs. For example, in radiation therapy, a common side effect is a skin-reddening reaction known as erythema, or radiation dermatitis.[1] Depending on the severity of the reaction, erythema can be quite painful and may even prevent the completion of the radiation treatment schedule, thereby reducing the overall treatment efficacy.[2] Although it is a deterministic effect, there is a varying threshold dose and a patient-dependent rate of increase in severity[3] that makes erythema impossible to reliably predict in advance for an individual patient.[4] Instead, patient responses are monitored by the therapy team over the course of treatment. Currently, the most prevalent method for monitoring erythema is by visual assessment (VA).[1, 5, 6] VA uses a pre-determined scale to classify the current condition of the skin. If there are too few divisions on the scale (four or less), there is not a sufficient amount of information regarding the patient’s progress from the erythema stage to the next stage of moist desquamation. If there are more than four divisions on the scale, it is difficult to eliminate, or even minimize, the inter- and intra-observer variation, making the results imprecise. The implementation of a quantitative objective method for measuring skin redness could allow the treatment team to better manage the reaction, thereby potentially improving the treatment’s success rate and the patient’s quality of life.

Another application of a quantitative system for monitoring the hemoglobin concentration in skin is in the field of plastic surgery. Prior to incision, lidocaine (an anesthetic) and epinephrine (a hormone used for vasodilation) are commonly used to numb the surgical region and reduce bleeding during surgery. The commonly cited time to maximal effect of epinephrine is 7-10 minutes, but this time interval was determined in a porcine model[7] in 1987 using laser Doppler flowmetry[8] and was never confirmed with human trials or more advanced methods, possibly due to the associated difficulty and cost of the experiments.

Diffuse reflectance spectroscopy (DRS) with visible light (400-750 nm) is a good candidate for monitoring changes in the hemoglobin concentration in skin because the majority of these wavelengths of light do not penetrate deeper than the dermal layer.[9] As well, hemoglobin preferentially absorbs green light (∼550 nm) and there
are no major chromophores in the skin that absorb strongly in the red region (∼650 nm).\cite{10} The combined measurement and analysis techniques of DRS are many and varied,\cite{11} but they can be categorized by whether the reflectance spectra are spatially resolved (at one or more radial positions from the source) or not.

DRS without spatial-resolution can be performed either with an integrating sphere or focusing optics, or with a bifurcated or random mixed fiber bundle.\cite{12} In both instances, the measured reflectance is interpreted as an analogue for the total diffuse reflectance but is not necessarily equal to it. For this reason, the majority of the analysis methods focus on using approximations to infer the hemoglobin concentration from the uncalibrated reflectance spectrum. Possibly the most popular approach is to relate changes in the area under the log-inverse-reflectance (LIR) spectrum to changes in the hemoglobin concentration. This approach was first proposed by Dawson et al. in 1980.\cite{13} Dawson drew on work from chemistry in which the concentration of a chromophore could be determined from the transmitted light intensity through a sample cuvette using the Beer-Lambert law. He noted that when more hemoglobin was present, the area under the LIR curve increased, and he proposed an erythema index that was equal to the area under the curve (approximated by a polynomial) that represented the hemoglobin concentration in arbitrary units. Similar techniques have used the ratio between strategically chosen wavelengths (usually one green and one red) to act as a measure of the area under the LIR curve.\cite{14–16} More recently, several researchers have shown a direct relationship between this area and the constituent chromophore concentrations.\cite{17, 18} However, due to the required assumptions and approximations made during this analysis, such as an unknown pathlength correction factor, the concentrations are still expressed in arbitrary concentration units and are incorrect should any of the non-hemoglobin concentrations change (e.g. melanin). A final method of analyzing this type of DRS measurement is by direct comparison with Monte Carlo simulations,\cite{19, 20} but as it is computationally expensive and requires the obtained spectra to be highly characterized for modeling purposes, it is rarely used.

Presently available commercial systems that employ spatially-resolved DRS to determine the optical properties of human skin are limited to a fixed geometry fiber optic bundle, although video detection is possible. For a typical setup, several detection fibers are placed at one or more distances from the source fiber. The collected reflectance spectrum can either be fit with a model derived from diffusion theory or with the results
of Monte Carlo simulations.[21] In either approach, the chromophore concentrations would act as fitting parameters. While both are capable of accounting for the layered structure of skin, the diffusion theory model fitting approach is less computationally expensive, and so is used most often.[22–25]

Recent advances in technology have made hyperspectral imaging (HSI) an option for detecting changes to the hemoglobin concentration in human skin.[26, 27] An advantage to this technique is that it provides a spatial map of the hemoglobin concentration across the image instead of a “single” measurement location. However, as the technology is still relatively new, it is prohibitively expensive, and so is rarely used, especially outside of research institutions.

1.2 Light-tissue interactions

The propagation of light in tissue can be described by three main interactions:[28]

1. Reflection (and refraction)

2. Absorption

3. Scattering

Reflection and refraction occur at the boundary between two materials with different indices of refraction, such as between air and tissue. The light that is reflected at the boundary obeys the law of specular reflection which states that the angle of reflection of a ray of light is equal to the angle of incidence.[29] Light that is transmitted past the boundary refracts toward or away from the normal as described by Snell’s law,

\[ n_1 \sin \theta_1 = n_2 \sin \theta_2 \]  

(1.1)

where \( n_1 \) and \( n_2 \) are the indices of refraction of the two materials, \( \theta_1 \) is the angle of incidence, and \( \theta_2 \) is the angle of refraction.

The amount of light that undergoes either of these two processes can be predicted using Fresnel’s equations which require the relative index of refraction \( (n_2/n_1) \) and the angle of incidence \( (\theta_1) \) for input parameters.[30] There is a wavelength dependence in all indices of refraction that is negligible for small wavelength ranges.[29, 31]

While inside a material, light can either be absorbed or scattered. The probabilities of these two occurrences are based on the optical properties of the material. When an
absorption event occurs, the light energy is transferred to a bound electron, elevating it to an excited state.[32] Atoms or molecules with excited electronic states can “discharge” this energy either through radiative processes such as fluorescence or phosphorescence or, more commonly, through non-radiative processes like vibrational relaxation. The probability of absorption occurring within an infinitesimal distance \( ds \) is \( \mu_a ds \), where \( \mu_a [mm^{-1}] \) is known as the absorption coefficient. In the case of (elastic) scattering, the exact process depends on the size of the particles with which the light interacts. When the particles are much smaller than the wavelength of light, Rayleigh scattering applies, which favors the scattering of shorter wavelengths in the forward or backward directions.[33] When the particles are comparable in size to the wavelength of light, Mie scattering best describes the interaction. Mie scattering is only weakly wavelength dependent and is forward-directed.[32] The probability of scattering occurring within an infinitesimal distance \( ds \) is \( \mu_s ds \), where \( \mu_s [mm^{-1}] \) is known as the scattering coefficient.

Elastic scattering is isotropic in nature. However, in a medium with many small, suspended particles, another direction may dominate when Mie and Rayleigh scattering apply. This can be accounted for with an anisotropy factor \( (g) \) that is equal to the average cosine of the scattering angle. An anisotropy factor of 0 represents isotropic scattering while a factor of 1 represents forward scattering. To account for this directionality when modeling light transport in tissue, a reduced scattering coefficient is commonly defined as \( \mu'_s = (1 - g) \mu_s \) such that its inverse is the average distance between isotropic scattering events that would produce the same results as the anisotropic scattering.[34]

Another helpful quantity is the total reduced attenuation coefficient, \( \mu'_t = \mu_a + \mu'_s \) which, when multiplied by an infinitesimal distance, represents the probability of any photon interaction occurring across that space. Its inverse is specially termed the “reduced mean free path” (mfp’) and represents the average distance between interactions.[35]

1.3 Modeling of light transport in turbid material

1.3.1 Radiation transport equation and diffusion theory

The radiation transport equation (RTE), also known as the Boltzmann equation, describes the transfer of neutral particles (in this case, energy modeled as discrete
photon) within an infinitesimal volume as a function of time.\cite{36} It is often expressed as a change in the time- and space-resolved energy radiance, \( L(\mathbf{r}, \Omega, t) \) with respect to time. This quantity can be determined by investigating the mechanism by which the energy radiance can be gained and lost from the volume in question. When considering the steady-state condition, there is no net change in the energy radiance and the gain terms are equal to the loss terms.

The gain mechanisms are:

1. Any photon sources within the volume, \( S(\mathbf{r}, \Omega) \)
2. Photons already within the volume that scatter into the direction of interest, \( \int_{4\pi} L(\mathbf{r}, \Omega) \mu_s(\mathbf{r}, \Omega' \rightarrow \Omega) d\Omega' \)
3. Photons that enter into the volume along the direction of interest

Loss mechanisms include:

1. Photons that are absorbed within the volume, \( \mu_a L(\mathbf{r}, \Omega) \)
2. Photons that scatter out of the volume, \( \mu_s L(\mathbf{r}, \Omega) \)
3. Photons that exit the volume

A single convection term can be used to account for the photons entering and exiting the volume, \(-\mathbf{\Omega} \cdot \nabla L(\mathbf{r}, \Omega)\). The combination of all of the terms results in the following equation for the steady-state RTE,\cite{35}

\[
\mathbf{\Omega} \cdot \nabla L(\mathbf{r}, \Omega) + (\mu_a + \mu_s) L(\mathbf{r}, \Omega) - \int_{4\pi} L(\mathbf{r}, \Omega) \mu_s(\mathbf{r}, \Omega' \rightarrow \Omega) d\Omega' - S(\mathbf{r}, \Omega) = 0 \quad (1.2)
\]

Solutions to the above equation may be found via intense numerical methods, but they are extremely computationally expensive to achieve. For this reason, a simpler approach is often employed in which approximations are made that simplify the RTE into a solution-friendly form. In the case of light transport in tissue, the diffusion approximation simplifies the above equation into a single differential equation. Diffusion theory requires:

1) that more scattering events occur than absorption events (\( \mu_a < 0.1 \mu'_s \)),
2) that the radiance is, at most, linearly anisotropic, and
3) that the location of interest is sufficiently far from any boundaries (greater than 1 mfp).\cite{32, 37}

Under these conditions, the RTE can be reduced into the following diffusion equation,
\[ \nabla^2 \cdot E(\mathbf{r}) - \frac{\mu_a}{D} E(\mathbf{r}) = S(\mathbf{r}) \]  

(1.3)

where \( E(\mathbf{r}) \) is the energy fluence rate (the integral of the energy radiance over all angles), \( D \) is the diffusion constant, \((3\mu'')^{-1}\), and \( S(\mathbf{r}) \) is the source term.

The diffusion equation can be solved analytically by applying a set of boundary conditions. In the case of tissue optics, the most common sets of boundary conditions, such as the extrapolated boundary condition, attempt to satisfy the Robin boundary condition through various approximations with image sources and extended boundaries.[38]

1.3.2 Monte Carlo simulations

Monte Carlo (MC) simulations offer a method of solving the steady-state RTE that is slightly less computationally expensive than traditional numerical methods. It is also useful for confirming solutions for approximations such as diffusion theory. Millions of photons are “launched” and their propagation through the medium is determined by the random sampling of probability distributions that represent the absorption and scattering conditions of the medium. The basic principles of MC simulations have been thoroughly covered by Prahl et al.[39] and Wang et al.[40] so only two important variations are outlined here.

If a single simulation must be run several times with different sets of optical properties, it is useful to adapt the code into what has been termed mono (or “white”) MC.[41, 42] Under this simulation, photons are tracked through a homogeneous scattering, non-absorbing medium. There is no survival weighting in mono MC, so the photons’ weights are never modified in the tissue and they are only killed when they scatter too many times (via Russian roulette) or migrate too far from the region of interest. The total distance traveled by each photon (the pathlength, \( s \)) in the medium is tracked. When photons are finally scored, their weight is added to a bin for the corresponding total pathlength. The effect of absorption can be introduced after the simulation is complete by multiplying each bin by \( \exp(-\mu_a s) \) and summing over all the bins.

When multiple processors are available on a computer, parallelization is an option for increasing the speed of the MC simulation. In parallel computing, single calculations are performed by each available processor in a computer and the results are collated at
the end. Parallelization is only possible if all the calculations are independent of one another (i.e. the order doesn’t matter). Since MC is based on stochastic processes, each photon can be treated separately. For example, in a computer with four processors, it is possible to track four photons simultaneously, record their progress, and collect their results once terminated. This yields a MC simulation that would run four times faster than the original serial code.

1.4 In vivo measurements of tissue optical properties with diffuse reflectance

For the purposes of monitoring patient response, ex vivo methods of DRS for determining tissue optical properties are obviously not appropriate. Therefore, this section will focus solely on in vivo methods, specifically those that require steady-state conditions.

1.4.1 Total diffuse reflectance

The total diffuse reflectance represents the fraction of incident light fluence remitted from the tissue across the entire surface (i.e. it is spatially integrated) at a single wavelength. It can be modeled with the diffusion approximation and is dependent only on the reduced albedo and the relative index of refraction.[43] The index of refraction for skin has been accurately measured, and a value of 1.4 is typically used for incident light within the visible spectrum.[41] With this information, the albedo of the tissue can be determined from the measured total diffuse reflectance. For a single total diffuse reflectance measurement, there is no way to determine the individual contributions from scattering and absorption. However, if the scattering and mean pathlength are assumed constant, a second measurement in which the absorption coefficient is known or can be approximated, will allow for the determination of the first absorption coefficient. This technique relies on the relationship between the total diffuse reflectance and the exponential of the product of the absorption coefficient and the pathlength,

\[ R_d \propto \exp (\mu_a l) \] (1.4)

The total diffuse reflectance is generally measured either with an integrating sphere
(see Section 1.5) or with an optical system, off-set from the normal to avoid collecting any specular reflectance.

### 1.4.2 Spatially-resolved diffuse reflectance

The spatially-resolved diffuse reflectance is the fraction of the incident light remitted at a set of radial distances from the incident light source. It can be collected in one of two ways: either with an imaging system[44] or by detection fibers positioned at known distances from the source fiber.[43] In a fiber optic array, the source and detection fibers are usually bundled together in a single probe to maintain accurate and consistent positioning of the fibers. Several detection fiber probes are used at greater distances to improve the signal-to-noise ratio (see Figure 1.1). The signals from the detection fibers are then processed by a spectrometer. When the reflectance is captured with an imaging system, such as a digital camera, the radially-dependent reflectance curve can be constructed by binning pixel intensities at equal radial distances. This method provides more data points for the subsequent analysis. Unless a hyperspectral camera is used, only the optical properties at a single wavelength (that of the incident laser source) can be determined.

Both the absorption and reduced scattering coefficients can be determined from this collected data. One analysis method is to compare the spatially resolved diffuse reflectance spectrum to one produced by a single mono Monte Carlo simulation. In addition to applying the effect of absorption post-simulation (see Section 1.3.2), it is also possible to scale the results for different scattering coefficients from a single reference scattering coefficient as follows,[41]

\[
R(\rho) = \left( \frac{\mu_s'}{\mu_{sref}'} \right)^2 R_{ref} \left( \rho \frac{\mu_s'}{\mu_{sref}'} \right)
\]

(1.5)

where the ratio of the new reduced scattering coefficient to the reference reduced scattering coefficient acts as a scaling factor. A fitting algorithm will adjust the optical properties and generate a reflectance curve from the MC data until the resulting chi-squared statistic between the measured data and the calculated data is minimized.

The data can also be fitted with a nonlinear equation for the spatially-resolved reflectance derived from diffusion theory. The absorption and reduced scattering coefficients would act as input parameters for the equation and those that resulted in the best fit (via a given fitting algorithm) would be the approximate values. When deriving
Figure 1.1: A diagram representing the configuration of the optical fibers in a spatially-resolved diffuse reflectance probe. Light enters through fiber “A” (dark grey) and is detected by additional fibers placed at set distances away (white). More fibers are placed at further distances to strengthen the signal.

In this equation, the selection of the boundary conditions is integral in recovering reliable results. Farrell et al. [45] used an extrapolated boundary condition and a negative image source to yield a fluence rate of zero at a new (extrapolated) boundary located above the actual tissue-air interface. The height of the image source and the boundary are dependent on the tissue optical properties. Using this set of approximations and boundary conditions, the recovered values for the absorption and reduced scattering coefficients agreed with the true values within 10%.

1.4.3 Spectrally-constrained diffuse reflectance

The most common method employs a single source-detector pair instead of a spatially-resolved array of detector fibers. In this approach, a broad spectrum light source is used instead of a single wavelength light source, and the collected signal is resolved into a reflectance measurement at each wavelength. However, this reflectance spectrum is not sufficient to determine the tissue optical properties. Generally, a forward model of the diffusion theory is derived and fit to the obtained reflectance spectrum. Such a model requires both the absorption and reduced scattering coefficient spectra,
can be approximated.

The absorption coefficient is estimated to be the sum of the individual chromophore concentrations \( c_i \), multiplied by their respective extinction coefficient spectra \( \varepsilon_i(\lambda) \), as follows,

\[ \mu_a(\lambda) = \sum_i c_i \varepsilon_i(\lambda) \]  

(1.6)

The extinction coefficient is the absorption coefficient per molar (mol/L) for the medium. These spectra for the majority of chromophores found in human skin (see Section 1.6) have been well characterized and the chromophore concentrations are included as fitting parameters in the forward model. It is important to include only those chromophores that contribute significantly to the overall absorption within the wavelength range of interest.[43] Including insignificant chromophores will add too many variables to the fitting equation while omitting significant chromophores will yield inaccurate results.

The reduced scattering coefficient for human skin has been well-characterized and follows a wavelength-dependent power law,[31]

\[ \mu'_s(\lambda) = a\lambda^{-b} \]  

(1.7)

As a result, the scaling factor \( a \), and the exponential \( b \) can be included as fitting parameters in the forward model. This spectrally constrained approach has been used by Yohan et al.[46] where it was used to track ionizing radiation-induced erythema through the hemoglobin fitting parameters.

### 1.4.4 Commercially available systems

Currently available commercial systems that measure diffuse reflectance are primarily used in dermatological applications. As such, their focus is on measuring the skin color which is directly related to the concentrations of the chromophores found in skin, specifically oxy- and deoxy-hemoglobin, and melanin.

Two such systems are the DSM II Skin ColorMeter (Cortex Technology, Hadsun, Denmark) and the Mexameter®MX 18 (Courage+Khazaka electronic GmbH, Cologne, Germany). The DSM II Skin ColoMeter employs a plastic probe with focusing optics to shine a white LED onto the skin surface. The reflected light is then focused back
onto multispectral detectors within the probe. The detector processes the reflected signal into one of the many color systems (RBG, CMYK, or L*a*b*) or a proprietary erythema index. The Mexameter uses three wavelengths (568 nm, 660 nm, and 870 nm) emitted by a 16 LED array onto the skin within a probe head that is placed on the skin surface. The requirement of direct contact between the skin and the probe suggests that this may be a fiber-based device although that is not explicitly stated. The red and near-infrared (NIR) wavelengths are used to determine a melanin index, and the green and red wavelengths are used to determine the erythema index.[47] Both systems rely on calibration measurements performed on black and white reflectance standards (provided).

The prices for either system could not be determined from the company websites, but a recent competitor, the Derma Spectrometer (MIC Global, London, United Kingdom) (no longer for sale) was priced at $6000 in early 2014.

1.5 Integrating sphere theory

An integrating sphere is a light delivery and/or collection device. As its name suggests, it is made from a hollow sphere with several “ports” cut out of the surface through which light can enter or exit. A typical sphere is shown in Figure 1.2. The inner surface of the sphere is covered with a highly diffuse reflective coating to create what is known as a Lambertian surface. When used as a light delivery device, the light emitted from the irradiation port is uniformly distributed and is isotropic in direction. When used as a measurement device, it is capable of capturing all of the light emitted from the sample area directly below the measurement port. Together, these illumination and measurement qualities make integrating spheres ideal for measuring the total diffuse reflectance (spectrum).
1.5.1 Relative reflectance and sphere throughput

The total diffuse reflectance is a relative (as opposed to absolute) reflectance measurement. As such, it requires a characterized reflectance sample known as a reference standard. Measurements performed with the sample of interest are compared to measurements performed with the reference standard. To ensure accurate reflectance measurements, it is important to maintain a consistent throughput, or efficiency within the sphere between the sample and the standard measurements.[48]

The throughput or efficiency of an integrating sphere is the best way of characterizing its performance. It can either be empirically determined or approximated by the following equation,

$$\tau = f_d \frac{\rho_w}{1 - \bar{\rho}_w}$$  \hspace{1cm} (1.8)

where $f_d$ is the exchange factor – equal to the ratio of the total surface area of all the ports to the surface area of the sphere, $\rho_w$ is the actual reflectance of the sphere wall material, and $\bar{\rho}_w$ is the average sphere wall reflectance accounting for the reflectances at each of the ports.

When the integrating sphere is sufficiently large, a change in the reflectance at one of the ports has a proportionately small effect on the sphere’s throughput. Unfortunately, large spheres are not only expensive, but often impractical. For smaller spheres,
changes in the sphere throughput between the sample and the reference standard cause what are known as Single Beam Substitution Errors (SBSE) in the total diffuse reflectance measurement.

If the sphere is sufficiently large to allow for an additional “dummy” port, a second measurement can be performed to account for SBSE, as shown in Figure 1.3. The geometry for the first measurement positions the sample directly opposite the light source and the reference standard at the dummy port. This is the primary reflectance measurement. The geometry for the second measurement positions the reference standard directly opposite the light source and the sample at the dummy port. This represents the background correction factor. Under this experimental design, the sphere throughputs and average reflectances are equal for the two measurements.

If the sphere is too small to permit a second port, the SBSE must be corrected mathematically or empirically. Of these two options, the empirical approach is preferred as a mathematical solution would be extremely complex and only accurate if precise values for parameters such as port fractions and reflectances were provided. For a given sphere, reflectance measurements are performed on a set of characterized reflectance standards covering the range of reflectances expected from the unknown samples. By comparing the observed reflectances to the expected ones, a correction factor equation or a lookup table can be produced. This process is described in detail in Chapter 2.
1.5.2 Integrating sphere design

When constructing an integrating sphere, there are several major design parameters that must be optimized to minimize measurement error. The first is the sphere size, which cannot be determined until the total surface area of all of the ports has been calculated. Ports intended for coupling with optical fibers will have a fixed surface area while the area of the detection/illumination port(s) will depend on the use of the sphere. Once the total surface area of the ports has been determined, the sphere size can be calculated based on the rule of thumb that the resulting exchange factor be less than 5%. Spheres that exceed this ratio no longer display some of the desired characteristics such as the isotropy of the light within the sphere.

The next consideration is the material of the sphere wall or the sphere’s internal coating. Spheres can be created from a highly reflective material such as Spectralon®, or they can be produced with another material and subsequently coated on the inside with a highly reflective paint, such as barium sulfate. In either case, it is extremely important that the interior surface of the sphere have as high a reflectance as possible, ideally greater than 94%. This material should also be matte or diffuse in nature in order to produce the desired scattering that creates the isotropic illumination.

The final consideration for the integrating sphere is the geometry of the ports. Usually light from the input port is not directly incident on the output port. To accomplish this, the numerical aperture of the optical fibers connected to the ports and the overall sphere geometry should be considered. If physical positioning of the ports cannot accomplish this task, wall projections into the center of the sphere, known as baffles, can be added. Baffles are not ideal for smaller spheres as they introduce inhomogeneities to the smooth inner surface of the sphere that affect the isotropic characteristic. Once this requirement has been satisfied, the illumination geometry can be decided. The two most popular setups are: (1) diffuse-direct (d/0°), where incident light is first incident on the sphere wall and the detection port is directly opposite the output port, and (2) direct-diffuse (0°/d), where the incident light is first incident on the detection port and the output port is focused on a portion of the inner sphere wall.[51]
Figure 1.4: The three main layers of skin: The epidermis, the dermis, and the subcutaneous layers. Cells of the epidermis begin at the stratum basale (SB) and migrate through the stratum spinosum (SS) and stratum gradulosum (SG) to the stratum corneum (SC). Modified with permission: ©David J. Wong (http://www.stembook.org), CC-BY-SA-3.0.[54]

1.6 Human skin

1.6.1 Skin Anatomy

Human skin consists of three main layers: the epidermis, the dermis, and the subcutaneous layer.[52] The epidermis is the top-most layer of skin. Keratinocytes (skin cells) are produced at the deepest section of the epidermis in the stratum basale (or basal layer) and migrate toward the surface, through the stratum spinosum and the stratum granulosum to the stratum corneum, losing their internal structures and organelles during the process (see Figure 1.4). Once the cells reach the skin surface, they are no longer alive and can be shed easily. The basal cells undergo mitosis at an average rate of 10% per day[1] and the migration of cells toward the surface occurs at a steady equilibrium rate. A completely new dermal layer is formed every 4 weeks. Also found in the epidermis are melanocytes, the melanin-producing cells which are majorly responsible for skin color. The average epidermal thickness is 0.1 mm.[53]

The second layer of skin is the dermis. It contains mostly collagen and elastin fibers but is also the location of capillaries and some nerves. The average dermal thickness is approximately 1.5 mm but can vary widely depending on the site.
Below the skin is the subcutaneous layer, also known as the hypodermis or subcutis. The thickness of this layer varies greatly because this is the layer that contains subcutaneous fat. This is also the location of the majority of superficial veins which can occasionally be visible at the surface. A representative thickness for this layer is 5 mm.

Light in the visible spectrum (400-750 nm) is only able to penetrate the first two layers of skin. For 500 nm light (green/blue), the average penetration depth in human skin is 0.6 mm while for 700 nm light (red/near-infrared), the average depth is 1.2 mm. Diffusely reflected light must first travel into and then out of the skin, therefore the majority of the reflected light signal is due to scattering and absorption events within the epidermis and dermis. Within these layers, the dominant chromophores are: oxy- and deoxy-hemoglobin, and melanin. The relative extinction coefficient spectra for these three chromophores are shown in Figure 1.5. While water accounts for roughly 70% (w/w) of human tissue, its absorption below 700 nm is negligible. Similarly, beta-carotene (in the epidermis) and bilirubin (in the dermis) do not contribute significantly at wavelengths above 450 nm. Also, they are only found in relatively small concentrations in healthy human skin. Although its contribution is small, there is a significant amount of absorption by the structural components of skin.
1.6.2 Skin Physiology

Changes to the vasculature within the dermal and subcutaneous layers impacts the blood flow that, in turn, changes the physical appearance at the surface. When the blood vessels narrow, less blood is present in the dermal layer of the skin. This process is known as vasoconstriction and results in a perceived blanching of the skin. When the blood vessels expand in a process known as vasodilation, more blood is present in the skin, which appears redder to the human eye.

As illustrated in Figure 1.5, both oxy- and deoxy-hemoglobin have low absorption in the red region of the visible spectrum, but have significant absorption within the green/yellow region. Therefore, when vasodilation occurs, the skin does not appear redder due to an increase in reflected red light, rather it is because of a decrease in the other colours in the reflected spectrum. Similarly, when vasoconstriction occurs, more green and yellow light are scattered back out of the tissue, contributing to a whiter appearance given that white light is a collection of all of the colors within the visible spectrum. Regarding the ratio of the two major hemoglobin chromophores during these two processes, McNaulty et al. determined that the tissue oxygen saturation ($StO_2$) is related to blood flow.\cite{58} Therefore, more oxy-hemoglobin is present during vasodilation and less is present during vasoconstriction.

Vasoconstriction and vasodilation are normal thermal regulatory responses of the human body.\cite{59} When the body begins to overheat, blood vessels near the surface expand to release heat. When the body temperature drops, blood vessels in the skin constrict to maintain more blood flow in the core. While this is the most commonly observed cause of these two processes, both can be induced by other means. For example, the anesthetic lidocaine acts as a vasodilator and epinephrine, a hormone, behaves as a vasoconstrictor. They are often used together in a subcutaneous injection to simultaneously numb the region of interest while keeping it blanched for better viewing and minimal bleeding during surgery. As the name suggests, the needle is inserted into the subcutaneous tissue below the dermis and acts on the blood vessels that span both layers. The actual area of skin impacted depends on the volumes and concentrations of the two injected drugs. Depending on the local vasculature, the effect can last up to several hours.

Vasodilation is also the most common response to inflammation because the increased blood flow supplies the affected tissue with more oxygen and white blood
cells, which are useful when infection occurs. During radiation therapy, radiation dermatitis/erythema occurs because some of the healthy cells in the basal layer are prevented from dividing.\cite{60} This disrupts the steady rate of progression of cells toward the skin surface, causing an inflammatory response.\cite{61} Erythema is also promoted by an increase in skin dryness due to the destruction of sweat and oil (sebaceous) glands. Although all patients respond differently and are prescribed different treatment plans, the general trend is for erythema to appear around the second week of treatment and last for approximately two to four weeks following treatment. For head and neck intensity modulated radiation therapy (IMRT), clinical experience predicts that the maximum skin response will occur during the fifth week of treatment (J. Wright, personal communication, Aug. 28, 2014.).

1.7 Thesis proposal

Currently available commercial systems for monitoring erythema rely on total diffuse reflectance spectroscopy.\cite{47} As a result, they can only provide measurements in the form of a skin redness scale (or “erythema index”). Such an index is only capable of detecting when skin is more or less red compared to some baseline measurement, and it cannot account for changes in non-hemoglobin chromophores.

Other clinical systems rely on a spatially-fixed spectrally-constrained diffuse reflectance approach.\cite{62} Such systems are capable of accounting for changes in the non-hemoglobin chromophores but may be more sensitive to positioning errors compared to an integrating sphere-based system.

A combination of the two approaches will result in a user-friendly system capable of accounting for all chromophore concentration changes. Thus, a spectrally-constrained model to interpret the total diffuse reflectance spectra obtained with an integrating sphere is proposed. Similar systems have been built by Yudovsky and Pilon,\cite{63, 64} but their derived model was tested on data measured in 1952, and since they did not account for integrating sphere effects, their model did not fit well to the data, particularly outside of the hemoglobin feature wavelengths. As such, careful consideration should be paid when building and characterizing a similar system. In Chapter 2 of this thesis, a paper is presented that outlines the elements of such a system and how its response was characterized. In Chapter 3, the system, combined with a standard erythema index, was used to determine the time to maximal effect of epinephrine. In Chapter 4,
a paper proposing a spectrally-constrained model for interpreting the spectra obtained with the established system is presented. Special consideration is paid to the necessary corrections required when the total diffuse reflectance spectrum is collected instead of the standard fixed-position diffuse reflectance spectrum. The system and model are then combined in Chapter 5 and used to monitor the skin redness of patients undergoing IMRT for cancers of the head and neck. The results are used to outline the proper implementation of quantitative analysis in a study comparing two treatment interventions or management regimens. Such additional consideration is necessary due to the large daily variation in the hemoglobin concentration in skin. Along with the skin redness measurements, weekly TLD readings were performed to confirm the skin dose in the measurement region. These data were later used to determine TLD placement and positioning reproducibility in Chapter 6.
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Chapter 2

Paper I - The total diffuse reflectance spectroscopy system
Preamble

Paper I outlines a total diffuse reflectance spectroscopy system for measuring the tissue optical properties of skin. This system incorporates a single integrating sphere geometry and a spectrometer, and was based on previous work by Dr. D. Moscu in 2010.[1] Both Moscu’s system and the one outlined in the following paper were made possible by the development of an in-house production method for creating customized integrating spheres from cubes of Spectralon® material by Dr. J. Hayward.

Although the system is not unique in its construction,[2, 3] the intended analysis procedure of fitting the obtained reflectance spectrum with a spectrally-constrained model required the system to be highly characterized. Similar commercially available systems are not accurately calibrated and, as such, can only provide information on increases in chromophore concentrations in terms of arbitrary indices for erythema or melanin. The goal of this paper was to illustrate how an integrating sphere-based system could be calibrated to return the true reflectance spectrum, thereby allowing its use with a spectrally-constrained approach. This makes the system more versatile for use in future studies.

The integrating sphere was prepared by Mr. G. Sawesky at the Juravinski Cancer Centre (Hamilton, Ontario). The remainder of the system was constructed by the author of this thesis (further known as “the author”) under the supervision of Drs. T. Farrell and Hayward. All calibration steps were devised and performed by the author. The work from two separate studies was briefly described and shown to illustrate potential uses of the system. The first study involved subcutaneous injections of lidocaine and epinephrine and was jointly achieved by the author and Dr. D. McKee (see Chapter 3) under the supervision of Dr. Hayward. The second study followed radiation therapy patients over the course of treatment and was performed by the author with help from Mrs. L. Doerwald-Munoz and under the supervision of Drs. Farrell, Hayward, O. Ostapiak, and J. Wright (see Chapter 5). Ethics approval was granted for both prospective studies.

An additional benefit to this system was it reduced cost due to the customized integrating sphere. At the time of writing, a call for papers for a special section on “Photonics for Global Health” was issued by the Journal of Biomedical Optics. As a result, the manuscript was prepared with the global health community in mind and special attention was paid to the cost of building and calibrating such a system.
Unfortunately, there was insufficient interest to warrant the special section and the manuscript was published as a general paper. The manuscript was written by the author and edited by Drs. Farrell and Hayward. The manuscript has been altered from its original form to match the style of this thesis.
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Abstract

The measurement of changes in blood volume in tissue is important for monitoring the effects of a wide range of therapeutic interventions, from radiation therapy to skin-flap transplants. Many systems available for purchase are either expensive or difficult to use, limiting their utility in the clinical setting. A low-cost system, capable of measuring changes in tissue blood volume via diffuse reflectance spectroscopy is presented. The system consists of an integrating sphere coupled via optical fibers to a broadband light source and a spectrometer. Validation data are presented to illustrate the accuracy and reproducibility of the system. The validity and utility of this in vivo system were demonstrated in a skin blanching/reddening experiment using epinephrine and lidocaine, and in a study measuring the severity of radiation-induced erythema during radiation therapy.

©2014 Society of Photo-Optical Instrumentation Engineers (SPIE)
2.1 Introduction

The ability to quantify changes in the concentration of chromophores in the skin (particularly oxy- and deoxy-hemoglobin) \textit{in vivo} and in real time has many applications in healthcare. For example, a complication of radiation therapy is radiation-induced erythema, which, if not monitored closely, can progress to painful moist desquamation.[4–7] In photodynamic therapy, tissue oxygenation can be used to indicate treatment efficacy[8] since oxygen is required for the activation of the cytotoxic photochemicals.[9, 10] Finally, in plastic surgery, proper blood flow is integral for the success of free tissue transplants and is used to indicate whether or not a return to the operating room is necessary.[11]

Several methods have been validated for measuring skin redness. In increasing complexity and accuracy they are visual assessment (with or without a color chart), colorimetry/photography, and spectroscopy.[12] Although the visual assessment technique,[13] is the most common, it is qualitative in nature. Due to its subjective nature and the nonlinearity of human vision, it is highly prone to interobserver as well as intraobserver variations.[14] The subjectivity of this method can be minimized by the introduction of color charts; however, a very large number of color shades would be required to best account for the effect of pigmentation on the perceived redness. Despite these difficulties, visual assessment remains the gold standard for measuring skin redness.[15, 16]

Digital photography is usually approached as a two-dimensional implementation of colorimetry. In colorimetry, the color is quantified using a set of three specifically tuned color sensors (usually RGB) that represent the color using a standard color map, such as the \(L^*a^*b^*\) system from the International Commission on Illumination (CIE).[17] Colorimetry (and digital photography) is made extremely difficult by the necessity to calibrate and standardize the results to allow for intermeasurement comparison (between days or between individuals).[18] Following correct calibration, both methods are capable of detecting changes in blood and oxygen saturation but, since the relationship between the measured data and skin redness is not fully characterized, they are only capable of indicating whether the skin is more or less red in comparison to previous or baseline measurements.[19–22]

Spectroscopy-based methods, such as reflectance spectroscopy and hyperspectral imaging, are the most complex of the methods used for measuring skin color.[23–27]
Spectroscopy provides quantitative data across a range of wavelengths, allowing for different parameters to be extracted from its measurements, depending on the scope of the investigation and the apparatus used. User-friendly commercial models capable of monitoring relative erythema and tissue oxygen saturation are expensive and use single-use detection probes. For example, the T-Stat® (Spectros, Portola Valley, California) costs approximately $25,000 US.[28] Cheaper models are less user-friendly and mostly only provide a single value for oxygen saturation. As a result, these systems are primarily used by highly trained investigators at research institutions and are rarely utilized in a typical clinical setting where they could be used routinely and would prove most beneficial.

In order to facilitate the translation of spectroscopy systems from the research laboratory to the routine clinical setting for the use on human skin in vivo, an economic integrating sphere-based diffuse reflectance spectroscopy (DRS) unit was developed and characterized. The system designs and specifications will be outlined. To illustrate the validity and utility of the assembled system, the results of two ongoing clinical studies measuring erythema under different conditions will be presented.

2.2 Design of the Total DRS System

Simply, the total DRS system consists of a white light source coupled to an integrating sphere via an optical fiber. A second detection optical fiber directs the reflected light to a spectrometer. The spectrometer is controlled by a computer on which the required processing software was installed. A schematic of the system design is shown in Figure 2.1. A detailed description of the selection of each component is presented below.
2.2.1 Light Source

Oxy- and deoxy-hemoglobin have spectral absorption features within the visible light range.[29, 30] Therefore, a light source encompassing this range, without any narrow band spectral excitation features, is required. In addition, a stable output over the measurement period (minutes to hours) is required for proper reflectance calculation. An Oriel 77501 Radiometric Fiber Optic Source (Newport, Irvine, California) was chosen with a 100 W quartz tungsten halogen lamp to produce a highly stable output within the visible-NIR wavelength range that can be easily coupled to an optical fiber. It also has an adjustable iris to allow for output optimization.

2.2.2 Spectrometer and Optical Fibers

The spectrometer must be capable of detecting light with high sensitivity across the visible spectrum. It must also have sufficient spectral resolution to allow for the differentiation between the spectral features of oxy- and deoxy-hemoglobin (<13 nm for oxy-hemoglobin). An ideal spectrometer would also be small for ease of portability.

The S2000 Miniature Fiber Optic Spectrometer from Ocean Optics (Dunedin, Florida) was chosen for this system. It has a wavelength range of 340 to 1000 nm and a dynamic range of 2000 for a single scan. The 2048-element linear CCD-array results in a pixel width of approximately 0.35 nm and the integration time can range from
3 ms to 60 s. Its small size (<150 mm cube) allows for easy transportation between clinical sites.

The fiber optic connector specifications for the Ocean Optics spectrometer are for an SMA 905 to single-strand 0.22 NA optical fiber. The optical fiber acts in place of a slit in the spectrometer’s hardware. A relatively large fiber core of 400 µm was chosen to maximize light collection. This resulted in spectral resolution of 10 nm as determined from the measurement of a mercury–argon calibration source (HG-1 Mercury Argon Calibration Source, Ocean Optics, Dunedin, Florida). The effect of this spectral resolution on the reflectance spectrum analysis is described in Section 2.4.2. The final criterion for the fibers was high transmission in the visible spectrum. Two such fibers, with a wavelength range between 400 and 2200 nm, were purchased from Thorlabs (Newton, New Jersey).

2.2.3 Integrating Sphere

The size of the integrating sphere is dictated by its use to measure light reflectance from human skin. As such, the integrating sphere should be relatively small (on the order of 5 to 10 cm in diameter) so that it can fit onto the various curves of the human body. A small sphere would also be easier to maneuver and keep stationary, resulting in more stable measurements.

The size of the measurement port of the sphere should be sufficiently large that local inhomogeneities in the measurement area (such as small freckles or hairs) do not overwhelm the result, but should result in the sphere’s port fraction (the ratio of the total port area to the total internal surface area of the sphere) falling between 2% and 5%.\textsuperscript{[31]} For the range of sphere sizes suggested above, the port diameter would fall somewhere within 1.5 to 5 cm.

The sphere should also have a high internal reflectance (greater than 94%) and produce a uniform light field at the measurement port.\textsuperscript{[32–34]} If the input light is directly incident on the detection port, the sphere should include a baffle, blocking this path. For spheres of the size used in this experiment, baffles should be avoided when possible as they disrupt the internal surface of the sphere, reducing the uniformity of the illumination within the sphere.

The integrating sphere was made from a cube of Spectralon® (Labsphere®, North Sutton, New Hampshire) with side lengths of 2 in. (50.8 mm). The cube was bisected and a hemispherical cavity was machined into both halves using a 1¼ in. (31.75 mm)
ball-end mill. The bottom of one of these halves was milled down, creating a port measuring 15.2 mm in diameter. The parts were assembled to form the sphere and holes were drilled through the center of the unmilled half as well as through one side at the junction to accommodate SMA 905 connectors which would become the detection and illumination ports, respectively (see Figure 2.2).

2.2.4 Implementation Costs

The specifications for each individual component have some flexibility; therefore, a DRS system can be built within a wide range of costs while still achieving the same measurement results.

In choosing the light source, it is only important that it covers the desired wavelength range and be stable to within 1%. Although a uniform spectral output is ideal to keep the signal uncertainty relatively constant, it is not necessary. A quartz tungsten halogen lamp provides smooth spectral features and high output powers; however, a less expensive alternative would be a white LED. These provide excellent illumination and are relatively stable, although they do have an emission peak in the blue region (~465 nm).

Integrating spheres can be purchased from an optical device supplier; however, spheres can be built for costs as low as $100 US by obtaining a suitable block of Spectralon. Since the sphere is not being used for radiometric purposes, it can deviate
from an ideal integrating sphere and still provide an accurate reflectance measurement. Spheres can also be constructed by vacuum-forming plastic styrene about a spherical mold and coating the inside with barium sulfate paint.\cite{35}

The most expensive component is the spectrometer, and its price will depend on the detection sensitivity and grating size. The average cost for a common fiber-based spectrometer is around $2000 US. Although not recommended, spectrometers can also be built cheaply if necessary.\cite{36}

The computer must be able to interface with the spectrometer and run the necessary software. Therefore, an inexpensive netbook or laptop will be sufficient. Optical fibers are uniformly priced in the market and will contribute very little to the total cost of the system.

A list of itemized expenses is shown in Table 2.1, assuming new materials were required. For comparison, a hand-held colorimeter is available for $6000 US from Derma Spectrometer (MIC Global, London, United Kingdom).

Table 2.1: Cost estimates for the DRS system. Listed prices are based on the purchase of new material.

<table>
<thead>
<tr>
<th>Component</th>
<th>Pricing (USD)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Low</td>
</tr>
<tr>
<td>Light source</td>
<td>$100</td>
</tr>
<tr>
<td>Integrating sphere</td>
<td>$100</td>
</tr>
<tr>
<td>Spectrometer</td>
<td>$500</td>
</tr>
<tr>
<td>Computer</td>
<td>$250</td>
</tr>
<tr>
<td>Connection cables</td>
<td>$100</td>
</tr>
<tr>
<td>Total</td>
<td>$1050</td>
</tr>
</tbody>
</table>

## 2.3 Procedure and Performance

### 2.3.1 Integrating Sphere Configuration

The optical fibers are connected to the integrating sphere following a $d/0^\circ$(diffuse illumination/direct detection) geometry such that the input light is first incident on the sphere wall before encountering the tissue surface and the output fiber is directly across from the measurement port (as shown in Figure 2.1. In this geometry, the
sample is more uniformly illuminated compared with a 0°/d geometry due to the multiple reflections of the light prior to exiting the sphere at the tissue. In addition, since the illumination is diffuse rather than normally incident, the penetration of light is more superficial due to the oblique entrance angle (average 55°). Thus, a greater percentage of spectroscopic information originates from the upper layers of skin where the chromophores of interest are located. Due to the small size of this integrating sphere, a baffle was not used. The geometry and the detector fiber acceptance angle (0.22 NA) allowed only light that was specularly or diffusely reflected from the tissue surface to be collected.

2.3.2 Calculating Spectral Reflectance

The spectral reflectance of a tissue sample was normalized by dividing the spectral count rate with the detection port on the tissue, \( S_t(\lambda) \), by the spectral count rate from a highly reflecting standard, \( S_{\text{norm}}(\lambda) \). Both of these were adjusted by subtracting the background signal rate, \( S_{\text{bg}}(\lambda) \), so that the modified total diffuse reflectance, \( R^*_m(\lambda) \), is given by

\[
R^*_m(\lambda) = \frac{S_t(\lambda) - S_{\text{bg}}(\lambda)}{S_{\text{norm}}(\lambda) - S_{\text{bg}}(\lambda)}.
\]  

Normalizing to a reflectance standard eliminates the need to correct the measured signal rate for the system spectral response.

A 99% reflectance standard (SRS-99-010, Labsphere, North Sutton, New Hampshire) was used as the normalization standard while a 2% reflectance standard (SRS-02-010, Labsphere, North Sutton, New Hampshire) was used for the background. The 2% standard was used instead of directing the detection port into a dark room in order to avoid changes in ambient lighting conditions, should the system be used in different locations which would affect the calculated reflectance. This substitution did not affect the accuracy or precision of the measurement. If reflectance standards are not available, a piece of thick, matte black cloth may be substituted for the 2% standard, and a piece of high diffusely reflective material such as a piece of Spectralon or a flat surface coated with barium sulfate may be substituted.

For each spectral count rate measurement, the integration time was set such that the maximum intensity was approximately 90% of the dynamic range. This allowed for optimal precision while ensuring that the signal would not saturate. Five measurements
were averaged to further reduce the noise. The averaged measurements were converted into a count rate by dividing by the integration times.

2.3.3 Sphere Preparation

The measurement port of the integrating sphere was covered with a sheet of occlusive dressing (Tegaderm™film, 3M Health Care, St. Paul, Minnesota) in order to prevent dirt and other material from contaminating the inside of the sphere. A new sheet was applied for each patient before any measurements to ensure sterility. The dressing was left on for the normalization and background measurements and, therefore, did not modify the resulting reflectance. Reflectance measurements were performed on calibrated diffuse reflectance standards ranging from 2% to 99% (RSS-08-010, Labsphere, North Sutton, New Hampshire) with the dressing in place and removed. Both sets of measurements showed no measurable difference.

2.3.4 Correcting for Single Beam Substitution Error

Single beam integrating spheres used for reflectance spectroscopy suffer from single beam substitution error[37, 38] due to the decrease of the total flux within the sphere when the normalization plate is replaced with the sample. This can be corrected using Equation 2.2. The parameters (a, b, c), as a function of wavelength, were determined empirically by measuring the calibrated reflectance standards described in the previous section and developing a relationship between the measured and calibrated reflectances (represented by $R_m^\ast$ and $R_m$, respectively), based on the fraction of reflected light. If reflectance standards are not available, Intralipid™(Baxter, Deerfield, Illinois) and India ink liquid phantoms can be used as they have well-characterized extinction coefficients.[39, 40]

$$R_m = \frac{aR_m^\ast + b}{R_m^\ast + c} \quad (2.2)$$

These data were fit using a nonlinear least-squares algorithm at each of the wavelengths. A typical fit for a single wavelength is shown in Figure 2.3. This correction was applied to the modified total diffuse reflectance, resulting in a corrected total diffuse reflectance ($R_m$). A set of colored diffuse reflectance standards (CSS-04-010, Labsphere, North Sutton, New Hampshire) were measured and, following correction,
Figure 2.3: The integrating sphere calibration curve at 600 nm. The fitted function corrects the measured reflectance for single-beam substitution error. The dots are the calibrated and measured reflectance pairs and the dashed line is the fit to these data.

the measured reflectance was within 0.01 of the calibrated reflectance specified by the supplier (Figure 2.4).
2.3.5 Reflectance Measurement Reproducibility

The reproducibility of the system was tested using the green reflectance standard (SCS-GN-010) because it had reflectance similar to human skin and spectral features in the same region as hemoglobin. Reflectance was measured every day for 30 days and the standard deviation across the 500 to 700 nm spectral region never exceeded 1%. As expected, it varied with the spectral reflectance of the reflectance standard (i.e., the uncertainty was lower when the reflectance/signal was higher). Reproducibility measurements were also performed on human skin and they had a similar result.

2.4 Experimental Validation

2.4.1 Study Overviews

In order to demonstrate the use and validity of the DRS system, sample data from two ongoing erythema studies are presented. In the first study, erythema and skin blanching were induced via subcutaneous injection of lidocaine (a vasodilator and anesthetic) with or without epinephrine (a vasoconstrictor) over the deltoid muscles of volunteers’ upper arms. The aim of this study was to determine the time to maximal
effect of injected epinephrine. In the second study, serial skin reflectance measurements were taken on head and neck cancer patients undergoing intensity-modulated radiation therapy (IMRT). The goal of this study was earlier detection of radiation-induced erythema compared with visual assessment methods. Both studies received Hamilton Health Sciences Research Ethics approval.

2.4.2 Erythema Index Analysis

The measured reflectance spectra were processed using the Dawson erythema index (EI).[41] This model was chosen because of its wide acceptance and use (over 280 citations to date),[42] as well as its straight-forward calculation method. Briefly, the EI is the area under the curve of the log of the inverse reflectance spectrum between 510 and 610 nm (encompassing the absorption features of oxy- and deoxy-hemoglobin). The influence of melanin in the EI can be approximately corrected using reflectance data between 650 and 700 nm (EI). For serial measurements on an individual, a relative erythema index (EI_r) can also be calculated. Simply, a baseline EI_c is obtained either at time zero or at a nearby reference location. This is subtracted from EI_c values measured at later time points such that, in the absence of changes in hemoglobin, EI_r would be zero.

The 10 nm FWHM spectral resolution of the system has the effect of broadening spectral features in the measured reflectance. Although this would be problematic for narrow features, the absorption features in the hemoglobin spectra are very broad and were not strongly affected. To verify the effect on the EI, spectra derived from the literature[43] were convolved with a 10 nm FWHM Gaussian function and the EI calculated before and after. Small differences in the calculated EI were noted (data not shown), however changes in EI with respect to an increase or decrease in hemoglobin were insensitive to the spectrometer’s spectral resolution.

2.4.3 Study Results

In the first study, the reflectance was measured serially for 2 h following the injection of lidocaine (with or without epinephrine) and the measurements were processed to calculate the EI_r as a function of time. A time course for one volunteer is shown in Figure 2.5 along with the reflectance spectra at specific time points. For both injections, there was a rapid increase in the EI_r indicating an increase in the hemoglobin content.
The combined lidocaine and epinephrine injection then decreased to a minimum $EI_r$ of approximately -16 at the 22 min mark indicating a reduction in hemoglobin content. An analysis of the $EI_r$ for all subjects indicated that the maximum epinephrine-induced blanching occurred approximately 25 min following injection, after which surgical incision may commence.[44]

In the second study, the reflectance was measured daily over the course of the patients’ head and neck IMRT treatments. During this study, it was necessary to have multiple investigators operate the DRS system. This requirement illustrated the ease of training associated with the system, as all investigators were capable of properly using the system following a short 15 min tutorial. Greater variation was observed in the daily measurements compared with the short-term measurements of the first study (see Figure 2.6). The $EI_r$ was not calculated because the baseline consisted of a single measurement. The variation is the result of daily changes such as time of day and patient temperature.[45] An increase in $EI_c$ was observed over the course of the 35 days. Erythema was first visually diagnosed on day 18 of treatment. This study is ongoing.
Figure 2.5: (a) A sample time course for one volunteer in the study involving lidocaine and epinephrine. (b) Full reflectance spectra from before injection (□), 1 min following the injection of lidocaine alone (△), and 26 min following the injection of lidocaine and epinephrine (◯).
2.5 Discussion

This paper illustrates two clinical applications of a DRS system. These results demonstrate that a low-cost spectroscopy system is capable of measuring spectral changes in reflectance due to changes in the concentration of hemoglobin. These changes were quantified using the Dawson EI. The system is easy to operate and yields valuable clinical data with little training required. The system described here may be found to have a wide range of clinical assessment roles, which would make it an even more useful tool for health care practitioners. However, since the system collects a full spectrum, it is capable of generating much more valuable information than just a single EI value. For example, correcting for background chromophores is only approximate and any changes over the measurement period could register as incorrect increases or decreases in skin redness. An alternative modeling approach using a spectrally constrained diffuse reflectance model to fit the measured reflectance spectrum with concentrations of the major tissue chromophores may be advantageous. This will allow for the detection of skin color changes in reference to their responsible chromophore, but would require the measured spectrum to be extremely accurate and precise.

One of the limitations of this spectroscopy system is that the signal is normalized using a highly scattering Spectralon® standard. In comparison, human skin is much
less scattering and therefore the true reflectance is under-represented due to scattering losses. These scattering losses are not large but, since they vary with the tissue optical properties, they would need to be accounted for in a spectrally dependent model.

This paper presents a low-cost, user-friendly DRS system for measurement of changes in skin hemoglobin concentration. The performance of the system was characterized in terms of wavelength accuracy and measurement stability, uncertainty, and reproducibility. The validity and utility of the system were demonstrated through a skin reddening/blanching experiment and a radiation-induced erythema study, followed by analysis with a simple erythema model. Further uses of the system have yet to be investigated.
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Chapter 3

Paper II - Application of system in plastic surgery
Preamble

Paper II employs the system developed in Chapter 2 to determine the time to maximum vasoconstriction of subcutaneously injected epinephrine. Previous work was performed with porcine models using laser Doppler flowmetry and estimated the time interval to be 7 to 10 minutes in length.\[1\] This work was performed in 1987 and there had been no further investigation to confirm this result prior to this work. In this paper, lidocaine was injected into volunteers upper arms with and without epinephrine to induce reddening or blanching respectively, and DRS measurements were performed every 1 to 2 minutes over the course of 2 hours. Since work was still being performed on a spectrally-constrained model (see Chapter 4), the measurements were analyzed with the commonly cited Dawson erythema index.\[2\]

The protocol used during this investigation was developed primarily by the author of this thesis (further known as “the author”) with contributions by Dr. D. McKee (the first author of the paper). In addition, the majority of the material required for the Research Ethics Board application was prepared by the author. Injection of the lidocaine (and epinephrine) was performed by Dr. McKee while all subsequent measurements were performed by the author with assistance from Dr. McKee. The program for converting the measurements into corrected Dawson erythema indices was written and executed by the author while the error analysis and the interpretation of the time course results were undertaken by Dr. McKee. The manuscript was prepared primarily by Dr. McKee under the supervision of Drs. D. Lalonde and A. Thoma. The author and Dr. J. Hayward did not contribute major changes to the manuscript. The manuscript has been altered from its original form to match the style of this thesis.
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Abstract

Background: The time until maximal cutaneous vasoconstriction after injection of lidocaine with epinephrine is often given in textbooks and multiple choice examinations as 7 to 10 minutes. However, in our experience, there is significantly less cutaneous bleeding if one waits considerably longer than 7 to 10 minutes after injection of local anesthesia with epinephrine for most procedures on human skin.

Methods: This was a prospective, randomized, triple-blind study where 12 volunteers were injected simultaneously in each arm with either 1% lidocaine with epinephrine (study group) or 1% plain lidocaine (control group), after which the relative hemoglobin concentration of the underlying skin and soft tissues was measured over time using spectroscopy.

Results: In the epinephrine group, the mean time at which the lowest cutaneous hemoglobin level was obtained was 25.9 minutes (95 percent CI, 25.9 ± 5.1 minutes). This was significantly longer than the historical literature values of 7 to 10 minutes for maximum vasoconstriction after injection. Mean hemoglobin index values at every time measurement after postinjection minute 1 were significantly different between the study group and the control group, with use of a two-tailed paired t test (p < 0.01).

Conclusions: If optimal visualization is desired, the ideal time for the surgeon to begin the incision should be 25 minutes after injection of local anesthetic with epinephrine. It takes considerably longer than 7 to 10 minutes for a new local equilibrium to be obtained in relation to hemoglobin quantity.

CLINICAL QUESTION/LEVEL OF EVIDENCE: Therapeutic, I.
3.1 Introduction

Epinephrine is routinely used with local anesthetic in surgical procedures to provide hemostasis, where visualization of underlying intricate anatomy is important. The time until maximal cutaneous vasoconstriction after injection of lidocaine with epinephrine is often listed in textbooks[3, 4] and multiple-choice examinations as 7 to 10 minutes. This value originated from a 1987 study using a laser Doppler flowmeter on pig skin after injection of 1% lidocaine with epinephrine at several concentrations, including 1:100,000.[1] In our clinical experience, there is significantly less cutaneous bleeding if one waits considerably longer than 7 to 10 minutes after injection of local anesthesia with epinephrine for most procedures on human skin.

The purpose of this study was to see how long it really takes to obtain the lowest cutaneous hemoglobin concentration after lidocaine with epinephrine injection in the human arm. In this prospective, randomized, triple-blind study, volunteers were injected simultaneously in each arm with either 1% lidocaine (plain) or 1% lidocaine with epinephrine. The underlying skin and soft-tissue perfusion changes were monitored with diffuse reflectance spectroscopy to estimate relative hemoglobin concentration changes over time. The time until the lowest concentration of hemoglobin was obtained for each volunteer injected with lidocaine with epinephrine.

3.2 Patients and Methods

This study was given final full approval on December 8, 2011, from the Research Ethics Board affiliated with Hamilton Health Sciences and McMaster University (project no. 11-543) and all volunteers gave informed written consent. Between March and May of 2012, 12 volunteer university students with ages ranging from 21 to 31 years, and a male-to-female ratio of 50:50, received two injections within 1 minute of each other just under the dermis on the lateral arm over the deltoid insertion. One person was responsible for injecting all volunteers: 5 cc of 1% lidocaine with 1:100,000 epinephrine (0.01 mg/ml) in one arm and 5 cc of 1% lidocaine (plain) in the other arm (AstraZeneca Canada, Inc., Mississauga, Ontario, Canada). By opaque envelope, volunteers were assigned randomly with details of arm allocation so that they had a 50:50 chance of receiving the epinephrine injection in either their left or right arm. The study was triple-blinded: neither the volunteer, the person injecting the local anesthetic, nor
the spectroscopy technician knew which arm was injected with which solution. With
regard to volunteer skin type, 11 volunteers were white and one was of eastern Asian
heritage.

Spectroscopy measurements were taken every minute from each arm for 5 minutes
before injections and for 30 minutes after injections. Subsequently, measurements were
taken every 2 minutes until 100 minutes after injection. Reflectance measurements for
this study were achieved by attaching an integrating sphere to a white light source
and a spectrometer by means of fiberoptic cables. The incident light was provided
by a 7-W tungsten-halogen white light source (360- to 2000-nm optical bandwidth)
(HL-2000-FHSA; OceanOptics, Dunedin, Fla.). The diffuse reflectance from the skin
was captured by a circular port opening that was 1.6 cm in diameter and was detected
by a spectrometer (SD 2000; OceanOptics) with a usable wavelength range of 300 to
1000 nm. From each spectral measurement, a hemoglobin index (E) was calculated as
follows[2]:

\[ E = 100[r + 1.5(q + s) - 2(p + t)], \]

(3.1)

where \( p, q, r, s, \) and \( t \) are the logarithm of the inverse of reflectance at wave-
lengths 510, 542, 560, 576, and 610 nm, respectively. This index correlates with total
hemoglobin concentration in vivo and corrects for the concentration of melanin in
the skin. For each arm injected with epinephrine, the time until lowest hemoglobin
concentration (most negative hemoglobin index) was obtained by averaging every three
consecutive time points to reduce noise error.

3.2.1 Statistical Analysis

Two sample size calculations were performed using the parameters alpha error =
0.05 and beta error = 0.05 and using values obtained from a pilot study with eight
experiments on volunteers. The first calculation used a difference of means of 29.3
(SD 8.0 and 20.2, respectively) for hemoglobin index measured by spectroscopy at 30
minutes after injection, between the lidocaine with epinephrine group and the plain
lidocaine group. The second calculation compared the time until lowest hemoglobin
concentration obtained in the pilot study (37.3 ± 27.4 minutes) to a literature value
of 10 minutes. A sample size of 12 was determined for the study as the largest sample
size resulting from the two calculations.
3.3 Results

Mean relative hemoglobin index versus time was plotted for both groups (Figure 3.1). Mean relative hemoglobin index values at every time measurement after 1 minute after injection were significantly different between the lidocaine plus epinephrine group and the plain lidocaine group, using a two-tailed paired t test \((p < 0.01)\). On the lidocaine plus epinephrine curve, the lowest mean relative hemoglobin index was obtained at 25 minutes. For every volunteer, the time until lowest hemoglobin concentration was obtained, and the average was 25.9 minutes \((95\text{ percent CI}, 25.9 \pm 5.1\text{ minutes})\). This was found to be significantly different and longer than the commonly quoted historical literature value of 7 to 10 minutes, using a two-tailed one-sample t test \((p < 0.001)\).

3.4 Discussion

This study revealed that the time when the lowest cutaneous hemoglobin concentration was obtained after injection of 1% lidocaine with 1:100,000 epinephrine in the human

Figure 3.1: Mean relative hemoglobin index (unitless) \((y\text{ axis})\) versus time \((\text{in minutes})\) \((x\text{ axis})\). Time = 0 is the injection of plain lidocaine (blue) and lidocaine plus epinephrine (red). Time < 0 represents baseline measurements. Error bars = SEM. The lowest point on the lidocaine plus epinephrine curve was -19.1, occurring at 25 minutes.
arm was 25.9 minutes. This is considerably longer than the frequently quoted 7 to 10 minutes for maximal cutaneous vasoconstriction.[1]

Several studies have used laser Doppler flowmetry in humans to correlate epinephrine concentration with arterial blood flow.[5, 6] No studies to date have used tissue reflectance spectroscopy to characterize the actual quantity of blood in soft tissue injected with lidocaine with epinephrine over time. This technique provides a more direct estimate of potential intraoperative bleeding, as opposed to measuring arterial blood flow alone.

Hemoglobin has a distinct spectral response and well-described absorption properties. Tissue reflectance spectroscopy is a validated reproducible technique for measuring oxygenated and deoxygenated hemoglobin concentrations in soft tissue at a depth of up to 1 cm.[2, 7] A widely used application of tissue spectroscopy in medicine is pulse oximetry. A pulse oximeter is specifically calibrated to distinguish the concentration of oxygenated hemoglobin in an arterial pulse from the soft tissue’s total background hemoglobin concentration. In the present study, we were solely interested in background total hemoglobin. Tissue reflectance spectroscopy has been recently tested in plastic surgery for several novel purposes, including continuous noninvasive monitoring of tissue perfusion in free flaps, where changes in oxygenated hemoglobin concentration have been used to guide early reoperation in failing flaps.[8, 9] Spectroscopy is more reproducible, sensitive, and objective than color judgments made by the human eye when measuring degrees of paleness or erythema. In this study, spectral responses were found to be a reliable method used to distinguish the epinephrine and control groups. Mean relative hemoglobin index values at every time point after post injection minute 1 were significantly different between groups. The authors observed a correlation between spectroscopy measurements (relative hemoglobin index) and subjective visual observations (relative skin redness and whiteness) over time; however, this correlation was not quantified.

For each group, there was an immediate transient increase in hemoglobin index shown by spectroscopy that was statistically significant at 1 minute compared with baseline, using an unpaired two-tailed t test (p < 0.01). This immediate increase in hemoglobin is likely caused by local histamine release by mast cells because of tissue trauma from the injection and by the chemical sympathectomy effect of lidocaine, resulting in immediate vasodilation. In the plain lidocaine group, the hyperemia effect lasted up to 80 minutes on average. In the epinephrine group, hemoglobin concentration
returned to baseline at roughly 7 minutes after injection, and continued to decrease until a new equilibrium was reached at roughly 25 minutes, with a hemoglobin concentration less than the baseline concentration. When using lidocaine, epinephrine should be added whenever possible to decrease bleeding during surgery.[10, 11]

Epinephrine’s vasoconstriction effect is complex, and vasoconstriction intensity differs depending on vessel type: arteries, arterioles, precapillary sphincters, capillaries, venules, and veins.[12] Although epinephrine’s maximal effect on arterial vasoconstriction may occur at 7 to 10 minutes, it takes considerably longer for a new local equilibrium to be obtained with regard to hemoglobin quantity.

If optimal visualization is desired, the ideal time for the surgeon to begin the incision should be the time when local hemoglobin concentration is lowest. Waiting 25 minutes after injection of local anesthetic with epinephrine before making an incision will result in less intraoperative bleeding. Plastic surgeons already using this concept may inject local anesthetic; leave the injected patient temporarily, to perform other tasks such as injecting other patients; and later return after roughly 25 minutes, to begin the procedure on the first patient.[13]

One limitation of this study was that there was no surgery performed on volunteers. Ideally, two standard bilateral incisions during a surgical procedure could be made at both 7 and 25 minutes after lidocaine plus epinephrine injection to see whether there was any difference in volume of blood loss between sites. Future studies could use spectroscopy to measure hemoglobin concentration in the head and neck or in the hand, as epinephrine likely has slightly different effects, depending on location.
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Chapter 4

Paper III - A model for analyzing system-measured spectra
Preamble

Paper III proposes a spectrally-constrained model for interpreting the total diffuse reflectance spectra obtained with the integrating sphere-based system outlined in Chapter 2. The model was developed from the one dimensional diffusion theory approximation of the radiation transport equation[1] where each scatter point acts as a point source. The coefficients for the solution to the resulting ordinary differential equation were determined by applying the extrapolated boundary condition.

The necessary corrections to modify a measured reflectance spectrum into the true reflectance spectrum were thoroughly considered. The Single Beam Substitution Error (SBSE) was previously addressed in Chapter 2, while the scattering losses that result from calibration with a highly scattering Spectralon® standard were investigated in this paper. To determine the functional form of this correction factor (SLCF), mono Monte Carlo simulations were performed and then confirmed with tissue-simulating liquid phantoms.

The order in which these corrections are applied in the fitting algorithm was determined based on the required parameters for each step. The robustness of the model was then tested for effects of noise, and changes in the scattering and background absorption coefficients. Finally, the model was used to interpret the previously collected lidocaine & epinephrine data from Chapter 3 and compared to the previous Dawson erythema index analysis.[2]

All of the work undertaken for this paper was performed by the author of this thesis (further known as “the author”) under the supervision of Drs. T. Farrell and J. Hayward with the following exceptions; As previously mentioned, the epinephrine study was jointly undertaken by the author and Dr. D. McKee, the liquid phantoms were prepared by Mr. D. Gallino, the spatially-resolved diffuse reflectance measurements were collected and analyzed with the help of Mr. D. Cappon, and the Monte Carlo simulation code was written with significant help by Dr. G. Devenyi. The manuscript was written by the author and edited by Drs. Farrell and Hayward. The manuscript has been altered from its original form to match the style of this thesis.
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Abstract

The ability to monitor changes in the concentration of hemoglobin in the blood of the skin in real time is a key component to personalized patient care. Since hemoglobin has a unique absorption spectrum in the visible light range, diffuse reflectance spectroscopy is the most common approach. Although the collection of the diffuse reflectance spectrum with an integrating sphere has several calibration challenges, this collection method is sufficiently user-friendly that it may be worth overcoming the initial difficulty. Once the spectrum is obtained, it is commonly interpreted with a log-inverse-reflectance (LIR) or “absorbance” analysis that can only accurately monitor changes in the hemoglobin concentration when there are no changes to the non-hemoglobin chromophore concentrations. This paper addresses the difficulties associated with collection of the diffuse reflectance spectrum with an integrating sphere and proposes a model capable of retrieving relative changes in hemoglobin concentration from the visible light spectrum. The model is capable of accounting for concentration changes in the non-hemoglobin chromophores and is first characterized with theoretical spectra and liquid phantoms. The model is then used in comparison with an LIR analysis on temporal measurements from blanched and reddened human skin.
4.1 Introduction

The knowledge of changes in blood volume in tissue is a valuable asset when monitoring the effects of a wide range of therapeutic interventions, from radiation therapy[3–6] to skin-flap transplants.[7] The most common method of monitoring changes in skin perfusion or blanching is by visual inspection.[6, 8] While widely accessible, this approach is subjective and prone to inter- and intra-observer error.[9] Monitoring changes in skin perfusion to gauge patient progress would be more reliable if an objective, quantitative approach were available.

Steady-state diffuse reflectance spectroscopy (DRS) measures the wavelength-dependent intensity of light that has entered and scattered back out from a sample.[10] Since the amount of reflected light is dependent on the absorption coefficient $\mu_a$, which is itself a function of the individual chromophore concentrations (such as oxy- and deoxy-hemoglobin, and melanin), it is a good candidate for the task. There are several different approaches and technologies available for obtaining a diffuse reflectance spectrum, each with their own set of advantages and disadvantages.

4.1.1 Measurement of Diffuse Reflectance Spectra

Spatially-resolved diffuse reflectance (SRDR) is one of the most common approaches for determining optical properties from reflectance spectra. Typically, fiber optics are placed at increasing radial distances from a source fiber and the measured intensities can be used to determine both the absorption and reduced scattering coefficients.[10] However, SRDR is rarely used in the clinical setting due to the many difficulties associated with its implementation. SRDR returns most accurate results when there is good coupling between the fiber optics and the measurement surface. Also, the results may be sensitive to local inhomogeneities, such as freckles, hair, and localized vasculature that may alter the individual fiber measurements. Since the signal drops off rapidly with distance, a high quality spectrometer is required to span the required dynamic range and establish the rate of decrease in intensity as a function of radial distance, making it expensive and difficult to calibrate.

An alternative is to use a single fiber-optic source-collector pair geometry. This has many of the same complications as the spatially-resolved approach except it is not as expensive and is much easier to calibrate. It is still error prone if tissue contact is
compromised or if there is a local inhomogeneity, but the source/detector geometry can be selected to match a specific range of expected optical properties and minimize the effect of high scattering.

Another measurement technique is an integrating sphere (IS) based system.[11, 12] In these systems, the total light diffusely reflected by a single integrating sphere from a sample is compared with that collected from a highly reflective calibration plate. Such systems do not have any of the difficulties associated with fiber-based geometries. They are inexpensive, easy to ensure sample coupling, and are insensitive to pathlength considerations and local inhomogeneities since they measure the average reflectance over an area. However, this approach has its own set of challenges that must be addressed before an accurate reflectance spectrum can be obtained. Once they have been overcome, this method is easily implemented and has a low assembly cost.

4.1.2 Analysis of a Diffuse Reflectance Spectrum

The absorption spectrum for a purely absorbing (no scattering) solution can be determined with the Beer-Lambert law by measuring the light transmitted through a sample in a cuvette with a spectrophotometer.[13] Since the pathlength is fixed, the transmission measurement is often expressed as the common logarithm of the ratio of the incident intensity to the transmitted intensity, known as the “absorbance”. This approach has been adopted in tissue optics to analyze a diffuse reflectance spectrum by calculating the common logarithm of the reciprocal (inverse) of the reflectance spectrum (known as “LIR”).[2, 14] However, in vivo, only the reflected light intensity as opposed to the transmitted light intensity can be measured due to the different geometry. Also, since the tissue is highly scattering, the pathlength is no longer fixed and known. This is accounted for by introducing a pathlength correction factor \( l(\lambda) \) into the LIR term. Since this factor is wavelength-dependent and unknown, only changes in chromophore concentrations are possible with this approach. The change in LIR (including the unknown pathlength correction factor) is equated directly to the absorption from the individual chromophores, which is expressed as the products of the concentrations \( c_i \), and extinction coefficients \( \varepsilon_i(\lambda) \).[15]
\[ \Delta LIR(\lambda)/l(\lambda) = \Delta c_{HbO}(\lambda)\varepsilon_{HbO}(\lambda) + \Delta c_{Hb}(\lambda)\varepsilon_{Hb}(\lambda) + \Delta c_{mel}(\lambda)\varepsilon_{mel}(\lambda) + \Delta c_{H_2O}(\lambda)\varepsilon_{H_2O}(\lambda) + \Delta c_{scat}(\lambda)\varepsilon_{scat}(\lambda) \] (4.1)

It is common to use the LIR values at wavelengths above 650 nm to approximate the contribution from the non-hemoglobin chromophores, and to use the LIR value at 550 nm to approximate the contribution from scatter.\[16\] This approach is intended to remove all but the hemoglobin terms and has been shown to successfully approximate changes in skin perfusion, but only in the instance where there are no changes in the non-hemoglobin chromophore concentrations or scattering conditions. Otherwise, the correction method fails and the recovered hemoglobin concentrations are no longer linear with respect to actual changes to the LIR spectrum.

Depending on the duration over which the measurements are performed, it may be reasonable to assume that there are no changes to the melanin and background absorption components or to the reduced scattering coefficient. However, if these values have changed, a robust model should have the ability to account for them. A spectrally-constrained theoretical approach relies on known absorption and scattering coefficient spectra to model the diffuse reflectance spectrum. Since there exists a large body of data on the extinction coefficients for the major constituents of human skin in the visible-to-near-infrared region, this approach may be an ideal solution. In this manuscript, such a model will be applied to total diffuse reflectance spectra obtained with an inexpensive IS-based DRS measurement system. Next, deviations to the model introduced by the use of an IS will be identified and addressed. Finally, the fully-characterized system and model will be used in an in vivo study in which the results will be compared to a common LIR analysis.

### 4.2 Theory

An appropriate model is required to interpret the total diffuse reflectance spectra obtained from an IS. For a sufficiently large illumination port geometry, the incident light on the skin can be accurately approximated by a broad beam light source perpendicularly incident on a semi-infinite, homogeneous medium. However, for realistic IS sizes, there are a number of factors that introduce deviations from the simple model that will require corrections. While it may be standard procedure to
apply all of the corrections to the calculated spectrum, the available information mandates that some of the corrections be applied to the collected spectrum. Therefore, special consideration is required during the development of a fitting algorithm.

4.2.1 Forward Model Derivation

There are several different ways of modeling light transport in tissue. One such approach is the Boltzmann Radiative Transport Equation (RTE), which describes the stochastic behavior of neutral particles such as photons.[17] When sufficiently far from a boundary within a turbid material, the RTE can be accurately approximated by the steady-state diffusion equation,[1]

\[ \nabla^2 \Psi(r) - \frac{\mu_a}{D} \Psi(r) = S(r). \quad (4.2) \]

The light fluence rate \( \Psi(r) \), is dependent only on the absorption coefficient \( \mu_a \), the reduced scattering coefficient \( \mu'_{s} \), and the source term \( S(r) \). The sum of absorption and reduced scattering coefficients is the reduced total interaction coefficient \( \mu_{t} \). The source term, that represents photons scattered out of the primary beam, is typically approximated by an isotropic spherical harmonic term \( -S_0(r)/D \), where \( S_0(r) \) decays with depth and \( D \) is the diffusion constant,

\[ D = \frac{1}{3\mu'_{t}}. \quad (4.3) \]

For a normally incident, semi-infinite broad beam light source, Equation 4.2 collapses into one dimension,

\[ \frac{d^2 \Psi(z)}{dz^2} - \mu_{eff}^2 \Psi(z) = -\frac{\mu'_{s}I_0e^{-\mu'_{t}z}}{D}, \quad (4.4) \]

where

\[ \mu_{eff}^2 \equiv \frac{\mu_a}{D}. \quad (4.5) \]

This equation has a closed form solution that can be determined by considering the boundary conditions.[1]

By applying the definition that total diffuse reflectance is the fraction of the incident photon current exiting the tissue surface to the solution to Equation 4.4, an equation for the wavelength-dependent diffuse reflectance is produced,
\[
R_d = \frac{\mu_s'}{[\mu_s' + \mu_{eff}] [1 + 2AD\mu_{eff}]}.
\]  

(4.6)

4.2.2 Integrating Sphere Effects on Reflectance Measurements

When the total diffuse reflectance spectrum is collected with an IS, the finite geometry violates some of the assumptions made in Section 4.2.1 regarding the broad beam geometry. Corrections can be applied to account for these deviations from the theoretical model, thereby restoring some of its accuracy. There are three major violations which must be addressed: (1) the specular reflectance, (2) the single-beam substitution error, and (3) the scattering losses.

Specularly reflected light has not penetrated the tissue of interest and, therefore, carries no information about the tissue optical properties. The amount of light that penetrates the tissue or is specularly reflected depends on the index of refraction of the material and is on the order of four percent for human tissue.[18] If the specularly reflected light were to be collected in addition to the diffusely reflected light, it could account for a significant portion of the total detected signal (depending on the skin type) which would yield inaccurate results. To reduce the contribution from specularly reflected light, an illumination geometry should be chosen such that none of the specularly reflected light can enter the detection fiber. In this way, only light that has penetrated, and been remitted from, the tissue will be detected. This can also be achieved through the implementation of a baffle; however it is not generally preferred as it disrupts the internal surface of the sphere, leading to substantial non-uniformities in smaller spheres.[19]

Single-beam substitution error (SBSE) is due to the normalization procedure that converts a single intensity measurement \( s_m \), into reflectance by subtracting the background signal \( s_{bg} \), and comparing it to the signal from a highly reflective calibration standard \( s_{cal} \).[20]

\[
R_m = \frac{s_m - s_{bg}}{s_{cal} - s_{bg}}.
\]  

(4.7)

When the calibration standard is replaced with the sample to be measured, there is a decrease in the total flux within the sphere due to the considerably higher absorption in
the sample as well as multiple scattering, which leads to a lower reflectance. Therefore, a correction factor for SBSE would be both sphere and reflection dependent, and can be determined empirically with a set of diffuse reflectance standards.[21, 22]

The final IS effect to be accounted for is the decrease in detected signal due to the finite port size. Near the edge of the detection port, there is an annular region where the light that enters the sample will migrate away from the detection port, resulting in a small decrease in the reflected signal. For the calibration standard, which has a significantly higher scattering coefficient compared with human tissue,[23] this region (and the deviation from the model) is small. However, as the reduced scattering coefficient decreases, the pathlength increases and the region and its influence increases. This phenomenon, similar to that investigated by Zhu et al.[24] can be accounted for with a scattering losses correction factor (SLCF) that is a function of both the absorption and reduced scattering coefficients, and can be determined empirically or with Monte Carlo (MC) methods.

4.2.3 The Fitting Algorithm

In the absence of any IS effects, the calculated broad beam diffuse reflectance model would simply be fit to the measured reflectance spectrum using the concentrations of absorbers as parameters in a spectrally-constrained least-squares approach. The concentrations of the major chromophores $c_i$, would be the fitting parameters multiplied with their corresponding extinction coefficient spectra $\varepsilon_i(\lambda)$, to produce the absorption coefficient spectrum,

$$
\mu_a(\lambda) = \sum_i c_i \times \varepsilon_i(\lambda).
$$

(4.8)

In the visible light spectrum, the three major chromophores that contribute to the absorption coefficient are oxy-hemoglobin, deoxy-hemoglobin, and melanin. Each has a well-established extinction coefficient spectrum as shown in Figure 1.[25] While both eumelanin (black/brown) and pheomelanin (yellow/red) are found in human skin, eumelanin is the dominant form, therefore its spectrum was selected for use in the fitting algorithm. Additional chromophores such as bilirubin and water do not contribute significantly in this region, however a fourth term can be included to account for the base absorption by all other minor chromophores in the skin layers. The shape of this component is exponential with respect to wavelength, according to
Figure 4.1: Normalized extinction coefficient spectra for the three major chromophores found in human skin.

the Huang and Jacques data from bloodless rat skin.[26]

\[
\mu_a \text{ base} = a \times \exp \left[ -\frac{\lambda - 154}{66.2} \right] + b \ [\text{mm}^{-1}] 
\]  

(4.9)

where \(a\) and \(b\) are scaling (fitting) parameters.

This baseline absorption spectrum has a similar broad-spectral shape to the melanin extinction coefficient spectrum. Therefore, it will be impossible to separate the contributions from these two concentrations. Since the goal of this study is to monitor changes in hemoglobin concentration, these two absorption components were combined following fitting and considered together as a single background absorption term. The final absorption term consisted of five components with five fitting parameters.

With only a single measurement (that of the total diffuse reflectance), the contributions from absorption and scattering are not separable. Therefore, an assumption of the reduced scatter spectrum is necessary to extract information on the absorption coefficient spectrum. This approach was deemed valid since there is only a small amount of variation in scatter between individuals for a particular tissue type.[10] The chosen spectrum should closely approximate scatter in both the epidermis and dermis since the skin is being modeled as a homogeneous slab of tissue. Due to the protein structure of these two layers (e.g. keratin, collagen fibers), the reduced scattering
spectrum for visible light has both Rayleigh and Mie scattering contributions and can be determined as the sum of these two components.\[26\]

\[
\mu'_\text{Mie}(\lambda) = 2 \times 10^4 \lambda^{-1.5} \ [mm^{-1}] \tag{4.10}
\]

\[
\mu'_\text{Rayleigh}(\lambda) = 2 \times 10^{11} \lambda^{-4} \ [mm^{-1}] \tag{4.11}
\]

The resultant absorption and reduced scattering coefficient spectra would then be used to calculate the spectral broad beam reflectance, according to Equation 4.6. The correct concentrations would be those parameters that minimize the sum-of-squares.

However, as previously stated, the effects of the IS must be accounted for and the model should be adjusted accordingly. Ideally, all corrections would be made to the measured reflectance spectrum to reproduce the broad beam reflectance spectrum being modeled in the calculated spectrum. Since the SLCF is a function of the absorption and scattering coefficients, it was easier to apply the SLCF to the calculated reflectance spectrum where the input optical properties are known.

In addition to the IS effects, the fitting algorithm must account for the spectral resolution of the spectrometer. Depending on the full-width-at-half-max (FWHM) of the spectral response function, it may be necessary to de-convolve the measured reflectance spectrum with the chosen response function. However, since deconvolutions are prone to noise amplification and signal stability issues, they are not preferred.\[27, 28\] Instead, the calculated reflectance spectrum was convolved with the instrument response function and compared with the measured spectrum. A flow chart for the fitting algorithm is shown in Figure 4.2.
Figure 4.2: A flow chart describing the fitting algorithm to be applied to total diffuse reflectance measurements. The single beam substitution error is applied to the measured spectrum while all other corrections are applied to the calculated spectrum.
4.3 Methods & Materials

The robustness of the model was tested using reflectance spectra representing a variety of tissue optics situations. Following the characterization of the model, the SBSE correction factor and the SLCF were determined. The SBSE correction factors were established following an accepted empirical approach.[21] Since there was no established method for accurately assessing and correcting for the scattering losses, one was developed using Monte Carlo simulations and tissue-simulating phantoms. Following a complete characterization of the model, it was used in an in vivo study to extract blood concentrations in human skin from diffuse reflectance spectra obtained with an IS.

The IS-based system used to collect total diffuse reflectance spectra throughout this paper has been described previously.[22] Briefly, the system consists of a tungsten halogen light source coupled via optical fibers to an IS (manufactured in-house) and a computer-based spectrometer. The collection fiber directly illuminates the grating of the spectrometer, acting in place of a slit. The spectral resolution of the system, measured using a mercury-argon calibration source, is 10 nm FWHM. The spectrometer range was 340-997 nm, encompassing 2048 discrete wavelengths. Since the chromophores of interest do not have significant spectral features below 500 nm or above 700 nm, the measurement spectra were analyzed only within this wavelength range. The typical measurement uncertainty did not exceed two percent across this interval for true reflectance values above 20 percent.

4.3.1 Characterization of the Model

In order to investigate the robustness of the model, sample spectra were generated using the forward model described in Section 4.2.1 which were then convolved with the IS system spectral response (represented by a Gaussian function). Two melanin concentrations were selected to yield Type III and Type V representative skin types on the Fitzpatrick scale.[29] For each melanin concentration, three hemoglobin concentrations were chosen, corresponding to blanched, normal, and reddened skin respectively, for a total of six representative baseline diffuse reflectance spectra. When these unmodified spectra were fitted with the model, the hemoglobin concentrations were recovered to within 0.2 percent of the input values. These spectra were then used to determine the
effect of noise on the model’s performance as well as the impact of an incorrect reduced scattering coefficient spectra or of a change in the background absorption spectrum.

4.3.1.1 Testing the Effect of Noise

To test the effect of noise in the signal on the model performance, Gaussian random noise ranging from one to ten percent was added to each of the six sample spectra. This process was repeated five times for each baseline spectrum in order to perform a statistical analysis on the results. The noisy spectra were then fitted with the model and the hemoglobin concentrations were recovered. The mean and standard deviation of the difference between the recovered concentration and the input concentrations for oxy- and deoxy-hemoglobin were determined for each noise level.

4.3.1.2 Testing the Effect of an Incorrect Scatter Coefficient Spectrum

Since the scattering properties of human epidermis and dermis do not vary widely between individuals, the model incorporates a constant average reduced scattering coefficient spectrum. While it is probable that it does not accurately represent the scattering for a given individual, the deviation from this chosen spectrum is expected to be small. To investigate the possible effect of these differences, eight Fitzpatrick Type III reflectance spectra were produced with decreasing and increasing amounts of total hemoglobin concentrations from 25 to 200 percent of a baseline amount (oxygen saturation of 84 percent)[30] and with two percent noise. Each spectrum was fit using a different assumed, reduced scattering coefficient spectrum, from 25 to 200 percent of the original, input reduced scattering spectrum. The differences between the recovered total hemoglobin concentration and the input concentration were calculated.

4.3.1.3 Testing the Effect of Changes in Background Absorption

As mentioned in Section 4.2.3, absorption by melanin and the structural components in skin were combined into a single background absorption term. Depending on the timeline over which measurements are taken, it is possible that the contributing absorber concentrations may change. The model is expected to correctly account for this change and to accurately recover the hemoglobin concentrations. To verify this expectation, a set of Fitzpatrick Type III spectra were produced with simultaneously increasing hemoglobin (up to 200 percent) and background absorbers (up to 40 percent).
If the increase in background absorption was due solely to the increase in melanin concentration, a 40 percent increase would correspond to a reclassification of a Type III skin type into a Type IV skin type, which is highly improbable but would be visibly noticeable and so represents the upper limit of absorption increase. These spectra were fitted and the hemoglobin concentrations were recovered and compared to the input values.

4.3.2 Determination of the Scattering Losses Correction Factor

The magnitude of the scattering losses is sphere dependent and inversely proportional to the absorption and reduced scattering coefficients, i.e., for a given IS geometry, it will increase as either the absorption or scattering coefficients decrease. Monte Carlo (MC) simulations were used to determine the functional form of the SLCF and empirical measurements were used to verify and obtain the exact parameters of the functional form. A variation of the standard MC simulation called a Mono MC[31] (or “White MC”)[32] was used to economize the computationally expensive simulation. Under this approach, photons were tracked through the material with only scattering properties defined, and the effect of absorption was applied afterward. The MC geometry matched the actual IS measurements, with a sphere wall reflectance coefficient of 0.95. The semi-infinite homogeneous tissue was assigned a refractive index of 1.33 and an anisotropy factor of 0.9.[33] Simulations were performed for a range of reduced scattering coefficients from 0.50 to 4.00 \( mm^{-1} \). For each simulation, a range of absorption coefficients from 0.01 to 10.00 \( mm^{-1} \) was applied to obtain simulated reflectance values \( R_{\text{sim}} \), which represented the reflectance measured with the IS. These values were then combined with reflectance values calculated with the model \( R_{\text{calc}} \), to achieve SLCFs as follows,

\[
SLCF (\mu_a, \mu_s') = \frac{R_{\text{sim}} (\mu_a, \mu_s')}{R_{\text{calc}} (\mu_a, \mu_s')}. \tag{4.12}
\]

Once the functional form was determined, twenty liquid phantoms were measured with the IS to confirm the fit. These phantoms included different concentrations of commercially available green food coloring and Intralipid® (Baxter, Toronto, Ontario) such that the absorption ranged from 0.01 to 0.38 \( mm^{-1} \) and the reduced scattering coefficient ranged from 0.45 to 3.5 \( mm^{-1} \). Both extinction coefficient spectra were deter-
mined with a spatially-resolved diffuse reflectance spectrometer while that of the green food coloring was additionally characterized with a UV/Visible Spectrophotometer (Varian Cary 50 Bio, Cary, NC).

The phantoms were measured with the IS system as well as with the spatially-resolved system. The SBSE was applied to the measured reflectance, and the concentrations extracted from the spatially-resolved system were used to calculate the diffuse reflectance with the model which was then convolved with the spectral response function. The ratios of these two sets (representing the SLCF), combined with the absorption and reduced scattering coefficients created a set of triplets which was fitted using the previously obtained function form for the SLCF.

4.3.3 In Vivo Study

An in vivo experiment was performed to determine the time to maximal vasoconstriction following the injection of epinephrine. Volunteers were made to lay quietly on a bed for ten minutes, during which time five baseline measurements were performed. They were then injected subcutaneously in both upper arms with either 5 cc of 1 percent lidocaine (plain) or 5 cc of 1 percent lidocaine with 1:100,000 epinephrine (0.01 mg/mL) (AstraZeneca Canada, Inc., Mississauga, Ontario) in order to induce perfusion or blanching, respectively. Reflectance spectra were obtained with the IS system every minute for 30 minutes and then every two minutes for another 90 minutes. The spectra were processed using the model and the hemoglobin concentration over this period of time were recovered.

4.4 Results & Discussion

4.4.1 Model Characterization

4.4.1.1 Effect of Noise

Test spectra with varying levels of noise were processed via the fitting algorithm to obtain the best fit parameters. For each set of five spectra, the mean and standard error of the percent difference between the recovered and input oxy- and deoxy- hemoglobin concentrations were calculated. The results for the Fitzpatrick Type III, normal hemoglobin concentration spectra are shown in Figure 4.3. The average oxy-, deoxy-,
and total hemoglobin concentrations for each noise level agreed with the corresponding input concentrations, with the total hemoglobin having the smallest standard deviation. This observation, that the two hemoglobin concentrations are coupled parameters, can be explained by the spectral similarities between the oxy- and deoxy- hemoglobin extinction coefficient spectra. The two spectra vary only within a small wavelength range (500-600 nm), and since these two chromophores only contribute a small fraction to the total absorption in skin, a portion of one of the chromophore concentrations may be erroneously attributed to the other without substantially impacting the fit. Therefore, future analysis should focus on the recovered total hemoglobin rather than the two individual hemoglobin chromophores as it has been shown to return a more consistently accurate result.

The results are the same for the Type V reflectance spectra, which suggests that melanin, a broad spectrum absorber, does not mask the absorption effects of hemoglobin within the wavelength range of interest.

Further inspection of Figure 4.3c indicates that the noise generally increases the uncertainty for single measurements. This is expected, since the hemoglobin spectral features become harder to differentiate as the noise increases, particularly for higher melanin and/or lower hemoglobin concentrations. For the noise levels associated with the IS system (two percent), the difference between the input and recovered total hemoglobin concentrations did not exceed five percent for any of the 240 individual test spectra processed. Since this level of variation is of the same order as the observed daily variation in hemoglobin concentration,[34] it is considered acceptable.
Figure 4.3: Percent differences between the recovered and input concentrations for a) oxy-hemoglobin and b) deoxy-hemoglobin. When combined into a total hemoglobin concentration (c), the standard deviation (represented by error bars) is consistently reduced.
4.4.1.2 Effect of an Incorrect Scatter Coefficient Spectrum

The eight Fitzpatrick Type III reflectance spectra with increasing total hemoglobin concentrations and characteristic noise were processed using the model and different assumed reduced scattering coefficient spectra. The maximum percent difference between the recovered and input total hemoglobin concentrations increased linearly with the reduced scattering coefficient spectrum (not shown). For example, if the model employed an assumed reduced scattering coefficient spectrum that was ten percent higher than the actual input scatter coefficient spectrum, the recovered total hemoglobin concentration also had a maximum difference on the order of ten percent. This agrees with what is known about the coupled nature of the scattering and absorption coefficients: that if both of the coefficients are increased by the same factor, they produce the same total diffuse reflectance.

There is a large body of research regarding the reduced scattering coefficient spectrum of skin and therefore, it is unlikely that the assumed reduced scatter spectrum will ever exceed an absolute difference of ten percent unless the individual suffers from a condition that causes abnormal keratin or collagen fiber growth. As such, it is expected that the total hemoglobin concentration for most individuals can be recovered to within ten percent.

The diffuse reflectance model assumed a homogeneous single layer, while skin is actually a layered structure with melanin in the epidermal layer and hemoglobin in the dermal layer. Consequently, only the recovery of a perceived or apparent chromophore concentration is possible with the model. The recovered total hemoglobin concentrations expressed as a percent increase relative to an initial, baseline measurement can act as a proxy measure of the actual hemoglobin concentration found in the dermal layer. It also has the added benefit of removing any effects caused by an incorrectly assumed reduced scattering coefficient, as shown in Figure 4.4. When expressed in this manner, the percent difference only exceeds five percent for atypical skin conditions such as when the hemoglobin concentration is alarmingly low (25 percent) or when the assumed reduced scattering coefficient deviates from average values by greater than 50 percent.
Figure 4.4: Total hemoglobin concentration recovered with the erroneous reduced scattering coefficients ($\mu'_s$) as a function of input total hemoglobin concentration. When the hemoglobin concentration is expressed as a fraction of a baseline measurement, the effects of an incorrectly assumed reduced scatter coefficient spectrum are removed. The line of unity has been added for visualization purposes. Error bars are only shown for the $2.0 \times \mu'_s$ data series.
4.4.1.3 Effect of Changes to Background Absorption

The relative total hemoglobin concentrations were recovered from the Fitzpatrick Type III reflectance spectra containing simultaneously increasing hemoglobin and background absorber concentrations (including melanin) using the model. In order to compare the performance of the model with common LIR techniques, the Dawson corrected Erythema Index\^[2] (EI\textsubscript{c}) was also calculated. The Dawson model was chosen because it was one of the first models created and is commonly cited in the literature. The total hemoglobin concentrations, expressed as a percent increase from the baseline measurement, are shown in Figure 4.5 for both approaches.

Increases in the background absorption were found to have no impact on the relative total hemoglobin concentrations recovered with the model, as it was able to adjust the background absorption parameters to account for these changes. However, since the EI\textsubscript{c} equates relative hemoglobin changes to a change in the area under the LIR curve, the decrease in area due to the increased background absorption is erroneously interpreted, resulting in an under-estimation of the relative total hemoglobin.
Figure 4.5: Percent increases in the total hemoglobin for reflectance spectra with simultaneously increasing hemoglobin and background absorbers. The model was able to account for changes in the background absorption and follows the line of unity, while the Dawson approach underestimates the increase in hemoglobin concentration.

4.4.2 Empirical Determination of the Scattering Losses Correction Factor

Consideration of the SLCFs from the MC simulations (Section 4.3.2) as a function of the absorption and reduced scattering coefficients indicated that there were two distinct regions within the data that roughly corresponded to values for which the diffusion approximation was valid, and for which the diffusion approximation did not hold. Inspection of the boundaries of the diffusion theory region suggested that it was approximately limited to values where the absorption coefficient was less than or equal to 5 percent of the reduced scattering coefficient. This agrees with the generally accepted limit on the diffusion theory which states that the absorption coefficient should be less than 10 percent of the reduced scattering coefficient. Since the model and the prediction of the SLCF both depend on diffusion theory, only those points in the calculated reflectance spectra (and their corresponding points in the measured spectra) that meet the optical property criterion of diffusion theory may be used in the fitting algorithm. SLCFs within the diffusion theory region ranged from 0.5 to 1.0 while values outside of the diffusion theory region exceeded 1.0, which could only be possible if additional light was being scattered into the IS. Only points where the relationship between the absorption and reduced scattering coefficient satisfied the diffusion theory were used to determine the functional form of the SLCF.
Scatter plots of the SLCF as a function of the absorption coefficient for single values of the reduced scattering coefficient (iso-lines) indicated a linear relationship with respect to the natural logarithm of the absorption coefficient. The scaling coefficient has a power-law relationship with the reduced scattering coefficient, resulting in a function form of,

\[ SLCF(\mu_a, \mu_s') = a \times \mu_s'^b \ln(\mu_a) + c \]  

(4.13)

The Intralipid® phantom measurements were used to confirm Equation 4.13, with triplets outside of the diffusion theory region omitted. This empirical fit was used to correct for scattering losses in the \textit{in vivo} study analysis.

### 4.4.3 \textit{In Vivo} Study Analysis

Each IS measurement from the \textit{in vivo} study was processed with the model and fitting algorithm as well as with the Dawson model for comparison purposes. A complete report of the analysis of the Dawson model was performed by McKee et al. (2013).[35] A sample fit of the total DRS model to an individual IS measurement is shown in Figure 4.6. Measured spectra with greater hemoglobin concentrations were observed to yield better fits with the model within the 520-580 nm region. This may be attributed to the difficulty of, and ambiguity in, combining the available extinction coefficient spectra in the absence of distinct hemoglobin spectral features.

Based on the observations from Section 4.4.1 that: (1) it is difficult to separate the oxy- and deoxy-hemoglobin contributions, and (2) that a relative increase in hemoglobin concentration removes any effects due to an incorrectly assumed reduced scattering coefficient spectrum, both the total hemoglobin concentration and corrected erythema index were expressed as a percent increase from the average of the baseline measurements. A sample time series of one of the volunteers is shown in Figure 4.7.

The two methods agree everywhere except immediately following the injection. This difference may be due to initial bleeding and/or swelling following the insertion of the needle, which would have led to changes in the scattering and/or the relative concentrations of the chromophores from the baseline measurements. Since the LIR approach was shown in Section 4.4.1.3 to be unable to correctly interpret changes to non-hemoglobin chromophore concentrations, it is most likely that the erythema index is underestimating the skin redness in this situation.
Figure 4.6: Sample spectrum (●) and fit (red line). The measured spectrum has been down-sampled for illustration purposes. Measurement error bars are too small to be visible.
Figure 4.7: Sample time series for a single volunteer using both the total DRS model and the Dawson EI model. Error bars are shown only for the Dawson model as the returned standard deviation for the total DRS model is consistently less than 2 percent and not visible on this scale. Measurement error was determined for the Dawson model by propagating the system measurement error at each wavelength through the calculations.
4.5 Conclusion

In this paper, a model was derived for the total diffuse reflectance spectrum based on a semi-infinite, broad beam homogeneous geometry. The model was then used to interpret total diffuse reflectance spectra obtained with an integrating sphere placed on the skin, following corrections for the perturbations associated with this measurement technique. Characterization of the model and system showed that this approach was insensitive to characteristic noise, and able to account for any deviations from the assumed reduced scattering coefficient spectrum. When compared to a common log inverse reflectance approach, the model proved superior in its ability to successfully interpret changes to background absorber concentrations. Finally, the model was applied to reflectance spectra obtained during an in vivo study and compared to analysis using the Dawson erythema index. The two methods agreed over the majority of the measurement period, but differed immediately following injection, most likely due to the Dawson model incorrectly interpreting the acute response to the needle insertion.
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Chapter 5

Paper IV - Application of system and model in radiation therapy
Preamble

Following the full characterization of the measurement system (Chapter 2) and the spectrally-constrained model (Chapter 4), a study was devised to employ both in the clinical setting. In radiation therapy, it is common to compare two treatment or skin care management regimens using only visual assessment (VA) and patient questionnaires. Both of these evaluation techniques are subjective in nature, meaning that there is a large amount of inter- and intra-observational variation. The spectrally-constrained integrating sphere-based diffuse reflectance spectroscopy approach outlined in the previous papers provides a quantitative, objective way to quantify patient skin reactions. However, it is not as easily implemented as VA.

This paper explains where the difficulty in implementation comes from, and how it can be best addressed. This is a very important step in making the system and accompanying model accessible to the clinical community. More clinicians may adopt this assessment method if they have a set of recommendations on how it should be used to optimize clarity in the results.

This study required research ethics board (REB) approval. The application was prepared by the author of this thesis (further known as “the author”) with significant assistance from Mrs. L. Doerwald-Munoz and under the guidance of Drs. T. Farrell, J. Hayward, O. Ostapiak, and J. Wright. The daily measurements were very time-consuming and required much assistance from Mrs. Doerwald-Munoz with occasional help from Miss. C. Cook and Dr. P. Muruganandam. All analysis was performed by the author. The manuscript was written by the author under the guidance of Drs. Farrell and Hayward and was additionally edited by the other authors, Drs. Ostapiak and Wright, and Mrs. Doerwald-Munoz. The manuscript has been altered from its original form to match the style of this thesis.
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Diffuse reflectance spectroscopy for monitoring erythema in head & neck intensity modulated radiation therapy

Diana L. Glennie, Joseph E. Hayward, Orest Z. Ostapiak, James Wright, Lilian Doerwald-Munoz, and Thomas J. Farrell
Abstract

Objectives To outline the best practices for obtaining and interpreting quantitative measurements of erythema in radiation therapy patients with a diffuse reflectance spectroscopy (DRS) system.

Methods Ten patients receiving intensity modulated radiation therapy (IMRT) for head & neck cancer were enrolled in a prospective observational study. Prior to the delivery of each fraction of radiation, DRS measurements were recorded. In addition, weekly dose measurements and visual assessments were performed. The daily variation in the total hemoglobin in skin was determined and used to identify the first day of significant increase in total hemoglobin. The impact of measurement frequency and data smoothing was investigated.

Results The daily variation in the total hemoglobin in a control region of skin was found to be 15.6% (st. dev.). To reduce the impact of this on serial erythema measurements, a 3-point centered moving average was applied. The range of maximum increase in the relative total hemoglobin concentration for the patients in this study was 36-254%. The daily variation in the total hemoglobin was used to calculate a minimum detectable increase threshold. It was possible to detect skin redness from 1 to 19 days before visual assessment.

Conclusion DRS offers a quantitative alternative to the subjective visual assessment method of evaluating radiation-induced erythema. It can be easily implemented into interventional studies to compare patient skin response.

5.1 Introduction

Intensity Modulated Radiation Therapy (IMRT) is the standard of care for head and neck (H&N) cancers as it is capable of delivering the prescribed dose to the tumor
target while sparing nearby radiosensitive organs.\[1\] However, H&N IMRT is often accompanied by higher rates of acute toxicity in the treatment field, commonly in the form of erythema, that can often be severe and painful for the patient.\[2\] The prevailing hypothesis is that the thermoplastic masks, required for patient immobilization, have a bolus-like effect on the skin.\[3\] In addition, since skin is hard to contour in the treatment planning software, the true skin dose is usually underestimated.\[4\] Moreover, since skin is not considered to be a radio-sensitive organ, its dose is not always purposefully minimized.\[5\]

Radiation-induced erythema, or radiation dermatitis, begins as an inflammatory response to the destruction of basal cells in the epidermal layer of skin that results in the cells migrating to the surface at an increased rate.\[6\] Since erythema is a deterministic effect there is a threshold dose and, following incidence, the severity increases with dose. Acute erythema typically appears two to three weeks following the start of IMRT and peaks around five weeks into treatment. In addition to the patient-specific response, erythema also depends on the volume of tissue involved. Due to these many factors, it is impossible to reliably predict the extent and latency period of a specific patient’s reaction.\[7\]

Erythema can be extremely painful and there is a risk of infection. Severe cases of erythema may lead to an interruption in the treatment delivery, possibly compromising the treatment efficacy.\[8\] There is also a risk of permanent damage such as skin discoloration due to the migration of the melanocytes to the more superficial layers of the epidermis,\[6\] or tissue necrosis which may occur up to 2-4 years following the radiation treatment.\[3\] Therefore, it is important to properly monitor and manage a patient’s skin response.

Radiation-induced erythema is commonly managed with proper hygiene and skin care.\[6\] Patients are often prescribed a topical treatment to soothe the skin and potentially minimize the reaction. In reviews on skin-care management for radiation therapy patients, nearly all of the reviewed studies relied on visual assessment (VA) (along with patient questionnaires) to compare the efficacies of the two management regimens.\[6, 9, 10\] With VA, the skin area of interest is observed by a researcher and classified using one of any number of skin reaction scales. These scales can be divided up into two main types; those with four or fewer classifications,\[11–14\] and those with more.\[15–17\] Scales with four or fewer classifications are not precise enough to differentiate between the various levels of erythema. For example, the prevalent
Common Terminology for Adverse Events (CTCAE v4.03)[19] has four categories ranging from faint/dull erythema to complete necrosis. Patients experiencing skin reactions will continue to be classified as a “1” until moist desquamation is observed. Although this scale is easier and more consistent to use, it does not provide enough information for comparison purposes. Scales with greater than four classifications are able to capture the different stages of an erythematic response (e.g. “mild” vs “moderate” levels), but there will be large inter- and intra-observer differences when comparing between different days, observers, and studies. These scales are also more difficult to use for more heavily pigmented individuals in which an increase in skin redness may not be easily observed.

In an effort to establish a quantitative evaluation technique, recent work has focused on using diffuse reflectance spectroscopy (DRS) to monitor skin redness. DRS relies on the properties of both oxy- and deoxy-hemoglobin that allow them to preferentially absorb green light. When skin appears redder to the human eye, it is not because more red light is being reflected, but because less green light is being scattered back out of the tissue (see Figure 5.1). Therefore, as the concentration of hemoglobin increases, more green light is absorbed. Previous systems commonly used only two small ranges of wavelengths (one red, and one green) to measure skin redness,[15, 18–20] but they were unable to account for the effect of melanin on the reflected light intensities. More recent systems use the entire visible light spectrum.[21–23] Hemoglobin is located in the dermis, below the melanin-containing epidermis. Since the thickness and melanin-content of the epidermal layer is unknown, the recovered hemoglobin concentrations from any reflectance method are apparent concentrations for a homogeneous single layered tissue and not the true concentrations found in the dermal layer. These results can, however, be accurately expressed as a percent difference from a baseline measurement.

While qualitative evaluations, such as VA, have a straight-forward implementation due to their simplicity, quantitative approaches, such as DRS, require more thorough consideration prior to use. This is primarily due to the daily variation in the blood concentration of skin. Although there is no consensus on the diurnal variation, a review by Brown et al. found it to be on the order of 10% with a maximum ranging from 15 to 30%.[24] While these changes in concentration levels may not be visibly detected, they will likely appear in the quantitative measurements, making it difficult to interpret trends in the recovered hemoglobin concentrations.
Figure 5.1: Total diffuse reflectance spectra for the same area of skin before and after the inducement of skin reddening. The amount (percent) of red light is the same for both measurements but there is a decrease in the amount of green light reflected from the reddened skin.

The purpose of this article is to outline the best methods for collecting data with a DRS system, as well as describe how to process the results to improve interpretation. This objective was achieved through a prospective, observational study in which patients treated with IMRT underwent daily DRS measurements over the course of their treatment. From the collected data, the daily variation in the reflectance of non-irradiated skin was established. This result was then used to establish the optimum measurement frequency and what (if any) data smoothing should be applied. Finally, the first day of measurable skin redness was identified for each volunteer following the newly established approach and was compared to the date of the first erythema note from the patient charts.

5.2 Materials & Methods

5.2.1 Subject Selection

Patients at the Juravinski Cancer Centre (Hamilton, Ontario, Canada) were eligible for inclusion in the study if they were receiving IMRT for a head and neck cancer between October 2010 and March 2011. Prescribed radiation doses were either 60 or 70 Gy, given daily at a rate of 2 Gy per fraction. None of the enrolled participants were receiving concurrent chemotherapy. A total of 14 volunteers were enrolled, with 10 successfully completing the study. Four of the participants did not complete the
study due to personal reasons or health concerns. Of those that successfully completed
the study, one volunteer was retroactively removed due to bolus modification during
the course of treatment. In total, nine complete data sets were collected. Completed
volunteers were all Caucasian males between the ages of 41 and 79, although neither
gender, nor age, nor race were screening criteria. Hamilton Health Sciences Research
Ethics Board approval was obtained for this prospective study.

5.2.2 Measurement System

The diffuse reflectance spectroscopy system used in this study has been discussed
elsewhere.[25] Briefly, the measurement area is illuminated with white light delivered
through a highly reflective integrating sphere. Light reflected back into the sphere is
collected by an optical fiber and delivered to a spectrometer. The collected spectrum
is then processed to extract a total hemoglobin concentration[26] which is expressed
as a percent difference from an established baseline measurement.

5.2.3 Study Protocol

Prior to the first fraction of radiation and the first DRS measurement, participants’
radiation treatment plans were assessed to determine the location of the projected
maximum skin dose. A measurement location was chosen on the skin that was close
to this area while being sufficiently flat to ensure good contact between the collection
port of the measurement device and the skin. The location was marked on the skin
with an indelible marker to ensure daily placement accuracy. A back-up template was
also created on an 8.5 inch x 11 inch transparency film, using topographical landmarks
such as freckles, moles, and scars for alignment. A patch of skin was selected outside
of the radiation field on the upper lateral portion of the left arm that was relatively
free of hair and other irregularities to collect control data.

Before each fraction of radiation, participants were escorted to a private room and
asked to sit quietly for 5 minutes in an attempt to reduce the effects of vasodilation due
to exertion and external temperature exposure. Three measurements were then taken
on the arm, followed by three measurements on the head/neck. The entire collection
procedure lasted less than 15 minutes. No fractions were delivered on weekends or
statutory holidays.
Weekly questionnaires were used to monitor changes in participant behavior that might affect the study results, such as voluntary sun exposure and any skin care regimens. VAs of the volunteer skin conditions were performed by the attending oncologists during their weekly patient assessment. Each week, thermoluminescent detectors (TLDs) arrays were placed inside patient masks over the DRS measurement areas to determine the skin dose received per fraction.

5.2.4 Data Analysis

For each day and measurement location (head/neck and arm), the three measured spectra were averaged to increase the signal to noise ratio.[27] Each averaged spectrum was background subtracted and normalized to a calibration measurement in order to obtain reflectance spectra. These were then analyzed to recover the total hemoglobin concentration. The first measurement (taken prior to the first fraction of radiation) was assigned as the baseline and all subsequent measurements were expressed as a percent difference from this value.

5.3 Results & Discussion

5.3.1 Variation in DRS Measurement & Minimum Detectable Difference in Blood Concentration of Hemoglobin

Previously, the DRS system was characterized and was able to recover chromophore concentrations to within 5% in tissue-simulating phantoms.[26] However, the daily variation of the hemoglobin concentration in skin has been reported as low as 2% and as high as 30%.[24] Therefore, the measurements performed on volunteer arms were analyzed to determine the daily variation for this particular study sample.

The measurement location on the arm was well outside of the treatment field and as such, was not expected to vary appreciably over the course of treatment. However, there may have been slight variations in the hemoglobin concentrations over time from external factors such as environmental temperatures. To account for this possibility, the measured hemoglobin for each individual patient (expressed as a percent difference from the first measurement) was plotted against time and a straight line was fit to
Figure 5.2: a) The total hemoglobin at the control site, expressed as a percent difference from the first measurement for a typical patient along with a linear fit. b) The residuals when the measurements were subtracted from the line of best fit.

The standard deviation in the percent difference in hemoglobin concentration for each volunteer was calculated. The typical, or population, standard deviation for the patients in the study was 15.6%. A minimum detectable difference in hemoglobin concentration could be defined as the 95% confidence interval for this population. Since only an increase in total hemoglobin concentration in the form of erythema is under investigation, the 95% confidence interval for a one-tailed test can be determined from the 90% confidence interval (1.64*st. dev.) for a two-tailed test. Thus, the minimal detectable increase (MDI) is 25.6%.
5.3.2 Skin Erythema Measurements

Skin erythema measurements were collected daily at the treatment site and were processed as a percentage difference from the first result. Figure 5.3a shows the daily measurements from one study volunteer with the MDI, plotted as a dotted line. While the daily variation makes it difficult to interpret, there is a noticeable increase in the total hemoglobin over time. However, there are also many excursions of the data across the MDI threshold.

To improve the interpretation of the results, some form of data smoothing was considered. Since the percent increase in total hemoglobin is a scalar observation recorded over time with a constant measurement interval, data smoothing techniques for univariate time series were considered to improve the diagnostic value of the data.[29] A moving average is the most common smoothing filter for time series analysis. It reduces the daily variation in the total hemoglobin concentration and can highlight any long term trends in the data. The period of the moving average should be relatively short, based on the total number of observations made. If using a centered instead of a leading moving average, odd numbered periods work best. On the scale of 30-35 measurements, a moving average of three should provide sufficient smoothing without obscuring possible smaller trends (e.g. weekly trends). Given the amount of daily variation in the measurements and the chosen period, there is no significant improvement in the data smoothing when employing a weighted moving average over a simple moving average (data not shown). Therefore, a 3-point centered moving average (3PCMA) was applied to the data collected in this study.

Since a moving average decreases the magnitude of the daily variation, the MDI was recalculated. The control measurements were reprocessed with a 3PCMA and the percent standard deviation was determined to be 11.8%. This value was confirmed by applying quadrature error propagation to the previously determined percent standard deviation. Using the same confidence interval as before, the MDI for the 3PCMA smoothed data was found to be 19.4%. The data from Figure 5.3a is shown with a 3PCMA smoothing filter and the new MCI in Figure 5.3b.

For the patient data shown in Figure 5.3b, the percent increase in total hemoglobin remains relatively constant at the baseline concentration from the first fraction’s measurement. It begins to increase around fraction 15, corresponding to the third week of treatment. This is consistent with the clinically observed trends discussed in
Figure 5.3: a) Daily total hemoglobin measurements expressed as a percent difference from the first measurement for a typical volunteer. b) The same data with a 3-point centered moving average applied and a recalculated MDI threshold. c) One of every five data points from the same volunteer representing weekly measurements. For this volunteer, erythema was first noted visually on Fraction 22/Week 5 as indicated by the red line.
the introduction. Following this change, the percent increase in total hemoglobin levels off above the MDI threshold at approximately 40%. Similar trends were seen in all the study volunteers. For patients where the percent increase in total hemoglobin exceeded the MDI, the range of maximum erythema levels was 36-254%. The majority of papers that monitored UV-induced erythema did not analyze the results in a similar way and cannot be used for comparison,[30–32] except for Stamatas et al.[21] who reported a range of (dose dependent) relative increase in oxy-hemoglobin of 4-237%. In the lone study on radiation-induced erythema, Yohan et al.[22] exposed nude mice to a single fraction of 40 Gy and recovered relative increases in total hemoglobin concentration of 14-256%.

If the MDI is used to indicate the point at which skin redness is distinguishable from daily fluctuations, the first signs of erythema should be visually identified on Day 17 for this specific volunteer – five days prior to the actual visual identification. Table 5.1 shows a summary of the number of fractions leading up to the identification of erythema with both the visual and MDI methods. For seven of the nine volunteers, the MDI assessment method identified erythema earlier than the visual method. In one volunteer, no notes were made in the patient chart regarding skin redness, although the MDI method did detect skin redness during treatment. In another volunteer, the MDI threshold was never reached in the DRS measurements although a note identifying erythema was made in the patient chart. For this particular volunteer, the visual identification was made during the fourth week of treatment. Given that the skin dose was relatively low (55 cGy/frac), the visually noted erythema may be due to empirical bias. While it should be reiterated that oncologists only saw patients once a week for VA, the MDI detection method preceeded the visual detection method by more than five fractions (i.e. one week) for the majority of volunteers.
Table 5.1: Days until the first assessment of erythema using visual identification and the MDI threshold.

<table>
<thead>
<tr>
<th>Volunteer</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Skin Dose (cGy)</td>
<td>123</td>
<td>150</td>
<td>134</td>
<td>58</td>
<td>138</td>
<td>136</td>
<td>142</td>
<td>139</td>
<td>55</td>
</tr>
<tr>
<td>Visual ID (fraction)</td>
<td>22</td>
<td>24</td>
<td>25</td>
<td>11</td>
<td>-*</td>
<td>26</td>
<td>14</td>
<td>25</td>
<td>20</td>
</tr>
<tr>
<td>MDI Threshold (fraction)</td>
<td>17</td>
<td>12</td>
<td>8</td>
<td>7</td>
<td>12</td>
<td>7</td>
<td>13</td>
<td>19</td>
<td>-*</td>
</tr>
<tr>
<td>Difference (MDI - Visual)</td>
<td>-5</td>
<td>-12</td>
<td>-17</td>
<td>-4</td>
<td>N/A</td>
<td>-19</td>
<td>-1</td>
<td>-6</td>
<td>N/A</td>
</tr>
</tbody>
</table>

* No note was made in the patient’s chart regarding skin redness.
** Increase in total hemoglobin did not exceed MDI.

5.3.3 Optimal Frequency of DRS Measurements

While daily measurements may be time consuming, it is likely that weekly measurements (one per week for 6-7 weeks) are insufficient to establish any possible underlying trends in the data that would otherwise be hidden by the daily fluctuations. To illustrate this concern, the representative volunteer data from Figure 5.3a was reduced to only one of every five measurements in order to simulate a graph of single weekly measurements (see Figure 5.3c). In this graph, Week 4 and 6 are exceptionally high and Week 5 is exceptionally low (as compared to the surrounding points in Figure 5.3a). Without any additional information, one might interpret these results in one of two ways. First, that Week 5 is an anomaly and that skin redness should have been observed earlier, or second, that Week 4 is an anomaly and no substantial increase in skin redness should have been observed in Week 5. Since data smoothing on so few points is not advisable, it is recommended that daily measurements be performed.

In this study, while daily DRS measurements were shown to be ideal, the VAs made by the attending oncologists were only performed weekly. In order to better compare the two assessment methods, a study should be performed in which daily VAs are also performed alongside the daily DRS measurements. In addition to creating a better comparison between the two techniques, such a study would also provide an idea as to how much of an increase in hemoglobin concentration is necessary before visible detection, as well as what concentration changes are typical of the different stages of visually assessed erythema.
5.4 Conclusion

DRS provides a quantitative method for monitoring erythema in patients receiving radiation therapy. When using a DRS system, daily measurements should be performed. On each day, three spectra should be collected for each location and averaged prior to processing. The single measurement daily variation of the hemoglobin concentration in skin was determined to be 15.6% (st. dev.). This value may be reduced to 11.8% (st. dev.) if a simple 3-point centered moving average is applied as a smoothing filter to the recovered total hemoglobin results. The range of maximum increase in the relative total hemoglobin concentration for the patients in this study was 36-254%. By setting a detection threshold at the MDI, the quantitative DRS system was capable of detecting skin reddening between 1 and 19 days earlier than the standard VA approach.
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Chapter 6

Paper V - TLD reproducibility
Preamble

During the erythema study (Chapter 5), weekly dose measurements were performed by placing thermoluminscent detectors (TLDs) inside patient masks in the DRS measurement area. This data was used in that paper to interpret patient responses to radiation therapy. Since the measurements were taken every week on every patient, there was the possibility of further analysis on the collected data. TLDs are used for so many purposes across so many disciplines, that their dose response uncertainties are well understood to be around 2-3%, depending on the calibration procedure. However, this does not address what kind of differences should be expected for repeat measurements in-phantom or in vivo. To determine a representative uncertainty, the TLD results were statistically analyzed and a limited investigation into the source of the variation was completed.

Outside of the assistance provided for the previous paper, the majority of the work was performed by the author of this thesis (further known as “the author”). The TLD measurements were all performed by the author, although they could not have been collected without the cooperation of the radiation therapy teams at the Juravinski Cancer Centre (JCC). The author was trained in the use of the TLD reader and proper TLD calibration techniques by Ms. L Gamble and was supported in the endeavor by all of the members of the Physics Quality Assurance team at the JCC. The manuscript was prepared in collaboration with Dr. O. Ostapiak and was additionally reviewed by Drs. T. Farrell, J. Hayward, J. Wright, and Mrs. Doerwald-Munoz. The manuscript has been altered from its original form to match the style of this thesis.
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6.1 Introduction

Thermoluminescent dosimeters (TLDs) are commonly used for phantom and in vivo dosimetry to confirm radiation therapy dose calculations[1, 2] and a large amount of research has established the random and systematic uncertainties related to the TLD dose measurement procedure.[3, 4] On average, TLDs are expected to have a standard deviation of 2-3% when properly calibrated.[1, 5] However, this uncertainty is expressed for TLDs irradiated in a uniform treatment field where there is no added uncertainty due to patient or TLD positioning. In the case where TLD measurements must be performed several times during a single patient’s radiation therapy treatment to monitor progress or to confirm the calculated dose, it would be useful to have a measure of the TLD reproducibility that includes possible treatment setup errors and TLD positioning errors. Currently, in vivo dosimetry research with TLDs focuses on the difference between the TLD measurements and the calculated dose,[6–8] not on measurement reproducibility due to patient and TLD positioning uncertainty. This knowledge would allow for the determination as to whether or not separate session measurement differences in the TLD reading from are significant and should be further investigated.

6.2 Methods

Ten patients undergoing radiation therapy for head and neck cancer at the Juravinski Cancer Centre (Hamilton, Ontario, Canada) were enrolled in a prospective, observational study to monitor radiation-induced erythema.[9] The prescribed doses were either 60 or 70 Gy to a reference point within the tumor target, delivered in 2 Gy fractions. All treatments were planned using intensity modulated radiation therapy (IMRT) and required an immobilizing thermoplastic mask. In order to compare the erythema to the received skin dose, TLD measurements were performed weekly throughout treatment.
6.2.1 TLD Measurements

Each week, during the course of treatment, a TLD array was placed inside the patient masks. The TLD array consisted of five packets of two TLDs placed in a cross configuration on a square piece of paper (approximately 7 cm x 7 cm). The group of TLDs were maintained on site, and were batched such that each had a calibrated uncertainty of 2.9%. The location of the array was selected based on the area of projected maximum skin dose as determined from the radiation therapy plan developed using the Pinnacle3 (Philips, Andover, MA) Radiation Therapy Planning System (TPS).

Following each measured irradiation, the TLDs were read on site with a commercial TLD reader (Harshaw TLD 5500, Saint-Gobain Crystals & Detectors, Hiram, OH). None of the TLD pairs differed by more than the reading uncertainty (2.9%), although there were 7 instances where one of the TLDs returned an error during the reading process. Given this low difference between the TLDs in a pair, their average was used as the dose for each TLD packet location. When one of the TLDs returned an error, the single remaining TLD dose was used instead of the average. For each location on the skin, there was a TLD data set of 5-7 measurements collected over the course of treatment.

6.2.2 Statistical Analysis

A descriptive statistical analysis of the results requires that there be no trends in the sets of TLD data, such as time dependence. Time dependence is a valid concern, as weight loss is often observed over the course of treatment of head and neck cancer, which could affect the mask fitting and consequently, the measured dose. Since the Pearson correlation coefficient (r) for a completely uncorrelated parent population is 0, the correlation coefficient for a sample can be used to test whether that sample is a member of the uncorrelated parent population (this is the null hypothesis). For this test, the p-value for a given coefficient represents the probability that a random subset of N observations of the uncorrelated population would result in an equal or greater correlation coefficient. The p-value can be determined from a two-dimensional Gaussian distribution which is tabulated numerically. A p-value greater than the desired significance level (5%) indicates that the null hypothesis can be accepted and that the sample likely comes from an uncorrelated parent population. Conversely, a
p-values less than the desired significance level indicates that the null hypothesis should be rejected and that the sample likely came from a correlated parent population. To test whether each data set is time independent, the dose-time Pearson correlation coefficient (r) was calculated for each TLD position and the p-values were determined.[10]

The mean and standard deviation for each of the measured TLD dose data sets was calculated. Following a test for a dose dependence of the standard deviations, descriptive statistics were performed on the standard deviations and further dependence tests were performed to determine the source of the variation.

6.2.3 TPS Calculated Dose at TLD Location

Information regarding the calculated dose at the TLD site was determined using the TPS. Following the final radiation fraction, radio-opaque fiducial markers were placed inside each patients’ mask at the exact location of each TLD packet, and the masks were scanned with CT. These scans were registered with the original planning image set. TLD chip packets were represented in the TPS by regions of interest (ROI) with the same dimensions (0.94 cm x 0.44 cm x 0.18 cm). These regions were placed to coincide with the marker positions at three different depths: 1) on the skin surface (“skin surface”), 2) straddling the skin surface (“mid-skin”), and 3) just below the skin surface (“in-skin”). The voxel size was defined by the dose grid dimension of 0.25 cm. As a result, the TLD ROI spanned 6 voxels in the treatment plan. The standard deviation of the average dose across these voxels was recorded for each TLD position.

6.2.4 Relationship between the Standard Deviations and TPS Dose Gradients

To understand the source of the variation in the TLD dose measurements, the standard deviations were compared against their corresponding TPS calculated dose gradients perpendicular and parallel to the skin surface. Since only the relationship between these quantities was investigated, proxy variables were used instead of the exact dose gradients. The dose gradient perpendicular to the skin, referred to here as the depth dose gradient, was approximated by subtracting the skin surface dose from the in-skin dose as follows,

\[
\nabla D_{\text{depth}} = D_{\text{in skin}} - D_{\text{surface}}
\]

(6.1)
The standard deviation within each TLD ROI in the TPS patient plan was used to represent the surface dose gradient in the plane of the skin.

## 6.3 Results

In total, 50 sets of TLD measurements were collected on ten patients (five sites per patient). For each TLD data set, the interquartile range test was used to identify outliers. Thirty-eight individual TLD measurements were removed (less than one from each location). One data set was removed due to the addition of bolus under the patient mask during the course of treatment.

### 6.3.1 Testing Temporal Independence

For each TLD data set, the Pearson correlation coefficient was used to determine the probability that there existed a correlation between the measurements and week of treatment. Four of the 49 data sets had p-values less than 0.05, indicating that there was very low probability that they were uncorrelated (i.e. that they may be time dependent). These four data sets represent 8% of the total, only slightly higher than would be expected by chance if they were all completely uncorrelated (5%). Therefore, it was concluded that there was no significant relationship between the measured TLD dose and time, thus satisfying the requirements for subsequent analysis of the individual TLD sets by descriptive statistics, and the mean and standard deviation of each TLD data set was calculated.

### 6.3.2 TLD Dose Variation

In order to test the relationship between the standard deviations and their corresponding means, the Pearson correlation coefficient was calculated and no dose dependence was found (p = 0.27). It is usual to express the uncertainty in a TLD measurement as a percent. However, when the standard deviations were expressed as percentages of the corresponding means, there was a dose dependence that would prevent further statistical analysis (p = 2.3E-04). Therefore all subsequent analysis was performed on the standard deviations and the relative standard deviations were not further analyzed. The mean, median, and first and third quartiles of the standard deviations are shown in Table 6.1.
Table 6.1: Descriptive statistics for the standard deviations from each TLD location.

<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>6.7 cGy</td>
</tr>
<tr>
<td>Median</td>
<td>4.8 cGy</td>
</tr>
<tr>
<td>First Quartile</td>
<td>3.0 cGy</td>
</tr>
<tr>
<td>Third Quartile</td>
<td>8.6 cGy</td>
</tr>
<tr>
<td>Range</td>
<td>23.8 cGy</td>
</tr>
</tbody>
</table>

Figure 6.1: A histogram of the standard deviations for the 49 TLD data sets.

Since there is no dose dependence, the standard deviation of each of the data sets can be treated as an independent sample of a greater population and, therefore, can be used to estimate the additional variance due to TLD positioning error. Since they do not follow a normal distribution, the mean of the standard deviations (6.7 cGy) does not represent the population’s standard deviation. According to Cochran’s theorem,[11] the sample variances should follow a scaled chi-squared distribution. For such a distribution, a better measure of the population variance is the expectation value of the sampled variances, which would be equal to the mean of the square of the sample standard deviations. That is,

$$\sigma^2 \sim E(s^2) = \frac{\sum_{i=1}^{n}(s_i^2)}{n}$$

(6.2)

The TLD sample standard deviations follow this scaled chi-squared distribution, as shown in Figure 6.1. Therefore, the population standard deviation was approximated from these data as 8.7 cGy using Equation 6.2.
6.3.3 Gradient Dose Dependence

The Pearson correlation coefficient was used to test for a dependence between the sample standard deviations and the corresponding TPS calculated surface and depth dose gradients. No statistically significant relationship was found with any of the three surface dose gradient proxies \( p_{\text{in-skin}} = 0.70, p_{\text{skin-surf}} = 0.50, p_{\text{mid-skin}} = 0.47 \). There was also no relationship found between the sample standard deviations and the depth dose gradient proxy \( p = 0.10 \).

6.4 Discussion & Conclusions

The TLD dose data sets at each measurement location were shown to be independent of time and therefore the calculation of the standard deviation was considered valid. Forty-nine samples of TLD standard deviation were obtained. Since no dose dependence was found for these sample standard deviations, it was also valid to infer the population standard deviation from these values. The population standard deviation was approximated to be 8.7 cGy from the expectation value of the sample variance. This corresponds to 4.4% to 74.0% for the range of doses observed in this study. However, if doses below 83.1 cGy are excluded (by the interquartile range outlier test), the uncertainty does not exceed 10.5%. Therefore, the TLD reproducibility, including patient and TLD positioning variation, is 10.5%. This is 7.5% greater than the inherent uncertainty associated with TLDs irradiated in a uniform field.

No relationship was found between each location’s standard deviation in dose and TPS calculated depth dose gradient. This can be explained by the fact that the TLD is always positioned on the skin surface. Any motion of the TLD along the depth dose gradient direction would involve movement of the skin surface and a corresponding movement of the depth dose gradient. Similarly, no relationship was found between each location’s standard deviation in dose and the surface dose gradient surrogate. This suggests that a single dose calculation in the TPS does not adequately represent the variation in dose within the TLD due to patient setup error. Further investigation would require simulating patient setup error within the TPS through successive displacements of the isocenter.

Aside for the TLD placement and patient positioning uncertainties, it is possible that some of the measured dose variation was due to the mask perforation pattern.
As established by Lee et al.[12], thermoplastic immobilization masks have measurable shielding and build-up effects. This has the potential to contribute to the measured dose variation if the TLDs are positioned near a gap in the mask plastic.

This study investigated the reproducibility of TLD measurements in a clinical setting. The TLD measurement uncertainty was found to be three times larger (10.5%) than the standard calibration uncertainty for TLDs in a uniformly irradiated field. When performing in vivo dosimetry, it is common practice to report and investigate the dose discrepancy when the difference between the measured and planned doses exceeds 5%.[1] However, this study suggests that some of these discrepancies could be attributed to TLD and patient positioning errors that have not been accounted for. The results of this study could be strengthened by an expanded sample size with additional measurements. Instead of weekly measurements that resulted in 5-7 TLD readings, dose measurements could be performed daily, resulting in up to 35 individual samples for each measurement location.
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Chapter 7

Concluding Remarks
7.1 Summary & Thesis Conclusions

Skin redness, arising from an increase in hemoglobin, is an important indicator of patient response to a variety of treatments due to its relation to inflammation and tissue oxygenation. Aside from visual assessment which is subjective and therefore imprecise, diffuse reflectance spectroscopy (DRS) is the most popular approach to monitoring changes in the hemoglobin concentration in skin. Depending on the measurement approach and subsequent analysis, a majority of attempts were only capable of accurately measuring hemoglobin concentration changes in the absence of other chromophore concentration changes. In addition, all of the systems were difficult to use (required extensive training or precise measurement) and/or very expensive. The papers of this thesis present an integrating sphere-based total DRS system and spectrally-constrained model that is not only capable of accounting for concentration changes of non-hemoglobin chromophores, but is also user-friendly and cost effective.

The majority of DRS systems rely on fiber-based reflectance spectroscopy that requires training and an understanding of optics to be correctly used. In contrast, an integrating sphere-based system requires little to no formal training prior to use. However, integrating spheres are rarely used because their measured reflectance spectra are not easily converted into the true reflectance spectra, which is a necessary step if spectrally-constrained analysis is to be performed. Before an integrating sphere-based system can be used in this way, its response must be thoroughly characterized. The system presented in Chapter 2 was tested for wavelength accuracy, light source stability, measurement uncertainty and reproducibility. While the individual measurement uncertainty was intensity dependent, it was found to never exceed 1% across the 500 to 700 nm spectrum. The steps required to correct for the Single Beam Substitution Error (SBSE) were outlined and, once performed, resulted in an accurate recovery of the reflectance spectra (to within the measurement uncertainty) for a set of four colored calibration standards.

In Chapter 3, the hypothesis that a cheaper, more user-friendly system would facilitate clinical research was strengthened when the system outlined in Chapter 2 was immediately used to determine the time to maximal effect of epinephrine (a vasoconstrictor). Prior to this work, the commonly cited time interval between injection and incision was 7 to 10 minutes, as measured in 1987 by Larrabee et al.[1] using laser Doppler flowmetry. In this study, 12 volunteers were injected either with lidocaine (a
vasodilator) or lidocaine with epinephrine. DRS measurements were performed with this system over a two hour time period. The Dawson Erythema Index (EI)[2] was used to measure changes in the hemoglobin concentration in the skin. The results showed that the time required to reach the lowest hemoglobin concentration was 26 minutes ± 5 minutes (95CI) which was significantly longer than the previously stated time.

In Chapter 4, the spectrally-constrained model developed for use with the integrating sphere-based system was based on the diffusion theory equation by Farrell et al.[3] In addition to the SBSE, another correction factor was required to account for scattering losses at the detection port of the integrating sphere. The functional form of this new correction factor was determined with Monte Carlo simulations and confirmed with tissue-simulating liquid phantoms. A fitting algorithm was devised that applied the different corrections at strategic positions along the chain, depending on the information required to compute them. The parameters for the model were the concentrations for the individual chromophores found in the epidermal and dermal layers of human skin. Since the reduced scattering coefficient spectrum of human skin has been well established and its spectral shape varies minimally between healthy individuals, an assumed scattering spectrum was used in the model. For this reason, as well as because of the layered structure of skin, absolute hemoglobin concentrations were not possible and still contained clinically useful information. However, relative increases and decreases in the total hemoglobin concentration were possible. Unlike absorbance-based analysis approaches, this spectrally-constrained model was not affected by changes in the concentrations of the other skin chromophores. The model was tested on the spectra obtained during the epinephrine study (Chapter 3) and was shown to agree with the Dawson EI calculations except immediately following injection. Since the Dawson approach is an absorbance-based model and is not capable of accounting for other concentration changes, it was hypothesized that the difference between the two analysis methods was due to an increase in bleeding or swelling that led to an underestimation in the true hemoglobin concentration with the Dawson approach.

In Chapter 5, erythema in cancer patients undergoing intensity modulated radiation therapy (IMRT) was measured using the fully-tested system and model. DRS measurements were performed prior to each delivered fraction of radiation. In addition, weekly visual assessments (VA) by the attending oncologist and radiation dosimetry measurements with TLDs were performed. Due to differences in their measurement
frequencies, a direct comparison between VA and DRS was not possible, but conclusions regarding the optimum use of the DRS system were clearly illustrated. Since DRS measurements are quantitative, they are able to detect the small daily variations in the hemoglobin concentration in human skin that are not visible to the human eye. From control measurements performed outside of the radiation field, the daily variation in hemoglobin concentration was found to be 15.6% (st.dev.). For this reason, daily measurements are recommended along with a smoothing filter to improve the interpretation of the results. Using the daily control measurements to determine a minimum detectable increase (MDI) threshold, the DRS approach was capable of identifying skin redness anywhere from 1 to 19 days prior to visual detection. The guidelines in this paper will provide researchers with a standard protocol for using a DRS system to monitor skin redness in studies that compare treatment or skin care regimens.

Since TLD measurements were performed once a week on each patient, there was a sufficient amount of data to perform descriptive statistics in order to determine the additional uncertainty of in vivo TLD measurements due to patient and TLD positioning errors (see Chapter 6). The data were confirmed to have no temporal relationship and the range of the standard deviations was 24 cGy. The distribution of the standard deviations were also found to have no dose dependence and the population standard deviation was approximated to be 8.7 cGy. For doses greater than 83.1 cGy, this represented a maximum added uncertainty of 7.5% above the inherent reading error. Investigations into the causes of these uncertainties showed no statistically significant relationship between the standard deviations and either the surfrace or depth dose gradients.

7.2 Future Work

This thesis presented a novel approach to measuring changes in the hemoglobin concentration in skin. Its development and use, as presented in the papers of this thesis, raised many questions that would be ideal topics for further research. For example, the system was built with components that were on-hand at the time of construction. This included an older laptop, light source, and spectrometer. All further research should be undertaken with an updated system with newer components.

The integrating sphere size was limited by the dimensions of a block of Spec-
tralon® that had been previously purchased. The final sphere geometry was based on a section of integrating sphere theory that indicates, to a limit, that larger integrating spheres (and, as a consequence, the smaller port fractions) make for better illumination and detection devices. This assumption can and should be tested with Monte Carlo simulations to determine how small of a sphere is still useful in this particular application. It may be that small spheres would fit inside the human mouth, expanding the applications of this to oral mucositis, another common side effect of head and neck IMRT.[4]

Other aspects of the system can also be modified to expand the number of applications. For example, by changing the wavelength range and modifying the model, this system and model can be used to monitor the bilirubin concentrations in the skin of jaundiced neonates.[5] There is also a need in forensic medicine for a quantitative method of dating bruises,[6] the coloring of which is due to the breakdown of hemoglobin into waste products such as bilirubin. Finally, there are also several possibilities relating to breast cancer in both tumour detection[7, 8] and the monitoring of patient response.[9, 10]

When characterizing the system response to convert the detected reflectance spectra into the true reflectance spectra, a scattering losses correction factor (SLCF) was necessary to account for an increase in the fraction of photons that scattered away from the detection port between when the Spectralon® standard and the actual sample were measured. With recent advances in tissue simulating phantoms, it may be possible to create a solid phantom with similar scattering properties as human skin. If this sample was used as the calibration plate, it may eliminate the need for the SLCF, thereby streamlining the system characterization process.

One of the limitations of the erythema study was that the protocol did not include a purposeful daily visual assessment of the erythema region. For this measurement approach to be more readily embraced, it must be shown to be concretely superior to visual assessment. Therefore, another study (possibly with additional objectives such as regimen comparison) should include both daily assessments (visual and DRS). While this may seem time-consuming, it is a necessary step if this system is ever to become the gold standard for skin reaction comparison and monitoring. The visual assessments do not need to be performed by the attending oncologist (as they were in Chapter 5), but the person must be properly trained in the interpretation of the visual assessment scale.
The use of the system and model for both the erythema (Chapter 5 and epinephrine (Chapter 3) studies raised important questions about the minimum increase in the total hemoglobin in skin required for visual identification. Both papers suggested that this threshold was significantly higher than originally thought by the investigators. Therefore, a study should be conducted in which redness is induced to varying degrees in different patches of skin, all in the same region on a single volunteer. Assessment would be done both visually and with the DRS system. Redness could either be induced with varying concentrations of lidocaine (either injected or topically applied), or with different doses of ultraviolet radiation.\cite{11, 12} In addition, volunteers for this study should span the Fitzpatrick scale,\cite{13} as redness will be harder to visually detect when more melanin is present in the skin.

There are many potential uses and applications of this DRS system and analysis model. It is the hope of this author that the work included in this thesis provides a clear base for future research into improving the system and analysis method, and that it creates opportunities for clinical research across the health care spectrum.
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