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Abstract

This thesis presents new 450µm and 850µm observations of NGC3627 taken

with the new SCUBA-2 with the main goal of trying to better understand

the properties of gas and dust in the interstellar medium of NGC3627. We

determined properties of the cold component of NGC3627’s spectral energy

distribution (SED) using dust models given by the Planck Collaboration, by Li

and Draine, and allowing the emissivity index to be treated as a free parameter.

Fitting the SED required the use of 100µm, 160µm, 250µm, 350µm, and 500µm

data from the KINGFISH survey. Each of the KINGFISH observations have

been passed through an extended emission filter in order to match the SCUBA-

2 observations. The best fit temperatures and emissivity indices agreed with

the results found in other recent studies, but our fitted masses were smaller

than those of other studies due to differences in the fitted temperature and

observed fluxes.

After the properties of the dust emission were calculated, we implemented a

method to determine the amount of molecular hydrogen present in NGC3627.

The method we used involves finding a CO-to-H2 conversion factor that min-

imizes the scatter present in dust-to-gas mass ratio. We used CO J=2-1 from

the HERACLES survey and CO J=1-0 from the Nobeyama 45-m telescope

to act as our molecular tracer, and HI observations of NGC3627 from the

THINGS survey. The results from minimizing the dust-to-gas ratio scatter

give low αCO values, that are normally associated with U/LIRGs. The low

αCO values can be attributed to the treatment of the error associated with re-

ported αCO. The uncertainties for αCO reported in this thesis are a minimum
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estimate, and if the error associated with αCO is large enough, then the best

fit αCO values can be considered as a lower threshold for the system.
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Chapter 1

Introduction

1.1 The Interstellar Medium

The interstellar medium (ISM) is the material that fills the space between

the stars in galaxies and is composed of cosmic rays, magnetic field lines, dust,

and gas. Each one of these constituents plays a role in shaping the overall

physical and chemical behavior of a galaxy (Ferrière, 2001). This material is

inhomogeneously spread about the galaxy’s disk with dust and gas densities

ranging from 1 particle per a thousand cubic centimeters to millions of par-

ticles per cubic centimeter (106 ≥N≥10−3), and temperatures ranging from

10 K in the most dense regions to 106 K in the most diffuse (Ferrière, 2001).

The constituents of the ISM will interact leading to the creation of molecular

gas in giant molecular clouds (GMCs) and eventually to the formation of stars

(Field & Saslaw, 1965). After the stars are formed, they will eject new ma-

terial back into the ISM through stellar winds and supernovae repopulating

the ISM, where each successive iteration introduces heavier atoms creating

a galactic ecosystem (Ferrière, 2001). In this thesis we focus on the physical
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properties of the dust component of the ISM of the nearby barred spiral galaxy

NGC3627 and also use the dust properties to learn more about its molecular

gas properties.

1.1.1 GMC Formation

Intergalactic gas can be accreted into a host galaxy where it will condense

and lead to the formation of molecular clouds (Kennicutt & Evans, 2012). The

dominant process of GMC formation is divided between two camps, either a

“bottom-up” or “top-down” formation scenario (McKee & Ostriker, 2007).

The bottom-up scenario consists of small clouds of cold HI coagulating to

eventually form a GMC (Field & Saslaw, 1965; Kwan, 1979). The major

concern with the bottom-up scenario is if we include heating mechanisms in the

cloud, coagulation will cease before the observed masses are reached (McKee

& Ostriker, 2007). The amount of time to accumulate enough mass to form a

relatviely small GMC of 105 M� would take around 108 years which is much

greater than the expected lifetime of a GMC (Kwan, 1979).

Given the extreme timescales required in the bottom up scenario, a more

feasible formation has been suggested. The alternative formation scenario, top-

down, postulates that GMC formation comes from instabilities in the diffuse

ISM causing the clouds to collapse from their surrounding medium (McKee &

Ostriker, 2007). Two main instabilities are thought to be responsible for the

collapse. The first type of instability is a Parker instability, which involves

distortion of magnetic field lines in the mid-plane of the galaxy, and at the lo-

cation of these distortions gas will begin to accumulate (Parker, 1966; Dobbs
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et al., 2013). The second instability responsible for collapse can be deter-

mined by the amount of rotational shear present (McKee & Ostriker, 2007). If

a strong rotational shear is present, such as in the inter-arm region of a spiral

galaxy, then the accumulation of gas will be due to its shearing as it moves

through the disk of a galaxy in a process known as swing amplification (McKee

& Ostriker, 2007; Dobbs et al., 2013). If no rotational shear is present, such

as in the inner regions of a galaxy or spiral arms, then the collapse can be

attributed to a magneto-Jeans instability which will remove the angular mo-

mentum responsible for the rotational shear through magnetic fields in order

for the normal Jeans instability to occur (Elmegreen, 1987; Kim & Ostriker,

2001).

1.1.2 Molecular Hydrogen Formation

Regardless of either collapse or coagulation, molecular hydrogen is being

formed inside the cloud. Molecular hydrogen can be formed via the two body

reaction, three body reaction, formation using a free electron or proton, or

surface formation (Krumholz, 2014). The two body formation scenario is the

simplest reaction using two hydrogen atoms to produce molecular hydrogen,

H + H −→ H2 (1.1)

However, two body formation is not the major mechanism in the formation

of H2 due to the requirement of a forbidden photon that arises from the com-

bination of hydrogen atoms in the ground state (Gould & Salpeter, 1963). If
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one of the hydrogen atoms is excited, the transition can occur and molecular

hydrogen is formed, but the number of excited hydrogen atoms in the temper-

ature ranges typical of the cold and warm phases of the ISM are expected to

be nearly nonexistent (Krumholz, 2014).

The second formation scenario listed, three body formation, involves three

hydrogen atoms coming together to form molecular hydrogen with a spare

hydrogen atom,

3 H −→ H2 + H. (1.2)

The required density for three body formation to occur is on the order of 108

cm−3 (Palla et al., 1983; Abel et al., 1997), while the typical GMC density is

on the order of 300 cm−3. The disparity between these densities eliminates any

possibility of this being the primary mechanism to form molecular hydrogen

in galaxies today.

An alternative to the two or three body reactions uses either an electron

or proton to ionize the hydrogen forming either H− or H+
2 (Krumholz, 2014).

The chemical reaction involving an electron is shown in equation 1.3, and the

equation utilizing a proton is shown in reaction 1.4

H + e −→ H− + hν

H− + H −→ H2 + e

(1.3)

H + H+ −→ H+
2 + hν

H+
2 + H −→ H2 + H+

(1.4)
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The main limitation of the free electron/proton formation mechanism is an

undersupply of free electrons and protons. Typical Milky Way conditions show

that regions wih a density >1 cm−3 have free electron and proton densities

<10−4 cm−3 (Wolfire et al., 2003). Secondly, the H− ion in equation 1.3 is

more likely to interact with a stray photon than an electron resulting in the

ion returning to the atomic state (Glover, 2003). While we observe singly

ionized hydrogen regions, HII regions, only a small fraction of the region will

successfully produce molecular hydrogen.

While the free electron/proton formation method is suspected to be the

primary H2 catalyst in the early universe (Herbst et al., 2005), at low red-

shifts the formation of molecular hydrogen on the surface of dust grains is

the dominant formation mechanism (Krumholz, 2014). Surface formation of

molecular hydrogen will occur when a hydrogen atom strikes a dust grain and

successfully sticks to the grain. The hydrogen will then interact with another

hydrogen atom to form H2 and be ejected from the dust particle after the re-

action has occurred (Pirronello et al., 1997). The same process occurs on the

dust grain as the two body formation in the gas phase, but the dust grain will

act as a medium to absorb the energy that would create the forbidden photon

(Krumholz, 2014).

With a dominant mechanism for molecular hydrogen formation, a reaction

rate can be defined based on the cross section of the grain, Σgr, a striking

probability dependent on the temperature of the observed dust, S(T), the

probability of molecular hydrogen forming on the grain, εH2 , the density of

free hydrogen in the GMC, nH , and the density of hydrogen attached to the
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grain surface, nH0 (Krumholz, 2014). Scaling the product of these properteis

with the integrated collisional probability of a Maxwellian gas, the reaction

rate is determined to be

dnH2

dt
=

1

2

(
8kbT

πmH

) 1
2

ΣgrS (T ) εH2nHnH0 (1.5)

where kb is the Boltzmann constant, T is the temperature, and mH is the mass

of the hydrogen atom. Equation 1.5 is often simplified to

dnH2

dt
= RgrnHnH0 (1.6)

by introducing a variable known as the formation rate, Rgr, that is constrained

using the column densities of CI, CII, HI, H2 (Krumholz, 2014). The column

densities of CI and CII are used to determine a reaction rate by examining

their ratios and the mechanisms that convert ions to atoms and atoms to

ions. The neutralization of CII involves its interaction with polycyclic aromatic

hydrocarbons, and the ionization of C takes place by interacting with far-

ultraviolet (FUV) photons (Wolfire et al., 2008). The FUV intensity will also

dictate the amount of dissociation of H2 into H, and by balancing the amount of

CI and CII with the amount of H and H2, the FUV intensity can be determined

as well as the amount of H2 being produced (Wolfire et al., 2008). Typical

reaction rates for the Milky Way have been found to be Rgr=3x10−17cm3s−1

(Jura, 1975; Gry et al., 2002; Wolfire et al., 2008).
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1.1.3 Dissociation of Molecular Hydrogen

When molecular hydrogen has formed, it is still susceptible to photodisso-

ciation from FUV photons. The energy required for a single photon to break

the bonds of molecular hydrogen is 14.5 eV (Krumholz, 2014). Conveniently,

this is also enough energy to excite atomic hydrogen, so photodissociation us-

ing a single photon is highly unlikely due to the abundance of HI in the ISM

(Krumholz, 2014). However, a photon with an energy of 11-13.6 eV will not be

able to ionize atomic hydrogen, but will be able to excite molecular hydrogen

to its first and second excitation levels, the Lyman and Werner bands, respec-

tively. The excited H2 will eventually settle via photon emission to its ground

state with a finite probability of returning to two hydrogen atoms rather than

maintaining its molecular state (Krumholz, 2014).

A dissociation rate, ζdiss, can be obtained by scaling the total excitation

rate, ζexc, by the fraction of excited hydrogen molecules that will settle to

an atomic ground state (Krumholz, 2014). The total excitation rate is found

by summing each individual excitation from the ground state e.g. ζexc,0−1,

ζexc,0−2. In the Milky Way’s diffuse ISM, the interstellar radiation field is 6-

9x10−14 erg cm−3 over the range of 6-13.6 eV resulting in ζexc ≈ 3× 10−10s−1

(Draine, 2011). The expected fraction of H2 to dissociate is between 0.11 and

0.13 resulting in ζdiss ≈ 4 × 10−11s−1(Draine, 2011). Equating the formation

and dissociation rates and then solving for a molecular hydrogen to atomic

hydrogen ratio gives

7
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ζdissnH2 = RnH0nH

nH2

nH
=
RnH0

ζdiss

= 8× 10−6
(

4× 10−11s−1

ζdiss

)( nH0

10cm−3

) (1.7)

(Krumholz, 2014). From equation 1.7 we can see, in the diffuse medium,

atomic hydrogen is far more abundant than molecular hydrogen, as expected.

However, as the density of the gas increases via collapse or coagulation,

the optical depth will also increase, limiting the number of FUV photons able

to penetrate into the core of the cloud, a process known as shielding which

is the main factor in accelating H2 production (Draine, 2011). This shielding

will decrease the value of ζdiss which will increase the nH2/nH ratio in equation

1.7. The increase in the molecular to atomic hydrogen ratio signifies the accu-

mulation of molecular gas reservoirs. The molecular gas density will build up

and lead to fragmentation within the cloud, and will eventually lead to star

formation.

1.2 Determining the H2 Abundance

From the previous section, the formation of molecular hydrogen will re-

sult in the energy released during formation to be absorbed by a dust grain

while the other methods resulted in the emission of a photon to account for

the change in energy. The absorption of energy by the dust grain as opposed

to the energy being released through emission results in the formation of H2

being a dark process (§1.1.2). Furthermore, since the molecule is made of two
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hydrogen atoms, its symmetry and low mass results in the molecule having no

permanent dipole moment making low energy rotational transitions nonexis-

tent (Bolatto et al., 2013; Kennicutt & Evans, 2012). The high symmetry and

low mass does not mean H2 is unexcitable, but that the temperatures required

to excite molecular hydrogen (T & 100K) are above the temperature of a typ-

ical GMC (Bolatto et al., 2013). Also the returning of H2 to the ground state

will more often than not result in the molecule separating into two hydrogen

atoms (§1.1.3). For our purposes, we can consider molecular hydrogen a dark

molecule requiring special treatment to determine the amount present.

The amount of molecular hydrogen in a system can be calculated in several

ways, and for the purpose of extragalactic sources they all involve using a

molecular tracer to determine the amount of H2 present. The molecule most

commonly used in extragalactic studies is CO due to its abundance and ability

to be easily observed (Bolatto et al., 2013). Other tracers that have been used

are CO’s photodissociated counterpart, CII, in order to trace regions that have

little to no CO emission (Madden et al., 1997), and molecules such as OH that

have been used in the past but have been limited to Milky Way targets due

to difficulty in observing OH (Barrett, 1964). The amount of CO can then be

converted to H2 using a conversion factor given as either

nH2 = XCOICO (1.8)

where nH2 is the column density, XCO is the conversion factor in units of

cm−2 (K km s−1)−1, and ICO is the CO intensity in units of K km s−1. Typical

values for XCO in normal spiral galaxies tend to be around 1-4×1020 cm−2 (K

9
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km s−1)−1, and a commonly used value for the Milky Way is 2×1020 cm−2 (K

km s−1)−1 (Bolatto et al., 2013). Alternatively, the conversion factor can be

used to determine the surface density of the molecular hydrogen, ΣH2 , using

ΣH2 = αCOICO (1.9)

where αCO is given in units of M� pc−2 (K km s−1)−1. Values of αCO for

nearby extragalactic sources have shown a mean value of 3.1 M� pc−2 (K km

s−1)−1 which is slightly lower than the assumed Milky Way value of 4.4 M�

pc−2 (K km s−1)−1 (Sandstrom et al., 2013).

1.2.1 Methods for Determining CO-to-H2 Conversion Factor

Several methods are available to determine the conversion factor for extra-

galactic sources, and each has its own caveats. One common method used to

determine the conversion factor is to use the virial nature of GMCs (Bolatto

et al., 2013). The virial nature of GMCs implies that the clouds are gravita-

tionally bound and not collapsing due the balance of the temperature of the

cloud and amount of material present and the prevention of collapse can be

aided by magnetic support (McKee & Ostriker, 2007). This method works

best for well defined clouds; however in the case of more distant nearby galax-

ies, the issue of whether or not giant molecular associations (GMAs) display

the same virialization as their constituent GMCs can limit concrete results

(Bolatto et al., 2013). The second caveat to using the virial mass to determine

the conversion factor is that the method will only trace CO bright regions.
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Tracing only CO bright regions produces results that show no dependence

between the conversation factor and metallicity, while other methods display

a negative correlation between the conversion factor and metallicity (Bolatto

et al., 2013). The lack of correlation with metallicity is believed to be due

to the level of dust shielding present in the system. If the amount of dust

present in the region is large, then the region will display a large metallic-

ity, and if little to no dust is present, the region will show a low metallicity.

Regions with low metallicity will correspond to regions with little to no dust

resulting in poor shielding. The lack of shielding will allow the CO to be dis-

sociated resulting in large amounts of self sheilding molecular hydrogen traced

by ionized and atomic carbon gas instead of CO (Bolatto et al., 2013). While

the virial method is suitable for determining conversion factors within CO

bright regions, excluding any low metallicity regions will underestimate the

total amount of H2 present in the system as well as skew any possible relations

of the conversion factor with metallicity (Bolatto et al., 2013).

A second method to determine the conversion factor is to incorporate ob-

servations of isotopologues of CO that are optically thin, commonly 13CO

(Bolatto et al., 2013). The temperature, density, and column or surface den-

sity of 13CO can be used to constrain the physical conditions of the GMC or

GMA being examined. The main problem with using this method is the de-

generacy between the temperature and density of CO emission such that hot

low density regions can resemble cool dense regions (Rosenberg et al., 2014).

This method also shares the same problem as the virial technique in that it

only probes CO bright regions of the target leaving any CO-faint H2 gas un-

traced (Bolatto et al., 2013). The issue of CO-faint molecular hydrogen has
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been examined using the photodissociated tracer of CO, CII, instead of 13CO.

The CII ion was used as a tracer of molecular hydrogen in dwarf galaxies and

revealed large reservoirs of self-shielding H2(Madden et al., 1997).

The third way to determine the CO-to-H2 conversion factor is by incor-

porating the emission from dust to determine the amount of molecular gas

present. This method assumes that the gas is well mixed and has a constant

ratio of dust mass to gas mass present in the galaxy (Leroy et al., 2011),

which has been shown to be true for the Milky Way (Boulanger et al., 1996).

A suitable conversion factor is found by solving

δGDRΣdust = ΣH2 + ΣHI

= αCOICO + ΣHI

(1.10)

where Σdust, ΣH2 , and ΣHI are the respective surface densities in M� pc−2,

ICO is the CO line intensity, αCO is the conversion factor in M� pc−2 K−1

km−1 s, and δGDR is the total mass of the gas divided by the total mass of

the dust known as the gas-to-dust ratio (Leroy et al., 2011; Sandstrom et al.,

2013). In equation 1.10, we can measure Σdust, ΣHI , and ICO leaving only the

conversion factor and gas-to-dust ratio free to vary. An appropriate αCO value

will generate a molecular gas mass that produces a constant gas-to-dust ratio

over the galaxy being studied. This method has been carried out extensively

by Sandstrom et al. (2013) on kpc scales on nearby galaxies as well as on both

of the Magellanic clouds by Leroy et al. (2011).

Determining a conversion factor via the dust emission provides the capa-

bility to trace the CO faint regions of a target (Israel et al., 1996). Despite
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this advantage over the other two methods, using equation 1.10 leaves any gas

not associated with atomic hydrogen to be treated as H2. This is shown in

equation 1.10 given that the total amount of gas, is αCOICO + ΣHI , so any gas

not associated with atomic hydrogen is assumed to be molecular hydrogen.

This means that the calculated amount of H2 will include contributions from

CO, OH, and CII as well as any other chemical species present in the region.

This will effectively increase the conversion factor and the overall amount of

molecular hydrogen reported (Bolatto et al., 2013), but given the dominance

of H2 in the dense regions of the ISM, any increase will be negligible. Another

caveat of this method rests with the assumption of a constant dust-to-gas ra-

tio (Bolatto et al., 2013). Issues such as the gas-to-dust ratio’s dependence on

metallicity (Draine et al., 2007) can render this assumption null if not treated

properly. Nevertheless, the agreement of conversion factors between the dust

based method and other methods used for more local targets suggests that any

gas present that has been incorrectly assumed to be H2 and local fluctuations

in the metallicity of the target galaxy have very little effect on the final results

(Bolatto et al., 2013).

1.3 Determining Dust Mass

Calculating a conversion factor using dust emission requires a knowledge

of the amount of dust present in our system to determine a gas-to-dust ratio.

Given that a significant portion of the dust mass lies within the cold phase we

can calculate a dust mass using a modified blackbody fit over the cold portion

of the dust’s spectral energy distribution (SED) (Galametz et al., 2012). A
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slight modification needs to be introduced to our blackbody resulting in what

is known as a greybody or modified blackbody (MBB). The modification is

necessary because the dust does not absorb and re-emit all of the light incident

on its surface. If we assume an isolated optically thin medium (τν �1) with

a blackbody source function, Bν(T), the radiative transfer equation can be

written as

Iν =
(
1− e−τ

)
Bν (T ) , (1.11)

and simplified using a first order Taylor expansion with τν �1 to get

Iν = τνBν (T ) (1.12)

The optical depth can be expanded to incorporate the surface density of the

dust, Σdust, as

τν = κνΣdust (1.13)

such that the units on Σdust are in kg m−2 as opposed to M� pc−2. The

dust emissivity cross-section per unit mass is represented by κν and is often

referred to as the opacity. The opacity will reflect the chemical makeup and

grain structure of the dust, but will not indicate the grain size (Abergel et al.,

2013). The behavior of the opacity has been well fit with a power law such

that opacity shows a dependence on the frequency of the observed emission

(Hildebrand, 1983). The opacity is typically written as
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κν = κν,0

(
ν

ν0

)β
(1.14)

where ν0 is a reference frequency, κν,0 is a reference opacity based on the

reference frequency, and β is the dust emissivity index. Values for κν have

been calculated for several models of varying dust compositions and can range

from 0.2 to 2 m2 kg−1 over the wavelengths used to model the cold compo-

nent (100µm–850µm)(Li & Draine, 2001). The emissivity index has commonly

been fit between ranges of 1.0 to 2.0 suggested from laboratory experiments

(Walcher et al., 2011). However, with the influx of Herschel data the ability to

fill in the sub-millimeter portion of the SED between 100µm and 500µm has

allowed the emissivity index to be determined based on observations, which

have shown a range from 1 to 2.5 (Galametz et al., 2012). It should be noted

that the lower limit of β=1 is a hard cutoff due to limits determined by the

Kramers-Kronig relationship in the optically thin case (Li, 2005), but in ex-

treme instances when the dust becomes optically thick β will approach 0.

With the opacity well defined, substituting equation 1.14 into equation

1.13 and then into the original equation for the specific intensity of our MBB,

equation 1.12, gives the formula for the specific intensity of a greybody as

Iν = Σdustκν,0

(
ν

ν0

)β
Bν (T ) (1.15)

Since we measure the flux of our target, it is useful to convert from the specific

intensity to the flux using
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Fν = πIν

( r
D

)2
(1.16)

given the target is a uniform sphere with radius, r, and distance, D (Rybicki

& Lightman, 1986). Substituting equation 1.16 into the greybody equation,

1.15, gives

Sν =
Σdustπr

2

D2
κν

(
ν

ν0

)β
Bν (T ) . (1.17)

Converting from surface density to overall mass is done using the rela-

tionship between mass and surface density of M=Σ∗Area where the target’s

projected area is πr2. This gives a final modified blackbody equation of

Sν =
Mdust

D2
κν

(
ν

ν0

)β
Bν (T ) . (1.18)

The dust mass can be solved from equation 1.18 by fitting the dust mass,

temperature, and possibly the emissivity index. The fitted mass will act as

a normalizing factor for the SED and correspond with the mass associated

with the peak flux. The fitted dust mass should be used cautiously due to

a sensitivity in mass with temperature fluctuations (Draine et al., 2007). An

alternative to using the fitted mass is to isolate the mass from equation 1.18

to get

Mdust =
SνD

2

κνBν (T )

(
ν

ν0

)−β
(1.19)
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and use the parameters returned from fitting. This equation is best used with

a longer wavelength observation that will explore the Rayleigh-Jeans tail of

the modified blackbody. This portion of the SED will see less of a dependence

on the mass and temperature fluctuations (Draine et al., 2007). The main

concern with both methods to determine the mass arises from fitting both

the temperature and dust emissivity index and their strong anti-correlation

(Galametz et al., 2012; Tabatabaei et al., 2014). A common method to help

break the degeneracy is to fix the emissivity index to a reasonable value based

upon the opacity model (Tabatabaei et al., 2014).

1.4 NGC 3627

In this thesis, we are using the new SCUBA-2 instrumentation on the

JCMT, which observes both 450µm and 850µm emission simultaneously. Uti-

lizing multiple 60 minute scans in high quality weather we can better constrain

the emissivity index in our fits, as well as increase the resolution compared to

previous work. With these new observations from the NGLS, we can better

fit an SED and determine a more reliable dust mass to explore the amount

of molecular gas present. To take full advantage of the benefits of SCUBA-

2, we have selected the target NGC3627 for its relatively small angular size,

pronounced spiral features, and relatively large flux.

NGC 3627 is the most prominent member of the interacting trio of galaxies

called the Leo triplet (NGC 3623, NGC 3627, and NGC3628). An optical

image is shown in Figure 1.1 while the data we used can be seen in sections

§2.2 and §2.3. The interaction between NGC 3627 and NGC 3628 has been well
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documented via HI emission in the form of a large HI debris tail extending from

NGC 3628 in the direction of NGC 3627 (Rots, 1978; Haynes et al., 1979). The

interaction between these galaxies has resulted in a high star formation rate of

over 1.7 M� yr−1 (Calzetti et al., 2010), making NGC 3627 a prime candidate

to study the current star forming conditions. The morphology of NGC 3627

is that of a barred spiral (SABb) with an inclination of 60◦ (Reuter et al.,

1996) at a distance of 9.4 Mpc determined by Cepheid variable observations

(Freedman et al., 2001). Furthermore, the strong spiral arm features of this

galaxy are unique due to speculation that they are not contained within the

plane of the galaxy (Dumke et al., 2011; Soida et al., 2001). This interpretation

is supported by magnetic field lines traced by dust polarization that do not

trace the spiral structure in the southeastern bar end (Soida et al., 2001)

and CO observation with bimodal emission features in velocity space over the

southeastern bar end (Dumke et al., 2011).

NGC 3627 was observed as part of the Spitzer Infrared Nearby Galaxies

Survey (SINGS) (Kennicutt et al., 2003) and has been observed throughout

the electromagnetic spectrum. 13CO observations by Watanabe et al. (2011)

have shown that a majority of the star formation is occurring in the bar ends.

This information agrees with Warren et al. (2010) showing the star formation

efficiency being highest in the bar ends. Warren et al. (2010) also show the

ISM of the galaxy to be dominated by molecular gas, with dense warm gas

dominating the emission at the bar ends, the nucleus and a bright region

located beneath the southwestern spiral arm, and more diffuse and cooler

molecular gas outside of these regions. The atomic gas is located primarily

in the spiral arms with little to no emission in the nucleus of the galaxy.
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Figure 1.1: Optical composite image of NGC3627 made using the SINGS 5th

enhanced data release (Kennicutt et al., 2003). Blue areas represent the B
band, green areas represent V band and red areas show the Hα band. Com-
ponent images were retrieved from NED.
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A mean conversion factor of αCO=1.2 M� pc−2 (K km s−1)−1 was found by

Sandstrom et al. (2013) using the dust method (§1.2.1). An HI mass was

given as 8.18×108 M� (Walter et al., 2008), and a corresponding H2 mass

was calculated as 5.79×109 M� (Kennicutt et al., 2003), and a stellar mass of

2.8×1010 M� (Skibba et al., 2011). Comparing the properties of NGC3627 to

local galaxies, we see a more gas rich system than M33 whose total hydrogen

mass is ≈2×109 M� (Braine et al., 2010), and a lower stellar mass than the

Milky Way which has been calculated to be ≈6×1010 M� (McMillan, 2011).

The dust emission of NGC 3627 follows the same trend as the CO emission

with the brightest regions at the bar ends, nucleus, and a bright region below

the southwest bar end. The southeastern spiral arm shows some knotted

features in the dust emission. Global values for the cold and warm components

of the SED were fit by Galametz et al. (2012) and reveal dust temperatures

of TW=55.8±5.6 K and TC=20.2±1.4 K for the warm and cold components,

respectively, with a best fit emissivity index of β=2.3±0.2 and a total dust

mass of 7.82×107 M�.

This thesis will explore the properties of dust emission from NGC3627 by

exploring its SED using new observations from SCUBA-2 in order to measure

the mass and dust emissivity index at a higher resolution in order to build on

the work of Galametz et al. (2012). Furthermore, we can use our SED derived

dust masses to determine the overall amount of molecular gas present in the

galaxy while gaining insight into the dust-to-gas ratio and conversion factor for

this galaxy using the methods outlined by Leroy et al. (2009) and Sandstrom

et al. (2013). The information in this thesis is arranged as follows: Chapter
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2 will describe the data reduction and properties of the SCUBA-2 data and

any ancillary data, Chapter 3 will describe the SED fitting method, Chapter

4 will include the results from the dust-to-gas ratio analysis, and Chapter 5

will summarize our findings.
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Chapter 2

Observations and Data Preparation

2.1 SCUBA-2

The Submillimetre Common-User Bolometer Array 2 (SCUBA-2) was designed

to decrease the observing time of the sub-millimeter sky relative to its prede-

cessor SCUBA (Holland et al., 2013). This would benefit the community by

allowing for rapid data acquisition in the submillimeter regime of the elec-

tromagnetic spectrum, at the 450µm and 850µm bands in particular. Prior

to SCUBA-2, other bolometer cameras such as LABOCA, BOLOCAM and

SHARC-II were limited to less than 100 pixels, while the new SCUBA-2 has

been able to incorporate over 10,000 pixels in its design and effectively reduce

the required observing time (Chapin et al., 2013). Increasing the number of

pixels by a factor of 100 was possible by the advent of new technology such as

high precision micromachining, superconducting transition edge sensors, and

superconducting quantum interference device amplifiers (SQUIDs) (Holland

et al., 2013).
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The observations of NGC3627 were taken from the Nearby Galaxies Legacy

Survey’s (NGLS) initial science images using SCUBA-2 from December 29,

2011 to January 21, 2012, and consist of 24 18′ by 18′ scans taken in weather

conditions where the optical depth of the water in the atmosphere is no greater

than τ <0.13. The observations were centered at 450µm and 850µm emission

with a 32µm and 85µm bandpass, respectively. 16 of the 24 scans were deemed

useable, and whether or not an observation was deemed worthwhile was de-

termined by factors such as the behavior of the image background or whether

the image was flagged during observing to be unusable. The observations of

NGC3627 were taken using a DAISY scanning pattern to help remove any ran-

dom noise by introducing crossing points. The scanning speed of the JCMT

was 150′′/second in order to reduce any drifting effects seen from the instru-

ment or sky (Chapin et al., 2013).

2.2 Image Creation and Properties

For any imaging process to be successful, the final image needs to have

minimal white noise (Chapin et al., 2013). White noise in our bolometer

observations arises from thermal variations from the instrumentation and at-

mosphere during data acquisition and is referred to as ranomn noise during the

image creation. The random noise is minimized through scanning methods and

during image processing (Chapin et al., 2013). To create the final SCUBA-2

data products, we use the Submillimetre User Reduction Facility (SMURF)

procedure MAKEMAP. This procedure reduces the noise of the observations

while maintaining the source’s emission by incorporating a combination reduc-
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tion techinques, one of which principal component analysis which will remove

any correlated signal and is useful in detecting point sources (Chapin et al.,

2013). The second method is a maximum likelihood analysis that will invert

the time series of the data then apply a variety of weights to minimize the

variance in the inverted time series (Janssen & Gulkis, 1992; Chapin et al.,

2013). Both of these methods have proven useful in reducing bolometer data

on their own, but due to the size of raw SCUBA-2 data, either method on

its own would result in extreme run times or the process becoming resource

intensive (Chapin et al., 2013).

MAKEMAP breaks down the image creation into several steps performed

in iteration in order to successfully reduce any background noise (Chapin et al.,

2013). The raw data is modeled by

bi(t) = f [ei(t) ∗ ai(t) + gi ∗ nc(t) + nf (t) + nr(t)] (2.1)

such that bi(t) is the ith bolometer output at time t, f is a scaling factor

determined from flat field calibrations, ei(t) is the extinction at time t for

the ith bolometer, ai(t) is the astronomical signal for ith bolometer at time t,

gi ∗ nc(t) is the noise due to the product of the common mode and gain, nf (t)

is the low-frequency noise, and nr(t) is the random noise from the atmosphere

or thermal variations in the equipment (Chapin et al., 2013).

The steps used in MAKEMAP are designed so they can estimate each

noise component of the bolometer signal. The COM and GAI steps estimate

a common mode signal by fitting the average time-series of each bolometer

observation. The next step is EXT, which is used to apply the measured ex-
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tinction corrections. Following EXT is FLT to apply high- and low-pass filters

to remove any noise features not removed in the COM and GAI filtering. Af-

ter the high- and low-pass filters, the AST step is performed. AST converts

the data from a time series to an image and detects sources to be removed

from reduction. The sources removed during this portion of MAKEMAP are

intended to be astronomical in nature. The final step is NOI which determines

the noise in the gridded map after each step has been performed and is calcu-

lated by isolating the white noise component in equation 2.1. A convergence

check is then done based on the magnitude of change in each pixel from the

previous map and the current version. If the check fails, the COM, GAI, EXT,

and FLT values are recalculated using the AST information obtained from the

previous iteration, and the process is repeated until the convergence values are

met or the maximum number of iterations has been carried out (Chapin et al.,

2013). A diagram of the steps is shown in Figure 2.1 inspired by the flowchart

in Chapin et al. (2013). Creating the data was done locally using scripts to

implement MAKEMAP.

In our production of maps, we used the configuration file dimmconfig bright

compact.lis and altered the AST and FLT sections of the image creation by

introducing a mask made from Herschel’s 250µm map. The purpose of the

mask was to exclude the target from interfering with the noise minimization

as well as to keep any emission from the galaxy from being significantly altered

during image production. The filter size of the high-pass filter was also modi-

fied, and an appropriate value was determined to be 175′′. We determined an

appropriate high-pass filter size by running a large range of filters from 100′′

to 300′′ and inspecting the total recovered flux of NGC3627. A plot of the
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Figure 2.1: The iterative steps taken to create SCUBA-2 data using
MAKEMAP. Inspired by the diagram in Chapin et al. (2013).
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Figure 2.2: Returned flux values for NGC3627 with varying high-pass filter
sizes. The KINGFISH fluxes have been been processed using the fakesource
process, §2.4.2

returned flux values can be seen in Figure 2.2. A good filter would not show

any significant decrease in flux compared to the 350µm or 500µm fluxes. This

requirement removes any filters greater than 200′′. Given the flux was nearly

constant with filters less than 200′′, we chose an appropriate filter size by ex-

amining the structure that was returned, in particular how well the spiral arms

were recovered for the 850µm image, and how well the disk was preserved in

the 450µm image. The spatial effect of the filters can be seen in Figure 2.3 for

450µm and Figure 2.4 for 850µm. The maps were returned from MAKEMAP

in units of pW with a pixel size of 2′′ by 2′′ for both the 450µm and 850µm.

The final 450µm image was then re-gridded down to a 4′′ by 4′′ pixel grid,

and flux calibration values of 491000 and 4710 (Dempsey et al., 2013) were

applied to convert from pW to mJy/beam and mJy/square arcsecond, respec-
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Figure 2.3: Four 450µm maps of NGC3627 using varying high-pass filter sizes.
The contours shown are for 0.0, 0.02, 0.05, 0.08 and 0.1 Jy/pixel for each image
with 8′′ by 8′′ pixels.
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Figure 2.4: Four 850µm maps of NGC3627 using varying high-pass filter sizes.
The contours shown are for 0.0, 0.002, 0.005, and 0.008 Jy/pixel for each image
with 8′′ by 8′′ pixels.
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Table 2.1. Properties of NGC3627 SCUBA-2 Observations

Observation Main Beam Error Beam RMS
Amplitude θbeam Amplitude θbeam [mJy / Pixel]

450µm 0.854 ± 0.002 7.48′′ ± 0.03′′ 0.146 ± 0.003 23.1′′ ± 0.2′′ 3.42
850µm 0.9624 ± 0.0002 12.8′′ ± 0.4′′ 0.0376 ± 0.0002 44.5′′ ± 0.9′′ 0.476

tively. The 850µm maps were re-gridded to an 8′′ by 8′′ pixel size and used

flux calibration values of 537000 and 2340 for mJy/beam and mJy/square arc-

second (Dempsey et al., 2013). The 4′′ and 8′′ pixels correspond to a 180pc

and 360pc size scale for our target, NGC3627. To simplify the analysis, the

images are also converted to Jy/pixel. The 450µm and 850µm images are

shown in Figures 2.5 and 2.6. The calibration values used are the default flux

calibration factors that are determined from our calibrator source, Uranus, in

(Dempsey et al., 2013). The overall noise in the final image can be seen in

Table 2.1.

2.2.1 Beam Shape of the 450µm and 850µm Data

Calibration images of Uranus were used to determine the shape of the beam

for the 450µm and 850µm observations. The beam shape of both the 450µm

and 850µm maps deviates from a single gaussian due to the second maximum

of the airy diffraction pattern in the response function of the telescope and

minor imperfections in the mirror of the JCMT due to boundaries of the

panels (Dempsey et al., 2013). This abnormality is best represented by a sum

of two gaussians whose amplitudes sum to unity (Dempsey et al., 2013). The
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Figure 2.5: 450µm observation produced at the end of the image production
with 20%, 40%, 60%, and 80% contours with 4′′ by 4′′ pixels.
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Figure 2.6: 850µm observation produced at the end of the image production
with 20%, 40%, 60%, and 80% contours with 8′′ by 8′′ pixels.

32



M.Sc. Thesis ––– Jonathan H. Newton ––– McMaster University - Physics and Astronomy ––– 2014

average beam resolutions for the 450µm and 850µm data are reported in Table

2.1 and are within an acceptable difference from the values found in Dempsey

et al. (2013) since we used only the nights our data was taken compared to

the work done by Dempsey et al. (2013) that used observations taken over a

year. The calibration images, fitted beams, and the residual of the fits can

be seen in Figure 2.7. The residuals seen in here are due to asymmetries in

the Uranus PSF. The contribution of the error beam in the 850µm emission

is negligible, and allows the beam to be approximated by a single gaussian.

However, the contribution of the error beam in the 450µm images was large

enough to require special treatment in order to properly match the beams for

analysis.

2.3 Ancillary Data

The scientific goals of this thesis require data outside the capabilities of

SCUBA-2. For instance, accurately determining the dust mass involves fitting

the spectral energy distribution (SED) for NGC3627. To successfully fit an

SED, we need shorter wavelength data to fully probe the cold component of

this galaxy. We used data ranging from 100µm to 500µm from the KINGFISH

survey (Kennicutt et al., 2011) to gain a large enough wavelength range for

fitting the cold component. Secondly, the bandpass of the 850µm filter contains

the CO J=3-2 line. In order to get a valid measurement of the dust mass, this

contribution had to be removed. We used emission data from the NGLS from

the HARP instrument on the JCMT (Wilson et al., 2012) to remove this

contamination. When a dust mass was obtained, we used CO J=1-0 from the
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Figure 2.7: The top row shows the Uranus images taken on January, 8th 2012
for 450µm on the left and 850µm on the right. The middle row shows the fitted
beams for 450µm on the right and 850µm on the left using the double gaussian
beam shape. The bottom row shows the difference between the original image
and the fitted beam. The contours in the image are from 10% to 90% in
intervals of 10%.
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Nobeyama 45-m telescope (Kuno et al., 2007), CO J=2-1 from HERACLES

(Leroy et al., 2009), and HI observations from THINGS (Walter et al., 2008)

to determine a reasonable molecular hydrogen mass to calculate a dust-to-gas

ratio. In the next sections we give some details for these ancillary data sets.

2.3.1 Key Insights on Nearby Galaxies: a Far-Infrared Survey with

Herschel (KINGFISH)

The Key Insights on Nearby Galaxies: a Far-Infrared Survey with Her-

schel (KINGSFISH) was designed to be a follow up to the Spitzer Infrared

Nearby Galaxies Survey (SINGS) (Kennicutt et al., 2003) with observations

of the warm and cold component of dust emission using the increased reso-

lution from Herschel (Kennicutt et al., 2011). The main science goals of the

KINGFISH survey were to better understand the star formation processes that

were shielded by dust, to make resolved studies of heating and cooling of the

interstellar medium (ISM), and to build an inventory of how cold dust emis-

sion relates to other dust components in the ISM (Kennicutt et al., 2011). The

survey consists of 61 nearby galaxies (d<30Mpc) that cover a range of envi-

ronments. Each target was observed at 70µm, 100µm, 160µm, 250µm, 350µm,

and 500µm. Our analyis focuses on fitting the cold component of NGC3627’s

SED, so we omitted the 70µm emission from the fitting, and processed the

data through MAKEMAP as described below in § 2.4. The rms and beam

size after the large scale structure has been removed can be seen in Table 2.2

given for 8′′ by 8′′ pixels, while the preconvolved maps are shown in Figures

2.8 to 2.12.
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Figure 2.8: Image after the MAKEMAP filtering of 100µm observations with
20%, 40%, 60%, and 80% contours.
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Figure 2.9: Image after the MAKEMAP filtering of 160µm observations with
20%, 40%, 60%, and 80% contours.
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Figure 2.10: Image after the MAKEMAP filtering of 250µm observations with
20%, 40%, 60%, and 80% contours.
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Figure 2.11: Image after the MAKEMAP filtering of the 350µm observations
with 20%, 40%, 60%, and 80% contours.
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Figure 2.12: Image after the MAKEMAP filtering of the 500µm observations
with 20%, 40%, 60%, and 80% contours.
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Table 2.2. Properties of NGC3627 KINGFISH Observations

Observation Beam Properties RMS Percentage of
θbeam [mJy/Pixel] Emission Removed

100µm 6.8′′ 2.24 11%
160µm 11.6′′ 3.95 17%
250µm 18.0′′ 2.47 20%
350µm 24.9′′ 1.08 21%
500µm 36.0′′ 0.387 28%

2.3.2 Nearby Galaxies Legacy Survey (NGLS)

The Nearby Galaxies Legacy Survey is an HI-selected set of 155 galaxies

contained with distances between 2 and 25 Mpc observed using the instrumen-

tation on the JCMT (Wilson et al., 2012). The NGLS consists of multiwave-

lenght data that include the 450µm and 850µm data used for this thesis. As

mentioned previously, the bandpass for SCUBA-2’s 850µm emission contains

the CO J=3-2 line which is contained in the NGLS data set. We used the

zeroth moment CO J=3-2 maps from the NGLS to determine the percentage

of CO J=3-2 emission present in the 850µm band as well as removing it for

an accurate SED analysis. The rms and resolution of the CO J=3-2 emission

are shown in Table 2.3 for 8′′ by 8 ′′ pixels, and the scan prior to convolution

is shown in Figure 2.13.

2.3.3 Nobeyama 45-m

Determining a dust-to-gas ratio requires a molecular tracer to estimate the

amount of molecular hydrogen present. The most frequently used tracer is CO
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Figure 2.13: Residual of the MAKEMAP filtering of CO J=3-2 observations
used to subtract line contamination from 850µm SCUBA-2 map with 20%,
40%, 60%, and 80% contours.
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Table 2.3. Properties of NGC3627 Gas Observations

Observation Beam Properties RMS Percentage of
θbeam Emission Removed

CO J=1-0 15.0′′ 0.681 [K km s−1] 20%
CO J=2-1 13.0′′ 0.305 [K km s−1] 7%
CO J=3-2 14.5′′ 1.28e-2 [mJy pixel−1] 29.8%

HI 10.6′′ × 8.85′′ 0.760 [M� pc−2] >99%

J=1-0 due to its abundance in the ISM. The CO J=1-0 data were obtained from

the Nobeyama 45-m CO Atlas of Nearby Spiral Galaxies (Kuno et al., 2007).

The Nobeyama 45-m CO Atlas consists of galaxies with morphologies ranging

from Sa to Scd, located less than 25Mpc from the Milky Way, inclination

values less than 79◦, 100µm flux greater than 10Jy, and spiral structure that

has not been compromised through interactions. Any galaxies that met these

criteria were then observed with the Nobeyama 45-m telescope (Kuno et al.,

2007). The beam sizes and rms of the filtered CO J=1-0 map are displayed

in Table 2.3 for 8′′ by 8′′ pixels, and the final image product can be seen in

Figure 2.14.

2.3.4 Hetrodyne Receiver Array CO-Line Extragalactic Survey (HER-

ACLES)

The CO J=2-1 line was used to determine a CO 2− 1/1− 0 line ratio

which can be used to trace a gradient in αCO and hint towards regions of

high star formation (Reuter et al., 1996). We used the CO J=1-0 data from
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Figure 2.14: Residual of the MAKEMAP filtering of CO J=1-0 observations
with 20%, 40%, 60%, and 80% contours.
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the Nobeyama 45-m telescope (§ 2.3.3), and CO J=2-1 from the Hetrodyne

Reciever Array CO-Line Extragalactic Survey (HERACLES) using the IRAM

30-m telescope. The main goal of HERACLES was to quantify the relationship

between atomic and molecular gas and star formation using a large sample of

galaxies (Leroy et al., 2009). The galaxies chosen were targets contained in

THINGS that were within the observing limits of the IRAM 30-m telescope.

The final CO J=2-1 image can be seen in Figure 2.15 and the image properties

can be seen in Table 2.3 with 8′′ by 8′′ pixels.

2.3.5 The HI Nearby Galaxy Survey (THINGS)

To determine the gas-to-dust ratio we had to determine the total amount of

gas present which includes both atomic and molecular hydrogen. We approx-

imated the amount of molecular hydrogen by using CO J=1-0, and measured

the amount of atomic hydrogen (HI) present from The HI Nearby Galaxy

Survey (THINGS) designed to observe HI emission in nearby galaxies with

the extreme spatial resolution of the Very Large Array (VLA). Targets in

THINGS included many of the SINGS targets with the exception of known

HI poor sources (E/S0 type galaxies), dynamically complex systems (edge-on

spirals), and large extended galaxies found in the Local Group (Walter et al.,

2008). The resolution and rms of the filtered image are shown in Table 2.3 for

8′′ by 8′′ pixels. The final data product is shown in Figure 2.16 and has been

converted to M� pc−2 using
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Figure 2.15: Residual of the MAKEMAP filtering of CO J=2-1 observations
with 20%, 40%, 60%, and 80% contours.
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MHI [M�] = 2.36× 105D2 ×
∑
i

Si∆v (2.2)

(Walter et al., 2008) and then dividing by the pixel area in pc2 where D is

the distance, and
∑

iSi∆v is the first moment of the flux. Since most of the

HI emission is diffuse and extended, the filtering process removed nearly all of

the HI features. The removal of most of the HI resulted in a severe depression

feature resampling a bowl in the middle of the map around the galaxy that

was lower than the mean background value of the map. The bowling effect

ended up further lowering the surface densities of the final maps by lowering

the peak value and removing a significant fraction of the surface density.

2.4 Data Preparation for Analysis

Looking at Figures 2.5, 2.6 and comparing them with the ancillary data

images in Figures 2.8-2.16 it is clear the data do not agree completely even

with their extended structure removed. Other than the presence of the large

scale/extended structure prior to filtering, the main difference between each

image is its resolution, in particular the beam shape of the 450µm data. We

have taken several steps to correct for these disagreements and maximize the

compatibility of the data. In order to account for the varying beam resolutions,

we use a gaussian convolution to degrade the resolution of our maps to the

largest beam size in our dataset, σmax=36′′. An appropriate convolution beam

width is determined by
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Figure 2.16: Residual of the MAKEMAP filtering of HI observations with
20%, 40%, 60%, and 80% contours.
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σdesire =
√
σ2
max − σ2

given (2.3)

where σdesire is the desired beam width, σmax is the beam size we are convolving

to, and σgiven is the beam size we are convolving from. However, equation 2.3

only works when the beams are well approximated by a single gaussian which

is not the case for the 450µm beam. The steps taken to match the resolution

of the 450µm beam with the rest of the data set are given in §2.4.1.

Removing any large scale structure from our ancillary data is implemented

using a feature built into MAKEMAP that allows us to add fake sources into

the data during production. The fake source implementation allows us to

remove the same amount of large scale structure from our ancillary data as

was removed from the SCUBA-2 data. The steps taken to prepare the ancillary

data are described in §2.4.2.

2.4.1 Accounting for the 450µm Error Beam

Taking the 450µm error beam into consideration is different from a normal

beam convolution in the sense that we are not convolving the higher resolution

map to the lowest resolution. Instead we are adding in an error beam similar

to the error beam found in the 450µm observations. We have to take these

steps because convolving a double gaussian beam with a single gaussian kernel

will not sufficiently remove the error component of our beam resulting in a

poor approximation to the wings of our beam shape.
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In order to accommodate the 450µm map’s error beam, we used a method

employed by another SCUBA-2 legacy survey, the Gould Belt Survey. This

method uses the distributive nature of the Fourier transform to create similar

error components in the beams we were convolving to and from. Carrying out

this convolution involves breaking the 450µm beam into its two components,

Xα and Xβ, to represent the main beam and error beam. The values of the

main beam amplitude, Xα, and error beam amplitude, Xβ, will sum to one so

the height of the total beam is normalized to one. The poorest resolution beam,

Xmax, is convolved with the two components Xα and Xβ and the resulting

beams are added together. This process produces an equivalent two component

beam to the 450µm beam convolved with Xmax. The relationship can be

expressed as

Xmax ∗Xα +Xmax ∗Xβ = (Xα +Xβ) ∗Xmax

= X450µm ∗Xmax

(2.4)

where Xmax is the poorest resolution beam, Xα and Xβ are the main and

error beam of the 450µm observations, and X450µm is the double gaussian

beam shape of the 450µm observations.

2.4.2 Extended Structure Removal via MAKEMAP

Due to the combination of methods used in MAKEMAP, large scale/ex-

tended structure is removed from the final SCUBA-2 images. However, in all of

our ancillary data the large scale emission was present in the initial maps. The

removal of the extended features from our ancillary data was carried out by
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passing the data through MAKEMAP using a special function called fakemap.

Using fakemap allows us to pass an image though the SCUBA-2 processing

and have it added into the image being processed. We use the 850µm map

as our base image for the filtering process and add the ancillary data to the

850µm image. The output image then consists of the sum of the ancillary data

and the 850µm map. Finally, the ancillary data were isolated by subtracting

the 850µm image from the fakemap output image.

Preparing the data to be added via fakemap consists of either converting

the images from their native units into pW using the 850µm flux calibration

factor and scaling down to match the observed signal or by just applying a

scaling factor. Which method is used is based on the desired units of the final

map, and can be separated by what purpose the data had in our analysis.

The data used in the SED fitting (KINGFISH and NGLS) were scaled

to pW so they could have a similar reduction and calibration process as the

SCUBA-2 maps. The KINGFISH data are regridded to a 2′′ by 2′′ pixel size

and have the appropriate calibration factor from Dempsey et al. (2013) applied

to convert from either MJy/sr to pW in the case of the 250µm, 350µm, and

500µm or from Jy/pixel to pW for the 100µm and 160µm. Converting the CO

J=3-2 data requires the final product to be in the same units as the 850µm

observations in order to properly remove the molecular gas contribution. Con-

verting from K km/s to mJy/beam involves applying a scaling constant of 0.70

[mJy/beam][K km/s]−1 (Drabek et al., 2012) prior to applying the 850µm flux

calibration factor to convert to pW.
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After the data has been converted to pW, the image used in fakemap is

then scaled down to the same order of magnitude as the base image using a

scaling factor specified prior to the map production. After the fakemap image

has been processed and the 850µm map subtracted, the maps are scaled back

up using the same scaling factor used to scale them down and calibrated using

the same flux calibration factors as the 850µm map and scaled to an 8′′ by

8′′ grid. The amount of extended flux lost from the KINGFISH and NGLS

images is shown in Tables 2.2 and 2.3. This process is illustrated in Figure

2.17 from the original Herschel 100µm map, to the final image used in SED

fitting convolved to the 500µm beam resolution, 36.0′′.

The rest of the ancillary data are used in calculating a dust to gas ratio, and

follow nearly the same process as the SED data filtering. The major difference

is the CO J=1-0, CO J=2-1 and HI maps need to remain in their original

units of K km/s and M�/pc2. This requirement simplified the process by only

requiring a scaling factor of 0.001 to be applied to the original maps. After

the image is scaled, it is filtered using the fakesource option in MAKEMAP

with the 850µm observation as the base image. The atomic and molecular gas

maps were then isolated in the same fashion as the KINGFISH and NGLS by

subtracting the 850µm map. Then they were rescaled back to their original

values, fit to an 8′′ by 8′′ grid and finally convolved to a 36.0′′ resolution. The

process is illustrated in Figure 2.18. The amount of emission lost is shown in

tables 2.3.
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(a) Herschel 100µm image of NGC3627
with 1.7′′ by 1.7′′ pixels.

(b) Herschel 100µm image converted to
pW and rescaled to a 2′′ by 2′′ pixel grid.

(c) 100µm map of NGC3627 after
large scale structure has been re-
moved and rescaled to an 8′′ by 8′′

grid.

(d) 100µm map with extended struc-
ture removed and convolved to final
resolution of 36.0′′ with a 5σ cut ap-
plied.

Figure 2.17: The 100µm image from the beginning of processing to the end of
processing. All of the contours shown are 20%, 40%, 60%, and 80%.
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(a) HI surface density map of NGC3627
with 1.5′′ by 1.5′′ pixels.

(b) HI surface density map rescaled to a
2′′ by 2′′ pixel grid.

(c) HI surface density map of
NGC3627 after large scale structure
has been removed and rescaled to an
8′′ by 8′′ grid.

(d) HI surface density map with ex-
tended structure removed and con-
volved to final resolution of 36.0′′.

Figure 2.18: The HI surface density maps from the beginning of processing to
the end of processing. The contours in the top row are 30%, 60% and 90%,
and the contours in the bottom row are 20%, 40%, 60%, and 80%.
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Chapter 3

Spectral Energy Distribution Analysis

3.1 SED Fitting Method

In order to determine a dust mass, we use the IDL package MPFIT (Mark-

wardt, 2009) to fit equation

Sν (T ) =
M κν,0
D2

(
ν

ν0

)β+3

Bν (T ) (3.1)

for the temperature, T, mass, M, and the emissivity index, β while the opacity,

κν,0, distance, D, and reference wavelength, ν0 are held fixed. The routine

MPFIT utilizes the Levenberg-Marquardt algorithm. This algorithm uses a

combination of two minimization techniques (the steepest descent method and

the Newton-Raphson Method) to determine the parameter combination that

corresponds to a minimum in the χ2 space while maximizing the efficiency

of the step sizes in each iteration (Burden & Faires, 2001). The algorithm

begins by implementing the steepest descent method. The way this technique

works is it will follow the direction opposite to the largest gradient in order to

traverse the χ2 space to locate a minimum. As the set of solutions approaches
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Table 3.1. Systematic Calibration Uncertainties for SCUBA-2 and
KINGFISH Observations

Observation Scaling Factor

100µm 3%
160µm 5%
250µm 7%
350µm 7%
450µm 12%
500µm 7%
850µm 8%

a minimum, it will switch to the Newton-Raphson method to locate the best

set of parameters by finding where the derivative at that point is closest to

zero (Gavin, 2013).

In order for MPFIT to provide the most accurate fit, we establish a rea-

sonable uncertainty for each of our data points, and determine a realistic set

of starting points for the fitting. The variance for our SCUBA-2 data is deter-

mined using

σ2 = σ2
obs + σ2

rms,sky + σ2
calib (3.2)

such that σobs is the noise determined by MAKEMAP, σrms,sky is the RMS

of the sky, and σcalib is the product of calibration uncertainty and observed

flux for each observed wavelength. The systemic calibration scaling factors are

shown in Table 3.1.
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The variances for the KINGFISH data are determined in a similar fashion

using

σ2 = σ2
rms,sky + σ2

calib. (3.3)

The observation error is excluded since the reported variance in the filtered

images reflects the fake source image used and not the KINGFISH data set.

The nature of the Levinberg-Marquardt method leaves the solution vul-

nerable to converge at a local minimum rather than converging at the global

minimum. This is remedied by selecting reasonable initial conditions. The

initial conditions we used were a modified blackbody with a temperature of

20 K, a dust emissivity index of 2, and a mass determined by

M =
D2 S250

κν,0 B250 (T )

(
ν

ν0

)−β
= 5.40× 105 S250 [M�]

(3.4)

using the flux from the 250µm emission and our initial temperature and dust

emissivity index values with a reference opacity of 0.2665 m2 kg−1 at 300µm.

When the best fit values have been calculated we use equation 3.4 to determine

the dust mass associated with the 250µm emission instead of using the fitted

peak mass in order to increase the signal to noise of our data and avoid any

temperature dependences associated with emission further from the Rayleigh-

Jeans tail of the SED. The error in the dust mass is then determined by

taking the total derivative of the mass function with respect to each of the

free variables.
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3.2 Fitting the Spectral Energy Distribution

The fitting procedure was carried out in two different ways on a modified

blackbody equation. One of the two methods is fitting an SED to each indi-

vidual pixel in order to generate a set of parameter maps. The second method

sums the flux of each of the selected regions shown in Figure 3.1 to maximize

the signal to noise ratio in order to generate a more precise set of parameters.

For both of the fitting methods the mass, M , and temperature, T , are set

as free parameters, but the emissivity index, β, requires special treatment for

each of the methods. The distance, D, has been set to 9.4 Mpc (Walter et al.,

2008), and the reference opacity, κν,0, was tested using 0.2665 m2 kg−1 (Li &

Draine, 2001) and 1.0 m2 kg−1 (Planck Collaboration et al., 2011).

3.2.1 Pixel SED Fits

In order to generate a parameter map of NGC3627, each individual pixel

has its own SED determined from the available wavelengths described in the

observations chapter. The fits are performed over 100µm, 160µm, 250µm,

350µm, 450µm or 500µm, and 850µm observations. Initially, we excluded the

500µm emission in order to increase the resolution of our final maps, but an

over abundance of emission in the 450µm map provided unreliable results, so

we exchanged the 450µm emission with 500µm emission. The maps used in

the SED fitting is shown in Figure 3.2 where each image has been convolved

to the resolution of the 500µm observations and a 5σ cut has been applied.

The treatment of the dust emissivity index is performed by fixing it at β = 1.8

for the Planck opacity model where the opacity is κ300µm,0 = 1.0 m2 kg−1
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Figure 3.1: 850µm emission convolved to the 500µm beam size overlaid with
the selected regions of NGC3627 labeled 1 through 6 such that region 1 includes
the entire galaxy.

59



M.Sc. Thesis ––– Jonathan H. Newton ––– McMaster University - Physics and Astronomy ––– 2014

(Planck Collaboration et al., 2011) and β = 2.0 for the Li and Draine opacity

model where the opacity is κ300µm,0 = 0.2665 m2 kg−1 (Li & Draine, 2001). A

third fit is performed where the emissivity index is allowed to vary as a free

parameter. While the emissivity index is allowed to vary, the opacity being

used is the Planck model. Using either an opacity of 1.0 m2 kg−1 or 0.2665 m2

kg−1 will not affect the shape of the SED, only its normalization. In the case

of our fits, it is the mass that acts as the normalizing value, so increasing or

decreasing the opacity will yield the opposite effect in the mass. The inverse

proportionality can be seen in equation 3.4.

The quality of the fit using the 450µm observations for the Li and Draine

model of β=2 and κν,300=0.2665 is shown in Figure 3.3. The quality of the fit

is determined by how well the expected flux from the SED fitting matches the

observed flux. If the fits are able to recreate the observed emission, then all of

the points will lie on the line y = x shown in the plots as a black line. If the

SED is underestimating the flux, the points will appear below the 1 to 1 line,

and an over estimation from the SED will result in points above the line.

From Figure 3.3, the fitting procedure is able to handle the 100µm, 250µm,

and 850µm with some slight under estimation in the 160µm and over estima-

tion in the 350µm. The most compelling piece of information in Figure 3.3 is

the SED’s inability to fit the observed 450µm flux despite the care taken to

account for the odd beam shape of the 450µm data. The discrepancy between

the observed and fitted fluxes is not a result of a poor fit, but rather an in-

trinsic error in the 450µm observations. The over abundance of flux present in

the SCUBA-2 450µm data was determined to be an issue with the data itself
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Figure 3.2: Observation of NGC3627 used for SED fitting. Each of the images
is on a 8′′ by 8′′ grid and has been convolved to 36.0′′ with a 5σ cut applied.
The contours for each image are 20%, 40%, 60%, and 80%.
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Figure 3.2: (continued)

rather than a signature of a physical process. We determined that the 450µm

data was overestimating the flux by calculating a 450µm flux using a linear fit

between the filtered 350µm flux of 27.1 Jy and the filtered 500µm flux of 8.56

Jy. The 450µm flux expected from these two data points was 14.7 Jy; however

our 450µm flux was measured to be 20.6 Jy.

In order to avoid any errors in our final parameter maps, we substitute the

450µm emission with KINGFISH 500µm emission. The quality of the fitted

SEDs using the 500µm emission are shown in Figures 3.4, 3.5, and 3.6 for the

Planck model, Li and Draine model and the emissivity as a free parameter,

respectively. To assign a numerical quantity to the quality of the fit the vertical

distance was calculated for each point to the 1 to 1 line and then summed.

The summed distances are shown in Table 3.2 and suggest the best fit comes

from allowing the emissivity index to vary. The resulting parameter maps of

the fits using the 500µm observations are shown in Figure 3.7. The numerical
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Figure 3.3: Quality of the SED fits to the Li and Draine model using the
450µm emission. The regions shown are the regions in Figure 3.1.
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Table 3.2. Total Distance to 1 to 1 Line Using the 500µm Emission

Observation Planck Model Li and Draine Model Variable Emissivity Index

100µm 0.000 0.01245 0.1277
160µm 15.55 8.979 2.159
250µm 5.808 3.071 0.4465
350µm 0.8045 0.3541 0.1161
500µm 0.08192 0.1147 0.1866
850µm 0.02825 0.05218 0.09528
Total 22.23 12.583 3.131

Table 3.3. Best Fit Parameters for Planck Model Using 500µm Emission for
Pixel Fits

Region Average β Total Dust Mass Average Dust Average[
105M�

]
Surface Density Temperature[

M�pc
−2] [K]

1 1.8 52 ± 23 0.10 ± 0.05 26 ± 2
2 1.8 13 ± 4 0.12 ± 0.04 27 ± 1
3 1.8 6 ± 1 0.12 ± 0.02 28.8 ± 0.6
4 1.8 16 ± 6 0.15 ± 0.05 26 ± 1
5 1.8 10 ± 2 0.08 ± 0.02 24 ± 1
6 1.8 4 ± 1 0.08 ± 0.02 25 ± 1

values from fitting each model are shown in Tables 3.3, 3.4, and 3.5 where each

region corresponds to the regions labeled in Figure 3.1.

3.2.2 Total Region Flux SED Fits

The second method used to determine the dust mass was to fit the SED

to the flux of each region in Figure 3.1. Performing the fit in this manner is

beneficial because it increases the signal to noise of the region and produces

a more precise set of parameters. Initially, fitting the total flux of each region
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Figure 3.4: Quality of the SED fits using the Planck model with the 500µm
emission. The regions shown are the regions in Figure 3.1.
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Figure 3.5: Quality of the SED fits using the Li and Draine model with the
500µm emission. The regions shown are the regions in Figure 3.1.
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Figure 3.6: Quality of the SED fits with the emissivity index as a free paramter
with the 500µm emission. The regions shown are the regions in Figure 3.1.
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Table 3.4. Best Fit Parameters for Li and Draine Model Using 500µm
Emission for Pixel Fits

Region Average β Total Dust Mass Average Dust Average[
105M�

]
Surface Density Temperature[

M�pc
−2] [K]

1 2.0 230 ± 103 0.5 ± 0.2 24 ± 2
2 2.0 57 ± 19 0.6 ± 0.2 25 ± 1
3 2.0 28 ± 5 0.52 ± 0.09 26.4 ± 0.5
4 2.0 70 ± 22 0.7 ± 0.3 24.4 ± 0.8
5 2.0 42 ± 9 0.34 ± 0.08 22.4 ± 0.8
6 2.0 18 ± 4 0.33 ± 0.08 23.5 ± 0.9

Table 3.5. Best Fit Parameters for β As A Free Parameter Using 500µm
Emission for Pixel Fits

Region Average β Total Dust Mass Average Dust Average[
105M�

]
Surface Density Temperature[

M�pc
−2] [K]

1 2.2 ± 0.2 73 ± 31 0.14 ± 0.06 22 ± 1
2 2.3 ± 0.2 18 ± 5 0.18 ± 0.05 22 ± 2
3 2.34 ± 0.09 9 ± 1 0.18 ± 0.02 23.0 ± 0.9
4 2.2 ± 0.1 22 ± 5 0.21 ± 0.05 22 ± 1
5 2.1 ± 0.2 12 ± 4 0.10 ± 0.03 22 ± 1
6 2.1 ± 0.1 5 ± 1 0.09 ± 0.03 23.0 ± 0.9

68



M.Sc. Thesis ––– Jonathan H. Newton ––– McMaster University - Physics and Astronomy ––– 2014

Figure 3.7: Returned value for the SED fits using the 500µm observations with
the Planck model in the left column, the Li and Draine model in the middle
column, and β as a free variable in the right column. The top row shows
the temperature with contours from 19.5K to 28.5K in 1.5K increments. The
second row show the returned masses with contours from 1.9M� to 13.3M� in
1.9M� increments. The Li and Draine mass fits have been divided by three to
better show the features relative to the other two fits. The bottom row shows
the returned dust emissivity index values with contours from 1.8 to 2.8 with
0.2 increments.
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was carried out in the same manner as the individual pixel fits by fixing the

emissivity index to 1.8 and 2.0, and allowing the emissivity index to vary. This

method ran into issues when determining an initial mass to use in the fitting.

If we used the same procedure as we did for the pixel fitting, equation 3.4,

our initial masses would either converge on a local minimum or not be able to

produce a useable fit. This was due to the Levenberg-Marquardt method not

being able to efficiently step through the parameter space to find a useable

minimum, or the method would converge to a local minimum instead of the

global minimum. The behavior of the fitted parameters with respect to the

initial mass is shown in Figure 3.8 for a variable emissivity index.

In order to prevent any false convergences, we established a range of emis-

sivity index values from 1.6 to 2.9 with increments of 0.05 and found the best

fit mass and temperature for each of these indices. This method ended up be-

ing significantly more robust than allowing the emissivity index to vary. The

relationship between the initial mass and the fitted parameters with a fixed

emissivity is shown in Figure 3.9, and shows the results are independent of

the initial mass up to a cutoff point where the Levinberg-Marquardt method

is unable to produce reliable fits. Determining the best emissivity index was

decided by which value returned the lowest reduced χ2 value. The reduced χ2

and emissivity index plots are shown in Figure 3.10 for each of the regions of

NGC3627, where the minimum value is marked by the red line. The best fit

results using this method are shown in Table 3.6 using the opacity suggested

by the Planck model and the fitted SEDs are shown in Figure 3.11.
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Figure 3.8: Returned SED fitting output for region 1 with Planck opacity for
the χ2, temperature, mass, and emissivity index with varying initial mass.
The top left panels shows the χ2 values for each starting mass. The top right,
bottom left, and bottom right panel show the returned temperatures, mass,
and emissivity index.

Table 3.6. Best Fit Parameters for Planck Opacity Using Region Fluxes

Region Average β Dust Mass Average Dust Temperature[
105M�

]
Surface Density [K][

M�pc
−2]

1 2.20 ± 0.03 70 ± 5 0.14 ± 0.01 22.8 ± 0.5
2 2.30 ± 0.03 19 ± 1 0.18 ± 0.01 22.5 ± 0.3
3 2.35 ± 0.03 9.5 ± 0.6 0.21 ± 0.01 23.3 ± 0.3
4 2.30 ± 0.03 23 ± 1 0.22 ± 0.01 22.2 ± 0.2
5 2.00 ± 0.03 11.4 ± 0.8 0.093 ± 0.007 22.3 ± 0.4
6 1.95 ± 0.03 4.6 ± 0.3 0.087 ± 0.006 23.9 ± 0.4
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Figure 3.9: The same as Figure 3.8, however the emissivity index has been
fixed to 1.8.
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Figure 3.10: Plots for each region from figure 3.1 showing the Fixed emissivity
index value and the resulting reduced χ2 value.
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(a) Regions 1, 2, and 3 SEDs

(b) Regions 4, 5, and 6 SEDs

Figure 3.11: SED fits for the flux of each region in Figure 3.1 using the Planck
Opacity and allowing the emissivity index, β to vary.
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3.3 Discussion

3.3.1 Reliability of Individual Pixel Fits

The issue of whether or not the individual pixel fits are reliable for a variable

emissivity index is raised after seeing a strong dependence with the initial

mass of the region SED fits shown in Figure 3.8. The argument can be made

that since both fits have returned the same temperature (Tpixel=22±1 K and

Tregion=22.8±0.5 K), emissivity index (βpixel=2.2±0.2 and βregion=2.20±0.03),

and mass (Mpixel=85±38 M� and Mregion=82±6 M�), after the removal of

any initial mass dependence for the region fits, the initial values for the pixel

fits are able to locate the global minimum of the χ2 space regardless of any

dependence. The inability of the region fits to successfully converge was due

to an overestimate of the initial mass, and was shown by the fitting routine

returning the input parameters or the returned values would vary significantly

given minor changes to the starting mass. The mass associated with the 250µm

flux using the 20 K Li and Draine model was scaling the peak of the SED to

values larger than what would be expected using the Planck model which is the

opacity used for the region fits. The difference between the two initial masses

was large enough for the Levenberg-Marquardt method to fail at finding a

minimum. This could be remedied by retooling the initial mass to use the

Planck model; however by cycling through emissivity index values, we have

provided a more reliable check to our pixel maps by breaking the dependency

with the initial mass.
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3.3.2 Comparison with Previous Work

We can check the validity of our results by comparing them to previous SED

fits using the KINGFISH data (Galametz et al., 2012). Their best fit parame-

ters were T=20.2K±1.4K and β=2.3±0.2 which agree within the uncertainties

with our results of T=22K±1K and β=2.2±0.2 for a variable emissivity index.

However, the dust mass reported by Galametz et al. (2012) was 7.82+0.80
−0.66×107

M� using the opacity model from Li and Draine, and our reported dust mass

for the region fits was 7.0±0.5×106 M� using the Planck opacity. To check

the agreement between our mass and that of Galametz et al. (2012) we need

to take into account several differences in the two analyses. The differences

consist of a lower flux from the extended structure removal in our data set,

the opacity values used, which wavelength was used to calculate the mass, and

finally how an increase or decrease in the temperature or emissivity index can

affect the mass.

If we use the equation for mass given in Parkin et al. (2012) for Centaurus

A, we can extract the distance from the constant to get

M = 364D2
MpcS250µm

(
e57.58/T − 1

)
(3.5)

We use equation 3.5 for a simple comparison of our fit with that of Galametz

et al. (2012) based on only the temperature and observed flux at 250µm. With

our regional flux, we get a mass of 2.29×107 M� using our temperature of 22 K

and S250µm=56 Jy from the sum of the 250µm pixels used to generate the maps

shown in Figure 3.7. Using the temperature of 20 K and S250µm = 96.7 Jy from

Galametz et al. (2012) gives a mass of 5.22×107 M�. The disagreement in the
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masses can be partly attributed to the difference in temperatures; however,

this will only decrease the mass calculated using the values from Galametz

et al. (2012) by 25% which still leaves their mass higher than our mass. The

lower mass can also be attributed to our lower fluxes which are due to the

extended emission removal and any calibration differences between the two

data sets as well as any corrections that were applied in Galametz et al. (2012)

to calculate their flux. The difference in fluxes will decrease the mass using

the information from Galametz et al. (2012) by another 42%, bringing the two

masses into agreement.

3.3.3 Effects of 850µm Emission

The major difference between our work on NGC3627 and the work done in

Galametz et al. (2012) is the presence of the 850µm data point. We tested the

effect of the 850µm data by excluding it from our fits. The returned values for

a variable emissivity index are shown in Table 3.7. The presence of the 850µm

has little effect on the returned parameters.

The absence of a significant change in the returned parameters indicates

a lack of any excess submillimeter emission, which can be indicative of an

abundance of a very cold (T . 10K) dust component (Dale et al., 2012).

This excess in emission is typically seen in low-metallicity systems such as

dwarf galaxies (Madden et al., 2011). The dwarf galaxies showing an excess

typically have a metallicity of log(O/H) + 12 . 8.3 (Rémy-Ruyer et al., 2013).

An 870µm excess has also been seen in NGC3627 (Galametz et al., 2014), but

our results show no excess of emission at 850µm (evident in Figures 3.4, 3.5,
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Table 3.7. Best Fit Parameters Excluding 850µm Emission Using Planck
Opacity with Variable Emissivity Index

Region Average β Dust Mass Average Dust Temperature[
105M�

]
Surface Density [K][

M�pc
−2]

1 2.3 ± 0.3 75 ± 28 0.15 ± 0.06 22 ± 2
2 2.3 ± 0.3 18 ± 5 0.17 ± 0.05 23 ± 2
3 2.4 ± 0.2 10 ± 1 0.19 ± 0.02 23 ± 1
4 2.2 ± 0.2 22 ± 5 0.21 ± 0.05 23 ± 2
5 2.3 ± 0.2 14 ± 3 0.11 ± 0.03 21 ± 1
6 2.2 ± 0.2 5 ± 1 0.10 ± 0.02 22 ± 1

and 3.6). The discrepancy between our results and those of Galametz et al.

(2014) may be attributed to their treatment of the removal of the CO J=3-2

emission from their data and possibly to how their 870µm data were processed.

If their image processing method does not remove extended emission (unlike

SCUBA-2), then submillimeter excess might be attributed to diffuse emission

regions that are absent in our analysis. However, we would not expect to

see any submillimeter excess given that log(O/H) + 12 = 8.99 for NGC3627

(Moustakas et al., 2010), well above the estimated threshold where the 850µm

excesses are typically found.
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Chapter 4

Dust-to-Gas Ratio and αCO

4.1 Minimizing the Scatter in the Dust-to-Gas

Ratio

In order to determine the amount of molecular hydrogen present, we have

chosen to use the dust based method to determine the CO-to-H2 conversion

factor. In our analysis we have used the conversion factor αCO which will

return the amount of molecular hydrogen present in units of surface density.

Calculating the amount of molecular hydrogen present with this method in-

volves minimizing the scatter in the dust to gas ratio for a collection of pixels

in a region. The dust-to-gas ratio is calculated using

δDGR =
Σdust

ICO ∗ αCO + ΣHI

(4.1)

where δDGR is the ratio of the surface densities of the dust and gas present in

the system, Σdust is the surface density of the dust in M� pc−2, ICO is the CO

intensity in K km s−1, αCO is the conversion factor in units of M� pc−2 (K km

s−1)−1, and ΣHI is the surface density of the atomic hydrogen in M� pc−2. The
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scatter of the dust-to-gas ratio is determined by finding the standard deviation

of the dust-to-gas ratios for the pixels assuming a Gaussian distribution.

In addition, the atomic hydrogen surface density map had a cut applied

to it where any points below 20% of the maximum surface density were set

to zero. Applying this cut removed all but two of the pixels associated with

the nuclear region (region 3 from Figure 3.1). By removing most of the data,

the variation of the scatter in the dust-to-gas ratio with αCO does not show

as dramatic an upturn at higher αCO as other regions do. Therefore region 3

has been omitted from our analysis.

The best fit values for δDGR and αCO were determined using the dust surface

densities found in Chapter 3 for both the Planck and the Li and Draine models.

The αCO variable was handled by assigning it a single value over the range of

0.01 to 100 M� pc−2 (K km s−1)−1, and the best-fit αCO was determined by

the value resulting in the lowest scatter in the dust-to-gas ratio for the pixels

of each region from Figure 3.1. In addition, a 7th region was added that is the

galaxy without the nucleus. This 7th region was created to accommodate the

lack of HI emission in the nucleus of NGC3627. Once the best αCO is found,

the surface density of molecular hydrogen is then determined by scaling the CO

intensity by the calculated conversion factor. Finally, the dust-to-gas ratio is

found by dividing the dust surface density by the sum of the HI and H2 surface

densities.

The results using the Planck model with the CO J=1-0 line are shown in

Figure 4.1 where the left panel shows the value of the dust-to-gas ratio in each

pixel versus the H2 to HI ratio, with the solid red line indicating the mean
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value for the dust-to-gas ratio, and the dotted lines showing the standard

deviation of the dust-to-gas ratio. The right panels of Figure 4.1 show the

scatter in the dust-to-gas ratio as a function of the αCO value adopted. The

numerical values of the dust-to-gas ratio, αCO, and H2 surface density using

both the Planck and the Li and Draine dust masses are shown in Table 4.1.

The behavior of the mean dust-to-gas ratio as a function of αCO is shown in

Figure 4.2, and shows that as the conversion factor is increased the amount

of gas increases, and with a fixed dust surface density, the dust-to-gas ratio

decreases. The error in the dust-to-gas ratio in Table 4.1 is the same as the

minimum scatter found in Figure 4.1, and the error reported for αCO is half

of the spacing between the values used to calculate the minimum scatter.

While CO J=1-0 is the standard molecular tracer of H2 (Bolatto et al.,

2013), these observations are not always available. When CO J=1-0 data is

not available, an alternative rotational transition of CO is used. For example,

Sandstrom et al. (2013) used the CO J=2-1 transition, and Warren et al.

(2010) used the CO J=3-2 transition, where the observations were scaled to

the expected intensity of the CO J=1-0 using a ratio of the observed CO

transition to the CO J=1-0 transition. We have measured the CO J=2=1 /

J=1-0 line ratio to be 0.39 for the galaxy as a whole, and can examine the

effects of using this technique to approximate the CO J=1-0 transition in this

method. The results for the dust-to-gas ratio, αCO, and H2 surface density are

shown using CO J=2-1 in Table 4.2.
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(a) Region 1

(b) Region 2

Figure 4.1: Plots of the dust-to-gas ratio vs the H2 to HI surface density using
the best fit αCO (left) and the scatter in the dust-to-gas ratio as a function of
αCO (right). Each parameter was calculated using the CO J=1-0 line and the
Planck dust model.
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(c) Region 3

(d) Region 4

Figure 4.1: (continued)
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(e) Region 5

(f) Region 6

Figure 4.1: (continued)
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Table 4.1. Dust-to-gas ratio, αCO, and H2 Surface Density using CO J=1-0
as the H2 Tracer

Opacity Model Dust-to-Gas Ratio αCO Average ΣH2
per Pixel

[M� pc−2 (K km s−1)−1] [M� pc−2]

Region 1

Planck 0.017 ± 0.004 0.230 ± 0.005 4 ± 3
Li and Draine 0.07 ± 0.02 0.230 ± 0.005 4 ± 3

Region 2

Planck 0.011 ± 0.002 0.380 ± 0.005 10 ± 3
Li and Draine 0.044 ± 0.009 0.410 ± 0.005 11 ± 4

Region 4

Planck 0.024 ± 0.005 0.150 ± 0.005 4 ± 2
Li and Draine 0.11 ± 0.02 0.150 ± 0.005 4 ± 1

Region 5

Planck 0.03 ± 0.09 0.090 ± 0.005 1.2 ± 0.6
Li and Draine 0.11 ± 0.02 0.100 ± 0.005 1.4 ± 0.6

Region 6

Planck 0.010 ± 0.001 0.590 ± 0.005 6 ± 1
Li and Draine 0.040 ± 0.006 0.610 ± 0.005 6 ± 1

No Nucleus

Planck 0.014 ± 0.004 0.300 ± 0.005 5 ± 3
Li and Draine 0.06 ± 0.02 0.310 ± 0.005 5 ± 3
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Table 4.2. Dust-to-gas ratio, αCO, and H2 Surface Density using CO J=2-1
as the H2 Tracer

Opacity Model Dust-to-Gas Ratio αCO Average ΣH2
per Pixel

[M� pc−2 (K km s−1)−1] [M� pc−2]

Region 1

Planck 0.01 ± 0.01 0.390 ± 0.005 8 ± 5
Li and Draine 0.048 ± 0.01 0.410 ± 0.005 8 ± 5

Region 2

Planck 0.0128 ± 0.004 0.310 ± 0.005 8 ± 3
Li and Draine 0.054 ± 0.003 0.330 ± 0.005 8 ± 3

Region 4

Planck 0.0085 ± 0.004 0.520 ± 0.005 15 ± 1
Li and Draine 0.037 ± 0.005 0.540 ± 0.005 16 ± 6

Region 5

Planck 0.013 ± 0.008 0.340 ± 0.005 4 ± 1
Li and Draine 0.054 ± 0.008 0.360 ± 0.005 5 ± 2

Region 6

Planck 0.0108 ± 0.004 0.450 ± 0.005 5 ± 1
Li and Draine 0.037 ± 0.004 0.460 ± 0.005 5 ± 2

No Nucleus

Planck 0.009 ± 0.007 0.550 ± 0.005 10 ± 6
Li and Draine 0.034 ± 0.008 0.580 ± 0.005 10 ± 6
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(g) Region 1 Without the Nucleus

Figure 4.1: (Continued)

4.2 Effects of the Dust Model and CO Treat-

ment

The effects of the dust model (Planck vs Li and Draine) are mainly seen in

the dust-to-gas ratio for the CO J=1-0 emission. Since the major difference in

the two models was the resulting dust mass due to different reference opacity

values, it is reasonable that the Li and Draine model produces larger dust-to-

gas ratios since it has a smaller reference opacity. The values of αCO derived

from the two dust models agree within uncertainty and the overall molecular

gas surface densities all agree within error for each region for the two dust

models. The same trend is seen when scaling the CO J=2-1 emission, where

the dust-to-gas ratio of the Planck model is also smaller than the Li and Draine

model.
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Figure 4.2: The dust-to-gas ratio as a function of αCO in region 1 without
the nucleus. The dust model used is the Planck model with CO J=1-0 as the
molecular gas tracer.
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The difference in using either the CO J=1-0 or CO J=2-1 as the molecular

hydrogen tracer is seen in the value of αCO. Using the CO J=2-1 emission

with a 2-1/1-0 ratio applied, the conversion factor is significantly increased in

regions 4 and 5, while the conversion factor is decreased in regions 2 and 6.

The increase in regions 4 and 5 is large enough to increase the conversion factor

for the galaxy as a whole despite the decrease in regions 2 and 6. Despite the

change in αCO values in each region, we still see the same masses for all of the

regions except for regions 4 and 5. The change in H2 surface densities are due

to the behavior of the 2-1/1-0 ratio in these regions. Region 5 displays a large

gradient in the 2-1/1-0 ratio from north to south along the spiral arm, and the

factor of 4 change in region 4 is due to the entire region’s 2-1/1-0 ratio being

nearly double the mean value of the galaxy.

The difference in αCO between the CO J=1-0 emission and the converted

CO J=2-1 emission raises the question of which value we should trust. The

answer lies primarily in whether we are concerned with the dense or diffuse

molecular ISM, or the dense and less dense components of a GMC. If we

are interested in the diffuse molecular ISM such as the outer regions of a

GMC, Wilson & Scoville (1990) showed in M33 that over half of the CO J=1-

0 emission is due to diffuse gas, so using this transition would be ideal. If

the dense molecular ISM is being examined such as the inner regions of a

GMC, then the CO J=2-1 emission would be more appropriate to determine

the H2 abundance. Since we are not able to resolve individual GMCs and

are interested in the overall molecular ISM of NGC3627, both play a role in

understanding the abundance of H2 in the system since both the dense areas
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of a GMC traced by CO J=2-1 and less dense areas of a GMC traced by CO

J=1-0 will be present in all of the regions being analyzed.

4.3 Comparison of Results with Previous Work

If NGC3627 were to have Milky Way like values for αCO, we would expect

αCO ≈4 M� pc−2(Sandstrom et al., 2013). However, the αCO values calculated

using the the CO J=2-1 emission suggest NGC3627 is similar to U/LIRG type

galaxies whose αCO range is more like 0.3 - 1.3 M� pc−2 (K km s−1)−1 (Downes

& Solomon, 1998). The results using the CO J=1-0 emission fall below even

the U/LIRG range. Even our smallest dust-to-gas ratio lies above the typical

values found in late type galaxies of 0.005 - 0.01 (Smith et al., 2012). If we

compare our Li and Draine results to values recently calculated using the same

method by Sandstrom et al. (2013), we find that our conversion factor is much

lower than their average for NGC3627 of 1.2 M� pc−2 (K km s−1)−1, and our

dust-to-gas ratio is much larger than their average of ≈0.017.

The low αCO and high dust-to-gas ratios are likely due to the filtering

process applied to our data (§2.3), in particular, the amount of the HI surface

density removed by the filtering. If the HI emission is small, the product of

ICOαCO will dominate the denominator of equation 4.1 essentially removing

the ΣHI term. The effect of this would result in

δdgrαCO =
Σdust

ICO
(4.2)
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where the degeneracy between δdgr and αCO is apparent. By removing a sig-

nificant portion of the HI surface density we have weakened the constraint of

the method, and strengthened the possibility for degeneracy.

As a crude test, we used the unfiltered gas data with the filtered Li and

Draine dust surface densities to establish comparable values with the results

reported by Sandstrom et al. (2013). This process gives the results shown in

Table 4.3 and a plot similar to Figure 4.1 for region 1 with the nucleus removed

is shown in Figure 4.3. The unfiltered mean dust-to-gas ratio is shown as a

function of αCO in Figure 4.4 where the increase in the HI surface density

has introduced a plateau at low values for αCO. Removing the filtering has

increased the CO J=2-1 results to be in reasonable agreement with the values

from Sandstrom et al. (2013) over region 1. The lower dust-to-gas ratios are

primarily attributed to the spatial filtering that has occurred, but can also

be linked to how the dust mass was calculated. Using the method we used

to determine the dust mass by fitting a single blackbody fit over the cold

component can lead to a dust mass nearly a factor of two larger compared

to the approach taken by Sandstrom et al. (2013) of using the entire infrared

spectrum (Dale et al., 2012).

4.4 Caveats Due to Uncertainty Estimation

The values for the uncertainty associated with our best fit αCO come from

the step size used when calculating the minimum dust-to-gas ratio scatter.

Comparing region 1 and the region without the nucleus, we would expect the

results from the fitting to be the same since the difference is only two points. In
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Table 4.3. CO Transition, αCO, and H2 Surface Density using the Li and
Draine dust model with No Spatial Filtering of CO or HI

Region Dust-to-Gas Ratio αCO Average ΣH2 per Pixel
[M� pc−2 (K km s−1)−1] [M� pc−2]

Region 1

J=1-0 0.013 ± 0.003 0.880 ± 0.005 21 ± 10
J=2-1 0.010 ± 0.001 1.520 ± 0.005 32 ± 18

Region 2

J=1-0 0.011 ± 0.002 1.130 ± 0.005 33 ± 11
J=2-1 0.0106 ± 0.0009 1.360 ± 0.005 36 ± 15

Region 4

J=1-0 0.035 ± 0.006 0.130 ± 0.005 4 ± 1
J=2-1 0.013 ± 0.001 1.170 ± 0.005 36 ± 12

Region 5

J=1-0 0.013 ± 0.001 0.720 ± 0.005 14 ± 5
J=2-1 0.009 ± 0.0009 1.98 ± 0.005 28 ± 9

Region 6

J=1-0 0.0050 ± 0.0007 3.780 ± 0.005 53 ± 8
J=2-1 0.0065 ± 0.0007 3.090 ± 0.005 35 ± 10

No Nucleus

J=1-0 0.009 ± 0.002 1.470 ± 0.005 32 ± 14
J=2-1 0.0076 ± 0.0009 2.260 ± 0.005 43 ± 25
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Figure 4.3: Plots of the dust-to-gas ratio vs the H2 to HI surface densities using
the best fit αCO (left) and the scatter in the dust-to-gas ratio as a function of
αCO (right). The plots were made using the Li and Draine dust model with
the CO J=2-1 molecular tracer with the extended emission in the HI and CO
J=2-1 data.
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Figure 4.4: The mean dust-to-gas ratio as a function of αCO in region 1 with
the nucleus removed using the Li and Draine dust model and the CO J=2-1
emission as the molecular tracer without any extended emission filtering in the
HI or CO J=2-1 data.
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Tables 4.1 and 4.2, we see that excluding these two points did not change the

dust-to-gas ratio significantly, but did lead to αCO values that differed by 0.07-

0.17 M� pc2− (K km s−1)−1 which is greater than our reported uncertainty

in αCO. The change in αCO over these two regions suggests that we have

underestimated the uncertainty in this parameter. Furthermore, if we adopt

the difference of 0.07 as our uncertainty in αCO and convert it to its log space

equivalent of 0.13, we can apply this as a horizontal error bar in Figure 4.1. If

our error bars overlap the portion of the plot to the right of the αCO minimum

where the scatter begins to converge to a single value, then the fitted αCO

represents more of a minimum value of αCO for the system rather than the

actual value.
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Chapter 5

Summary

We have shown two new continuum maps of NGC3627 at 450µm and

850µm from SCUBA-2 and analyzed them with the goal of determining a dust-

to-gas mass ratio, a suitable CO-to-H2 conversion factor, and the amount of

molecular hydrogen present, both in the galaxy as a whole and in 5 individual

regions picked based upon the morphological features of the galaxy. In order

to produce our results we utilized data from the KINGFISH survey (Kenni-

cutt et al., 2011) and the NGLS (Wilson et al., 2012) to calculate a dust mass

using SED fitting on a pixel by pixel basis and also for the total flux of each

region. The dust-to-gas ratio, αCO, and molecular gas surface density were

determined using a minimization of the dust-to-gas ratio scatter in the galaxy

using data from the Nobeyama 45-m CO J=1-0 survey (Kuno et al., 2007),

HERACLES (Reuter et al., 1996), and THINGS (Walter et al., 2008). The

important results from our analysis are as follows:

1. We have created high quality images of NGC3627 using the Starlink pro-

gram MAKEMAP by incorporating masks in the AST and FLT portions
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of MAKEMAP and adding a high-pass filter of 175′′ in the FLT portion

of MAKEMAP in order to reduce the noise in the final image products.

2. Using results from the KINGFISH survey (Kennicutt et al., 2011), we

were able to show an excess emission was present in the SCUBA-2 450µm

observations that was more likely due to calibration or mapping issues

rather than a physical process in the ISM of NGC3627.

3. The results of the SED analysis were tested using two competing dust

models calculated by the Planck observation group (Planck Collabora-

tion et al., 2011) and Li and Draine (Li & Draine, 2001). A third model

was tested using the opacity values from the Planck model with an emis-

sivity index that was allowed to vary. All three models were applied to

the 5 regions of NGC3627 and the galaxy as a whole. The results are

shown in Tables 3.3, 3.4, 3.5, and 3.6. The calculated temperatures for

the entire galaxy are 23±2 K, 24±2 K, 22±1 K, and 22±2 K for the

Planck model, Li and Draine model, free emissivity index, and regional

flux, respectively. The calculated masses using the Planck opacity are

52±23 ×105 M�, 73±31 ×105 M�, and 75±28 ×105 M� for the Planck

model, free emissivity index, and regional flux, respectively. The mass

returned for the Li and Draine model is 230±103 ×105 M�. When the

emissivity index was allowed to vary the returned values were 2.2±0.2

and 2.3±0.3 for the pixel by pixel fits and regional flux fits, respectively.

The results from the fitting agreed with previous work by Galametz et al.

(2012).
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4. There was no observed excess emission at 850µm in our fits, in contrast to

the results of Galametz et al. (2014) using 870µm maps from LABOCA.

The difference in the two results can be attributed to how they handled

the molecular contribution at 870µm and whether the reduction pro-

cess they used for the 870µm emission preserved any extended features

suggesting the excess emission can be attributed to extended emission.

5. Using the Planck and the Li and Draine dust models to determine the

dust-to-gas ratio showed that the Li and Draine model yielded higher

dust-to-gas ratios than the Planck model. This is due to the Li and

Draine model having a higher dust surface density.

6. Using either the CO J=1-0 line or scaling the CO J=2-1 line using a

2-1/1-0 ratio does not affect the dust-to-gas ratio, but does change the

CO-to-H2 conversion factor. Using the scaled CO J=2-1 emission results

in higher CO-to-H2 conversion factors, perhaps because the CO J=1-0

emission may trace more diffuse gas (Wilson & Scoville, 1990) where

atomic hydrogen will be more dominant than its molecular counterpart.

7. The gas data with the extended emission removed yielded αCO values

typical of U/LIRGs. This was likely due to the significant portion of the

HI emission that is made up of extended emission. This extended HI

emission was removed by the filtering process, which greatly decreased

the HI surface density. When using unfiltered gas data, we recovered

conversion factors and dust-to-gas ratios similar to the results of Sand-

strom et al. (2013) using the same H2 tracer.
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Future work on NGC3627 and the NGLS SCUBA-2 catalogue would in-

clude:

1. Investigating the excess emission in the 450µm image to determine its

source. If the source of this excess 450µm emission could be found, the

resolution of our analysis could be improved and higher quality SED

fitting could take place.

2. Using a bootstrap or similar error estimation method in order to obtain

more reliable uncertainties on αCO to gain more reliable errors on the

dust-to-gas ratio and to determine the quality of the fits.

3. Implementing a MCMC method to determine αCO values for each pixel

would help to decrease the overall scatter of the dust-to-gas ratio and

provide dust-to-gas ratio, αCO, and H2 surface density maps to go with

the SED fitting maps. These maps could be used to determine correla-

tions in αCO with parameters returned from the SED fitting.

4. Implementing the SED and dust-to-gas ratio analysis for other targets

in the NGLS catalogue would allow for a large scale statistical survey

over the properties of the dust in the galaxies in local Universe.
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