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Abstract
A robust approach to model parameter extraction is presented. This ap-
proach utilizes multi-bias measurements and dc device characteristics. Novel
automatic decomposition concepts for large-scale optimization detect possible
model topology deficiencies. Powerful £; optimization is employed with adjoint

analyses for both dc and ac sensitivities.
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SUMMARY
Introduction

Model parameter extraction, i.e., the determination of equivalent circuit
parameters from dc, rf and microwave measurements on devices (such as FETs),
is of fundamental importance to microwave circuit designers. This paper describes
a robust approach which substantially expands the multi-circuit algorithm intro-
duced in [1] and [2], and exploits the automatic decomposition concepts for
large-scale optimization proposed in [3].

Conventionally, we seek a set of model parameters which minimizes the
difference between the model responses and the measurements. To alleviate inde-
terminacy as well as for simplicity, techniques have been implemented (e.g., [4],
[5]) which separate the dc, low frequency and high frequency measurements and
divide the model parameters into corresponding subsets. This defines a set of
subproblems to be solved sequentially. However, such a sequentially decoupled
solution may not be reliable: a parameter determined solely from dc measure-
ments may not be suitable for the purpose of microwave simulation.

Bandler et al. [1], [2] have recently proposed to simultaneously process
multiple sets of S-parameter measurements made under different biasing condi-
tions. From these measurements, multiple sets of model parameters are identified.
The authors showed that the uniqueness of the solution may be improved by
constraining model parameters that are insensitive to bias as common variables.
However, their classification of the model parameters as either completely bias-
independent or arbitrarily bias-dependent is rather simplistic. Our new approach
employs the dc characteristics of the device to constrain the bias-dependent
parameters in order to reduce the degrees of freedom in modeling and improve

the unique determinacy of the problem.



Bandler and Zhang [3] have proposed the automatic construction of a
decomposition dictionary to reveal interdependency between model responses and
model parameters. We exploit this approach to examine a sequence of models of
increasingly more complex topologies. We start the modeling process with a basic
topology, subsequently adding elements consistent with the dictionary require-
ments to achieve a better match between the model responses and the measure-
ments.

¢, optimization is highly favored for device modeling [1]. We have inte-
grated a powerful ¢; algorithm [6] into our new approach. To provide gradients,
efficiently, adjoint analyses are applied to obtaining both dc and ac sensitivities.
Multi-circuit Formulation and dc Constraints

Let ¢¥ be the set of model parameters and vK be biasing parameters,
where superscript k is used to indicate different bias points. We represent in
general the functional dependency of ¢* on vk by ¢* = f(vX). Then ¢; being a
common variable implies a completely known functional dependency as

¢k = ¢, for all k. (1)
Otherwise, ¢{‘, k=1, .., K, are treated as totally unrelated variables (where K is
the total number of different bias points).

In our new approach, we use index sets I, I, and I, to allow for a more
flexible classification of the model parameters according to our knowledge of the
functional dependency ¢; = fy(v).

For i € I,, ¢; is taken as independent of the bias, ie., fi(v) has the
simplest form as given by (1). For each i we need to identify only é;.

For i € I, suppose we know only the form of fi(v). We write

¢k = fi(a,v), foriel, )

where @ is a set of unknown coefficients to be determined through the modeling



process. In fact, (2) describes constraints imposed on the multiple sets of model
parameters @X. These constraints may be derived from physical characteristics of
the device such as the dc equations. They may also include mathematical expres-
sions, such as polynomials, based on engineering experience that a parameter
varies ’slightly’ or ’moderately’ with the bias. The number of optimization varia-
bles in this group, namely the number of coefficients in @, is independent of
the number of different bias points. In contrast, if we treat each ¢}‘ as a separ-
ate variable then the total number of variables would grow in proportion to the
number of bias points. In other words, the constraints introduced by (2) have
reduced the degrees of freedom so that the modeling problem may be better
determined and, consequently, the uniqueness of the solution may be further
strengthened. Furthermore, the resulting coefficients @ provide a model for the
functional dependency of ¢ on the bias, which is useful for dc and large-signal
simulation of the device.

For i € I, we assume nothing about fi(v) and therefore in this group for
every different bias ¢¥ has to be a separate variable.

A FET Example

We wuse the same measurement data and small-signal equivalent circuit
model of a FET as those considered by Bandler et al. [2], [7]. The small-signal
equivalent circuit model has 11 parameters, namely

{Rg, Ry, Ly, 7, Ggg Ry, Ry, Cyg Cygs Cogs 8m)-

Measurements are made under three different biasing conditions. We or-
ganize the data into groups, according to bias, dc measurements, low frequencies
(from 2GHZ to 9GHZ) and high frequencies (from 10GHZ to 18GHZ), and differ-
ent scattering parameters (S;;, S;3, Sy; and S,,). A sensitivity dictionary [3] is

constructed to reveal the interdependency between different data groups and



model parameters. We take four of the model parameters as bias-independent,
i.e., they are considered as common variables:

{Rg, Ry, Ly, 7). 3)

The remaining seven model parameters are considered as bias-dependent.

Three of them, namely Gg,, C, and g,, are also constrained by the dc charac-

gs

teristics given by Materka and Kacprzak [5]:
ip = Iy [exp(agvgq) = 1]
ig = I [exp(a,vyg) - 1]
ig = Igee(1 - vg/Vp)? tanh(avy/(vg - V) (4)
Vp = Vpo + Vg

Cgs = Cgoll - Vg/Vbi)-§’ for vy < 0.8Vy;.
The ten coefficients in these constraints, namely,

{Iss g, Tgrs Ogps Tgges @ Vo 75 Chos Vi) (5)
are included in the set of optimization variables. At each iteration of the model-
ing process, we solve the dc circuit equations for the bias-dependent dc voltages

and currents, and then the values of Gg, C, and g, are determined from (4).

gs

In other words, the extraction of Gg, C, and g utilizes both the dc and ac

gs
measurements. They are the type of model parameters we have defined in (2). In
the previous work by Bandler et al. [2], [7], the dependency on bias of these
parameters was assumed to be arbitrary.

The other four parameters, namely ({R,, R;, Cag» Cgs)s are considered
bias-dependent. Since we are not imposing constraints, they are treated as separ-
ate variables for each kth bias point:

{RE, RK, CK,, C&), k=123 (6)

In total, we have 26 optimization variables as given by (3), (5) and (6).

Denoting the variable vector by x, we define an ¢, optimization problem for the



example at hand as

3 17 2 2
minimize ). Y Y 3 {IRe[fh(w)] + [Im[fl(wp]}, )
x t=1 i=1 j=1 k=1

where

fh(w) = Fh(x*w) - Sh(wy), 8)
F}k and S}k are the calculated and measured scattering parameters, respectively,
with superscript identifying three different bias points. Having 17 frequency
points (2GHZ, 3GHZ, ..., 18GHZ) with real and imaginary parts of the complex S-
parameters being treated separately, we have a total of 408 error functions.

In order to supply efficiently the gradients for the ¢; algorithm [6], ad-
joint analyses were performed to obtain sensitivities of the ac circuit model. To
obtain Gg,, Cg and g, from (4), we solved the nonlinear dc circuit equations by
the Newton-Raphson method. The required derivatives were provided through dc
adjoint analyses.

The solution consists of the common variables given by

{Rg, Ry, Ly, 7} = {2.60080, 3.13350Q, 3.9pH, 4.2792ps)
and the bias-dependent variables {G¥;, Cg,, 8k, RE, RF, CK,, CK} given by

{5.1mS, 0.72pF, 69.5mS, 0.977Q, 0.000102, 0.0306pF, 0.2202pF}, k =1,

{5.8mS, 0.4332pF, 53.4mS, 0.62320Q, 1.4536Q, 0.0488pF, 0.2185pF}, k = 2,

{6.9mS, 0.3505pF, 39.3mS, 0.5330Q2, 0.0492Q, 0.0612pF, 0.2133pF}, k = 3.

We also obtained the dc coefficients (I, o Iy g Igse @ Voo 7 Cgon Vi)
as {3pA, 0.6/kV, 1nA, 1.5, 0.2483A, 5.1838, -5.4035V, -0.3832, 0.8353pF, 0.6706V}.

To demonstrate the robustness and uniqueness of the algorithm, we ran-
domly perturb the solution by 20 to 100 percent and restart the modeling op-
timization. All the parameters, except for R;, have converged to virtually the

same solution. Actually, our sensitivity dictionary indicates that R; hardly affects



any S-parameters, therefore its value would not be unique.
Sequential Model Building

We have started the modeling process using the models in [2] and [7],
which did not include L, and L4. At the solution, the match between calculated
and measured S-parameters is satisfactory except for S;;. To further improve the
match of S;; without destroying the match of the other S-parameters, we can
consider a more complex model topology. We expanded the dictionary to include
the sensitivities of Ly and L4. It indicates that L, is among the dominant vari-
ables affecting S;;. Consequently, we update the equivalent circuit topology to
include Lg, as shown in Fig. 1 and optimize Lg. The solution improved the match
between calculated and measured S;; without significantly affecting the other S-
parameters.

In another experiment, we have further updated the model by including
Ly as an additional variable. The optimized L4 is identically zero even when its
initial value was nonzero. This verifies that Ly has little influence on S;; and
including L, in the model is already adequate.

The ability to isolate a few large errors, such as those observed on S;;,
and to suppress redundant variables, such as Ly being driven to zero, is a unique
property of the ¢; optimization. Without £, being an integral part of the algori-

thm, we might not have observed these results.
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