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ABSTRACT

Sustainability considerations have placed increasing emphasis on the energy efficient oper-
ation and control of temperature control systems. It is estimated that the use of advanced
control structures could lead to valuable savings in energy expenditure (up to 15-20 %).
This work considers the problem of developing a model predictive control (MPC) algorithm
for temperature control in buildings. To this end, a cascade control structure was designed
to regulate the room temperature subject to heat load disturbances, such as outdoor condi-
tions or changes in the internal gains (i.e., number of people in a room). The inner loop of
the cascade control structure involved controlling key variables of a vapor compression cycle
(VCC), namely the superheat and supply air temperature (from the evaporator), by manip-
ulating the compressor speed and valve opening (components in the VCC). Linear input-
output models were appropriately identified for the VCC using a detailed first-principles
model (adapted from Thermosys) for eventual utilization in a predictive control design.
Then, closed loop simulations were performed by interfacing the VCC model with Ener-
gyPlus (developed by the U.S. Department of Energy), which was used to model realistic
room temperature behavior. The control performance using a predictive controller (in the

inner loop) was then evaluated against PI control.
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Chapter 1

Introduction

Government regulations and energy costs have placed a large emphasis on reducing the
energy consumption and improving the energy efficiency of various processes throughout
Canada. This includes heating and cooling applications for the automotive, industrial
and commericial sectors in Canada. Energy used for heating and cooling is classified as
secondary energy, and a large portion of Canada’s secondary energy is used in commeri-
cial/residential structures (Figure 1.1). The energy used in operating heating, ventilation
and air-conditioning (HVAC) systems account for between 40 - 50 % of the total energy
consumption of a building. Between 15 - 20 % of the total energy consumption can be

reduced through more efficient operation of buildings [Behidj et al. [2009]].

Improving the operating cfficiency of a building can take place at various times over a build-
ing’s lifespan. Improvement strategies can be implemented prior to construction as well as
on pre-existing structures. Using design standards which incorporate energy and environ-
mental concerns (LEED certification standards) ensure that future buildings will be energy
conservative. Retrofitting the building equipment and material with more energy efficient
technology (EnergyStar certified) and/or improving the scheduling and control of HVAC
units in a building can improve the efficiency of a pre-existing building. This thesis focuses
on the latter improvement strategy which can be classified into detailed sublevels, beginning

with improving the control of the cooling side of a HVAC unit, which will henceforth be
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Figure 1.1: Distribution of Secondary Energy Usage in Canada [Behidj et al. [2009]]

referred to as a primary device, in the presence of common load variations. An intermediate
sublevel includes improving the control of multiple primary devices accounting for building
zone interactions. The final sublevel focuses on making the primary device startup/ shut
down procedures more cost effective and less energy intensive. Future research will account

for the intermediate and final sublevels of this improvement strategy.

A common primary device is a Vapor Compression Cycle (VCC), which is used to cool either
an air or water medium. Traditional VCC control strategies have included PID/PI decen-
tralized control and simple on/off control (both single-input-single-output (SISO) control
structures) [Keir and Alleyne [2007]; Alleyne et al. [2009]]. Common input/output variables
used in the SISO control structures have included using the compressor RPM, expansion
valve opening and/or air fan speeds to regulate output variables such as evaporator super-
heat temperature, condenser pressure, evaporator pressure and/ or evaporator supply air
temperature. Using multiple SISO controllers to regulate multiple outputs has limited ef-
fectiveness due to the extensive interaction/cross-coupling of the nonlinear VCC dynamics.
Centralized model predictive control (MPC) designs, on the other hand, offer improved
control performance by accounting for these interactions (through a dynamic model of the
process). Recent MPC formulations (e.g., see [Mhaskar [2006]; Mahmood and Mhaskar
[2008]]) have addressed several fundamental feasibility and robustness issues, motivating

the use of a predictive control design for HVAC units.



Recently, a considerable amount of research has been completed in the field of HVAC
control, specifically in the area of MPC. A detailed literature review is completed in a
subsequent section of this thesis. While previous work has shown improved energy efficiency
and/or operating cost for specific HVAC units compared to traditional control strategies,
the VCC model utilized in the system identification and/or control design has been over a
limited range of operating conditions ([Sandipan et al. [2010]]) or consisted of a high number
of nonlinear equations, making the resulting control formulation impractical for real-time
implementation. Moreover, using a purely deterministic model in a MPC formulation makes
the performance subject to several model parameters, many of which may be not be known
accurately. Generally, when determining an appropriate predictive model for use in a MPC
structure, a trade-off exists between the complexity and practical usefulness of the model.
In this work, we opted for practical implementability and used an empirically identified
autoregressive exogenous (ARX) model in the control design. The ARX model used in
the control design can be readily built using commonly measured variables, allowing the

implementation of the resulting MPC design on new /different cooling installations.

One issue that has received limited research attention in the control of VCC systems is
evaluating the interaction between the performance of the cooling unit with time-weather-
dependent heat loads associated with a common building (e.g., see [Ma et al. [2010a]], [May-
Ostendorp et al. [2010]]). In this work, we address this issue by integrating the closed-loop
VCC simulations with EnergyPlus, a popular simulation program used for investigating
building energy efficiency. Although initially designed as a stand-alone program, recent ad-
vances have allowed EnergyPlus to be run in conjunction with other commercial simulation
platforms [Crawley et al. [2001]; Wetter, M. and Haves, P. [2008]]. An original contribution
of this work includes the evaluation of a predictive control design in regulating a VCC model
when used in conjunction with a realistic building simulation provided by EnergyPlus which
accounted for realistic weather considerations such as humidity. The specific contributions

of the thesis are listed below.

Contributions



e Model selection for primary unit and building - selecting models that capture the
dynamics of an actual primary unit and capture common variations associated with

the air exposed to the different components in the primary unit.

e Improvements to the models

Corrections - eliminating error in the calculation method used for the refrigerant
mass flow rate at various locations in the primary unit and eliminating any discon-
tinuity in flow parameters experienced if the primary unit model is operated outside
the experimentally validate operating range.

Enhancements - increasing the cooling capacity of the primary unit and imple-

menting an evaporator model which incorporates the possibility of condensation oc-

curring in the ambient air.

Computation speed - converting the original primary unit model from multiple
simulink blocks to a condensed m-file, improving the speed of simulations and eliminat-
ing any potential simulink-based issues associated with adjusting the original primary

unit model or implementing non-simulink control strategies.

e Benchmarking control strategy - using a classical control strategy, which is common
to industry, as the benchmark for comparing the closed-loop performance of the pre-

dictive control strategy against

e Model Identification and offset-free MPC design - using a model identification proce-
dure which can be applied to various primary units to obtain the output model used in
the predictive controller. Using a MPC design which can acheive off-set free tracking

in the presence of plant-model mismatch over a range of operating conditions.

The most important contribution of this thesis is to build towards a framework that allows

for real-time implementation of these strategies.

Chapter Description

e Chapter 2: Reviews pertinent literature including model identifications schemes, MPC



ot

strategies and the regulation of energy systems with a variety of control strategies

including MPC designs.

Chapter 3: Describes the VCC, building models and the interfacing of these models,

in addition to providing a general description of model predictive control.

Chapter 4: Describes the corrections made to the VCC model and gives a detailed
explaination of the design and implementation of both the classical and predictive
control strategies. This includes an in-depth look at the model identification procedure

and optimization problem formulation in the predictive controller design.

Chapter 5: Provides the closed-loop results of each control strategy in regulating the

stand-alone VCC and regulating the interfaced VCC system.

Chapter 6: Concludes with a summary of the design and results of the predictive
controller and also provides possible directions for future work that could stem from

the work presented in this thesis.



Chapter 2

Literature Review

In this chapter a review of the results on the key components of the work is presented: model
identification and model predictive control, with specific focus on the control of secondary

energy systems in general and an indepth look into MPC of energy systems.

2.1 Model Identification

In Rake [1980] a variety of time varying input signals used for model identification of dy-
namic processes were described. Monofrequency and multifrequency sinusoidal or binary
sequences are used for identifying frequency response models or parametric models. If the
actual process dynamics are linear, a single step test can adequately capture the process
dynamics at a variety of operating conditions, however if the process is considerable nonlin-
ear, using one of the former periodic input sequences is advantageous to identifying different

local dynamics associated with various operating conditions.

Rivera et al. [2009] developed a multi-sine input signal design procedure used for model iden-
tification and subsequent controller design. The design procedure constrained the amplitude
of the sine signals and because the power associated with each sine wave was designated

using a power spectrum, each input sine wave was independent and uncorrelated with the



others. This design method also allowed for modifications to be made to the power spectrumn
by the user to incorporate a priori process knowledge (ie. specific time or freqency-domain
constraints). This input signal procedure was implemented on a high-purity distillation
column, which is a highly nonlinear multi-variable process, and it was verified that the
autoregressive exogenous (ARX) models identified from the input-output responses of the

multi-sine procedure adequately represented the actual process dynamics.

Yuan and L. [1985] studied the problem of optimal input design used for estimating transfer
functions of linear systems. The optimal input signals were chosen based on minimizing the
mean square error of a quadratic norm term, evaluated in the frequency-domain. The error
was defined as the difference between the actual linear system output and the output from
the estimated transfer function. The identification procedure used for obtaining the input
signals did not require any a priori knowledge of the actual linear system, however it was
required that the true noise spectrum was known. The unprejudiced input signals were more
robust to system properties compared to standard prejudiced input signal design, which
allowed for the system output dynamics to be captured more accurately in the estimated

transfer function.

Li and Georgakis [2008] used an iterative model identification procedure which updated
the input test signals based on a priori output dynamics. Uncorrelated Pseudo-Random-
Binary-Sequences (PRBS) were designed for each process input such that output constraints
were not violated based on the a priori dynamic process model. Each input PRBS consisted
of an oscillating signal which shifted between two values at varying periods. Once a new
process model was obtained from the previous PRBS input-output data, the subsequent
PRBS could be redesigned based on the updated model. A final model was determined
based on comparing the value of a normalized sum of squared error term, where the error
was the difference between subsequent estimated models. This identification method was

implemented and verified to identify adequate models for the Tennessee Eastman problem.

Lin and Yeh [2007] used a specific input sequence to identify a bond-graph model for a

vapor compression cycle (VCC). A more detailed description of the bond-graph model is



presented in Lin and Yeh [2002]. The VCC model was identified from a split-type residential
air-conditioner with R-22 refrigerant where a square wave sequence was applied to the
compressor RPM and expansion valve opening of the residential system. Initially, the
compressor RPM was varied while the expansion valve was maintained at a constant value,
followed by variations in the valve opening with a constant RPM value. Different frequency
variations were applied to both inputs during this wave sequence. Through varying each
input seperately, the individual effect of each input on different VCC outputs were isolated,
allowing for an openloop model to be identified which captured unbiased dynamics between

each input and output.

Chen et al. [2007] used a genetic algorithm (GA) to identify the coefficients and the number
of lags in auto-regressive exogenous (ARX) models for both linear and nonlinear dynamic
systems. A root mean square of the prediction error for all data points used in the model
formulation and the speed of convergence were used as measures to quanitfy the performance
of the GA process in identifying an ARX model. An original contribution of this work was
obtaining the values of the ARX coefficients and number of lags through minimizing a
specific fitness function. By using this new fitness function, it allowed for a more accurate
ARX model to be formulated in less time compared to the time required to obtain the ARX

model parameters through the minimization of the sum of the prediction error.

2.2 Model Predictive Control (MPC)

Garcia et al. [1989] provides a review and detailed description of the implementation of
various model predictive control (MPC) designs. MPC designs have been used to solve
both unconstrained and constrained optimization problems using either linear or non-linear
models to predict the evolution of the state/output variables of various processes while
determining the control trajectory for a process in terms of optimizing a predefined mea-
sure. This predefined measure usually incorporates specific state/output variable tracking
error in addition to ensuring the control action satisfies predefined state/output/input con-

straints related to the operation of the actual process. Specific model predictive control



schemes have been designed which are robust to plant-model mismatch potentially caused

by modifications to the process or poor model identification techniques initially being used.

Various processes have been regulated using both linear and nonlinear MPC designs includ-
ing the work of Harnischmacher and Marqardt [2007] which looked into the control of a
simulation-based fluid catalytic cracking (FCC) unit using a nonlinear MPC' design to reg-
ulate the cracking severity through adjusting the air flow rate and the catalyst recirculation
rate. To regulate the cracking severity, the riser outlet temperature was regulated about a
desired setting. The nonlinear model used for the output predictions was a discrete-time
Hamerstein model which consisted of individual sensitivity equations which were used in
the optimization problem to find the optimal input values instead of using a finite difference
approximation for the output gradients. The objective function being minimized consisted
of quadratic terms penalizing the deviation of the riser outlet temperature from a respective
set-point, a term penalizing the rate of change of the inputs (reducing process variability)
and a term which penalized the absolute value of the inputs where this final term acted
as an economic factor, as high air flow and catalyst recirculation rates correlate to higher

expenses.

Linear MPC designs have also been deemed as effective controllers. Zhu et al. [2001] used
a linear MPC design to regulate a simulated large-scale gas pipeline network which was
highly nonlinear. The linear MPC structure was used to regulate specific pipeline pressures
by adjusting production pressure set points of the cryogenic air separation plants connected
to the pipeline. The linear model used in the control design was obtained by linearizing a
nonlinear first principle model of the piping network about the nominal operating point of
the pipeline. The discrete state-space model incorporated both measured and unmeasured
output disturbances into the prediction of the system states. The unmeasured disturbances
were estimated using a deadbeat observer. Three outputs were required to be maintained
at specific setpoints, while 14 different outputs were to be maintained within constraints.
Constraints on the system inputs were used to ensure realistic operating values for the
cryogenic air plants. This linear MPC design was able to reject disturbances associated

with cryogenic plant shutdown procedures while ensuring the outputs were maintained at
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their desired setpoint values or within their desired constraints.

Mayne et al. [2000] completed a literature review of model predictive control designs of
constrained systems that are both linear and nonlinear. From their review, they were able
to determine stability principles which they used to characterize most of the model predictive
controllers that had been proposed in the literature at the time of their publication. They
were able to determine that some finite horizon optimization problems solved on-line were
equivalent to the same problem solved using an infinite horizon and in other MPC designs

it was applicable to a modified infinite horizon problem.

Muske and Badgwell [2002] designed an MPC framework which incorporated disturbance
modeling to provide offset-free tracking using a linear model. The model predictive con-
troller was able to drive and maintain the actual process outputs to desired setpoints through
modeling unmeasured disturbances in the input, state and/or outputs of the process as dy-
namic models. The disturbance and state variables were estimated using a Kalman filter
and to ensure offset-free tracking the state and disturbance model must be detectable as
well as the number of unmeasured disturbances must be less or equal to the number of
measured outputs. Offset-free tracking was obtained through regulating a simulation based

distillation column using the aforementoined MPC framework.

Mhaskar [2006] developed a robust model predictive controller which could stabilize a non-
linear system subject to constraints, uncertainty and faults in the control actuator. The
predictive controller was designed starting from a set of initial conditions (I.C.) where the
feasibility of the optimization problem and the closed-loop stability was guaranteed. Con-
straints in the predictive controller were formulated using Lyapunov-based techniques which
explicitly accounted for uncertainty in the predictive control law and which allowed for the
I.C. set to be explicitly characterized starting from where the constraints are guaranteed
initially and successively feasible. Using these constraints, a fault-tolerant controller was
designed which used the knowledge of the stability regions from the originally designed con-
troller to ensure the state trajectory stayed within these stability regions in both fault and

non-fault operation of the system. This robust predictive controller was able to maintain
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the state trajectory in the stability region for a simulated chemical reactor in the presence

and in the absence of a faulty actuator.

Mhaskar and Kennedy [2008] developed a robust predictive controller which could stabi-
lize affine nonlinear process systems subject to rate of change constraints and magnitude
constraints for the control inputs in the presence of system uncertainty. A new robust pre-
dictive controller formulation was used which guaranteed stabilization from an explicit 1.C.
set, while minimizing the rate of change constraint violation. Based on the 1.C. set, condi-
tions were derived that enforced the rate constraints as hard constraints and a predictive
controller was designed which enforced the rate constraints being satisfied if possible and
preserving stability otherwise. This predictive controller was able to enforce rate constraints
on the inlet concentration and heat supply which were the inputs for a simulated chemical

reactor.

Maeder et al. [2009] also looked into offsct-free tracking of a constant reference value using a
linear MPC framework. A disturbance model was added to the state-space model used in the
MPC framework to capture the plant-model mismatch and the states and disturbances were
estimated using an observer design based on Pannochia and Rawlings [2003]. An original
contribution of this work is for the case when the number of measured outputs is greater
than the number of disturbance variables, an algorithm for computing the observer gaisn
was developed which ensured zero-offset in specific output variables. Using this algorithm
allowed the linear MPC controller to have less parameters, resulting in a less complex linear

MPC offset-free design being achieved.

2.3 Control of Secondary Energy Systems

In Keir and Alleyne [2007], the regulation of a vapor compression cycle (VCC) using
Proportional-Integral (PI) controllers was examined. Through a relative gain array anal-
ysis, it was determined that the traditional input-output (I/O) pairings for the feedback

controllers, pairing the compressor RPM with the evaporator pressure and the expansion
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valve opening with the evaporator superheat temperature were less effective than an al-
ternative pairing scheme. The alternative pairing scheme consisted of the same superheat
pairing in addition to using the compressor RPM to regulate the difference between the
condenser pressure and the evaporator pressure. Using the alternative pairing scheme in
the PI controllers reduced the coupling between the outputs of each controller, improving

the controllability of the VCC.

Jain et al. [2010] regulated an experimental VCC using multiple single-input-single-ouput
(SISO) control loops using a new method for identifying the I/O pairings for each con-
troller. The inputs investigated in this analysis included the compressor RPM, expansion
valve opening and the evaporator mass flow rate. The outputs explored were either individ-
ual or combinations of VCC outputs, where the output combinations had consistent units
to ensure physical significance (ie. no pressure-temperature combinations). The field of
possible I/O pairings were reduced initially using a relative gain array (RGA) number as a
decoupling measure, then using engineering intuition and the number of incidents a specific
I/0O pairing was present in the reduced set of I/O pairings, the final I/O pairings were de-
cided upon. Two different sets of I/O pairings were suggested where each set corresponded
to operating the VCC with either a high or low frequency range of inputs. It was determined
that through regulating combinations of VCC outputs, the system dynamics were further
decoupled which allowed for more efficient regulation of the evaporator superheat and the

supply air temperature relative to traditional I/O pairings.

The model identified in Lin and Yeh [2007] was a state-space model formulated about a
specific operating point, where the superheat temperature, evaporator two-phase region
temperature and the indoor temperature were state variables and the compressor RPM
and valve opening were the inputs. The model was used to tune individual PI controllers
using a linear quadratic (LQR) approach. A cascade control structure regulated the in-
door temperature, using an outer PI controller to regulate the indoor temperature through
adjusting the set point value of an inner PI controller which regulated the evaporator two-
phase region temperature using the compressor RPM. The inner control loop also consists

of a PI controller regulating the superheat temperature using the expansion valve opening.
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To reduce the coupling between the inner control loops, a first-order decoupler was used to

decouple the effect of the input signals before they were implemented on the VCC.

A linear-quadratic-Gaussian (LQG) controller as described in Schurt et al. [2009] was used
to regulate an experimental VCC. The LQG controller was used to prescribe valve opening
and compressor RPM values to the VCC which ensured the evaporator superheat was
maintained at a predefined value in addition to satisfying desired cooling demands. A
linear state-space model was obtained through linearizing a dynamic VCC model and the
matrices of the linear model were used in obtaining the control action values from the linear-
quadratic-regulator (LQR). To account for unmeasurable state values, a Ialman filter type
state observer was used. The LQG controller was able to provide acceptable cooling demand

tracking and also was able to reject a range of thermal load disturbances.

Xu et al. [2006] used a generalized-predictive-control (GPC) PID controller to regulate a
cooling coil used in HVAC systems. The coil is used to cool return air which is used a
cooling/heating medium to regulate the temperature of a zone in a building. To account
for one set of PID tuning parameters not being optimal for all operating conditions, the
GPC-PID obtained a new control action every sample time by minimizing a cost function
with the PID tuning parameters as decision variables. The cost function consisted of the
difference between the predicted output values and a desired temperature set point, where
the predicted supply air temperatures from the coil were modeled using two Diophantine
equations. It was seen that the GPC-PID controller was able to adequately reject static
and dynamic disturbances quickly at various operating conditions relative to a traditional

PID controller.

2.4 MPC of Secondary Energy Systems

Recently, a considerable amount of research has been completed in the field of HVAC con-
trol, specifically in the area of MPC. In [Leducq et al. [2006]], a nonlinear MPC design was

used to regulate the cooling capacity and maximize the coefficient of performance (COP)
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for an experimental VCC pilot plant (with water as the cooling medium) by manipulating
the compressor RPM and the refrigerant (water) mass flow rates. The nonlinear model
derived in [Leducq et al. [2006]] consisted of seven ordinary differential equations (ODEs),
representing the mass and energy balances in both VCC heat exchangers. Meanwhile, in
[Sandipan et al. [2010]], an experimental chiller network, consisting of two chillers and multi-
ple external heat exchangers, was controlled using a linear MPC design. This experimental
system emulated the chilled water loops used in a two-story building consisting of three
separate zones per story. A linear state space model was used to predict the evolution
of the actual chiller network states in the MPC design. An 8 hour load demand for the
building zones was used as a constraint in the MPC formulation. In [Ma et al. [2010b]], a
chiller-cooling tower network was controlled using a nonlinear MPC scheme. The control
objectives were to satisfy the cooling load for all days of operations in addition to minimizing

the electricity cost for the chiller and cooling tower.

Sarabia et al. [2007] used a non-linear model predictive controller (NMPC) to regulate
the refrigeration system in a supermarket. The refigeration system consisted of the same
layout of components used in a VCC, however a main difference that existed was the use
of multiple valves and evaporators to provide cooling to different environments (ie. display
cases). Also of importance in the refrigeration system was the use of discrete input values,
resulting in the compressor being operated either as on/off and the valves being operated
as either open or close. A dynamic nonlinear model which was based on fundamental mass
and energy balances on the individual evaporator units was used in the MPC design for
predicting the evolution of the air temperature in each display case as well as the suction
pressure (pressure between each evaporator and the compressor). To aviod a a mixed-
integer nonlinear program (MINLP) optimization problem being solved at each sampling
time, the discrete variables (RPM and valve) were transformed into continuous variables
through using the times when each input was either on/off over the control horizon as
the decision variables in the optimization problem. The objective function being penalized
consisted of quadratic terms penalizing the deviation of the air temperature in each display
case from a desired setting as well as a quadratic term penalizing the deviation of the suction

pressure from a desired setting. Constraints on the suction pressure and individual display



case air temperatures were used in the optimization problem to correspond to realistic
operating conditions of a supermarket refrigeration system. The NMPC design was able
to adequately regulate the display air case temperatures and suction pressure at desired

setting for a simulated supermarket refrigeration system.

Xi et al. [2007] regulated an experimental HVAC using a NMPC design. The HVAC sys-
tem consisted of a chiller as the primary unit which cooled a water medium which was
subsequently sent to an air handling unit (AHU) where the zone air would be blown over
the water to enable cooling of the air. The nonlinear model was developed from a support
vector regression (SVR) modelling method and was used to regulate both the zone air tem-
perature and the zone relative humidity through adjusting the supply air fan speed and the
chilled water valve opening. The objective function being minimized consisted of individ-
ual quadratic terms penalizing the deviation of both the zone air temperature and relative
humidity from a predefined setting. Constraints were implemented on the deviated input
values to limit the operating space for the controller. For specific set point combinations
for the zone air temperature and relative humidity the NMPC design was able to provide
more effective setpoint tracking (faster convergence) than regulating the same experimental
HVAC system with a fuzzy neural network. The improved performance of the SVR MPC
method corresponded to the SVR having considerably smaller steady-state error in the zone

air outputs compared to the steady-state values predicted using a fuzzy neural network.

Huang et al. [2009] developed a robust MPC design used for improving the temperature
regulation of an air-conditioning system. The closed-loop performance was evaluated on a
simulated variable air volume (VAV) AHU. A first-order with time-delay (FOTD) model was
used to model the dynamics between the supply air temperature and the chilled water valve
opening. Due to the high nonlinearity of an actual VAV AHU, a single FOTD model does
not accurately represent the dynamics of the VAV AHU for its entire operating range. This
motivated the use of a FOTD model where the process gain, time delay and time constant
had uncertainty incorporated into their value, where the uncertainty of each parameter was
bounded. A discrete version of the FOTD transfer function was used in the MPC design

where the coefficients of the discrete model were combinations of the FOTD parameters. To
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ensure the correct FOTD model was used in the MPC calculation, a polytope was used to
determine the active FOTD model based on the current operating conditions (ie. output,
input values). The objective function being minimized consisted of quadratic penalties
on the supply air temperature deviation from a desired setting in addition to the rate of
change of the valve opening. The control trajectory computed in the MPC was constrained
to satisfy the physical constraints of the valve (ie. between 0 and 100 % open). The
robust linear MPC design was able to reject disturbances in the return air temperature
better than a conventional PID controller. This was evident due to the reduction in the
oscillation magnitudes of the supply air temperature during both winter and summer days

which incorporated varying return air conditions over a 20 hour test period.

Morosan et al. [2010] used a distributed MPC design to regulate the temperature of multiple
zones in a building. Linear state space models accounted for the evolution of the zone air
temperatures and were utilized in the control design to minimize a cost function emphasizing
zone air temperature set-point tracking and low power consumption. Individual model
predictive controllers were used to regulate the individual zone temperatures by determining
values for the decision variables, heating power of each HVAC unit of the building, which
minimized the local objective functions. Ma et al. [2010a] used a MPC design to determine
the optimal zone temperature set points and power consumption of the individual HVAC
units associated with a realistic building model. The MPC design used a linear model to
predict the future zone temperatures and a weather estimator was incorporated to determine
the daily cooling peak-demand period. By incorporating an estimate of future weather data
into the control calculation, pre-cooling during non-peak periods allowed for the power
consumed by the HVAC units of the building to be reduced compared with traditional

pre-programmed HVAC unit control strategies.



Chapter 3

Preliminaries

The intent of this chapter is to describe the existing primary unit model, building model and
the interconnecting software used for interfacing the models as well as providing a general

description of a model predictive control approach.

3.1 Vapor Compression Cycle (VCC) Process

An ideal VCC contains four processes: isentropic compression in a compressor, isobaric
energy dissipation in a condenser, isenthalpic expansion in an expansion valve and iso-
baric energy absorption in an evaporator [Rasmussen [2005]]. An overlay of a VCC on it’s

corresponding P-V diagram is displayed in Figure 3.1.

17
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Figure 3.1: Pressure-Volume Diagram for VCC [India [2007]]

The refrigerant enters the compressor as superheated vapor and is compressed to a higher
pressure resulting in the fluid having a higher temperature. The compression of the refrig-
erant ensures that the heat rejection side pressure is higher than the refrigerant pressure on
the cooling side of the VCC, ensuring the refrigerant flows in the correct direction. From the
compressor, the refrigerant enters an isobaric condenser with an ambient temperature below
the temperature of the superheated refrigerant, resulting in the refrigerant condensing to a
subcooled liquid at the condenser exit. The high pressure subcooled liquid then flows into
an electronic expansion valve which decreases the pressure and temperature of the refriger-
ant causing a liquid-vapor mixture to form. Then, this two-phase refrigerant mixture enters
an evaporator exposed to the medium being cooled. The environment temperature prior to
cooling is above the temperature of the refrigerant causing the evaporation and subsequent
heating of the refrigerant resulting in the formation of superheat at the evaporator exit.
The air, in turn is cooled and available as primary air to be distributed for cooling. The
superheated vapor from the evaporator exit then flows into the compressor, completing the

cycle.
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3.2 VCC Model

The VCC model was adapted from the Thermosys simulator developed at the Air Condi-
tioning & Refrigeration Center (ACRC) at the University of Illinois at Urbana-Champaign.
The expansion valve and piping were represented using static models and dynamic models

were used for the condenser, evaporator and compressor.

3.2.1 Compressor

The VCC model used is based on the same processes as an ideal VCC except that the
compression is not assumed to be a reversible, adiabatic process, instead it’s defined using
an isentropic efficiency [Rasmussen [2005]]. This is a valid assumption as the compression
in an actual compressior is neither reversible or adiabatic due to non-zero values for the
total work and total heat transfer caused by non-ideal mechanical factors such as friction
and heat loss to the surroundings. The isentropic efficiency term, as defined in Equation
3.1, is the ratio of the work required for ideal adiabatic compression to the work required

for actual compression.

hout,iscntropic — hin

by, = (3.1)

hout — hin
Another aspect which is not captured using the ideal VCC, is the volumetric limitations
of the compressor, specifically that of a reciprocating compressor which is the compression
unit modeled in the Thermosys-based VCC. A reciprocating compressor uses a cylinder-
piston arrangement where a clearance volume exists between the piston and top of cylinder
during compression. The purpose of the clearance volume is to eliminate contact between
the piston and the cylinder. The difference between the clearance volume and the total

cylinder volume, known as the swept volume, represents the actual region of compression

(Figure 3.2).
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Figure 3.2: Reciprocating Compressor Cylinder Schematic [Grieve and Hughes [2010]]

After the compressed gas has been discharged, expansion occurs where the piston moves
back to the bottom dead center position (BDC), increasing the region of compression and
allowing for the induction of more gas. However, during this time the compressed gas in
the clearance volume also expands, resulting in the induced gas volume being less than the
swept volume, motivating the use of a volumetric efficiency term (7,0) defined as the ratio
of induced gas volume to the discharged gas volume (swept volume) [Grieve and Hughes

[2010]].

The mass flow rate in the compressor is modeled using a static equation which is a function
of Myor (Equation 3.2). The Viprnuoe term represents the compressor capacity in terms of
inlet refrigerant conditions and this quantity is multiplied by the compressor speed, wy, to

provide a quantity defined as mass per unit time [Rasmussen [2005]].

Mg = wi Vi pkMvol (3.2)

where Vj is the swept volume and py is the refrigerant density at the inlet.

In the VCC model, the 1y, and 7, values are obtained from lookup tables, populated
based on efficiency term values obtained from an experimental VCC for various operating
conditions. The experimental VCC used refrigerant r-134a to cool an air medium. The
efficiency terms are dependent on the pressure ratio (Prqtio) of the outlet to inlet streams

in the compressor and the compressor RPM (wy) (Equations 3.3- 3.4).
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Mol = f1 (R‘atio,wk) (3.3)

N = fl (Pratioswk) (3—1)

With 7 values known, Equation 3.1 is rearranged to give an expression for an outlet re-

frigerant enthalpy (Equation 3.5).

.1
hout = a‘[hout,isentmpic <} hin("]k - 1)] (35)

This outlet refrigerant enthalpy is not the true value because the compressor consists of
a shell containing the compression cylinder, resulting in Equation 3.5 not accurately rep-
resenting Ay oy After compression in the cylinder the refrigerant flows through the shell,
prior to exiting the compressor, which consists of transport equipment /materials which were
in contact with refrigerant at the previous compressed conditions. During the transport be-
tween discharging from the cylinder and exiting the shell the refrigerant enthalpy will vary
due to heat tranfer between the refrigerant and the transport components. This motivated
the use of a dynamic h,,; model which accounts for this heat transfer in the transport

section of the compressor (Equation 3.6).

: R — 08
out out
hout =
Tshell

I}, 1s obtained from Equation 3.5 and 7y is the compressor shell time constant.

3.2.2 Expansion Valve

The expansion valve is modeled as an isenthalpic process (Equation 3.8 ) with the mass

flow rate a function of a discharge coeftcient (Cy) and pressure difference (AP = Pj;, - Pout)
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(Equation 3.7). Cy is determined using an experimental lookup table for the specific oper-
ating valve opening and AP (The density of the refrigerant (p) is defined as the maximum
density of either the subcooled liquid density or the saturated liquid density at the inlet
operating conditions). Both the subcooled and saturated liquid densities are obtained from

lookup tables with reference values of inlet pressure and inlet enthalpy.

my = Cq\/ pAP (3.7)

hy in = hy out (3.8)

The VCC model is subcritical meaning that the pressure of the refrigerant leaving the
compressor is below the critical point resulting in the refrigerant being incompressible (su-
percritical refrigerant is compressible) and forming an intermediate two-phase region in the

condenser during the condensation of the refrigerant vapor [Rasmussen [2005]].

3.2.3 Heat Exchangers

The expansion valve and compressor dynamics are much faster than the heat exchanger dy-
namics, resulting in the VCC dynamics being dominated by the heat exchangers [Rasmussen
[2005]]. The heat exchangers are modeled using a lumped parameter, moving boundary ap-
proach which accounts for the boundaries of the different fluid regions (superheated vapor,
vapor-liquid, subcooled liquid) varying with time. Each fluid region is represented as a

separate control volume with specific parameters (Figures 3.3 - 3.4).

Parameters from each fluid region are lumped together to form state variables (x). The
lumping of parameters is accomplished by obtaining expressions for the refrigerant mass

flow rate at the interface of adjacent regions in each heat exchanger and substituting these
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Figure 3.3: Evaporator with two fluid regions [Rasmussen [2005]]

Superheat Two-Phase Subcool

Figure 3.4: Condenser with three fluid regions [Rasmussen [2005]]

expressions into the ordinary differential equations (ODEs) that model the mass and en-
ergy balances of the heat exchanger. This reduces the number of ODEs and ensures no
intermediate immeasurable variables are contained in the ODEs. The ODEs are formulated
by integrating fundamental partial differential equations (PDEs), used for modeling fluid
flow in a tube in cach region of the heat exchangers. The heat exchanger is assuned to
be a long horizontal tube and it is assumed that the pressure drop along the length of the
heat exchanger is negligible, which makes the conservation of momentum PDE unnecessary.
Equations 3.9 - 3.11 represent the refrigerant mass balance, energy balance and the wall

energy balance of a specific fluid region.

d(pAcs) ~ Om
g =0 (3.9)

A(pAcsh — AesP) 5 J(rh)
ot 0z

= piai(Ty — Tl) (310)
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, oT,

( p/)A)w'aTw = piai(Tr - Tw) +poa’o(Ta = Tw) (3'11)
where p refers to the inner (i) and outer (o) perimeter of the single tube heat exchanger,
« with subscript i (inner) and o (outer) are the heat transfer coefficients between the
refrigerant and heat exchanger inner wall and between the heat exchanger outer wall and
ambient air, respectively. Ty, is the wall temperature, 7, is the refrigerant temperature and

T, is the average air temperature, A, is the heat exchanger cross-sectional area , h is the

refrigerant enthalpy, P is pressure and (), is the specific heat capacity of the wall.

For the evaporator there are two fluid regions: a two-phase region followed by a superheat
region, resulting in 5 PDEs. The condenser has three fluid regions: a vapor region followed
by a two-phase and a subcooled region. This results in 7 PDEs being used to model the mass
and energy balances of the condenser. In each two-phase region saturated liquid (f) and
vapor (g) exist, causing the refrigerant fluid properties to be based on a weighted average
of the saturated liquid and vapor properties. A mean void fraction (%) representing the
fraction of total volume that is vapor, is used to determine the refrigerant fluid properties
in the two-phase region (ie. p = py (1-5) + pg7 , etc.). In the superheated and subcooled
regions, the refrigerant enthalpy is an average property, assumed to be the average of the
inlet and outlet enthalpies. This enthalpy is used with the refrigerant pressure to determine
the density and temperature of the refrigerant in the region [Rasmussen [2005]]. The ODEs
contain numerous partial derivative terms differentiated with respect to pressure as well
as enthalpy because the fluid properties are a function of pressure and enthalpy and these
parameters vary with time. The ODEs form a matrix structure in the form of Equation
3.12. This matrix structure is integrated at each time step, providing updated state variable

values for both the evaporator and condenser.

Z(xyu) @ = f(x,u) (3.12)

The state variables include: the length of the vapor (L.;) and two-phase (L.2) regions



in the condenser, the condenser wall temperatures in all three regions (Tt 1, Te.w2, Tews)
the condenser pressure (P.), the condenser outlet refrigerant enthalpy (h¢out), the length
of the two-phase region in the evaporator (L. ), the evaporator wall temperatures for
all regions (7% 1, Tew2), the evaporator pressure (F.), the evaporator outlet refrigerant
enthalpy (heout) and the compressor outlet refrigerant enthalpy (hgeut). The inputs are

defined in terms of the compressor RPM, and valve opening (VO).

3.2.4 Evaporator

The original Thermosys Simulink VCC model accounts for the possibility of condensation
occurring in the evaportor air as both temperature and humidity effects are incorporated
in the evaporator model. There are two different methods used to calculate the outlet air
temperature and humidity at the evaporator exit. The first method assumes that the water
vapor in the air does not condense, resulting in only the temperature and not the absolute
humidity. of the air changing. This change in air temperature is used in defining the sensible

cooling load of the VCC.

The second method assumes a portion of the water content in the air condenses, resulting

in the formation of a non-zero latent cooling load, in addition to a sensible cooling load.

Schematics for the condensing and non-condensing cooling cases are depicted in Figures 3.5

and 3.6, respectively.
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The equations used to obtain the outlet air temperature (Tgirout) are the wall side energy
balance (Equation 3.13) which provides a value for the average air temperature, 7}, ir,avg and

the Tyiravg definition (Equation 3.14) which is rearranged to obtain a value for Tyir out-

A ; :
Mry aircp,(lry air(Ta'ir,in - Tair.out) + Mry air(win h‘in,water vap — wouth'out,water v(lp) =

2 T
CYo,(on,e $(Tair,avg - Tc,u,vi)
i—1 Le,Total
(3.13)
1
I}Lir,(lvg == §(Tair.in + T(zir.out) (314)

where w is the absolute humidity of the air at the inlet (in) and outlet (out).

3.3 Building Model

3.3.1 EnergyPlus Building Model

The MATLAB-based VCC model lacked realistic return and ambient air conditions, provid-
ing reason for interfacing the MATLAB VCC with additional software which would provide
realistic air conditions. As previously mentioned, the EnergyPlus simulation package was
used to provide return air conditions corresponding to an actual building and to provide

ambient air conditions based on actual weather conditions for a specific American city.

For the EnergyPlus simulations used in this thesis, thermal simulations were carried out
for a small (511 m?), single story office building in Chicago, Illinois. The basic model,
including building construction, surface geometries, and HVAC systems, were based on
the U.S. Department of Energy (D.O.E) reference small office building model with minor
adaptations to allow for proper interfacing with MATLAB [Deru et al. [2006]]. An isometric

view of the office model is presented in Figure 3.7. The building is divided into five occupied
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thermal zones, in which there is a conditioned floor area of 150 m? in the core zone, 113
m? in perimeter zones 1 and 3, and 67 m? in perimeter zones 2 and 4. The ground-to-
ceiling height in all zones is 3 m. In total, the building houses 28 people at a standard
occupant density of 5.38/100 m? per zone. The lighting and equipment internal gains for
each zone were set to 10.76 W/m? and 8.07 W/m?, respectively. During normal operation,
the building is occupied between the hours of 6 : 00 and 20 : 00 with varying levels of

occupancy.
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Figure 3.7: Schematic of EnergyPlus Small Office Building Model

In this work, the thermal environment of perimeter zone 2 was assumed to be regulated by
the MATLAB VCC model with a 20 % fresh air intake. All remaining thermal zones were
assumed to be controlled by separate air conditioning units modeled in EnergyPlus. To
minimize the interaction between zones, the non-test zones were maintained at a constant
set-point temperature of 24°C. The weather data used corresponded to the conditions of a

common July day at Chicago O’Hare International Airport.

3.3.2 VCC-Building Model Interface

Data is exchanged between EnergyPlus and MATLAB over BSD sockets using the Building
Controls Virtual Test Bed (BCVTB) middle-ware [Wetter, M. and Haves, P. [2008]]. The
outdoor air temperature, zone air temperature, air pressure, and relative humidity are
outputted to MATLAB for subsequent control calculations. MATLAB, in turn, provides a

cooling output which is inputted into the EnergyPlus environment, as depicted in Figure
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Figure 3.8: Schematic of EnergyPlus-MATLAB Interface

This data exchange between the two clients is accomplished using the exchangeDoublesWith-
Socket m-file provided in the BCVTB library. The exchangeDoublesWithSocket m-file reads
a vector written to the BSD socket in BCVTB and overwrites a new vector onto the same
socket. For this work, the exchangeDoubleswithSocket m-file reads a vector written to the
socket from EnergyPlus and overwrites it with a cooling load vector generated in MAT-
LAB. Following the exchange, the outputted MATLAB vector is passed through BCVTB
and brought into EnergyPlus through an intrinsic external interface command. Over the
course of a simulation, this data exchange occurs at the start of each time interval. To
ensure that the simulation clients advance at the same rate, the overall time in the two
models is not updated until both clients have completed the integration for the given time
step. This progression occurs until the final time is reached in BCVTB, thereby triggering
an end of simulation flag being sent to both clients to terminate the integration of both the

VCC and the EnergyPlus model.

EnergyPlus I/O variables to be exchanged at each time step are specified using a configura-
tion file read by the BCVTDB environment. Although EncrgyPlus has the capacity to output
a large number of variables, only a select few (zone 2 and outdoor environment conditions)
are required in ensuring the external air conditions outside the different VCC components

evolve in agreement with the weather and building conditions of the EnergyPlus model.

The cooling output from the VCC model is inputted into EnergyPlus using two separate
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units which can supply either cooling or heating to perimeter zone 2. Specifying a negative
energy load corresponds to the unit providing cooling. One unit is designated to supply
only sensible cooling and the other unit is designated to supply only latent cooling. The
sensible and latent cooling loads previously described are the loads sent to each unit. To
ensure that no additional cooling is supplied to zone 2, the cooling coil in perimeter zone 2

was turned off.

3.3.3 Interfacing Issues

A drawback of the interface between the two clients is the method by which the variables
are exchanged. Since the exchange of variables between MATLAB and EnergyPlus is ac-
complished in a single instance, there is an inherent delay between when the control action
is generated and when it is implemented. Instead of reading the current conditions of the
EnergyPlus building model, generating a control action in MATLAB and implementing
this control, the interface uses a slightly different procedure. At the beginning of each
time interval, the exchange function is called and the conditions of the building model at
the start of the time interval are inputted into MATLAB. Concurrently, the control action
generated during the previous time interval is implemented on the building model. Since
there is no separation between when the BSD socket is read and when it is written, there is
always a delay of one time step for any control action generated in MATLAB. To reduce the
effects of this delay, the smallest allowable time increment of 60 seconds was used during
all simulations. It is reasonable to assume that zone air dynamics evolve at a slower rate
than the control implementation delay, resulting in the delay having a minimal effect on

the performance of the VCC model.

During the initialization routine of the EnergyPlus model, problems in the synchronization
of both clients at the start of the simulation period occur. EnergyPlus initializes the building
model using weather data from the period immediately prior to the first day of the simulation
period. Starting from an initial guess, the first day of the simulation is repeated until

wall temperatures converge within a set tolerance. Following this initialization routine, the
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EnergyPlus model is again initialized using the initial inputs from the VCC model (external
interface). Due to the delay using the exchange function, this double initialization causes
a discontinuity between the initial values of both simulation clients. As a result, minor
fluctuations occur at the start of every simulation period. To avoid complications with the
discontinuity at initialization, all simulations were run for 2 hours open loop at the nominal

operating conditions, prior to implementing closed loop strategies on the VCC.

3.3.4 Model Predictive Control

One of the main contributions of this work was regulating a VCC using a model predictive
control (MPC) approach. Before delving into the specific details of the MPC design, a
general description of model predictive control is presented. A model predictive controller
uses a process model to obtain a future input trajectory which causes the predicted output
values to evolve in a manner which optimally satisfies a specific performance measure while
ensuring input/output constraints are not violated. The time period which the input tra-
jectory spans is known as the control horizon and the predicted output trajectory spans a
time period known as the prediction horizon. The predictive controller obtains values for
the inputs over the control horizon by solving an optimization problem which minimizes an
objective function (usually defined in terms of the predicted output and input values over
their respective horizons) by adjusting the decision variables of the problem, which are the
input values. Once the input trajectory values are obtained, only the input values for the
first predicted time step are implemented on the actual process, allowing for the current
state/output values to update the initial conditions used in the next control calculation in
the MPC controller. The initial conditions are continuously updated as the actual process

evolves.



Chapter 4

Model Improvements and Control

Design

This chapter outlines the improvements made to the original VCC model in addition to the
formulation and implementation of both the classical and predictive control strategies on

the interfaced VCC-building system.

4.1 Evaporator model with condensing capacity

For condensing conditions over the evaporator, an optimization problem is solved where the
objective function is a rearrangement of the terms in the energy balance of the evaporator
which contains terms associating energy with the wall, air and the water condensed on
the outside of the evaporator. The energy balance is rearranged such that the difference
between the term describing the heat tranfer from the evaporator wall to the air and the air
enthalpy difference term is minimized. The objective function (J) is defined as in Equations
4.1 - 4.2, where the objective function is squared to ensure a minimal absolute value which
ensures the conservation of energy is upheld. Ty 0ut 18 the only decision variable in the

objective function and is constrained to remain between 0 °C and 50 °C to ensure that

32
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Thirout stays within a realistic range of values. The T4 out range was chosen loosely on the
most extreme conditions which an air conditioning unit might be operated in. No detail
was given in the original Thermosys toolbox as of why T}y out Was obtained through solving
an optimization problem rather than obtaining 74, oyt through solving the set of nonlinear

equations using a common nonlinear solver, such as fsolve in MATLAB.

Lc,i

J = (a'o,(on,(z —
Lc,Total

i=1

(Tair,aug - Tw‘i) - Ah‘)2 (41)

Ah = Mdry aiGC,(lry (1ir(Ta1'r,'in = Tair,out) + My nir(winhin,water vap — Wouthout water vap)
— Mdry air(w-in - wout)Cp,waterTair,out

(4.2)

Initially, Tyirout is computed assuming no condensation occurs. If Tyirout > Tap, then
the assumption is correct. Otherwise, the condenstation method is invoked and Ty out 18

recalculated. If Ty out < Tgp, then the condensation assumption is correct.

Once it is determined that the outlet air conditions are accurate, the latent and sensible
cooling loads are calculated based on Equations 4.3 - 4.4, where the T'otal Cooling Load

was equal to Al as defined in Equation 4.2.

Latent Cooling Load = 1gpy qir(Win — Wout ) Ahy (4.3)

Sensible Cooling Load = Total Cooling Load — Latent Cooling Load (4.4)

In Equation 4.3, Ah,,; is defined as the difference between the saturated water vapor enthalpy
(hy) and the saturated liquid water enthalpy (/;) evaluated at the saturated vapor pressure
corresponding to the average air temperature (7,,,) used in the evaporator energy balance

calculations. If condensation does not occur, the latent cooling load is zero.
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4.2 Evaporator condensation model correction

It is to be noted that the original Thermosys Simulink VCC model used an incorrect objec-
tive function in the condensing method. The energy balance originally did not accurately
account for the enthalpy associated with the condensed water. In the corrected VCC model
the enthalpy associated with the condensed water is represented by Equation 4.5 where the

Mair(Win - Weye) Tepresents the mass of water vapor which condenses.

hwater,liquid = 77'7'd7'y air (win - wout)Cp,watchair,out (45)

In the incorrect VCC model, the enthalpy associated with the condensed water was repre-
sented by Equation 4.6 which defines the enthalpy of the condensed water with an additional
term to Equation 4.5, Ahy. This is incorrect as the energy released when the water vapor
condenses (Ahyy) is absorbed by the wall and accounted for in the heat transfer term be-
tween the air and wall in the incorrect objective function (same air-wall heat transfer term

as in Equation 4.1)

h'watcr,liquid == Th(lry air(win - wout)Cp,watchair,out + Ahy, (‘16)

4.3 Conversion from Simulink to Matlab

The original Thermosys simulator was a simulink-based toolbox in MATLAB which called
separate m-files corresponding to the static and ordinary differential equations (ODEs)
defined earlier. Using a simulink interface slowed the completion time of simulations and

complicated the procedure for implementing non-simulink control strategies on the VCC.

For these reasons, a m-file only VCC model was developed that had identical dynamics as

the Thermosys VCC Simulink model.
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The original Simulink VCC simulator modeled each component as an individual function
where the outputs of one VCC component were the inputs of the next connected component
(ie. expansion valve outputs would become inputs for pipe 1 in Figure 4.1). Using the
Simulink model, adjusting the initial conditions of the VCC was more complex as seperate

files were required to initialize the states of each dynamic components (heat exchangers and

COMPIessor).
Pipe 4 Condenser Pipe 3
Valve Compressor
Evaporator
Pipe 1 Pipe 2

Figure 4.1: VCC Schematic

The m-file only VCC model is a function of only the integration time step, current state
values, input values and ambient conditions. This function combines all the individual
component m-files from the Simulink model, forming a function consisting of ODEs, static
equations and lookup tables. Other static equations and lookup tables not previously de-
scribed, are a part of the VCC model and required for determining various thermodynam-
ics parameters as well as for populating the partial derivative terms in the heat exchanger
ODEs. The output of this function is the & vector representing the dynamic states of the
VCC in addition to a seperate vector consisting of non-state outputs values. The & vector
is integrated over the given time step, to provide updated state values corresponding to the
end time of the integration step. Using the m-file only VCC model allowed control strate-
gies to be defined outside the main VCC function which used the current output and state

measurement values as feedback for the calculation of subsequent control moves. The ambi-
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ent conditions are defined outside the main VCC function, which allows for straightforward
adjustments to be made to the ambient conditions. This was beneficial to the interfacing of

the VCC model with the external software which provided time-varying ambient conditions.

The time-savings acheived is best expressed through a comparison of the execution time
required to complete an open loop simulation of 1000 seconds operating the VCC at arbi-
trarily chosen operating conditions corresponding to a compressor RPM of 1100 and a valve
opening of 11 % open. The execution time for both the simulink and m-file VCC models are
presented in Table 4.1. The m-file based VCC was able to reduce the open loop simulation

times by at least four times compared to the Simulink-based VCC model.

VCC Model | Execution Time (seconds)
Simulink 3476
M-file 840

Table 4.1: Open loop Simulation Times

4.4 Refrigerant mass flow rate correction

The VCC model being used assumes that the evaporator refrigerant outlet mass flow rate
and condenser refrigerant inlet mass flow rate are equal to the refrigerant mass flow rate
flowing through the compressor (7). 1y is used with P, and he oyt to define the pressure
drop AP in pipe 2. i, is used with F. and hy oy to define AP in pipe 3. This also holds
true on the opposite side of the VCC where the evaporator refrigerant inlet flow rate and
the condenser refrigerant outlet flow rate are equal to the refrigerant mass flow rate defined
by the expansion valve static equation (Equation 3.7) . AP in pipe 4 is dependent on 7,
P. and the condenser outlet refrigerant enthalpy h.,., . The AP in pipe 1 is dependent on

My, P, and h. . All the AP calculations are in accordance with Equations 4.7 and 4.8,



Linf

AP=—+—_
2DAcsp

(4.7)
where L is the length of the pipe, D is the pipe diameter f is a friction factor based on
the Reynolds Number, A, is the cross-sectional area of the pipe and p is the density of the

refrigerant.

p=[f(h.P) (4.8)

where P is the refrigerant pressure and h is the refrigerant enthalpy.

In the original Thermosys Simulink model, an initialized value of the refrigerant m was
used to determine the AP in the different pipes without verifying that the calculated rh
(calculated from Equation 3.2 or 3.7) was accurate. The calculated 7 accuracy depends
on the initialized 7 used in calculating AP, meaning if the 7 used in the AP calculation
is not in agreement with the current states, the subsequent value of the calculated i and

state variables could be inaccurate.

In ODE systems, static equations, such as the m equations (Equation 3.2 or 3.7), are
dependent on only the current values of the state variables. In the original model, the
calculated m was dependent on the previous and current values of the state variables because
the initialized m value used in the AP calculation was calculated based on previous state
variables. This calculation method is accurate if the system has reached steady-state,
however for non-steady-state operating conditions the accuracy of the calculated 1 could
be improved. To ensure that the initialized 7 used in the AP calculation is dependent on
the current state variables, a tolerance on 71 is implemented on the static equations used to
calculate the compressor and expansion valve 1. The tolerance compared the current and
initialized values of 1 , recalculating i if the difference between the current and initialized
m was more than the specified tolerance. Once the difference between the current and

initialized m is less or equal to the specified tolerance, it is concluded that the current 1 is
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in agreement with the current state variables.

4.5 Flow Parameter values

The valve Cy lookup tables were only populated for AP > 1000 kPa and the compressor
efficiency (n) lookup tables were only populated for 2 < Ptip < 6. If either AP or Prytio

fell outside the lookup table bounds, no values were available for Cy or the 1 terms.

In [Eldredge and Alleyne [2006]], a mapping equation was fitted to the experimental values
in the C'; lookup table. There was relatively no discrepancy between the predicted Cy values
from the mapping equation and the experimental Cy values, which allowed the AP > 1000
kPa constraint to be eliminated through replacing the Cy; lookup table with the Cy mapping

equation.

Mapping equations were also fit for the experimental values in the 7 lookup tables. However,
there was a large discrepancy between the n mapping equation values and the experimental
1 values, resulting in the n values still being obtained from the lookup tables. To ensure 7
values existed outside the bounds of Pruti0, it was decided that if Praio > 6 or Pratio < 2,

the 7 terms would have a value corresponding to 7(Pratio = 6) or 7( Pratio = 2), respectively.

4.6 Rescaled VCC

The original VCC had a cooling capacity of 1127 watts the equivalent of a 0.32 ton cooling
capacity. This cooling capacity was insufficient in regulating the supply air temperature
between 22 - 24 °C for return and ambient air conditions associated with a common summer

day. This motivated the rescaling of the VCC physical parameters.

Table 4.2 contains the original and rescaled values of all the adjusted physical parameters.

Increasing the length of the evaporator (L.) allows the medium being cooled, to be in
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contact with the evaporator wall longer resulting in more heat removal. It was assumed as
the length of the evaporator increases, the inner and outer areas of the evaporator (A,
Ac,) and the total mass of the evaporator (Mass.) increase by the same factor as L.. The
diameter of the evaporator pipe (D.) was also increased to allow for more heat transfer
between the wall and the refrigerant. The air mass flow rate (7 qir) was increased allowing

for more air flow over the evaporator.

Increasing the evaporator parameters caused an increase in the amount of heat absorbed
by the refrigerant and to ensure this added heat could be dissipated to the ambient, the
condenser parameters were increased. The same parameters were increased for the con-
denser and denoted with a subscript c¢. The refrigerant mass flow rate (r,.f) as well as the

compressor volume (V}) were increased to allow for the refrigerant to absorb the additional

heat.
Parameters Original Rescaled
Cooling Capacity (Tons of refrigeration) 0.32 0.85
L. (m) 11.46 57.29
A, (m?) 3.07 15.34
A (m?) 0.32 1.60
Mass. (kg) 1.5475 7.7375
D, (m) 8.90 x 1072 | 3.57 x 1072
Me.q (kg/s) 0.243 2.43
L. (m) 10.7 53.5
A., (m?) 2.79 13.97
Aei (m?) 0.28 1.38
Mass. (kg) 4.66 23.30
D, (m) 8.10x 1073 | 3.24 x 1072
m, (kg/s) 7.764 x 1073 | 1.126 x 1072
Vi (m?) 3.042 x 107° | 1.521 x 10~4

Table 4.2: Original and Rescaled VCC Physical Parameters
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4.7 Nonlinear dynamics of VCC

To evaluate the nonlinearity in the VCC process, openloop step changes were implemented
at different operating points. The output step responses were fitted with a First Order with
Time Delay (FOTD) model to provide estimates for the gain and settling times correspond-
ing to the specific operating points. The inputs of the VCC, compressor RPM and valve
opening, were the step variables, and the output variables fitted with FOTD models were

the evaporator superheat temperature (Tsy) and the evaporator supply air temperature

(Tsa).

The compressor RPM step responses corresponded to an increase of 100 RPM (1500-1600
RPM) at different nominal valve values. The valve opening step responses corresponded to
an increase of 1 % open (10-11 % open) at different nominal RPM values. Figures 4.2(a)
and 4.2(b) display the gain and settling time values for the various operating points for T's 4

responses to the RPM and valve step changes, respectively.
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Figure 4.2: T's4 Gain/Secttling Time values at Different Operating Points

Figures 4.3(a) and 4.3(b) display the gain and settling time values for the various operating

points for Tsy responses to the RPM and valve step changes, respectively.
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Figure 4.3: Tsy Gain/Settling Time values at Different Operating Points

The corresponding Ts4 and T'sy responses to step changes in both RPM and valve opening

are located in the Appendix.

It was observed that the gain and time constant vary significantly as the operating conditions
are changed, indicating that the VCC is highly nonlinear. In [Rasmussen [2005]] a pattern
for the gains of the evaporator output variables was ohserved for operating the experimental
VCC at various operating points. It was determined that larger gains occur at operating

points corresponding to lower compressor RPM and valve opening values. This trend was
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attributed to larger magnitude changes in the refrigerant mass flow rate occurring at lower
nominal operating points, resulting in larger changes in T's4 and Ty for the evaporator
air and refrigerant, respectively. This trend was present in the original Thermosys VCC,
however in the modified VCC model, this gain pattern was not observed. Instead, at
intermediate operating points, the T's4 and Ty gains for different inputs would begin
to increase as the nominal valve opening and/or compressor RPM increased. Through
further investigation into the gain patterns of the VCC model, it was determined that at
various intermediate operating points large changes in the magnitude of the refrigerant
mass flow rate occurred, resulting in the experimental gain trend not being applicable to
the simulated VCC. This gain discrepancy is likely due to a large variation in the VCC
dynamics caused from the scaling-up of the individual VCC components, which caused the
empirical parameters obtained from the experimental system (ie. Cy, 1, etc.) to correspond
to different VCC operating conditions. This could result in large gain fluctuations occurring

at intermediate operating conditions if the values of the empirical parameters were larger.

4.8 Control of stand-alone VCC unit

Both classical and predictive control designs were initially implemented on the stand-alone
VCC to determine if the regulating ability of a classical control design could be improved
upon. The inlet air temperature and humidity outside both heat exchangers were held
constant for the stand-alone VCC, allowing for the direct evaluation of each control strategy
in terms of regulating the VCC outputs without being influenced by fluctuations in the air
conditions. The performance of each control design was evaluated based on the ability to
provide effective T's 4 tracking of a SP trajectory which included both feasible and infeasible
SP values, in addition to considering both Tsy; and energy conservation effects which will
be described in more depth in a later section. Infeasible SP values were included in the
Tsa SP trajectory to ensure that the prescribed control action corresponded to operating
the VCC at conditions which minimized the infeasibility (ie. VCC operating conditions

which brought T4 closest to infeasible SP). Also of interest was ensuring that each control
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strategy would quickly and accurately prescribe control moves once the Ts 4 SP transitioned

between an infeasible and feasible value.

By using a Ts4 SP trajectory instead of various individual Ts4 SP changes, this provided a
reasonable approximation of the prescribed Ts 4 behaviour of regulating the interfaced VCC
system with a cascade control structure which is the control design used for the interfaced
system. By using a SP trajectory consisting of various desired Ts4 values this ensured that
the regulation of the VCC would be evaluated over a wide range of operating conditions.
The values used in the Tg4 SP trajectory were not chosen to ensure that the operating
conditions for the stand-alone VCC corresponded exactly to the interfaced VCC system,
but the SP values were chosen to correspond to a range of operating conditions that could
occur through regulating the VCC of the interfaced system. Due to the similar nature
in operating conditions, both the classical and predictive control designs were fine tuned
based on their closed-loop performance in regulating the stand-alone VCC, prior to being

implemented on the interfaced VCC system.

The classical PI and model predictive control structures on the stand-alone VCC are dis-

played in Figures 4.4 and 4.5, respectively.

Tsa
RPM
Pl Controller r ] Compressor < —
RPM-Tsa g |
Condenser | | Evaporator P
T [ A
SH.SP + Pl Controller _ y ]
| Valve-Tsy . alve  I—
% Open
Tsh

Figure 4.4: PI stand-alone Control Structure
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Figure 4.5: MPC Stand-alone Control Structure

4.9 Cascade Control Structure

The manipulated variables in the VCC model available for control are the compressor RPM
and the expansion valve opening. In an actual VCC, the fan speeds for the air being blown
over either heat exchanger are also available for adjustment, however in the VCC model the

air mass flow rate over each heat exchanger is held constant.

Output variables relevant to common control objectives include the air temperature at
the evaporator exit, which is referred to as the supply air temperature (T's4) as well as
the evaporator superheat temperature (Tsz). It is important to regulate Ts4 because the
energy associated with the supply air is the mechanism used by the VCC to provide cooling
to a desired environment. Ensuring that no liquid enters the compressor is essential to
reducing the wear in the compressor, specifically climinating the potential damage to the
cylinder and piston from attempting to compress liquid refrigerant. The Tsy should be

maintained above 0 °C to ensure no liquid enters the compressor.

Prior to the control design, openloop step tests were performed on the compressor RPM
and valve opening to gain an understanding of the VCC and interfaced system dynamics.

The time constants (7) for the Ts4 and Ty step responses with respect to the VCC inputs,
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in addition to the time constant for the zone air temperature (7%o,e) with respect to a step

in Ts4 are displayed in Table 4.3.

The operating conditions used for these tests corresponded to (compressor RPM, valve
opening) of (1200 RPM, 10 % open). An individual step change of +100 RPM and a +1 %
open were used for the 7 calculations for the compressor and valve opening step responses,
respectively. To identify 7 between Tg4-T,one, all internal loads and ambient conditions
were held constant and the sensible cooling load was varied. By maintaining the building
heat loads at constant values, the effect of a variation in the sensible cooling load and thus, a
variation in T4, was directly observed for T,one. A step change of -696 Watts corresponding

to a Tsa step change of -1.35 °C was used for the sensible cooling load step size.

I/O Pair | 7 (seconds)
RPM-Ts 4 71
Valve-Tg 4 563
RPM-Tsp 278
Valve-Tsy 73
Tsa-Tyone 2553

Table 4.3: Openloop Time constants for various 1/O pairings of VCC-building system

It is evident that the VCC dynamics are considerably faster than the zone dynamics which
motivated using a cascade control structure to regulate 7%,.. The cascade control structure
consisted of an inner loop in which T's 4 and Ty were regulated using the compressor RPM
and expansion valve, which was then connected to an outer loop, responsible for regulating
T.one through adjusting the T4 set point (SP) being presribed to the inner loop. The Ts4
SP was updated every 22.5 minutes to ensure that the variation in 754 would be captured
in the 7%, dynamics. Through evaluating the performance of the PI and MPC strategies
in conjunction with various Ts4 SP updating times, the most effective value, in terms of
at least one of the control methods being able to provide offset-free T54 SP tracking, was

determined to be 22.5 minutes.



47

The outer loop was controlled with a proportional-integral (PI) controller which used identi-
cal tuning parameters for cascade configurations consisting of either a linear MPC strategy
or a classical PI strategy regulating the inner loop. By using an identical outer loop con-
trol strategy the performance of the inner control strategy with respect to regulating the
VCC could be evaluated without bias from the outer loop control strategy. The tuning
values used in the outer PI controller were chosen such that the Tg4 SP values prescribed
to the inner control strategy ensured that the Zone temperature conditions satisfied specific

comfort standards (a more detailed explaination presented in Section 5.2).

4.10 Classical Control Design

The classical control strategy regulated Ts4 and Ty using individual PI controllers. To
identify suitable I/O pairings for the controllers, openloop step tests were performed on the
standalone VCC and a relative gain array (RGA) matrix was constructed as displayed in

Equation 4.9. The first row corresponds to Ts4 and the first column corresponds to RPM.

0.195 0.805
(4.9)
0.805 0.195

From the RGA analysis, it would appear that the best 1/O pairings would be RPM-Tsy
and Valve Opening- Ts4, however it was decided based on common industrial practice of
regulating Tsyy with the expansion valve and also due to the openloop 7 values for Ty
(Table 4.3), that RPM-Ts4 and Valve Opening- T'syy would be the I/O pairings used. It
was determined that increasing the physical dimensions of the individual components of the
VCC caused the magntiude of the system dynamics to vary considerably from the original
VCC model. This claim is supported through comparing the open-loop gain matrices for
each of the scaled and original VCC model at an arbitrary operating point (1500 RPM, 10

% Open) as displayed in Equation 4.10-4.11.



~1.09%x 1073 —0.22
258 %1072 —7.44
—1L46x 1072 —0.10
2.38x 1072 -3.95
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(4.10)

(4.11)

The PI controllers were initialized with IMC (internal model control) tuning values and fine

tuned using a manual iterative approach which emphasized minimizing the TAE (integral of

absolute error) with respect to rejecting disturbances in the return/ambient air conditions.

The Ts4 SP value was prescribed by the outer PI controller and the Tsy SP was chosen

at a value of 10 °C. Maintaining Ty at a low value allows the VCC to absorb more heat

because the length of the superheated region in the evaporator decreases, resulting in a

longer two-phase region being able to absorb more heat. Using a T'sy SP lower than 10 °C

caused worse Tg4 SP tracking due to interaction between the multiple PI control loops.

The PI cascade control structure is displayed in Figure 4.6.
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Figure 4.6: PI Cascade Control Structure
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The model predictive control (MPC) cascade control structure is displayed in Figure 4.7.
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Figure 4.7: MPC Cascade Control Structure

In developing a model for the predictive control strategy, emphasis was placed on the

following factors:

e Capturing the nonlinearity in the control variables of interest (T'sa, Tspr) due to:

VCC dynamics

Comumon load disturbances associated with the operation of a building

e Using a model identification procedure applicable to various cooling units, including

units prior to installation as well as for pre-existing cooling units

Regulating the interfaced system using a MPC strategy with the same nonlinear VCC

model would have accurately predicted the T's4 and Tsy values as the system dynamics

would have been captured in the control action calculations resulting in minimal plant-

model mismatch. However, deviations still would exist if this nonlinear MPC strategy was

used to regulate the experimental VCC system as the varying ambient conditions would
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not be captured in the VCC model, in addition to plant-model mismatch occurring from
the nonlinear model being an approximation of the actual dynamics of the experimental
system. As the experimental VCC system was a scaled version of an industrial VCC, the
magnitude of the plant-model mismatch would increase considerably between this nonlinear
model and an actual VCC system, reducing the benefit of using such a detailed dynamic

model in the MPC calculations.

Using a model obtained through the linearization of the nonlinear VCC model at a specific
operating point also has significant drawbacks for the regulation of either an actual VCC or
the nonlinear VCC model. Obtaining a linear state space model about a specific operating
point would only capture the local dynamics of the VCC, which includes only a small
neighborhood of operating conditions. Operating the actual VCC outside this relatively
small operating region would cause the plant-model mismatch to increase considerably as
supported by the analysis performed in Section 4.7 on the nonlinearity of the VCC. The
added benefit of being able to monitor both output and state variables is not essential to
the regulation of a VCC, as the system stability is related directly to Tsy and the cooling
capacity of the VCC is related directly to Ts4. However, in the case of fault detection,
it may be advantageous to use a model which predicts both measurable output and state

variables as it could provide faster detection and corrective action.

From an industrial perspective, it’s important to capture the T's4 and Ty dynamics for
any cooling unit which can include, but is not restricted to, VCC systems. As there are
various types of cooling units in production, in addition to unique modifications made to pre-
existing cooling units, it’s essential to use a model structure and identification procedure
which can account for the individuality of the cooling unit. This motivated the use of
individual autoregressive exogenous (ARX) models to capture the T4 and Tsy dynamics.
The identification procedure used to obtain relevant system data for model formulation

follows.



4.11.1 Model Identification Procedure

After interfacing the VCC model with the Energyplus building model, it was determined
that not only did the compressor RPM and valve opening position (VO) significantly affect
the Ts4 and T'sy dynamics, but also the return air temperature (Tyetyrn) and the ambient
air temperature (7,,,,) caused considerable variations in the VCC dynamics. This mo-
tivated using an identification procedure which captured variations in not only the VCC
manipulated variables, but also in the air conditions outside both heat exchangers (T}eturmn

outside the evaporator, Ty, outside the condenser).

Pseudo random binary sequences (PRBS) were implemented for each of RPM, VO, T}.ctumn
and T,,,,,» on the standalone VCC in order to capture the individual and combined effect of
these variables on Tg4 and Tsy. The PRBS were designed to capture the entire operating
range of the VCC in terms of RPM and VO values as well as to capture a common range
of return and ambient air conditions experienced on a typical summer day in a building.
Individual ARX models were fit to the T's4 and Tsy PRBS responses. The PRBS variables

and the Ts4 and Ty actual and ARX model responses are displayed in Figure 4.8.
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