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ABSTRACT 

Sustainability considerations have placed increasing emphasis on the energy efficient oper­

ation and control of temperature control systems. It is estimated that the use of advanced 

control structures could lead to valuable savings in energy expenditure (up to 15-20 %) . 

This work considers t he problem of developing a model predictive control (NIP C) algorithm 

for temperature cont rol in buildings . To this end, a cascade control structure was designed 

to regulate the room temperature subj ect to heat load disturbances, such as outdoor condi­

t ions or changes in the internal gains (i .e., number of people in a room). The inner loop of 

t he cascade control structure involved controlling key variables of a vapor compression cycle 

(VCC), namely the superheat and supply air temperature (from the evaporator), by manip­

ulating the compressor speed and valve opening (components in the VCC). Linear input­

output models were appropriately identified for the vee using a detailed first-principles 

model (adapted from T hermosys) for event ual utilization in a predictive control design . 

Then, closed loop simulations were performed by interfacing the VCC model with Ener­

gyPlus (developed by the U.S . Department of Energy) , which was used to model realistic 

room temperature behavior. The control performance using a predictive controller (in the 

inner loop) was then evaluated against PI control. 
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Chapter 1 

Introduction 

Government regulations and energy costs have placed a large emphasis on reducing the 

energy consumption and improving the energy effi ciency of various processes throughout 

Canada. This includes heating and cooling applications for the automotive, industrial 

and commericial sectors in Canada. Energy used for heating and cooling is classified as 

secondary energy, and a large portion of Canada's secondary energy is used in com mer i­

cial/ residential structures (Figure 1.1). The energy used in operating heating, ventilation 

and air-condit ioning (HVAC) systems account for between 40 - 50 % of the total energy 

consumption of a building. Between 15 - 20 % of the total energy consumption can be 

reduced through more efficient operation of buildings [Behidj et al. [2009]]. 

Improving the operating efficiency of a building can take place at various t imes over a build­

ing's lifespan. Improvement strategies can be implemented prior to construction as well as 

on pre-existing structures. Using design standards which incorporate energy and environ­

mental concerns (LEED certification standards) ensure that future buildings will be energy 

conservative. R.etrofi tt ing the building equipment and material with more energy efficient 

technology (EnergyStar cer tified) and / or improving the scheduling and control of HVAC 

units in a building can improve the efficiency of a pre-existing building. T his t hesis focuses 

all the latter illlprovelflellt strategy which call be classified into detailed sublevels, begirlllillg 

with improving the control of Lhe cooling side of a HVAC unit , which will henceforth be 

1 
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Figure 1.1: Distribution of 8econdary Energy Usage in Canada [Behidj et al. [2009]] 
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referred to as a primary device, in t he presence of common load variations. An intermediate 

sublevel includes improving the cont rol of mult iple primary devices accounting for building 

zone interactions. The final sublevel focuses on making the primary device startup / shut 

down procedures more cost effect ive and less energy intensive. Future research will account 

for the intermediate and final sublevels of t his improvement strategy. 

A common primary device is a Vapor Compression Cycle (VCC) , which is used to cool either 

an air or water medium. Traditional VCC control strategies have included P1D / P1 decen­

t rali7.cd control and simple on/off control (bot.h singlc- input-singlc-output (8180) control 

structures) [Keir and Alleyne [2007]; Alleyne et al. [2009]] . Common input/output variables 

used in the 8180 control structures have included using the compressor RP M, expansion 

valve opening and/ or air fan speeds to regulate output variables such as evaporator super­

heat temperature, condenser pressure, evaporator pressure and/ or evaporator supply air 

temperature . Using multiple 8180 controllers to regulate multiple outputs has limited ef­

fectiveness due to t he extensive interaction/ cross-coupling of t he nonlinear VCC dynamics. 

Cent.ralized model predictive control (MPC) designs , on thc othcr hand , offer improvcd 

control performance by accounting for these interactions (through a dynamic model of the 

process) . Recent MPC formulations (e .g., see [NIhaskar [2006]; Mahmood and Mhaskar 

[2008]]) have addressed several fundamental feasibility and robustness issues , motivating 

the use of a predictive control design for HVAC units. 
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Recent ly, a considerable amount of research has been completed in the field of HVAC 

control , specifically ill the area of MPC. A detailed literature review is completed in a 

subsequent section of t his thesis . ·While previous work has shown improved energy efficiency 

and / or operating cost for specific HVAC units compared to t radit ional control strategies , 

the VCC model utilized in the system identification and/ or control design has been over a 

limited range of operating conditions ([Sandipan et al. [2010]]) or consisted of a high number 

of nonlinear equations, making the resulting control formulation impractical for real-time 

implementation . IVloreover , using a purely deterministic model in a MPC formulation makes 

the performance subj ect to several model parameters, many of which may be not be known 

accurately. Generally, when determining an appropriate predictive model for use in a MP C 

structure, a t rade-off exists between the complexity and practical usefulness of t he model. 

In this work , we opted for practical implementability and used an empirically identified 

autoregressive exogenous (ARX) model in the control design. The ARX model used in 

the control design can be readily built using commonly measured variables , allowing the 

implementation of t he re~ul Ling MPC design on new/ different cooling installations. 

One issue t hat has received limited research attention in the control of VCC systems is 

evaluating the interaction between the performance of t he cooling unit with t ime-weather­

dependent heat loads associated with a common building (e.g., see [Ma et al. [2010a]], [May­

Ostendorp et al. [2010]]) . In this work, we address this issue by integrating the closed-loop 

VCC simulations with EnergyP lus, a popular simulation program used for investigating 

building energy efficiency. Although init ially designed as a stand-alone program , recent ad­

vances have allowed EnergyP lus to be run in conj unction with other commercial simulation 

platforms [Crawley et al. [2001]; vVetter , N1. and Haves, P. [2008]]. An original contribut ion 

of this work includes the evaluation of a predictive control design in regulat ing a VCC model 

when used in conjunction with a realistic building simulation provided by EnergyPlus which 

acconnted for realistic weather considerations such as humidi ty. The specifi c contribnt.ions 

of the thesis are listed below . 

Contributions 
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• Model selection for primary unit and building - selecting models that capture the 

dynamics of an actual primary unit and capture common variations associated with 

the air exposed to the different components in the primary unit . 

• Improvements to the models 

Corrections - eliminating error in the calculation method used for the refrigerant 

mass flow rate at various locations in t he primary unit and eliminating any discon­

t inuity in flow parameters experienced if the primary unit model is operated outside 

the experimentally validate operating range. 

Enhancements - increasing the cooling capacity of the primary unit and imple­

menting an evaporator model which incorporates t he possibility of condensation oc­

curring in the ambient air . 

Computation speed - converting the original primary unit model from multiple 

simulink blocks to a condensed m-file , improving the speed of simulations and eliminat­

ing any potential simulink-based issues associated with adjusting the original primary 

unit model or implementing non-simulink control strategies. 

• Benchmarking control strategy - using a classical cont rol strategy, which is common 

to industry, as t he benchmark for comparing the closed-loop p erformance of the pre­

dictive control strategy against 

• Model Identification and offset-free MPC design - using a model identification proce­

dure which can be applied to various primary units to obtain the output model used in 

the predictive controller. Using a lVIPC design which can acheive off-set free tracking 

in the presence of plant-model mismatch over a range of operating conditions. 

The most important contribution of this thesis is to build towards a fr amework that allows 

for real-time implementation of these strategies . 

Chapter Description 

• Chapter 2: Reviews pertinent literature including model identifications schemes, MPC 
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strategies and the regulation of energy systems with a variety of control strategies 

including MPC designs. 

• Chapter 3: Describes the VCC, building models and the interfacing of these models, 

in addit ion to providing a general descrip tion of model predictive control. 

• Chapter 4: Describes the corrections made to the VCC model and gives a detailed 

explaination of the design and implementation of both the classical and predictive 

control strategies. This includes an in-depth look at the model identification procedure 

and optimization problem formulation in the predictive controller design. 

• Chapter 5: Provides the closed-loop results of each control strategy in regulating the 

stand-alone VCC and regulating the interfaced VCC system. 

• Chapter 6: Concludes with a summary of the design and results of t he predictive 

controller and also provides possible directions for future work that could stem from 

the work presented in this thesis. 



Chapter 2 

Literature Review 

In this chapter a review of the results on the key components of the work is presented: model 

identification and model predictive control, with specific focus on the cont rol of secondary 

energy systems in general and an indepth look into MPC of energy systems. 

2.1 Model Identification 

In R.ake [1980] a variety of time varying input signals used for model identification of dy­

namic processes were described . IVlonofrequency and multifrequency sinusoidal or binary 

sequences are used for identifying frequency response models or parametric models. If the 

actual process dynamics are linear , a single step test can adequately capture the process 

dynamics at a variety of operating conditions , however if the process is considerable nonlin­

ear, using one of the former periodic input sequences is advantageous to identifying different 

local dynamics associated with various operating conditions. 

R.ivera et al. [2009] developed a multi-sine input signal design procedure used for model iden­

t ification and subsequent controller design. The design procedure constrained the amplitude 

of the sine signals and because the power associated with each sine wave was designated 

using a power spectrum, each input sine wave was independent and uncorrelated with the 

6 
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others. This design method also allowed for modifications to be made to the power spectrum 

by the user to incorporate a priori process knowledge (ie. specific time or freqellcy-dolllaill 

constraints). This input signal procedure was implemented on a high-puri ty disti llation 

column, which is a highly nonlinear multi-variable process, and it was verified that t he 

autoregressive exogenous (ARX) models identified from the input-output responses of the 

multi-sine procedure adequately represented the actual process dynamics. 

Yuan and L. [1985] studied the problem of optimal input design used for estimating transfer 

functions of linear systems. The optimal input signals were chosen based on minimizing the 

mean square error of a quadratic norm term, evaluated in the frequency-domain . The error 

was defined as the difference between t he actual linear system output and the output from 

the cstimated transfer function . T he identification procedure used for obtaining the input 

signals did not require any a priori knowledge of the actual linear system, however it was 

required that the true noise spectrum was known. The unprejudiced input signals vvere more 

robust to system properties compared to standard prej udiced input signal design , which 

allowed for t he system output dynamics to be captured more accurately in the estimated 

transfer function. 

Li and GeOl'gakis [2008] used an iterative model identificat ion procedure which updated 

the input test signals based on a priori output dynamics. Uncorrelated Pseudo-Random­

Binary-Sequences (PRBS) were designed for each process input such that output constraints 

were not violated based on the a priori dynamic process model. Each input PRBS consisted 

of an oscillating signal which shifted between two values at varying periods. Once a new 

process model was obtained from the previous PRBS input-output data, t he subsequent 

PRBS could be redesigned based on the updated model. A final model was determined 

based on comparing the value of a normalized sum of squared error term, where the error 

was the difference between subsequent estimated models. T his identification method was 

implemented and verified to identify adequate models for the Tennessee Eastman problem . 

Lin and Yeh [2007] used a specific input sequence to identify a bond-grR.ph model for a 

vapor compression cycle (VCC). A more detailed description of the bond-graph model is 
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presented in Lin and Yeh [2002]. The VCC model was identified from a split-type residential 

air-conditioner with R-22 refrigerant where a square wave sequence was applied to the 

compressor RPM and expansion valve opening of the residential system. Initially, t he 

compressor RPM was varied while the expansion valve was maintained at a constant value, 

followed by variations in the valve opening with a constant RFM value. Different frequency 

variations were applied to both inputs during this wave sequence. Through varying each 

input seperately, the individual effect of each input on different VCC outputs were isolated , 

allowing for an openloop model to be identified which captured unbiased dynamics between 

each input and output. 

Chen et al. [2007] used a genetic algorithm (GA) to ident ify the coefficients and the numb er 

of lags in auto-regressive exogenous (ARX) models for both linear and nonlinear dynamic 

systems. A root mean square of the prediction error for all data points used in the model 

formulation and the speed of convergence were used as measures to quanitfy the performance 

of the GA process in identifying an ARX model. An original contribution of this work was 

obtaining the values of the ARX coefficients and number of lags through minimizing a 

specific fitness function. By using this new fitness function , it allowed for a more accurate 

ARX model to be formulated in less time compared to the time required to obtain the ARX 

model parameters through the minimization of the sum of the prediction errol' . 

2.2 Model Predictive Control (MPC) 

Garcia et al. [1989] provides a review and detailed description of the implementation of 

various model predictive control (MP C) desiglls. lVIPC designs have been used to solve 

both unconstrained and constrained optimization problems using either linear or non-lineal' 

models to predict the evolution of the state/output variables of various processes while 

determining the control t rajectory for a process in terms of optimizing a predefined mea­

sure. This predefined measure usually incorporates specific state/ output variable t racking 

error in addition to ensuring the control action satisfies predefined state/output/ input con­

straints related to the operation of the actual process. Specific model predictive control 
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schemes have been designed which are robust to plant-model mismatch potentially caused 

by lllodificatiow; to the process or poor model ident ification techniques ini t ially being used. 

Various processes have been regulated using both linear and nonlinear NIPC designs includ­

ing the work of Harnischmacher and NIarqardt [2007] which looked into the control of a 

simulation-based fluid catalytic cracking (FCC) unit using a nonlinear MP C design to reg­

ulate the cracking severity through adjusting the air flow rate and the catalyst recirculation 

rate. To regulate the cracking severity, the riser outlet temperature was regulated about a 

desired setting. The nonlinear model used for the output predictions was a discrete-time 

Hamerstein model vvhich consisted of individual sensitivi ty equations which were used in 

the optimization problem to find the optimal input values instead of using a fini te difference 

approximation for the output gradients. The objective function being minimized consisted 

of quadratic terms penalizing the deviation of the riser outlet temperature from a respective 

set-point , a term penalizing the rate of change of the inputs (reducing process variability) 

and a term which penalized the absolute value of the inputs where this final term acted 

as an economic factor , as high air flow and catalyst recirculation rates correlate to higher 

expenses . 

Linear MPC designs have also been deemed as effective controllers. Zhu et al. [2001] used 

a linear NIPC design to regulate a simulated large-scale gas pipeline network which was 

highly nonlinear. The linear MPC structure was used to regulate specific pipeline pressures 

by adjusting production pressure set points of the cryogenic air separation plants connected 

to the pipeline. The linear model used in the control design was obtained by linearizing a 

nonlinear first principle model of the piping network about the nominal op erating point of 

the pipeline. The discrete state-space model incorporated both measured and unmeasured 

output disturbances into the prediction of the system states. The unmeasured disturbances 

were estimated using a deadbeat observer. Three outputs were required to be maintained 

at specific setpoints , while 14 different outputs were to be maintained within constraints . 

Constraints on the system inputs were used to ensure realistic operating values for the 

cryogenic air plants. This linear MPC design was able to reject disturbances associated 

with cryogenic plant shutdown procedures while ensuring the outputs were maintained at 
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their desired setpoint values or within their desired constraints . 

IVIayne et al. [2000] completed a literature review of model predictive control designs of 

constrained systems that are both linear and nonlinear. From their review, they were able 

to determine stability principles which they used to characterize most of the model predictive 

controllers that had been proposed in the literature at the time of t heir publication . They 

were able to determine that some fini te horizon optimization problems solved on-line were 

equivalent to the same problem solved using an infinite horizon and in other MPC designs 

it was applicable to a modified infinite horizon problem. 

IVIuske and Badgwell [2002] designed an MPC framework which incorporated disturbance 

modeling to provide offset-free tracking using a linear model. The model predictive con­

troller was able to drive and maintain the actual process outputs to desired setpoints through 

modeling unmeasured disturbances in the input , state and/or outputs of the process as dy­

namic models. The disturbance and state variables were estimated using a Kalman filter 

and to ensure offset-free tracking the state and disturbance model must be detectable as 

well as the number of unmeasured disturbances must be less or equal to the number of 

measured outputs. Offset-free tracking was obtained through regulating a simulation based 

distillation column using the aforementoined MPC framework. 

Mhaskar [2006] developed a robust model predictive controller which could stabilize a non­

linear system subj ect to constraints, uncertainty and faults in the control actuator. The 

predictive controller was designed starting from a set of initial conditions (I.C.) where the 

feasibility of the optimization problem and the closed-loop stability was guaranteed. Con­

straints in the predictive controller were formulated using Lyapunov-based techniques which 

explicitly accounted for uncertainty in the predictive control law and which allowed for the 

I.e. set to be explicit ly characterized starting from where the constraints are guaranteed 

initially and successively feas ible. Using these constraints, a fault-tolerant controller was 

designed which used the knowledge of t he stability regions from the originally designed con­

troller to ensure the state trajectory stayed within these stability regions in both fault and 

non-fault operation of the system. This robust predictive controller was able to maintain 
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the state trajectory in the stability region for a simulated chemical reactor in the presence 

and in the absence of a faulty actuator. 

Mhaskar and Kennedy [2008] developed a robust predictive controller which could stabi­

Ji I\C affillC nOlllincar proccss systcms subj ect to rate of change cons traints Cl.lld lllagllitudc 

constraints for the control inputs in the presence of system uncertainty. A new robust pre­

dictive controller formulation was used which guaranteed stabilization from an explicit I.C. 

set , while minimizing the rate of change constraint violation . Based on the I.C . set , concli­

tions were derived that enforced the rate constraints as hard constraints and a predictive 

controller was designed which enforced the rate constraints being satisfied if possible and 

preserving stability otherwise. This predictive controller was able to enforce rate constraints 

on the inlet concentration and heat supply which were the inputs for a simulated chemical 

reactor. 

Maeder et al. [2009] also looked into offsct-frce tracking of a constant rcference valuc using a 

linear MPC framework. A disturbance model was added to the state-space model used in the 

MPC framework to capture the plant-model mismatch and the states and disturbances were 

estimated using an observer design based on Pannochia and Rawlings [2003]. An original 

contribution of this work is for the case when the number of measured outputs is greater 

than the number of disturbance variables , an algorithm for computing the observer gaisn 

was developed which ensured zero-offset in specific output variables. Using this algorithm 

allowed the linear NIPC controller to have less parameters , resulting in a less complex linear 

MPC offset-free design being achieved. 

2.3 Control of Secondary Energy Systems 

In Keir and Alleyne [2007] , the regulation of a vapor compression cycle (VCC) using 

Proportional-Integral (PI) controllers was examined. Through a relative gain array anal­

ysis, it was determined that the traditional input-output (I/ O) pairings for the feedback 

controllers, pairing the compressor RPM with the evaporator pressure and the expansion 
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valve opening with the evaporator superheat temperature 'were less effective than an al­

ternative pairing scheme. The alternative pairing scheme consisted of the same superheat 

pairing in addition to using the compressor RPlVl to regulate the difference between the 

condenser pressure and t he evaporator pressure. Using the alternative pairing scheme in 

the PI controllers reduced the coupling between t he outputs of each controller , improving 

the controllability of the vee. 

J ain et al. [20 10] regulated an experimental vee using multiple single-input-single-ouput 

(SISO) control loops using a new method for ident ifying the I/ O pairings for each con­

troller. The inputs investigated in this analysis included the compressor RPlVl , expansion 

valve opening and the evaporator mass flow rate. The outputs explored were either individ­

ual or combinations of vee outputs , where the output combinations had consistent units 

to ensure physical significance (ie. no pressure-temperature combinations). The field of 

possible I/ O pairings were reduced init ially using a relative gain array (RGA) number as a 

decoupling measure, then using engineering intuition and the numb er of incidents a specific 

I/ O pairing was present in t he reduced set of I/ O pairings , the final I/ O pairings were de­

cided upon. Two different sets of I/ O pairings 'were suggested where each set corresponded 

to operating the vee with either a high or low frequency range of inputs . It was determined 

that through regulating combinations of vee outputs, the system dynamics were further 

decoupled which allowed for more effi cient regulation of t he evaporator superheat and the 

supply air temperature relative to t raditional I/ O pairings. 

The model identified in Lin and Yeh [2007] was a state-space model formulated about a 

specific operating point , where the sup erheat temperature, evaporator two-phase region 

temperature and the indoor temperature were state variables and the compressor RPM 

and valve opening were the inputs . T he model was used to tune individual PI cont rollers 

using a linear quadratic (LQR) approach. A cascade control structure regulated the in­

door temperature, using an outer PI controller to regulate t he indoor temperature through 

adj usting the set point value of an inner PI controller which regulated the evaporator two­

phase region temperature using the compressor RPlVl. The inner control loop also consists 

of a PI controller regulating the superheat temperature using the expansion valve opening. 
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To reduce the coupling between the inner control loops, a first-order decoupler was used to 

decouple t he effect of t he input signals before they were implemented on t he VCC. 

A linear-quadratic-Gaussian (LQG) controller as described in Schur t et al. [2009] was used 

to regulate an experimental VCC. The LQG controller was used to prescribe valve opening 

and compressor RPM values to the VCC which ensured the evaporator superheat was 

maintained at a predefined value in addit ion to satisfying desired cooling demands. A 

linear state-space model was obtained through linearizing a dynamic VCC model and the 

matrices of the linear model were used in obtaining the control action values from the linear­

quadratic-regulator (LQR). To account for unmeasurable state values, a Kalman fil ter type 

state observer was used. The LQG controller was able to provide acceptable cooling demand 

tracking and also was able to reject a range of t hermal load disturbances. 

Xu et al. [2006] used a generalized-predictive-control (GPC) PID controller to regulate a 

cooling coil used in I-IVAC systems. The coil is used to cool return air which is used a 

cooling/ heating medium to regulate the temperature of a zone in a building. To account 

for one set of PID tuning parameters not being optimal for all operating conditions, the 

GPC-PID obtained a new control action every sample t ime by minimizing a cost function 

with the PID tuning parameters as decision variables . The cost function consisted of t he 

difference between the predicted output values and a desired temperature set point , where 

the predicted supply air temperatures from the coil were modeled using two Diophantine 

equations. It was seen that the GPC-PID controller was able to adequately reject static 

and dynamic disturbances quickly at various operating conditions relative to a t raditional 

PID controller. 

2.4 MPC of Secondary Energy Systems 

Recently, a considerable amount of research has been completed in the field of HVAC con­

trol, specifically in the area of MP C. In [Leducq et al. [2006]], a nonlinear MPC design was 

used to regulate the coolillg capacity alld l1la..'{ imizc the coefficiellt of perfOrl ll Cl llCe (COP) 
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for an experimental VCC pilot plant (with water as the cooling medium) by manipulating 

the compressor RPM and t he refrigerant (water ) mass fiow rates. The llonlinear model 

derived in [Leducq et al. [2006]] consisted of seven ordinary differential equations (ODEs), 

representing the mass and energy balances in both VCC heat exchangers . NIeanwhile, in 

[Sandipan et al. [2010]] , an experimental chiller network, consisting of two chillers and multi­

ple external heat exchangers, was controlled using a linear MPC design. This experimental 

system emulated the chilled water loops used in a two-story building consisting of three 

separate zones per story. A linear state space model was used to predict the evolution 

of the actual chiller network states in the MPC design. An 8 hour load demand for the 

building zones was used as a constraint in the MPC formulation. In [NIa et al. [2010b]J, a 

chiller-cooling tower network was controlled using a nonlinear MPC scheme . The control 

objectives were to satisfy t he cooling load for all days of operations in addition to minimizing 

the electricity cost for the chiller and cooling tower. 

Sarabia et al. [2007] used a non-linear model predictive controller (NNIPC) to regulate 

t he refrigeration system in a supermarket. The refigeration system consisted of t he same 

layout of components used in a VCC, however a main difference that existed was t he use 

of multiple valves and evaporators to provide cooling to different environments (ie. display 

cases). Also of importance in the refrigeration system was the use of discrete input values, 

resulting in the compressor being operated either as on/ off and t he valves being operated 

as either open or close. A dynamic nonlinear model which was based on fundamental mass 

and energy balances on the individual evaporator units was used in the MPC design for 

predicting the evolution of t he air temperature in each display case as well as the suction 

pressure (pressure between each evaporator and the compressor ) . To aviod a a mixed­

integer nonlinear program (NIINLP) optimization problem being solved at each sampling 

t ime, the discrete variables (RPNI and valve) were transformed into continuous variables 

t.hrough using the t imes when each input was either on/ off over t he control horiwn as 

the decision variables in the optimization problem. The objective function being pena lized 

consisted of quadratic terms penalizing the deviation of t he air temperature in each display 

case from a desired setting as well as a quadratic term p enalizing t he deviation of the suction 

pressure from a desired setting. Constraints on t he suction pressure and individual display 
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case air temperatures were used in the optimization problem to correspond to realistic 

operating conditions of a supermarket refrigeration system. The NMPC design was able 

to adequately regulate the display air case temperatures and suction pressure at desired 

setting for a simulated supermarket refrigeration system. 

Xi et al. [2007] regulated an experimental HVAC using a NMPC design. T he HVAC sys­

tem consisted of a chiller as t he primary unit which cooled a water medium which was 

subsequently sent to an air handling unit (AHU) where the zone air would be blown over 

the water to enable cooling of the air. The nonlinear model was developed from a support 

vector regression (SVR) modelling method and was used to regulate both the zone air tem­

perature and the zone relative humidity through adjusting the supply air fan speed and the 

chilled water valve opening. The objective function being minimized consisted of individ­

ual quadratic terms penalizing the deviation of both the zone air temperature and relative 

humidity from a predefined setting. Constraints were implemented on t he deviated input 

values to limi t the operating space for the controller. For specific set point combinations 

for the zone air temperature and relative humidity the NMPC design was able to provide 

more effective setpoint tracking (faster convergence) than regulating the same experimental 

HVAC system with a fuzzy neural network. T he improved performance of the SVR MPC 

method corresponded to the SVR having considerably smaller steady-state error in the zone 

air outputs compared to the steady-state values predicted using a fuzzy neural network. 

I-luang et al. [2009] developed a robust MPC design used for improving the temperature 

regulation of an air-conditioning system. T he closed-loop performance was evaluated on a 

simulated variable air volume (VAV) AHU. A first-order with t ime-delay (FOTD) model was 

used to model the dynamics between the supply air temperature and the chilled water valve 

opening. Due to the high nonlinearity of an actual VAV ABU, a single FOTD model does 

not accurately represent the dynamics of the VAV AHU for its entire operating rallge. This 

motivated the use of a FOTD model where the process gain , time delay and t ime constant 

had uncertainty incorporated in to their valll e, where the uncertainty of each parameter was 

bounded . A discrete version of the FOTD transfer function was used in the MPC design 

where the coefficients of t he discrete model were combinations of the FOTD parameters. To 
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ensure the correct FOTD model was used in the MPC calculation, a polytope was used to 

determine the active FOTD model based on the current operating conditions (ie. output, 

input values). The objective function being minimized consisted of quadratic penalties 

on the supply air temperature deviation from a desired setting in addition to the rate of 

change of the valve opening. The control trajectory computed in the lVIPC was constrained 

to satisfy the physical constraints of the valve (ie. between 0 and 100 % open). The 

robust linear lVIPC design was able to reject disturbances in the return air temperature 

better than a conventional PID controller. This was evident due to the reduction in the 

oscillation magnitudes of t he supply air temperature during both winter and summer days 

which incorporated varying return air conditions over a 20 hour test period . 

Morosan et al. [2010] used a distributed MPC design to regulate the temperature of multiple 

zones in a building. Linear state space models accounted for the evolution of the zone air 

temperatures and were utilized in the control design to minimize a cost function emphasizing 

zone air temperature set-point tracking and low power consumption . Individual model 

predictive controllers were used to regulate the individual zone temperatures by determining 

values for the decision variables, heating power of each HVAC unit of the building, which 

minimized the local objective functions. Ma et al. [2010a] used a MPC design to determine 

the optimal zone temperature set points and power consumption of the individual HVAC 

units associated with a realistic building model. The MPC design used a linear model to 

predict t he future zone temperatures and a weather estimator was incorporated to determine 

the daily cooling peak-demand period. By incorporating an estimate of future weather data 

into the control calculation, pre-cooling during non-peak periods allowed for the power 

consumed by the HVAC units of the building to be reduced compared with traditional 

pre-programmed HVAC unit control strategies. 



Chapter 3 

Preliminaries 

The intent of t his chapter is to describe the existing primary unit model, building model and 

t he interconnecting software used for interfacing the models as well as providing a general 

description of a model predictive cont rol approach. 

3.1 Vapor Compression Cycle (VCC) Process 

An ideal vee contains four processes : isentropic compression in a compressor , isobaric 

energy dissipation in a condenser , isent ha lpic expansion in an expansion valve and iso­

baric energy absorp t ion in an evaporator [Rasmussen [2005]] . An overlay of a vee on it's 

corresponding P -V diagram is displayed in F igure 3.1. 

17 
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Figure 3.1: Pressure-Volume Diagram for vee [India [2007]] 

The refrigerant enters t he compressor as superheated vapor and is compressed to a higher 

pressure result ing in the fluid having a higher temperature. The compression of t he refrig­

erant ensures that the heat rejection side pressure is higher t han the refrigerant pressure on 

the cooling side of t he vee, ensuring t he refrigerant flows in the correct direction. From the 

compressor , the refrigerant enters an isobaric condenser with an ambient temperature below 

the temperature of the superheated refrigerant , resulting in the refrigerant condensing to a 

subcooled liquid at t he condenser exit . The high pressure subcooled liquid then flovvs into 

an electronic expansion valve which decreases the pressure and temperature of t he refriger­

ant causing a liquid-vapor mixture to form. T hen, t his two-phase refrigerant mixture enters 

an evaporator exposed to the medium being cooled. T he environment temperature prior to 

cooling is above the temperature of t he refrigerant causing the evaporation and subsequent 

heating of t he refrigerant resulting in the formation of superheat at t he evaporator exit . 

T he air , in turn is cooled and available as primary air to be distributed for cooling. T he 

sup erheated vapor from t he evaporator exit then flows into t he compressor, completing the 

cycle. 
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3.2 vee Model 

The VCC model was adapted from the Thermosys simulator developed at the Air Condi­

tioning & Refrigeration Center (ACRC) at the University of Illinois at Urbana-Champaign. 

The expansion valve and piping were represented using static models and dynamic models 

were used for the condenser , evaporator and compressor. 

3.2.1 Compressor 

T he VCC model used is based on the same processes as an ideal VCC except that the 

compression is not assumed t o be a reversible, adiabatic process, instead it ' defin ed using 

an isentropic effi ciency [Rasmussen [2005]]. This is a valid assumption as the compression 

in an actual compressior is neither reversible or adiabatic due to non-zero values for the 

total work and total heat t ransfer caused by non-ideal mechanical factors such as friction 

and heat loss to the surroundings. The isentropic effi ciency t erm , as defined in Equation 

3. 1, is t he ratio of the work required for ideal adiabatic compression to the work required 

for actual compression. 

h out,isentropic - h in 
17k = 

h out - h in 
(3.1) 

Another aspect which is not captured using the ideal VCC, is the volumetric limitations 

of the compressor , specifically t hat of a reciprocating compressor which is the compression 

unit modeled in the T hermosys-based VCe. A reciprocating compressor uses a cylinder-

piston arrangement where a clearance volume exists between the piston and top of cylinder 

during compression . The purpose of t he clearance volume is to eliminate contact between 

the piston and the cylinder. The difference between the clearance volume and the total 

cylinder volume, known as the swept volume, represents t he actual region of compression 

(Figure 3.2). 
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Figure 3.2: Reciprocating Compressor Cylinder Schematic [Grieve and Hughes [2010] ] 

After t he compressed gas has been discharged , expansion occurs where the piston moves 

back to t he bottom dead center position (BDC), increasing the region of compression and 

allowing for t he induction of more gas . However , during this t ime the compressed gas in 

the clearance volume also expands, resulting in the induced gas volume being less t han the 

swept volume, motivating t he use of a volumetric efficiency term (77vod defined as the ratio 

of induced gas volume to the discharged gas volume (swept volume) [Grieve and Hughes 

[2010]] . 

T he mass flow rate in t he compressor is modeled using a static equation which is a function 

of 77vol (Equation 3.2) . T he V k Pk 77vol term represents t he compressor capacity in terms of 

inlet refrigerant condit ions and this quant ity is multiplied by the compressor speed , Wk, to 

provide a quant ity defined as mass per unit t ime [Rasmussen [2005]] . 

(3.2) 

where Vk is t he swept volume and Pk is the refrigerant density at t he inlet. 

In the VCC model, the 77vol and 77k values are obtained from lookup tables , populated 

based on efficiency term values obtained from an experimental VCC for various operatillg 

conditions . T he experimental VCC used refr igerant r-134a to cool an air medium. T he 

efficiency terms are dependent on the pressure ratio (Pratio ) of the outlet to inlet streams 

in the compressor and the compressor RP M (Wk) (Equations 3.3- 3.4) . 
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(3 .3) 

(3.4) 

\,Vith 77k values known , Equation 3.1 is rearranged to give an expression for an out let re-

frigerant enthalpy (Equation 3.5). 

h~lLt = ~ [h olLt ,isent1"Opic + h in (77k - 1) 1 
17k 

(3 .5) 

T his outlet refrigerant enthalpy is not t he true value because the compressor consists of 

a shell containing the compression cylinder , resul ting in Equation 3. 5 not accurately rep-

resenting h k ,out. After compression in the cylinder t he refrigerant flows through the shell , 

prior to exit ing the compressor, which consists of t ransport equipment/ materials which were 

in contact with refrigerant at the previous compressed condit ions. During the transport be­

tween discharging from the cylinder and exit ing the shell the refrigerant enthalpy will vary 

due to heat t ranfer between the refrigerant and the t ransport components. T his motivated 

the use of a dynamic hOlLt model which accounts for this heat t ransfer in the transport 

section of t he compressor (Equation 3.6) . 

Tshell 
(3 .6) 

h~ut is obtained from Equation 3.5 and Tshell is the compressor shell t ime constant . 

3.2.2 Expansion Valve 

T he expansion valve is modeled as an isenthalpic process (Equation 3.8 ) with the mass 

How rate R. function of a dischR.rge coeffcient (Cd) R.nd pressure difference (6,P = Pin - POlitY 
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(Equation 3.7). Cd is determined using an experimental lookup t able for the specific oper­

a.ting valve opening and 6P (The density of the refrigerant (p) is defined as the maximulll 

density of either t he subcooled liquid density or the saturated liquid density at t he inlet 

operating conditions) . Both the subcooled and saturated liquid densities are obtained from 

lookup tables with reference values of inlet pressure and inlet enthalpy. 

(3.7) 

h v ,in = h v,out (3 .8) 

The vee model is subcritical meaning that the pressure of the refrigerant leaving the 

compressor is below the critical point resulting in the refrigerant being incompressible (su­

pel'cri tical refrigerant is compressible) and forming an intermediate two-phase region in the 

condenser during the condensation of t he refrigerant vapor [Rasmussen [2005]] . 

3.2.3 Heat Exchangers 

The expansion valve and compressor dynamics are much faster t han the heat exchanger dy­

namics, resulting in the vee dynamics being dominated by the heat exchangers [Rasmussen 

[2005JJ . The heat exchangers are modeled using a lumped parameter , moving boundary ap­

proach which accounts for the boundaries of the different fluid regions (superheated vapor , 

vapor-liquid , subcooled liquid) varying with time. Each fluid region is represented as a 

separate control volume with specific parameters (Figures 3.3 - 3.4). 

Parameters from each fiuid region are lumped together to form state variables (x). The 

lumping of parameters is accomplished by obtaining expressions for the refrigerant mass 

flow rate at t he interface of adjacent regions in each heat exchanger and substitu ting these 
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Fig1ll'e 3.3: Eva.porator wi th two finid regions [Rasmnssen [2005]] 
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Figure 3.4: Condenser with t hree fiuid regions [Rasmussen [2005]] 

expressions into the ordinary differential equations (ODEs) that model t he mass and en­

ergy balances of the heat exchanger. This reduces the number of ODEs alld ensures no 

intermediate immeasurable variables are contained in the ODEs. The ODEs are formulated 

by integrating fundamental part ial differential equations (PD Es) , used for modeling fi uid 

fi o\-v in a tube in each regiOll of t he heat exchangers. The heat exchanger is assullled to 

be a long horizontal tube and it is assumed that the pressure drop along the length of the 

heat exchanger is negligible, which makes the conservation of momentum PDE unnecessary. 

Equations 3.9 - 3. 11 represent t he refrigerant mass balance, energy balance and the wall 

energy balance of a. specific finid region . 

a( pAcs) + am = 0 
at az 

(3.9) 

a(pAcs h - Acs P ) a(Thh) _ . .(T _ T ) 
at + a z - Pt a t 10 ,. 

(3 .10) 
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(3 .11) 

where p refers to the inner (i) and outer (0) perimeter of the single t ube heat exchanger , 

ex with subscrip t i (inner) and 0 (outer) are the heat t ransfer coefficients between the 

refrigerant and heat exchanger inner wall and between the heat exchanger outer wall and 

ambient air , respectively. Tw is the wall temperature, T,. is the refrigerant temperature and 

Te, is the average air temperature, Ac is the heat exchanger cross-sectional area , h is the 

refrigerant enthalpy, P is pressure and Cp is the specific heat capacity of the wall. 

For the evaporator there are two fluid regions: a two-phase region fo llowed by a superheat 

region , resulting in 5 PDEs. The condenser has three fluid regions : a vapor region followed 

by a two-phase and a sub cooled region. This results in 7 PDEs being used to model the mass 

and energy balances of the condenser. In each two-phase region saturated liquid (f) and 

vapor (g) exist , causing the refrigerant fluid proper ties to be based on a weighted average 

of the saturated liquid and vapor properties . A mean void fraction en representing the 

fraction of total volume t hat is vapor, is used to determine the refrigerant fluid propert ies 

in the two-phase region (ie. P = Pj (1--'y) + Pg'y , etc .). In the superheated and subcooled 

regions, the refrigerant enthalpy is an average property, assumed to be the average of the 

inlet and outlet enthalpies. This enthalpy is used with the refrigerant pressure to determine 

the density and temperature of t he refrigerant in the region [Rasmussen [2005 JJ. The ODEs 

contain numerous partial derivative terms different iated with respect to pressure as well 

as enthalpy because t he fluid proper ties are a function of pressure and enthalpy and these 

parameters vary with time. The ODEs form a matrix structure in the form of Equat ion 

3.12. This matrix structure is integrated at each time step , providing updated state variable 

values for both the evaporator and condenser. 

Z(x,u) ·± = f( x,u) (3. 12) 

The state variables include: t he length of the vapor (Lc,I) and two-phase (Lc,2) regions 
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in the condenser , the condenser wall temperatures in all three regions (Tc,wl , Tc,w2 , Tc,w3) 

the condenser pressure (Pc), t he condenser outlet refrigerant enthalpy (hC,Old) , the length 

of the two-phase region in the evaporator (Le, I) , t he evaporator wall temperatures fo r 

all regions (Te,wl , Te,w2) , t he evaporator pressure (Pe), t he evaporator outlet refrigerant 

enthalpy (he,Ollt) and the compressor outlet refrigerant enthalpy (hk ,out). T he inputs are 

rlefined in terms of the compressor R P M, and valve opening (VO ). 

3.2.4 Evaporator 

T he original T hermosys Simulink vee model accounts for t he possibility of condensation 

occurring in the evapor tor air as both temperature and humidity effects are incorporated 

in the evaporator model. T here are two different methods used to calculate the outlet air 

temperature and humidity at t he evaporator exit. T he first method aSSllmes that t he water 

vapor in the air does not condense, resul ting in only the temperature and not t he absolute 

humidity, of t he air changing. This change in air temperature is used in defining the sensible 

cooling load of t he vee. 

T he second method assumes a portion of t he water content in the air condenses , resul ting 

in the formation of a non-zero latent cooling load, in addit ion to a sensible cooling load. 

Schematics for t he condensing and non-condensing cooling cases are depicted in F igures 3.5 

and 3.6, respectively. 
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Figure 3.5 : Evaporator Schematic with condensation 

Evaporator 

Figure 3.6: Evaporator Schematic without condensation 
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The equations used to obtain the outlet air temperature (Tair,out) are the wall side energy 

balance (Equation 3.13) which provides a value for t he average air temperature, T air,avg and 

the T(LiT ,(Wg defini tion (Equation 3.14) which is rearranged to obtain a value for T (Lil·,OlIt ' 

2 
~ L e i 

ao,eAo,e ~ L ' (Tair ,avg - T e,wi ) 
i= l e,Tot(d 

(3.13) 

(3. 14) 

where w is the absolute humidity of the air at the inlet (in) and outlet (out). 

3.3 Building Model 

3.3.1 EnergyPlus Building Model 

The NIATLAB-based VCC model lacked realistic return and ambient air condit ions, provid­

ing reason for interfacing the NIATLAB VCC with additional software which would provide 

realistic air conditions . As previously mentioned , the EnergyPlus simulation package was 

used to provide return air conditions corresponding to an actual building and to provide 

ambient air condi tions based on actual weather conditions for a specifi c American city. 

For the EnergyPlus simulations used in this thesis, t hermal simulat ions were carried out 

for a small (5 11 m2 ) , single story office building in Chicago , Illinois. T he basic model, 

incl uding building construction , surface geometries, and HVAC systems, were based on 

the U.S. Department of Energy (D .O.E) reference small office build ing model with minor 

adaptations to allow for proper interfacing with NIATLAB [Deru et al. [2006]]. An isometric 

view of t he offi ce model is presented in F igure 0.7. The building is divided into five occupied 
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thermal zones , in which there is a condit ioned floor area of 150 m2 in t he core zone, 113 

m2 in perimeter zones 1 and 3, and 67 m2 in perimeter zones 2 and 4. The ground-to­

ceiling height in all zones is 3 m. In total, the building houses 28 people at a standard 

occupant density of 5.38/ 100 m2 per zone. The lighting and equipment internal gains for 

each zone were set to 10.76 'IV / m2 and 8.07 \N / m2 , respectively. During normal operation , 

the building is occupied between the hours of 6 : 00 and 20 : 00 with varying levels of 

occupancy. 

Figure 3.7: Schematic of EnergyPlus Small Office Building :Ylodel 

In t his work, the thermal environment of perimeter zone 2 was assumed to be regulated by 

the IVIATLAB VCC model with a 20 % fresh air intake. All remaining thermal zones were 

assumed to be controlled by separate air conditioning units modeled in EnergyPlus. To 

minimize the interaction between zones, the non-test zones were maintained at a constant 

set-point temperature of 24°C. The weather data used corresponded to the conditions of a 

common July day at Chicago O 'Hare International Airport. 

3.3.2 VCC-Building Model Interface 

Data is exchanged between EnergyPlus and MATLAB over BSD sockets using the Building 

Controls Virtual Test Bed (BCVTB) middle-ware [Wetter , M. and Haves, P. [2008]]. T he 

outdoor air temperature, zone air temperature, air pressure, and relative humidity are 

outputted to IVIATLAB for subsequent control calculations. IVIATLAB , in t urn, provides a 

cooling output which is inputted into the EnergyPlus environment , as depicted in F igure 
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Figure 3.8: Schematic of EnergyPlus-MATLAB Interface 

This data exchange between the two clients is accomplished using the exchangeDoubles With­

Socket m-file provided in the BCVTB library. The exchangeDoublesWithSocket m-file reads 

a vector written to the BSD socket in BCVTB and overwrites a new vector onto the same 

socket . For this work , t he exchR.ngeDoubleswithSocket m-file reads a vector written to the 

socket from EnergyPlus and overwrites it with a cooling load vector generated in lVIAT-

LAB. Following the exchange, the outputted MATLAB vector is passed through BCVTB 

and brought into EnergyPlus through an intrinsic external interface command . Over the 

course of a simulation, this data exchange occurs at the start of each t ime interval. To 

ensure that the simulation clients advance at the same rate, the overall time in the two 

models is not updated until both clients have completed the integration for the given time 

step. This progression occurs until t he finR.l t ime is reR.ched in BCVTB , thereby triggering 

an end of simulation flag being sent to both clients to terminate the integration of both the 

vce and the EnergyPlus model. 

EnergyPlus I/ O variables to be exchanged at each t ime step are specified using a configura-

tioll file read by the DCVTD ellviroYllllcnt. Although EuergyPlus has the capacity to output 

a large number of variables, only a select few (zone 2 and outdoor environment conditions) 

R.re required in ensuring the external R.ir conditions outside t he different VCC components 

evolve in agreement ,vith the weather and building condit ions of t he EnergyPlus model. 

The cooling output from the vee model is inputted into EnergyPlus using two sepanlt.p. 
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units which can supply either cooling or heating to perimeter zone 2. Specifying a negative 

energy load corresponds to the uni t providing cooling. One unit is designated to supply 

only sensible cooling and the other unit is designated to supply only latent cooling. The 

sensible and latent cooling loads previously described are the loads sent to each unit. To 

ensure that no additional cooling is supplied to zone 2, the cooling coil in perimeter zone 2 

was tllrned off. 

3.3.3 Interfacing Issues 

A drawback of the interface between the two clients is the method by which the variables 

are exchanged. Since the exchange of variables between NIATLAB and EnergyPlus is ac­

complished in a single instance, there is an inherent delay betvveen when the control action 

is generated and when it is implemented . Instead of reading the current conditions of the 

EnergyPlus building model, generating a control action in MATLAB and implementing 

this control , the interface uses a slightly different procedure. At the beginning of each 

time interval, the exchange function is called and the conditions of the building model at 

t he start of the time interval are inputted into NIATLAB . Concurrently, the cont rol action 

generated during the previous time interval is implemented on the building model. Since 

there is no separation between when the BSD socket is read and when it is written , there is 

always a delay of one t ime step for any control action generated in NIATLAB . To reduce the 

effects of this delay, the smallest allowable t ime increment of 60 seconds was used during 

all simulations. It is reasonable to assume that zone air dynamics evolve at a slower rate 

than the cont rol implementation delay, result ing in the delay having a minimal effect on 

the performance of the VCC model. 

During the initialization routine of the EnergyPlus model , problems in the synchronization 

of both clients at t he start of the simulation period occur. EnergyPlus initializes the building 

model using weather data from the period immediately prior to the first day of t he simulation 

period. Star ting from an ini t ial guess, the first day of the simulation is repeated until 

wall temperatures converge within a set tolerance. Following this init ialization routine, the 



31 

Energy Plus model is again init ialized using the initial inputs from the VCC model (external 

interface). Due to the delay using the exchange function , this double init ialization causes 

a discont inuity between the init ial values of both simulation clients . As a resul t , minor 

fluctuations occur at the star t of every simulation period . To avoid complications with the 

d iscontinuity at ini t ialization , all simulations were run for 2 hours open loop at the nominal 

operating condi t ions, prior to implement ing closed loop strategies on the VCC. 

3.3.4 Model Predictive Control 

One of t he main contribut ions of this work was regulating a VCC using a model predict ive 

control (MP C) approach . Before delving into the specific details of t he MP C design, a 

general descript ion of model predictive control is presented. A model predictive controller 

uses a process model to obtain a future input t rajectory which causes the predicted output 

values to evolve in a manner which optimally satisfies a specific performance measure while 

ensuring input/output constraints are not violated. The time period which the input tra­

jectory spans is known as the control horizon and the predicted output trajectory spans a 

t ime period known as the prediction horizon. T he predictive controller obtains values for 

the inputs over the control horizon by solving an optimization problem which minimizes an 

objective function (usually defined in terms of the predicted output and input values over 

their respective horizons) by adjusting the decision variables of the problem , which are the 

input values . Once the input t rajectory values are obtained , only the input values for the 

first predicted time step are implemented on the actual process , allowing for the current 

state/output values to update the init ial conditions used in the next control calculation in 

the MP C controller. T he init ial condi tions are cont inuously updated as the actual process 

evolves . 



Chapter 4 

Model Improvements and Control 

Design 

This chapter outlines the improvements made to the original vee model in addition to the 

formulation and implementation of both the classical and predictive control strategies on 

the interfaced Vee-building system. 

4.1 Evaporator model with condensing capacity 

For condensing condit ions over the evaporator , an optimization problem is solved where the 

objective function is a rearrangement of the terms in the energy balance of t he evaporator 

which contains terms associating energy with the wall , air and the water condensed on 

t he outside of t he evaporator. The energy balance is rearranged such t hat t he difference 

between the term describing the heat tranfer from the evaporator wall to the air and the air 

enthalpy difference term is minimized. The objective function (J) is defined as in Equations 

4. 1 - 4.2, where the objective function is squared to ensure a minimal absolute value which 

ensures the conservation of energy is upheld. TaiT,out is the only decision variable in the 

objective function and is constrained to remain between 0 °e and 50 °e to ensure that 

32 
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TaiT,out stays within a realistic range of values . The TaiT,out range was chosen loosely on t he 

most extreme conditions which an air condi tioning unit might be operated in. No detail 

was given in the original Thermosys toolbox as of why Tai7',out was obtained through solving 

an optimization problem rather t han obtaining TaiT,out t hrough solving the set of nonlinear 

equations using a common nonlinear solver , such as fso lve in MATLAB. 

2 

""' Le,i 2 J = (ao ,eAo,e L L (TaiT,avg - Tw ,i ) - 6.h ) 
i= l e,Total 

(4. 1 ) 

- Tndry aiT (Win - Wout) Cp, wateT TaiT,Oll t 

(4 .2) 

Init ially, Tair,out is computed assuming no condensation occurs. If Tair,Ollt > Tdp , t hen 

the assumption is correct . Otherwise, t he condenstation method is invoked and Tair,ollt is 

recalculated. If Tai7',out ::; Tdp , t hen the condensation assumption is correct . 

Once it is determined that the outlet air conditions are accurate, the latent and sensible 

cooling loads are calculated based on Equations 4.3 - 4.4 , where the Total Cooling Load 

W(lS equal to 6.h (IS defined in Equation 4.2. 

Latent Cooling Load = 1ndTY ai7-(Win - Wout) 6.hvl (4.3) 

Sensible Cooling Load = Total Cooling Load - Latent Cooling Load (4.4) 

In Equation 4.3, 6.hvl is defined as t he difference between the saturated water vapor enthalpy 

(hv) and the saturated liquid water enthalpy (hi) evaluated at t he saturated vapor pressure 

corresponding to the average air temperature (T(Lvg) used in the evaporator energy balance 

calculations. If condensation does not occur , the latent cooling load is zero. 
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4 .2 Evaporator condensation model correction 

It is to be noted t hat t he original Thermosys Simulink vee model used an incorrect objec­

tive function in t he condensing method. T he energy balance originally did not accurately 

account for the enthalpy associated with the condensed water. In t he corrected vee model 

the enthalpy associated with the condensed water is represented by Equation 4.5 where the 

maiT (Win - Wout) represents the mass of water vapor which condenses. 

( 4.5) 

In the incorrect vee model, t he enthalpy associated wit h the condensed water was repre­

sented by Equation 4. 6 which defines the enthalpy of the condensed water with an addi tional 

term to Equation 4.5, ~hvl ' T his is incorrect as t he energy released when the water vapor 

condenses ( ~hvt) is absorbed by the wall and accounted for in the heat t ransfer term be­

tween the air and wall in the incorrect objective function (same air-wall heat transfer term 

as in Equation 4.1 ) 

(4 .6) 

4 .3 Conversion from Simulink to Matlab 

T he original T hermosys simulator was a simulink-based toolbox in MATLAB which called 

separate m-fi les corresponding to t he static and ordinary different ial equations (ODEs) 

defined earlier. Using a simulink interface slowed t he completion t ime of simulations and 

complicated t he procedure for implementing non-simulink control strategies on the vee. 

For t hese reasons , a m-file only vee model was developed that had identical dynamics as 

the Thermosys vee Simulink model. 
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The original Simulink vee simulator modeled each component as an individual function 

where t he outputs of one vee component were t he inputs of the next connected component 

(ie. expansion valve outputs would become inputs for pipe 1 in Figure 4.1 ). Using the 

Simulink model, adjusting the initial condi t ions of the vee was more complex as seperate 

files were required to ini t ialize the states of each dynamic components (heat exchangers and 

com pressor) . 

Pipe 4 Condenser Pipe 3 

Compresso.· 

Evaporator 

Pipe 1 Pipe 2 

Figure 4.1: vee Schematic 

The m-file only vee model is a function of only t he integration t ime step , current state 

values, input values and ambient conditions. This function combines all t he individual 

component m-files from the Simulink model, forming a function consisting of ODEs, static 

equations and lookup tables. Other static equations and lookup tables not previously de­

scribed, are a part of the vee model and required for determining various t hermodynam­

ics parameters as well as for populating the partial derivative terms in t he heat exchanger 

ODEs. The output of t his function is the i; vector representing t he dynamic states of t he 

vee in addit ion to a seperate vector consisting of non-state outputs values. The i; vector 

is integrated over the given time step, to provide updated state values corresponding to the 

end t ime of the integrat ion step. Using the m-file only vee model allowed control strate­

gies to be defined outside t he main vee function which used the current output and state 

measurement values as feedback for the calculation of subsequent control moves. The ambi-



36 

ent conditions are defined outside the main vee function , which allows for straightforward 

adjustments to be made to t he ambient conditions. This was beneficial to t he interfacing of 

the vee model with the external software which provided time-varying ambient condi tions. 

The time-savings acheived is best expressed through a comparison of the execut ion time 

required to complete an open loop simulation of 1000 seconds operating the vee at arbi­

t rarily chosen operating condit ions corresponding to a compressor RPM of 1100 and a valve 

opening of 11 % open. The execution t ime for bot h the simulink and m-file vee models are 

presented in Table 4. l. The m-file based vee was able to reduce the open loop simulation 

times by at least four times compared to the Simulink-based vee model. 

vee IVIodel Execution Time (seconds) 

Simulink 3476 

M-file 840 

Table 4. 1: Open loop Simulation Times 

4.4 Refrigerant mass flow rate correction 

The vee model being used assumes that the evaporator refrigerant out let mass flow rate 

and condenser refrigerant inlet mass flow rate are equal to the refrigerant mass flow rate 

flowing through the compressor (ribk)' mk is used with Pc and hc,out to define the pressure 

drop .6.P in pipe 2. rnk is used with Pc and hk,out to define .6.P in pipe 3. This also holds 

t rue on the opposite side of t he vee where t he evaporator refrigerant inlet How rate alld 

the condenser refrigerant outlet flow rate are equal to the refrigerant mass fl ow rate defi ned 

by the expansion valve static equation (Equation 3.7) . .6.P in pipe 4 is dependent on rnv , 

Pc and the condenser outlet refrigerant enthalpy hero . T he .6.P in pipe 1 is dependent on 

rn1J , Pe and hc~.o ' All the .6.P calculations are in accordance wit h Equations 4.7 an d 4.8. 
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(4.7) 

where L is the length of the pipe, D is the pipe diameter f is a friction factor based on 

the Reynolds Number , Ac is t he cross-sectional area of the pipe and p is the density of t he 

refrigerant. 

p = j (h, P) (4.8) 

where P is the refrigerant pressure and h is the refrigerant enthalpy. 

In the original Thermosys Simulink model, an initialized value of the refrigerant in was 

used to determine t he !:::"P in t he different pipes without verifying that the calculated rn 
(calculated from Equation 3.2 or 3.7) was accurate. The calculated rn accuracy depends 

on the initialized ri? uscd in calculat.ing !:::"P, ll1Canillg if t he in uscd in t.he !:::"P ca.lculation 

is not in agreement with the current states , the subsequent value of the calculated in and 

state variables could be inaccurate. 

In ODE systems, static equations, such as the ri? equations (Equation 3.2 or 3.7) , are 

dependent on only the current values of the state variables. In the original model, the 

calculated rn was dependent on the previous and current values of the state variables because 

the initialized in value used in the !:::"P calculation was calculated bRsed on previous state 

variables. This calculation method is accurate if the system has reached steady-state, 

however for non-steady-state operating condi tions the accuracy of t he calculated Ti? could 

be improved. To ensure that the initialized in used ill the !:::"P calcula.t iOll is dCPCIHlcllt. Oll 

t he current state variables , a tolerance on r7~ is implemented on the static equat ions used to 

calculate the compressor and expansion valve in. The tolerance compared the current and 

ini t ialized values of rn , recalculating rn if the difference between the current and ini t ialized 

r77. was more than the specified tolerance . Once the difference between the current and 

ini t ialized in is less or equal to the specified tolerance, it is concluded that the current r7~ is 
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in agreement with the current state variables . 

4.5 Flow Parameter values 

The valve Cd lookup tables were only populated for .6.P > 1000 kPa and the compressor 

efficiency (T) ) lookup tables were only populated for 2 :s; P ratio :s; 6. If either .6.P or Pmtio 

fell outside the lookup table bounds, no values were available for Cd or the T) terms. 

In [Eldredge and Alleyne [2006]]' a mapping equation was fi tted to the experimental values 

in the Cd lookup table. There was relatively no discrepancy between the predicted Cd values 

from the mapping equation and the experimental Cd values, which allowed the .6.P > 1000 

kPa constraint to be eliminated through replacing the Cd lookup table with the Cd mapping 

equation . 

Mapping eq uations were also fit for the experimental values in the 17 lookup tables . However, 

there was a large discrepancy between the T) mapping equation values and the experimental 

17 values, resulting in the 17 values still being obtained from the lookup tables . To ensure T) 

values existed outside the bounds of P ratio , it was decided that if P"atio > 6 or P mtio < 2, 

the T) terms would have a value corresponding to T) (Pmtio = 6) or T) (Pmtio = 2), respectively. 

4.6 Rescaled vee 

The original vee had a cooling capacity of 1127 watts the equivalent of a 0.32 ton cooling 

capacity. This coolillg capacity was insufficient ill regulatillg the supply air telllperature 

between 22 - 24 °e for return and ambient air conditions associated with a common summer 

day. This motivated the rescaling of t he vee physical parameters. 

Table 4.2 contains the original and rescaled values of all the adj usted physical parameters. 

Increasing the length of the evaporator (Le) allows the medium being cooled, to be in 
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contact with the evaporator wall longer resulting in more heat removal. It ,vas assumed as 

the length of the evaporator increases , the inner and outer areas of the evaporator (Ae,i , 

Ae,o) and the total mass of the evaporator (1\1£ asse) increase by the same factor as Le. The 

diameter of t he evaporator pipe (De) was also increased to allow for more heat t ransfer 

between the wall and the refrigerant. The air mass flow rate (me,air) was increased allowing 

for more air flow over the evaporator. 

Increasing the evaporator parameters caused an increase in the amount of heat absorbed 

by the refrigerant and to ensure this added heat could be dissipated to the ambient, the 

condenser parameters were increased . The same parameters were increased for the con­

denser and denoted with a subscript c. The refrigerant mass flow rate (mref) as well as the 

compressor volume (Vk) were increased to allow for the refrigerant to absorb the additional 

heat . 

Parameters Original Rescaled 

Cooling Capacity (Tons of refrigeration) 0.32 0.85 

Le (m) 11.46 57.29 

A e,o (m2
) 3.07 15.34 

Ae,i (m2
) 0.32 1.60 

1'\1£ asse (kg) 1.5475 7.7375 

De (m) 8.90 X 10- 3 3.57 X 10- 2 

ri1e,a (kg/ s) 0.243 2.43 

Le (m) 10.7 53 .5 

Ae,o (m2
) 2.79 13.97 

Ae,i (m2
) 0.28 1.38 

Masse (kg) 4.66 23.30 

Dc (m) 8.10 X 10- 3 3.24 x 10- 2 

mr (kg/ s) 7.764 x 10- 3 1.126 x 10- 2 

Vk (m3 ) 3.042 x 10- 5 1.521 X 10- 4 

Table 4.2 : Original and Rescaled VCC Physical Parameters 
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4.7 Nonlinear dynamics of vee 

To evaluate t he nonlinearity in t he vee process , openloop step changes were implemented 

at different operating points . T he output step responses were fitted with a F irst Order with 

T ime Delay (FOTD) model to provide estimates for t he gain and settling times correspond­

ing to t he specific operating points. The inputs of the vee, compressor RPM and valve 

opening, were the step variables , and the ontput variables fi tted with FOTD models ,vere 

the evaporator superheat temperature (TS H) and the evaporator supply air temperature 

(TSA). 

The compressor RPM step responses corresponded to an increase of 100 RPM (1500-1600 

RFVI) at different nominal valve values. The valve opening step responses corresponded to 

all illtTeaSC of 1 % open (10-11 % open) at differellt nominal RPJ\lI value'S . F igures 4.2(a) 

and 4.2(b) display the gain and settling t ime values for the various operating points for TSA 

responses to the RPM and valve step changes, respectively. 
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Figures 4.3 (a) and 4,3(b) display the gain and set t ling t ime values for the various opera ting 

points for T S H responses to t he RPM and valve s tep changes, respectively. 
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The corresponding T SA and T S H responses to step changes in both RPIVI and valve opening 

are located in the Appendix. 

It was observed that the grLill C:Llld t illle COllstant vary sigllificantly as the operatillg couditiOlts 

are changed , indicating that the vee is highly nonlinear. In [Rasmussen [2005]] a pattern 

for the gains of the evaporator output variables was observed for operating the experimental 

vee at various operating points. It was determined that larger gains occur at operating 

points corresponding to lower compressor RPIVI and valve opening values . This trend was 
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attributed to larger magnitude changes in the refrigerant mass flow rate occurring at lower 

nominal operating points, resulting in larger changes in TSA and T S J-[ for the evaporator 

air and refrigerant, respectively. This trend was present in the original Thermosys vee, 

however in the modified vee model, t his getin petttern 'NetS not observed. Insteetd , ett 

intermediate operating points, the T SA and T S J-[ gains for different inputs would begin 

to increase as the nominal valve opening and/ or compressor RP lVI increased . Through 

further investigation into the gain patterns of the vee model, it was determined that at 

various intermediate operating points large changes in the magni tude of the refrigerant 

mass flow rate occurred , resulting in the experimental gain t rend not being applicable to 

the simulated vee. This gain discrepancy is likely due to a large variation in the vee 

dynamics caused from the scaling-up of the individual vee components , which caused the 

empirical parameters obtained from the experimental system (ie. Cel , 7] , etc.) to correspond 

to different vee operating conditiolls. This could result ill large ga.ill fiuctua.tiollS occurring 

at intermediate operating conditions if the values of the empirical parameters were larger. 

4.8 Control of stand-alone VCC unit 

Both classical and predictive control designs were init ially implemented on the stand-alone 

vee to determine if t he regulating ability of a classical control design could be improved 

upon. The inlet air temperature and humidi ty outside both heat exchangers were held 

constant for the stand-alone vee, allowing for the direct evaluation of each control strategy 

in terms of regulating the vee outputs without being influenced by fluctuations in the air 

condit ions. The performance of each control design was evaluated based on the ability to 

provide effective TSA tracking of a SP trajectory \vhich included both feasible and infeasible 

SP values, in addition to considering both TSH ami energy conservation effects which will 

be described in more depth in a later section . Infeasible SP values were included in the 

TSA SP trajectory to ensure that the prescribed control action corresponded to operating 

the vee at conditions which minimized the infeasibili ty (ie. vee operating conditions 

which brought TSA closest to infeasible SP). Also of interest was ensuring that each control 
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strategy would quickly and accurately prescribe control moves once the T SA SP transitioned 

between an infeasible and feasible value. 

By using a T SA SP trajectory instead of various individual TSA SP changes , t his provided a 

reasonable approximation of the prescribed TSA behaviour of regulating the interfaced vee 
system with a cascade control structure which is t he control design used for the interfaced 

system. By using a SP trajectory consisting of various desired TSA values this ensured that 

the regulation of the vee would be evaluated over a wide range of operating condi tions. 

T he values used in the TSA SP trajectory were not chosen to ensure that t he operating 

conditions for the stand-alone vee corresponded exactly to the interfaced vee system, 

but the SP values were chosen to correspond to a range of operating conditions that could 

occur through regulating the vee of the interfaced system. Due to the similar nature 

in operating condit ions , both the classical and predictive control designs were fine tuned 

based on their closed-loop performance in regulating the stand-alone vee, prior to being 

implemented on the interfaced vee system. 

The classical PI and model predictive control structures on the stand-alone vee are dis­

played in Figures 4.4 and 4.5, respectively. 

TSA 

TSA'SP+.6-
RPM 

PI Controller r - Compressor ~..., 
RPM-TsA , I 

Condenser Evaporator 

T
SH

.
SP +r PI Controller I .. 

Valve-TsH 
'-~ Valve ~J 

% Open 

Figure 4.4: PI stand-alone Control Structure 
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RPM 

r - Compressor ~-, , I 
T SA,sp 

MPC Condenser Evaporator l-

I • 
'--~ Valve r- J 

% Open 

Figure 4.5 : MPe Stand-alone Control Structure 

4 .9 Cascade Control Structure 

The manipulated variables in the vee model available for control are the compressor RP lVI 

and the expansion valve opening. In an actual vee, the fan speeds for the air being blown 

over either heat exchanger are also available for adj ustment, however in the vee model the 

air mass flow rate over each heat exchanger is held constant. 

Ontpnt variables relevant to common control objectives include the air temperature at 

the evaporator exit, which is referred to as the supply air temperature (TSA) as well as 

the evaporator superheat temperature (TSH). It is important to regulate TSA because the 

energy associated with the supply air is the mechanism used by the v ee to provide cooling 

to a desired environment. Ensuring that no liquid enters the compressor is essent ial to 

reoll('ing the wear in tlw compressor , sprcifically eliminating the potent ial damage to the 

cylinder and piston from at tempting to compress liquid refrigerant. The TSH should be 

maintained above 0 DC to ensure no liquid enters the compressor. 

Prior to the control design, open loop step t.ests were performed on the compressor RP lVI 

and valve opening to gain an understanding of the vee and interfaced system dynamics. 

The time constants (T) for the TSA and TSI-l step responses with respect to the v ee inputs , 
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in addit ion to t he t ime constant for t he zone air temperature (T zone) wit h respect to a step 

in T SA are displayed in Table 4 .3. 

T he operating condit ions used for t hese tests corresponded to (compressor RPM, valve 

opening) of (1200 RPM, 10 % open). An individual step change of + 100 RP IVI and a + 1 % 

open were used for t he T calculations for t he compressor and valve opening step responses, 

respectively. To ident ify T between TSA-T zone , all internal loads and ambient condit ions 

were held constant and t he sensible cooling load was varied. By maintaining the building 

heat loads at constant values, t he effect of a variation in the sensible cooling load and thus, a 

variation in TSA , was directly observed for T zone . A step change of -696 vVatts corresponding 

to a TSA step change of -1.35 °C was used for t he sensible cooling load step size. 

I/ O Pair T (seconds) 

RPM-TsA 71 

Valve-TsA 563 

RPIVI-Ts H 278 

Valve-Ts H 73 

TSA-T zone 2553 

Table 4 .3: Openloop T ime constants for various I/ O pairings of VCC-building system 

It is evident t hat t he VCC dynamics are considerably faster than t he zone dynamics which 

motivated using a cascade control structure to regulate T zone. T he cascade cont rol structure 

consisted of an inner loop in which TSA and T SH were regulated using the compressor RP M 

and expansion valve, which was t hen connected to an outer loop , responsible for regulating 

T zone t hrough adjusting t he TSA set point (SP ) being presribed to the inner loop. T he T SA 

SP was updated every 22.5 minutes to ensure that the variation in T SA would be cap t ured 

in the Tzone dynamics. T hrough evaluating t he performance of t he PI and MPC strategies 

in conj unction with various TSA SP updating t imes , t he most effect ive value, in terms of 

at least one of t he control methods being able to provide offset-free T SA SP t racking, was 

determined to be 22 .5 minutes. 
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T he outer loop was controlled with a proportional-integral (PI) controller which used identi-

cal tunillg parameters for cascade configuratiolls consisting of either a lillear ~/IPe strategy 

or a classical PI strategy regulating the inner loop. By using an identical outer loop con­

trol strategy the performance of the inner control strategy with respect to regulating the 

vee could be evaluated without bias from the outer loop control strategy. The tuning 

values used in the outer PI controller were chosen such that the TSA SP values prescribed 

to the inner control strategy ensured that the Zone temperature condi tions satisfied specific 

comfor t standards (a more detailed explaination presented in Section 5.2). 

4.10 Classical Control Design 

The classical control strategy regulated TSA and TSH using individual PI controllers. To 

identify sui table I/ O pairings for the controllers , openloop step tests were performed on the 

standalone vee and a relative gain array (RCA) matrix was constructed as displayed in 

Equation 4.9. The first row corresponds to TSA ~U1d t he first column corresponds to RPM. 

[
0.195 0.805] 

0.805 0.195 
(4 .9) 

From the RCA analysis, it would appear that the best I / O pairings would be RPlVI-TsH 

and Valve Opening- TSA , however it \-vas decided based on common industrial practice of 

regulating TSH with the expansion valve and also due to the openloop T values for TSH 

(Table 4.3) , that RPM-TsA and Valve Opening- TSH would be the I/ O pairings used . It 

was determined that increasing the physical dimensions of the individual compollents of the 

vee caused the magntiude of the system dynamics to vary considerably from the original 

vee model. T his claim is suppor ted through comparing the open-loop gain matrices for 

each of the scaled and original vee model at an arbitrary operating point (1500 RPIvI , 10 

% Open) as displayed in Equation 4.10-4.11. 
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( 4. 10) 

(4. 11) 

The PI controllers were initialized with IiVIC (internal model cont rol) tuning values and fine 

tuned using a manual iterative approach which emphasized minimizing the IAE (integral of 

absolute error) with respect to rejecting disturbances in the return/ambient air conditions. 

The TSA SP value was prescribed by the outer PI controller and the TSH SP was chosen 

at a value of 10 DC . Maintaining T S H at a low value allows the VCC to absorb more heat 

because the length of the superheated region in the evaporator decreases , resul ting in a 

longer two-phase region being able to absorb more heat. Using a T S H SP lower than 10 DC 

caused worse TSA SP t racking due to interaction between the mult iple PI control loops. 

T he PI cascade control structure is displayed in Figure 4. 6. 
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Valve-T SH 
..... ~ Valve 
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Figure 4.6 : PI Cascade Control Structure 
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4.11 Model Predictive Control Design 

T he model predictive control (MP C) cascade control structure is displayed in Figure 4.7. 

T 5A, T 5H 

RPM 

r- Compressor .... ..., Disturbf nces , I 
.~ PI Controller T SA.SP EnergyPlus 

T 5A-T zonc 
MPC - Condenser Evaporator L., 

Model 

I ! 
....... Valve _J 

% Open 

Figure 4.7: MPC Cascade Control Structure 

In developing a model for t he predictive control strategy, emphasis was placed on the 

following factors: 

• Capturing the nonlinearity in the control variables of interest (TSA, TSH) due to: 

VCC dynamics 

Common load disturbances associated with the operat ion of a building 

• Using a model identification procedure applicable to various cooling units, including 

units prior to installation as well as fo r pre-existing cooling units 

Regulating the interfaced system using a lVIPC strategy with the same nonlinear VCC 

model would have accurately predicted the TSA and TSH values as the system dynamics 

would have been captured in the control action calculations resul ting in minimal plant-

model mismatch. However , deviations still would exist if this nonlinear lVIPC strategy was 

used to regulate the exper imental VCC system as the varying ambient condi tiolls would 

Tzone 

I--r-+-



50 

not be captured in the vee model, in addition to plant-model mismatch occurring from 

the nonlinear model being an approximation of the actual dynamics of t he experimental 

system. As the experimental vee system was a scaled version of an industrial vee, the 

magnitude of t he plant-model mismatch would increase considerably between this nonlinear 

model and an actual vee system, reducing the benefi t of using such a detailed dynamic 

model in the MPe calculations. 

Using a model obtained through the linearizat ion of t he nonlinear vee model at a specific 

operating point also has significant drawbacks for the regulation of either an actual vee or 

the nonlinear vee model. Obtaining a linear state space model about a specific operating 

point would only capt ure the local dynamics of t he vee, which includes only a small 

neighborhood of operating condit ions. Operating the actual vee outside this relatively 

small operat ing region would cause the plant-model mismatch to increase considerably as 

supported by the analysis performed in Section 4.7 on the nonlinearity of t he vee. The 

added benefi t of being able to moni tor both output and state variables is no t essential to 

t he regulation of a vee, as the system stability is related directly to TSH and the cooling 

capacity of the vee is related directly to T SA. However , in the case of fault detection , 

it may be advantageous to use a model which predicts both measurable output and state 

variables as it could provide faster detection and corrective action. 

From an industrial perspective, it's important to capture the T SA and TSH dynamics for 

any cooling unit which can incl ude , but is not restricted to , vee systems. As there are 

vari ous types of cooling uni ts in production, in addit ion to unique modificat ions made to pre­

exist ing cooling units, it 's essent ial to use a model structure and ident ification procedure 

which can account for the individuality of t he cooling uni t. T his motivated the use of 

individual autoregressive exogenous (ARX) models to capture the T SA and T S H dynamics. 

T he ident ification procedure used to obtain relevant system data for model formulation 

follows. 
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4 .11.1 Model Identification Procedure 

After interfacing the vee model with the Energyplus building model, it was determined 

that not only did the compressor RPM and valve opening position (VO) significant ly affect 

t he TSA and TS H dynamics, but also the return air temperature (Trct'UTn) and the ambient 

air temperature (Tamb) caused considerable variations in the vee dynamics . T his mo­

t ivated using an ident ificat ion procedure which cap tured variations in not only the vee 
manipulated variables, but also in the air condi tions outside both heat exchangers (TrctuTn 

outside the evaporator, TcLmb outside the condenser) . 

Pseudo random binary sequences (PRBS) were implemented for each of RP lVI, vo, ~'ct'UTn 

and Tamb on the standalone vee in order to capture the individual and combined effect of 

t hese variables on T SA and TSH . The PRBS were designed to cap ture the ent ire operating 

range of the vee in terms of RPM and VO values as well as to capture a com mOll range 

of return and ambient air condit ions experienced on a typical summer day in a building. 

Individual ARX models were fit to the TSA and TSH PRBS responses. T he PRBS variables 

and the T SA and T S J-J actual and ARX model responses are displayed in Figure 4.8 . 
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Figure 4.8: PR.BS data used for ARX NIodel Identification (- - Model response, - Actual 

response) 

T he ARX models are of t he form of Equation 4.12. The AR.X coefficients were obtained 

using the System Identification toolbox which solves a least squares optimization problem as 

described by Equation 4. 13. The number of lags used in each ARX model were determined 

through cOlllparillg the qualitative fi t of each ARX lllodel with the actual output respow;e 

for various lag combiml.tions. T he jag combinations which had the best quali tative fi t for 

each ARX model are located in Table 4.4. 

Yi(k) = a1Y1(k - 1) + ... aNa Y1(k - N a ) + b1Y2(k - 1) + .. . bNb Y2(k - Nb) 

+ C1Ul(k - 1) + ... CNc U1(k - Nc) + d1U2(k - 1) + ... d N,P2 (k - Net) (4. 12) 

+ e1Z1(k - 1) + ... eNeZ1(k - N e ) + hZ2(k - 1) + ... f NJZ2( k - Nj) 

where Y1 corresponds to T SA, Y2 is T S H , U1 is RPlVI , U2 is VO , Zl is T cunb and Z2 is T r et1ll' 11 

N to ta l 

min ~ Y actual i - Y.,nodel i 
al ... f

Nf 
6 ' , 
2= 1 

( 4.13) 
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where Ntotal represents the number of data points used in the regression. 

ARX Model N ct Nb Nc Net Ne Nj 

TSA 1 1 1 1 1 1 

TSH 2 2 2 2 2 2 

Table 4.4: Lags of ARX models 

4.11.2 Optimization Problem Formulation 

In this formulation the prediction and control horizons were equivalent and denoted as Nc 

in t he below MPC formulation. 

No 

. '""' ( ' SP*)T Q ( ' Sh) ( ' 3 5)TQ ( ' 3 "') TR ~1ll L Y2,i - Y2 ' 2 Y2,i - Y2 + Yl ,i - . 1 Yl,i - .u + Ul lUI + 
, i= l (4 .14) 

t.uiRd2t.U2 + t.ufRd1t.Ul 

subj ect to: 

SP. SP Q Y2 = Y2 - a2 + />2, 

a ' = Yj (O) - Yj (O) \;/ J' = 1 2 
J r . ' , 

J 

(3 
- t.t(y~P - Y2(0)) (3 

2 - 1\.2 + 2 , 

{ 

6.t (3 .5 - Yt (0» + (3 
(3 - A 1 , / 01/} l ,low 

I ,low -
o 

(3 Al , llJ1 1,1/P 

{ 

6.t (20 - Yt (0» + (3 

l ,ttJJ = 0 

: Yl(O ) < 3.5 

: Yl (0) 2 3.5 , 

: Yl(O) > 20 

: Yl (0) ::; 20 

(4. 15 ) 

(4. 16) 

( 4.17) 

(4. 18) 

(4 .19) 

(4 .20) 

(4 .21) 

(4 .22) 

(4 .23) 

(4.24) 
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Important control objectives which must be considered when regulating a vee include: 

• Providing effective T SA tracking 

• lVlaintaining TSH at a minimal value 

• Operating the vee using minimal RP lVI 

The air temperature of the environment being cooled will evolve based on a variety of factors 

related to the cooling unit. These include the quantity of air conditioned in a single pass 

through the vee, t he vee cooling capacity and the ability of the vee to provide effective 

TSA SP tracking. The former two factors are physical characteristics of t he vee, however 

t he latter factor is dependent 0 11 t he vee control structure. By providing effective TSA 

SP tracking this allows the environment air temperature to reach it 's desired setting in the 

least amount of time. 

TSA SP tracking was incorporated in the optimization formulation by penalizing the devi­

ation of the predicted TSA from its SP value over the prediction horizon using a quadratic 

term in the objective funct ion (Equation 4.14). The T S H values over the prediction horizon 

were kept at low values by bounding each TSH value in the prediction horizon between 3.5°e 

and 200 e (Equation 4.16). To fur ther ensure the prescribed control action corresponded 

to a low TSH value, a quadratic term which penalized the deviation of TSH from it 's lower 

bound was added to the objective function. As mentioned earlier , operating the vee at 

low TSH values allows for more heat absorption , resul ting in the vee being more energy 

efficient . 

Operating the vee with minimal RPM, reduces the power consumed by the vee, saving 

the user money and reducing t he vee ecological footprint. To minimize the RPlVI , the 

objective function was penalized using a quadratic term which penalized the absolute value 

of RPlVI (Equation 4.14). T he experimental vee system used in constructing the vee 

model \-vas only valid for a specific range of RP1'vI and VO operating conditions . To ensure 

the RPlVI and VO values over t he control horizon were within t he valid operating range, the 
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RPM and VO values were bounded between the upper and lower values of t he experimental 

operating range (Equation 4. 17). To reduce wear on the mechanical components in the 

compressor and wllve the difference between successive control action moves was constrained 

between an upper and lower bound (Equation 4. 18). 

To account for plant-model mismatch an error term ((Xi ) was subtracted from the T S A SP 

and from the lower and upper TSH bounds. The error term was defined as the difference 

between the predicted output value from the previous control calculation and the current 

observed output value (Equation 4.2l). Subtracting C~i shifts the TSA SP and T S H bounds, 

used in the optimization problem, in a manner in which the prescribed control action causes 

the actual T SA to move closer to T SA SP. Shifting the SP and bounds in the controller only 

by the (Y.i values does not guarantee that t he prescrib ed control actioll will acheivc oft'set­

free tracking as the TSA SP inside the controller on ly incorporates the difference between 

the predicted and observed TSA values without correcting for t he difference between T SA 

and its respective SP. The (Xi was not added to the prediction values because for prediction 

horizons greater t han one t ime step in length, the error between t he actual and predicted 

values will vary from the (Xi value due to accumulation of t his (Xi t erm in the ARX model. 

This accumulation effect is caused by t he dependence of the current ARX model output on 

the previous predicted output values. 

To account for t he actual TSA SP deviation a (3i term was added to the TSA SP used 

in the optimization problem. This (3i terlll is defined as the SUIll of the TSA SP error , 

resulting in TSA SP in the controller to continually adjust until the actual T SA reaches its 

SP. As the actual TSA approaches its desired SP, the change between successive (3i terms 

will decrease, operating in a similar manner as the integral mode of a PI controller when 

the CV approaches its SP. 

During cer tain intervals of the test period , t he plant-model mismatch was larger due to 

sudden changes in the intel'l1al gains and/ or ambient conditions (ie. transitioning between 

intervals of schedules or slow changes in the air temperature). During these intervals the 

prescrib ed valve and RP lVi movement oscillated between the upper and lower 6. u bounds 
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to account for the oscillating nature of the plant-model mismatch. By adding quadratic 

6u terms in the objective function , which penalized excessive valve and RPM movellleut, 

it was observed that the oscillations during the intervals of large-plant model mismatch 

reduced , in addition to smoothing out the valve and RPlVI movement over the entire test 

period (Equation 4.14). 

The specific values for t he constraints and tuning parameters in the MP C formulation are 

located in Table 4.5. 

ParalllCt crs jV l: Q 2 Q I R I R d2 R d l A2 A,l ,low A1 ,up r 2 r1 ,low rl. llp ll min U lllilX ~Ull1ill 

Va lue " 2000 0.1 2 10 0.002 1 100 70 400 5 50 10 [678.8 G] [1700 15] [-200 - 1] "i""7iJW 

Table 4.5: MPC Parameter values 

4.11.3 Achieving Offset-free Tracking 

To better understand the effect of each correcting factor used in adjusting t he SP and bounds 

of t he optimization problem, closed-loop simulations were completed with and without the 

aforementioned correcting factors active and the TSA responses were compared. 

Initially, a MPC design without any correcting factors was used to regulate the stand-alone 

VCC. There was considerable offset observed between the actnal T S A and its SP caused by 

the plant-model mismatch due to the discrepancy between the ARX model and the actual 

nonlinear VCC model. T he next step was to account for the plant-model mismatch using 

the O'i term which acted as a dynamic correcting factor t hat would capture the variation 

between plant and model as the operating condi tions changed. The final adjustment to 

the lVIPC design was adding the f3i term to TSA SP to incorporate corrective action in the 

optimization problem corresponding to the actual TSA SP error. 

The T S A responses for each MPC design are displayed in Figure 4.9 . It is to be noted 

that the TSA response corresponding to the MPC design using only the (ti correcting term 

corresponded to the same MP C tuning parameters as located in Table 4.5 , except the r 2 

value was set to 1 to provide a more aggressive adjusting factor. 

....J. UttlilX 

[200 1] 
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Chapter 5 

Results 

This chapter begins with describing the test condit ions and closed-loop results of t he stand­

alone VCC followed by a full description of t he same aspects of t he interfaced VCe. This 

includes details wth regards to the ambient air conditions, closed-loop performance criteria 

and the closed-loop trajectories of each control strategy. 

5.1 Stand-alone vee 

The stand-alone VCC inlet air condit ions were chosen to correspond to arbitrary summer 

conditions and were maintained at the constant values summarized in Table 5.1 for the entire 

test period. The air condit ions over t he evaporator were selected such that condensation 

would occur during the test period. 

Air Parameter Value 

Tamb (0C) 28 

TretUTll (OC) 26 

RH (%) 0.87 

Table 5.1: Stand-alone VCC Air Condit ions 
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The closed-loop performance for each control strategy was evaluated using measures to 

quantify the TSA SP tracking performance for a SP trajectory spanning a time period of 

1090 minutes (18 hours and 10 minutes) . These measures included a nonstandard TSA 

integral of absolute error (IAE) measure as defined by Equation 5.1 and a measure which 

summed the individual TSA settling times (within ± 2.5 % of steady-state) for the different 

SP changes in the SP trajectory. The PI control strategy used a TSH SP of 10 °e with the 

varying TSA SP trajectory. 

I AE = 6.t I: [TSASP(i) - TSA(i) ]2 
. Ts /\SP(i) 
1.=1 

(5.1) 

where 6. t is the t ime step used in the integration of the interfaced system (60 seconds). 

Also of importance when evaluating the closed-loop performance is the energy effi ciency of 

the vee. A large portion of the energy consumed by the vee can be contributed to the 

energy used through operating the compressor. This motivated using the summation of the 

instantaneous compressor power (Winstant) over the test period,as given in Equatiolls 5.2 -

5.3 , as an approximation for the vee energy demand . 

1090 

Total Pow er = 6.t L Win stant ,i. 

i = l 

(5 .2) 

(5 .3) 

F igure 5.1 displays the closed-loop vee input / output variable responses for both the PI 

and MPe strategies and Table 5.2 contains the values of the performance measures. 
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Figure 5. 1: Closed-loop I/ O variable responses for stand-alone VCC (-- SP, - Actual 

response) 

Control Structure PI (TsH SP = 10 °C) lVIPC 

TSA IAE ( s·°C) 35.32 7.64 

TSA Cumulat ive Settling T ime (seconds) 61 20 (1800 1800900 1620) 2880 (420 480 1140 840) 

Cumulative Power (kJ) 10017 9222 

Table 5.2: Stand-alone VCC Closed-loop Performance Measures 

As evident from the closed-loop responses, the :\I[PC strategy was able t o provide offset-free 

tracking for various TSA SP changes with faster settling times for each feasible SP value 

relative to t he PI strategy. Due to the benefit of t he predicitve controller in prescribing 

control moves corresponding to maintaining TSH within a range of values , rather t han a 

specific SP, the MPC strategy was able to provide more accurate t racking than the PI 
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strategy. T his was evident for the infeasible T SA SP as the MP C prescribed control act ion 

corresponded to TSH being ma.intained at it's upper bound , which allowed t he difterellce 

between the infeasible T SA SP and the actual TSA to be as small as possible. For the same 

TSA SP, the P I control strategy required TSH to be maintained at 10 °C which caused the 

TSA SP error to be larger. The MP C strategy was able to use approximately 8 % less power 

over the test period due to the predictive controller being able to take advantage of the 

multi-variable nature of the VCC . This allowed t he prescribed control moves to emphasize 

operating the VCC at high valve opening values instead of high RPNI values for the various 

feasible SP values. 

A fur ther investigation into using the upper bound value from the NIPC strategy (20 °C) for 

the TS H SP in the PI control strategy was completed and the closed-loop VCC input / output 

variable responses are displayed in Figure 5.2 and Table 5. 3 contains the values of the 

performance measures. 
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Control Structure PI (TsH SP = 10 DC) PI(TsH SP = 20 DC) 

TSA IAE ( S·DC) 35.32 10.40 

TSA Cumulative Settling Time (seconds) 6120 (1800 1800 900 1620) 5520 (1140 1500 900 1980 

Cumulative Power (kJ ) 10017 11915 

Table 5.3: Stand-alone VCC PI Performance Measures 

By maintaining TSH at 20 DC, the PI control strategy was able to provide similar tracking 

abili ty as t he MPC strategy for the infeasible TSA SP value as evident by the lower TSA 

IAE value. However , maintaining TSH at a higher value , requires the valve opening to be 

operated at a lower nominal value , resulting in higher RPM values being prescribed by the 

TSA -RPM controller to ensure TSA tracked the various feasible SP values. This increase 

in compressor RPNI is captured in the larger cumulative povver value for the PI control 

strategy using a TSH SP of 20 DC. 

5.2 Interfaced vee System 

The interfaced system weather conditions corresponded to a common July day at t he O'Hare 

Airport in Chicago with building internal gains common to a typical week day between 8:00 

and 18:00 . The internal gains capture heat variations caused by a variety of realistic heat 

loads such as the movement of people, lighting schedules and solar radiation . As the air 

in zone 2 is exposed to these internal gains, varying amounts of heat transfer occur as the 

R,mount of heR,t R,ssociated with the internal gains vary. This CR,uses fluctuations in the 

temperature and humidity of the air in zone 2 and act as disturbances for the return air 

being supplied to the primary uni t. 

Figure 5.3 displays Ta mb and the relative humidity (RH) of the ambient air and Figure 5.4 

displays the variation in the internal gains for the test period. 



-u 30 0 

~ 25' 
:0 

f-~ 2% 10 12 14 16 18 
Time (hours) 

100 -~ 
~ 80 
I 

60 0:: 
J --

8 10 12 14 16 18 
Time (hours) 

Figure 5,3: Interfaced System Ambient Air Condit ions 

500 -----, 
~ 
--;; 4001 

c 
ro 
~300 
ro 
c 
ill 2001 

....... 
c 

I 

10% 10 12 14 16 18 
Time (hours) 

Figure 5.4: Interfaced System Internal Gain Condi t ions 

63 

Each control strategy was evaluated based on their ability to reject disturbances in Tamb and 

T r'ettl l'n while maintaining the T zone within acceptable comfort standards, According to the 

American Society of Heating, Refrigeration and Air-Conditioning Engineers (ASHRAE) , an 

acceptible air temperature in terms of comfor t , is between 22 and 24 °C which motivated 

the use of a Tzon e SP of 24 °C, Another important ASHRAE comfort standard is t hat Tzon e 

should not vary outside a ± 0,5 °C band of Tzon e SP for longer than 15 minutes or t he 

human body will detect this temperature variation, 

By ensuring Tzon e satisfie:d the: ASHR AE stamla.rds th is re:sul tcd ill a meaningful TSA SP 
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being presribed to the inner loop VCC controller. The performance of t he inner loop 

controller in terms of TSA SP tracking was quantified USillg the same IAE terIll as clefill ecl 

in Equation 5.1 and the VCC energy demand was approximated using t he aforementioned 

compressor power equations (Equations 5.2 - 5.3) over the test period (600 minutes, 10 

hours) . 

Figure 5.5 displays the closed-loop VCC input/output variable responses for both the PI and 

MPC strategies. The MPC was able to lower T S H closer to 0 DC due to the TSH constraints 

contained in the optimization formulation. By maintaining TSJ-I at a lower value, better 

T SA SP tracking was obtained using less pm·ver (lower RP lVI). From the open loop step 

tests performed in Section 4.7 , insight can be gained into understanding the control action 

prescribed by the model predictive controller. 

Lower T S H values correspond to operating at a higher VO or operating at lower compressor 

RPM. Lower TSA values correspond to higher VO or operating at higher compressor RP lVI. 

Due to penalizing the absolute value of t he compressor RPM and the absolute value of 

TSH in the objective function , t he prescribed MPC action emphasizes operating at minimal 

RPM values and large VO values to maintain the T S H close to it 's lower bound value of 3.5 

DC. 
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Figure 5.5: Closed-loop VCC I/ O variable responses for Interfaced system ( - - SP, - Actual 

response) 

The MPC strategy was able to provide offset-free tracking for the majority of t he TSA 

SP values prescribed by the outer PI cont roller where as t he classical control strategy was 

only able to bring TSA within a neighborhood of the SP value, resulting in the classical 

control strategy being unable to provide offset-free tracking for t he majori ty of its TSA SP 

values . Figure 5.6 displays a zoomed view of the TSA t rajectories of F igure 5.5 , which along 

wit.h t he va.Jnc of t.11C IAE measnrc prcscll tccl ill Table S.4 snpp ort. t he offset-free t.r ackillg 

claim for t he proposed lVIPC design. A small energy savings was obtained with the t\/IPC 

strategy with respect to operating the compressor , however if the energy effi ciency of the 

entire VCC is taken into consideration , the MPC strategy is able to operate the VCC much 

more effectively than the classical control strategy. This is evident frol11 the closed- loop 

TS H trajectories where the MPC strategy is able to maintain TSH at it 's lower bound for 

t he majori ty of t he tes t period whereas the classical control strategy maintains T S H at it 's 
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predefined SP for t he majority of the test period. Further investigation into using a lower 

TS H SP value in the classical control strategy was attempted , however T S H SP less t han 10 

°C caused the superheat region in the evaporator to go to zero , causing a termination fl ag 

in the simulation. 

PI (T SH SP = 10°C) MPC 
26 26 

25 -~ 25 
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24 
, 24 --
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Figure 5.6: Closed-loop VCC T SA responses for Interfaced system (- - SP, 

sponse) 

Actual re-

T he corresponding Tzone responses for each control strategy are located in Figure 5.7. T he 

IVIP C strategy was able to maintian Tzone vvithin ASHRAE standards for t he entire test 

period whereas the PI strategy was not able to maintain Tzone within the ASHRAE stan­

dards. T he Tzone violations of t he upper bound value using the model predictive control 

strategy were less t han 15 minutes , resul ting in the ASHRAE standards still being sat isified . 

Approximately the last 40 minutes of the test period corresponded to Tzone violating the 

ASHRAE standards when the VCC was being regulated using the PI control strategy. 
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Figure 5. 7: Closed-loop VCC Tzone response for each control strategy 

The performance measure values for the P I and the MPC strategies are located in Table 

5.4, where it was observed that a significant improvement was achieved by regulat ing the 

vee using the MP C strategy in terms of TSA SP tracking as well as reducing the energy 

demand of t he VCC. 

Control Structure PI (TsH SP = 10 0c) MP C 

Cumulative Power (kJ ) 5763 5648 

TSA IAE ( s ·oC) 3315 958 

Table 5.4: Closed-loop Performance Nleasures 



Chapter 6 

Conclusions and Recommendations 

6.1 Conclusions 

In this work, control strategies were implemented on a detailed vee model which con­

tained realistic return and ambient air conditions provided through the interfacing of the 

vee model with an Energy Plus building model. This provided a detailed model for the 

zone air temperature dynamics, which incorporated a variety of realistic zone disturbances , 

specifically considering the effect of the conditioned air from an actual cooling unit in ad­

dition to common weather and internal load variations. 

A cascade control structure was used to regulate the zone air conditions in the building 

model. T he cascade structure was designed such that the outer loop regulated the zone 

air temperature through adj usting the set point of t he vee supply air temperature using 

a PI controller. The inner loop regulated the vee supply air and superheat tempera­

tures through adj ustments to the compressor RPM and valve opening using a linear model 

predicti ve controller. 

An ARX-based linear model predictive controller with disturbance rejection ability was 

used to regulate the vee and it was determined that the predictive controller used less 

energy (reduction by 2.0 %) to provide better supply air tracking (a 7l.1 % reduction 
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compared to PI). This was achieved through the incorporation of the multi-variable nature 

of t he problem into the linear models and through the constraint handling abili t ies of IVIPC. 

By implementing superheat constraints, the NIPC strategy was able to operate with the 

superheat closer to zero , result ing in better energy effi ciency. 

This work establishes the possibility of acheiving better energy effici ency by using MPC 

strategies for the control of energy systems. 

6.2 Recommendations for Future Work 

Further avenues to explore include forming a linear model based on clustering the operat­

ing points using a fuzzy c-means method to attempt to account for t he varying dynamics 

betwcCll local opcratillg rcgiow; in thc VCe. Through a, !:>iIllilar opcllloop idcntifica,tioll pro­

cedure as used in this work, local linear models will be obtained for the interfaced system, 

which will more accurately model the local dynamics of the current operating conditions. 

The local linear models will be identified offline allowing for less computationally intensive 

calculations in the online MPC control action. As the current operating conditions change, 

this proposed linear- NIPC design will adjust the linear model used in the MPC calculation 

by calculating the position of the current operating point relative to the operating regions 

u!:>ed in the offiille fOl'lnula,t ioll of the va,rious local lillea,r lllodel::;. If the CUlTent operating 

point falls into mul tiple operating regions, a weighted linear model will be formed based on 

the proximity of the current operating point to each of the overlapping operating regions of 

the different linear models. By forming a weighted linear model this eliminates any poten­

t ial discontinui ties which could arise from jumping between models during the prediciton 

stage in the model predictive controller. 

Possible improvements to the current control structure could include modifying the outer 

loop control strategy to more accurately capture the effect of the supply ai r temperature on 

the zone air temperature which would allow for more relevant supply air set point values to 

be prescribed to the inner model predictive controller. Instead of using a PI controller , a 
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separate model predictive controller could be designed based on identifying an ARX model 

for the zone air temperature which accounts for variations in the supply air temperature, the 

internal gains and the ambient air temperature. By identifying the individual and combined 

effect of variations in t hese three factors (supply air temperature, internal gains, ambient 

air temperature) which cause the largest variation in the zone air conditions , the zone air 

dynamics cOlllel more accurately be identified and thlls , reglllated. 

The regulation of t he vee could also be improved through introducing more variables 

for adjustment into the vee model. This includes using a non-constant model for the 

air mass flow rate used for the air flmving over each heat exchanger, which incorporates 

the effect of adjusting the fan power on the air mass flow rate. By having a variable­

speed fan model the energy consumed by the vee would more accurately be represented. 

Incorporating a variable-speed fan into the vee model would more accurately represents a 

large-scale cooling unit due to the fact that usually the non-conditioned (ie . return air) and 

conditioned air flow rates are regulated through duct \-vork. Investigating the regulation of 

a primary unit , such as a chiller network, which directly cools a non-air medium (ie. water) 

would also be relevant to large-scale cooling units. 
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Appendix 

A Conversion of PDEs to ODEs 

The fundamental conservation PDEs used to describe the energy and mass balances of each 

heat exchanger (Equations 3.9-3.11) were conver ted to ODEs and then subsequent ly to the 

matrix form of Equation 3.1 2, by integration using the Leibniz 's rule (Equation 6.1). 

j

'Z2(t) of(z, t) d = i [j'Z2( t ) f( ) l ] _ f( () ) cl(Z2(t)) f( () ) d( Z1(t)) 
!:l Z d z, tG Z Z2 t , t cl + zl t , t 

. Z! (t) ut t . z J(t) t dt 
(6. 1 ) 

A detailed step by step procedure used to convert the mass , wall-refrigerant energy and air­

wall energy PDEs to their respective ODEs is presented below in Equations ??-?? Tote 

Z1 is the horizontal position in the evaporator where the two-phase region contacts the 

superheat region . 

Evaporator Two-Phase Mass Balance PDE conversion to ODE 

o(pAcs) + orh = 0 
ot OZ 

(6.2 ) 

r,e cs clz + _ dz = 0 l
Le

, ! o(p lA) l Le
,! om 

a ot a OZ 
(6 .3) 
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d . 
- [p 1A L 1] - pAL 1 - Tn . - m . t 1 (65) dt T,e e,cs e, T,g e,cs e, - ",e,Ul ",e,tn . 

P,.,d = i Pr,g + (1 - i )Pr,l (6.6) 

A L [
dPr,l (1 -) clp,.,v - ] p' [- (1 -) ] A L' A L' . . e,cs e, l dP

e 
- "( + dP

e 
"( e + "( Pr,g + - "( Pr,l e,cs e,l - P" ,g e,cs e,l = Tn.r ,c,in - Tn" ,e,intl 

(6.7) 

(6.8) 

Evaporator Two-Phase Refrigerant Energy Balance PDE converSIOn to 

ODE 

(6.9) 

1
LO

,1 8(Pr,elAe,cs h,.,e1 - Ae,cs Pe) l + 1Le. ,1 8 (mh) cl _1[,e.·1 . ,. (T. . - T. .) l 
~ [, z ~ z - P. e a, c c 10 1 c rl G Z o ut 0 u Z 0 '" , 

( 6.10) 
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- (Pr e1 A e cs hr e l - A e cs Pe)L e 1 + rnr e intl hr v - mr e inhr e i n I I I , I , 1 1 ) ) 1 1 

= L e IPi erl'i e(Te w I - Te 1'1 ) 
1 1 1 1 1 

(6. 11) 

Ai,e = L e,Total Pi,e (6 .12) 

( 6. 13) 

(6.14) 

Pr,eI h r,e1 = ;:y {Jr ,g h ,·,v + (1 - ;:y) Pr,l h r,l (6 .15) 

(6. 16) 
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Evaporator Two-Phase Wall Energy Balance ODE conversion 

(6 .17) 

(6 .18) 

(6.19) 

(6.20) 

For brevity, this detailed procedure was only presented for the PDEs describing the two-

phase region in the Evaporator. This same procedure was used to form the fund amental 

cOll!:>crvatioll ODEs for cach fluid rcgioll ill thc difrcrcllt hcat exchallgcrs. The cOll!:>crv<.ttioll 

ODEs corresponding to the evaporator and condenser are presented in Equations 6.21-6.26 

and Equations 6.27 -6.35 , respect ively. [Rasmussen [2005]]. 

Evaporator Conservation of Refrigerant Mass (Two-Phase and Superheat 

R egions) 

[
clpr,l _ clpr,v _]. _'.. 
-lP (1 - "() + -lP "( A e cs L e IPe + (p,., - Pr.v)( l - "( )Ae.cs L e 1 = 771,1' e in - 771,1' e intl 
G e G e " " , 1' , , , 

(6.21) 

[ 
[) PI' e21 1 [) PI' e21 clh,. v 1 . 1 [) PI' e2 1 ' . 
l:lp' + -2~} ' -lP' A e,csL c,2Pc + -2~} ' A e,cs L c,2 hr,c,ollt + (fh·,v - (Jr ,c2)Ae,cs Le.l 
u e 11 .. ,02 U 1 r ,e2 Po G e U 1r ,e2 Po 

= mr,e,intl - ri7 r,e.olll 
(6 .22) 
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Evaporator Conservation of R efrigerant Energy (Two-Phase and Super­

heat Regions) 

[
d(PT,lhT,t) _ cl (PT,V hT,V ) - ] . _ . 

clP
e 

(1 - , ) + clP
e 

' - 1 A e,cs Le, IPe + (PT,lhT,I - Pr,vhr,v )( l - , )Ae,cs Le,1 

= inT e inhT e in - TnT e intl hr v + ai e IAi e Le,1 (Te wI - Te rl) 
) ) I , I I ) I 1 ) L e ,Total I I 

(6.23) 

[(
opr,e2 1 ~OPT,e2 1 clhr'V)h ~clhT,V . . _ j A . 
oF. + 2 Of IF. T,e2 + 2 IF. (ir,e2 1 e,cs L e,2Pe+ 

e h ,.,e2 Lr ,e2 Fe G e G e 

(6. 24) 

= Tn,. e intl hT V - TnT e outhT out + ai e 2Ai e L L
e
,2 (Te w2 - Te 1'2) 

I , 1 I I I ' " e,Total ' , 

Evaporator Conservation of Wall Energy (Two-Phase and Superheat Re­

gions) 

(Cp p1/)wTe w I = a o eAo e(TCL e (LUg - Te w I) - ai e IAi e(Te wI - Te 1'1) 
, I I , I I 11 I I I 

(6. 25) 

(6.26) 

Condenser Conservation of Refrigerant Mass (Superheat , Two-Phase and 

Subcool Regions) 

(6.27) 
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= mr,c,intl - Th r,c,int2 

1 8 pr,c3 1 . . . 

+ -2 -81 Ac,cs Lc,3 hc,Ollt = m r,c,int2 - mr,c,out 
1r,c3 P" 

(6 .29) 

Condenser Conservation of Refrigerant Energy (Superheat , Two-Phase 

and Subcool Regions) 

[ ( 
8P" ,c1 I ~ 8pr,c1 I dhr,v ) l ~ dh,· ,v _ 1 A . 
8F. + 281 IF ~r,c1 + 2 IF. Pr,c1 1 c,cs Lc,lPc 

c h r. d 1r ,d Pc G c G c 

[
8 Pr,cl I 11 . . + -81 hr cl + nr c1 - Ac csLc 1h,. c in + (p,. c1 hr c1 - P,. vhr v)Ac cs Lc 1 t I r I 2 I , " " ) J , , 

r ,cl P" 

(6.30) 

L 
= m,. c inhr c in - mr c intlh,. v + (Xi c lAi c L c,l (Tc 101 - Tc 1'1) 

I " " , , , " " c,1'otai ' , 

(Pr ,vhr,v - Pr,lhr,/)Ac,csL c, l + (p,. ,vhr,v - Pr,lhr,/)'yAc,cs Lc,2+ 

[
d(Pr,lhr,/) (1 _ -) + d(Pr,vhr,v ) - _ 1] ALP. 

dP
c 

'Y dP
c 

'Y c,cs c,2 c (6 .31) 

. 1- . I- A L c,2 (rr rr) = rnr c i ntl ~r v - mr c int2 ~,. / + (Xi c 2 i c .L c 102 - .L c 1'2 
,, ' 1 , , 1 , I 1 L c,'l'otal ' 1 
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Condenser Conservation of Wall Energy (Superheat , Two-Phase and Sub­

cool Regions) 

(6.33) 

(mCp)wTe 'w2 = 0:0 eAo e(Ta e (wy - T e w2) - O:i e 2A i e (Te 1O? - T e 1'2) , "" , '' ', , ,w , 
(6.34) 

(6 .35) 

Once all the ODEs were formed for each heat exchanger , there are more equations that 

state variables (For the evaporator , 6 equat ions, 5 state variables; For the condenser , 9 

equations, 7 state variables) . This allows the conservation equations to be combined for each 

heat exchanger, to eliminate mr,e,intl in the case of the evaporator conservation equations 

alld Tnr ,e,int I and 171. r,e,int2 for the condenser conservation equations. The terms of these new 

equations correspond to the elements of the Z(x,u) and f(x,u) matrices for the evaporator and 

condenser. T hese matrices are presented in Equations 6.36-6 .37 with the matrix elemellts 

described in Tables 6.1 - 6.4. [Rasmussen [2005]]. 

Ze l ,l ze l ,2 0 0 0 Le ,l f e l 

ze2, 1 ze2,2 ze2,3 0 0 P c f C2 

ZC3, 1 ZC3, 2 ZC3,3 0 0 hr,c,out f "3 (6 .36) 

0 0 0 ze'I,4 0 T e,w I fc~ 

ZC5,1 0 0 0 ze5,5 T c,w2 f en 
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ZC l ,1 PT,I (hr ,1 - hT,v ) (l-"i) A"r. .. 

ZC l ,2 r 
d(f! ,·, lh ,·, l ) _ df! l',l l ,) (1 - - ) + ( d(Pl',v h,.,v) _ dpl',v h I) C) - 11 A L 

dPe dPe br,v 'Y dPe dPc " ,v 'Y c,cs c ,l 

ZC2 ,1 PT c2 (hI' V -h,. c2) A c cs I I 1 , 

ZC2,2 ( O(l,., e2 1 + 1 O(l" e2 1 dhl"u ) (hI' c2 - hI' v ) + (I ',e2 dh l', u - 1 A c,cs L c,2 OPe 2 0h", e2 dPe ' , 2 dPe 
h",e2 Pc 

1 OP" e2 1 (I I ) P",e2 A e,cs L c ,2 Ze2 ,3 2 Oh",e2 b,.,c2 - b,.,V + -2-
Pc 

Ze3, ) [(P1',V - Pr,c2 ) + (PT ,I - p,. ,v ) (Vy)] A e ,cs 

ZC3 ,2 
( o p, .e21 + 1 OPl', e2 1 clh,.,u ) L + (d(l l' ,l (1 _ ;:;-) + dp ,·,v - ) L A c ,cs o Pe 20h ,·.e2 dPe e,2 dPe f dPe 'Y e, l 

h, e2 . Pc 

ZC3,3 
1 EJP,,2 1 A L 
2 Oh",e2 e ,cs e,2 

Pe 

Ze4,4 ( C ppV)w 

ZC5, 1 (CppV) w ( Te,wl~,~C'W2 ) 

ZC5,5 (CppV) w 

Table 6.1: Evaporator Z(x,u) Elements 

I e ) 771T e in (h r ein - hr v ) + aie l A ic ~(Tewl - T e d) 
1 1 , 1 , 1 1 1 Je l 'oin i ' , 

I C2 rhr ,c,o'Ut (h h ) + a A ~ T,V - ",C,out 'l.. ,e, 2 l,e L Ttl e . 0 a 
(Tc,w2 - T e,T2) 

I C3 rhr,c,in - m ,.,C,01It 

I "" a o,e A o,c (Ta ,e,avg - T e,w d - a i,e, l A i ,c (Tc,w 1 - T C,Td 

I e5 (\' A (T. - T. 2 ) - (\' 2 A (T. 2 - T. 2 ) o,e o,e CL ,C,CLVg C,'W 't,C , 'l.,C e ,w e, l' 

Table 6.2: Evaporator f(x ,u) Elements 

ZC J.l a ZC ],3 a a a a L c,l I c) 

ZC2, 1 ZC2,2 ZC2 ,3 ZC2,4 a a a L c,2 I C2 

ZC3, 1 ZC3, 2 ZC3,3 ZCJ,4 a a a P c I C3 

Zq. l ZC4 .2 ZC4 ,3 Zq,4 a a a h c,01lt I q (6.37) 

ZC5, \ a 0 0 ZC5,5 0 0 T c,w 1 f C5 

a 0 a a a ZCG,G a T c,w2 I CG 

Zq, l Zq .2 a a a a ZC7 .7 T c,w3 f Cf 
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ZCj, l Pr,cl ( hI' cl - hI' v ) A c cs , , , 

ZCj,3 
( ap",c l I + .! ap"c l I dh,.,v ) (I - 1 ) + .! elh"u - 1 A c,cs Lc,l aPe 2 ah,.,cl elPc 7. j ',c1 7.1' ,V 2 elPe PI',c1 

h ,.,cl Pc 

ZC2,l (Pr ,c1 hr,v - Pr,c3 hr,l) A c,cs 

ZC2,2 [ (Pr ,v hl',v - Pr,l hr,t) i + (Pr,l - Pr,c3 ) hr,tJ Ac,cs 

ZC2,3 ( 8p,,", I + 1 OP"d I dh'", ) I L A + (ai"""h",) (1 -) + dip" ,h",), - 1 ) L c,2 A c,( aPe 2 ah,. cl elPc 7. r,v c,l c,cs dPc "( dPc I 
h"',!:l , - Pc -

+ (8P'" , I + 1 ap"", I dh",, ) h L A aPe 2 ah, .. e3 dPe r) c,3 c,cs 
h ,·,e3 . Pc 

ZC2" i 
1 

a
p

"
e3

1 L A I "2 ~ c 3 ccs 7.1'1 Lr c3 )}) 
, . Pc 

ZC3,l PI',c3 (hI' I - hI" c3) A c cs , , , 

Zq,2 Pr,c3 (hrl - hI' c3) Ac cs , , , 

ZC3,3 ( a P1,e3
1 + .! a

p
" e3

1 dh"'l ) (h _ h ) + .! elh"l • - 1 A c,cs L c,3 aPe 2 ah,.,c3 elPc 1',c3 1",1 2 elPe Pr,c3 
h" ,e3 Pc 

ZC3 ,4 1 a
p

",e3
1 (h f) + 1 L c,3 A c,cs "2 ah",e3 l",c3 - Lr,l "2 Pr,c3 
Pc 

ZC4, l (Pr ,c1 - Pr,c3) A c,cs 

Zq,2 [ (Pr,v - Pr,t) i + (Pr ,l - Pr,c3 ) J A c,cs 

ZC4 ,3 ("p,,", I + 1 ap" d I dh" ,) L" Aw + C""" (1 - ,) + dp", -,) L c,2 A c,cs aPe 2 ah,. cl elPc " elPe Y Pe ' . h,. cl ,. Pc .. 

, + (dP"" I + 1 8p",0 I dh. ,' ) Lc3 Ace, 
aPe 2 ah,·,e3 dPc ' , 

h" ,e3 Pc 

ZC4,4 
1 ap",c3 A L 
"2 ah".e3 c,cs c,3 

Z C5, l (rnCp)w Tc ,wl-Tc,w2 

L e,l 

ze5,5 (rnCp)w 

z CQ ,Q (mCp)w 

ZC7, 1 (mCp) w Tc ,w2-Tc,w3 

L e,3 

Zq,2 (mCp)w Te,w2-T c,w3 
L e,3 

ZC7 ,7 (mCp)w 

Table 6.3: Condenser Z(x, u) Elements 
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f CJ rnr,c ,in (h . - h ) + a ' 1 A- ~(T. 1 T. d l' ,C ,'ln 1' ,1) 1, /~, 'l ,e L c ,Total C,W - C,T 

f C2 mr c in h1' v - mr c out h1- / + ai c 2 Ai c L Lc ,2 (Tc w2 - Tc 1'2) 
I , 1 , ) 1 I , I c ,'1'ota l ' J 

f C3 rnrcout (hrl - hcol!t) + aic3 Aic L Lc
,3 (Tcw3 - TC1'3) 

I 1 I 1 I , , c T otal ' , 

f C4 rnr,c,in - rn,.,C,Ol!t 

fC5 ex A (T. - T. d - ex 1 A- (T. 1 - T. d o,e DIG a ,C,Ctvg C,1U t,C, 'l,e C,W C,T 

f cu a A (T. - T. 2) - ex 2 A- (T. 2 - T. 2) Ole o,e o"c,avg e,tU 'l ,e , t ,C C, lU C,7' 

f C7 a A (T. - T. 3) - a 3 A- (T. 3 - T. '3) o,e D,e Cl ,c,avg e,1U t,C, t ,C C,W e,7 

Table 6.4: Condenser f(x,u) Elements 

Note: All t hese equations were obtained from Rasmussen [2005]. 

B Openloop Step Responses at different Operating Points 

In F igure 6.1(a) and 6.1(b), T SA responses corresponding to a lower final steady state value 

correspond to a higher nominal valve opening value and a higher nominal RPlVI value, 

respecti vely. 

III Figure 6.2( a) and 6.2(b) , T S J-I responses corresponding Lo a lower final steady state 

value correspond to a higher nominal valve opening value and a lower nominal RPM value. 

respecti vely. 
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Figure 6.1: T SH Responses to RPM and Valve step changes 
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