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Abstract 

The Lake Erie net basin supply (NBS) is defined as the net volume of water 

entering or exiting the lake from its own drainage basin over a specified period of 

time. NBS can be computed using either the component or residual method. In 
this research, an uncertainty analysis was perfOlmed on the residual method of 

computing Lake Erie NBS using both the First-Order Second Moment (FOSM) 

method and a Monte Carlo simulation approach. Uncertainties in each of the 

various inputs, including the inflows, outflows, and change in storage, among 
other sources, were first defined through analysis of data, when available, or with 

alternative methods when necessary. Estimating the unce11ainty in each of the 

NBS model inputs was found to be the most difficult and time consuming 

component of this study, and also the component prone to the most subjectivity. 
The results obtained using the FOSM and Monte Carlo approaches were found to 

be nearly identical when applied to the residual method of computing Lake Erie 

NBS. Comparison of the results of this study to the results from other research 
showed that the overall uncertainties in NBS are of similar magnitude. However, 
the uncertainty in the change in storage was found to be greater than estimates 
given in previous studies, and greater than perhaps generally believed, being of a 

similar magnitude to the uncertainty in the Lake Erie inflows and outflows, which 

have normally been cited as the greatest sources of uncertainty in Lake Erie 

residual NBS. 
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1 Introduction 

1.1 General Introduction 

The Laurentian Great Lakes (hereinafter referred to as the Great Lakes) 
are a series of large, connected freshwater lakes located in Canada and the United 

States. In water balance studies of these lakes, an individual lake's net basin 

supply (NBS) is defined as the net volume of water entering (or exiting) the lake 

from its own basin over a specified period of time. More specifically, NBS is 

defined as the precipitation that falls directly onto the lake, plus the drainage basin 

runoff that enters the lake, minus the evaporation from the lake itself, plus or 
minus the direct groundwater flux. 

NBS have traditionally been computed in the Great Lakes basin using 

either of two methods: the component method, which computes NBS directly 

from measurements and modelled estimates of the hydrologic components 
themselves, namely over-lake precipitation, lake evaporation and basin runoff 

(groundwater flow is nOlmally considered negligible); or the residual method, 

which computes the NBS to a lake as the residual of a lake's change in storage, 

inflows from upstream lakes, outflows downstream, and diversions into and/or out 

of a lake. Of the two methods, the residual method was the first used by water 
resources engineers in the Great Lakes basin, as it could be computed primarily 

from readily available water level data; however, with the advent of modem 

computers and numerical models, and the ability to manage and analyze large 
datasets, the component method became feasible (Lee, 1992). The NBS 

detelmined using the residual method (known as the residual NBS for short) are 
computed and coordinated in the Great Lakes basin by Canadian and U.S. 

agencies, notably Environment Canada (EC) and the U.S. Almy Corps of 

Engineers (USACE), respectively, and have been back-calculated to the year 

1900. The National Oceanic and Atmospheric Administration's (NOAA) Great 

Lakes Environmental Research Laboratory (GLERL) in the U.S. has developed 

models and methods for computing NBS estimates using the component method 

(known as the component NBS for short), and has back-calculated these estimates 
to 1948. Prior to this date, the data required for the component method is 

insufficient. More recently, EC researchers have begun computing a second 
estimate of component NBS using a suite of altemative methods and models. 

1 
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Accurate estimates of NBS are required in the Great Lakes basin for 

operational regulation of Lake Superior and Lake Ontario, for the formulation and 

evaluation of regulation plans, for water level forecasting, for time series analyses 

using statistical methods, and to provide an indicator of climate change (Lee, 

1992). This thesis will focus primarily on uncertainty in Lake Erie NBS 

computed using the residual method, with some additional discussion and 

comparisons made with regard to the component NBS. 

1.2 Study Area 

The Great Lakes form one of the largest fresh surface-water systems in the 

world. The Great Lakes basin has a total drainage area of approximately 

765,990 km2
, of which approximately one third (244,160 km2

) consists of the 

surface area of the lakes themselves. The total volume of water in the Great 

Lakes is approximately 22,684 km3
, and this volume represents approximately 

18-percent of the world's fresh surface water (Fuller et aI., 1995). 

This huge resource is shared by Canada and the United States, and is of 

tremendous importance to both countries. The regional importance of the Great 

Lakes cannot be understated: the basin is home to millions of people who rely on 

the Great Lakes for drinking water, irrigation, and recreational oppOltunities; the 

lakes support diverse ecosystems, providing for a wealth of plant and animal life; 

and they provide the foundation for major industries, including commercial 

navigation, hydropower, tourism, and fishing, among others. 

The Great Lakes system (Figure 1-1) consists of the five Great Lakes 

themselves (Lake Superior, Lake Michigan, Lake Huron, Lake Erie and Lake 

Ontario), one secondary lake (Lake St. Clair), four connecting channels (the 

St. Marys, St. Clair, Detroit and Niagara rivers), and an outlet channel that drains 

to the Atlantic Ocean (the St. Lawrence River). Lake Superior is the most 

upstream of the Great Lakes. Its outflow is regulated, and passes through the St. 

Marys River before entering Lake Huron. Lake Huron is connected hydraulically 

to Lake Michigan through the Straits of Mackinac, and in this respect is 

considered one lake. Lake Michigan-Huron's outflow passes through the St. Clair 

River, entering the relatively small Lake St. Clair, which then flows through the 

Detroit River into Lake Erie. Lake Erie's outflow consists of both the flow that 

2 
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passes through its natural outlet, the Niagara River, and the flow diverted through 

the Welland Canal, both of which flow into Lake Ontario. Lake Ontario flows 

into the St. Lawrence River, which is also regulated, and after passing through the 

regulation works, the outflow from the Great Lakes travels by way of the 

St. Lawrence River through Canada to the Gulf of St. Lawrence and the Atlantic 

Ocean. 

Though still one of the largest lakes in the world, of the five Great Lakes, 

Lake Erie is the second smallest in terms of surface area, the shallowest of the 

five, and the one having the smallest volume; however, its shores are heavily 

populated by a number of major metropolitan areas, it is heavily industrialized, 

and is biologically the most productive of the Great Lakes, supporting one of the 

greatest freshwater fisheries in the world (Fuller et aI., 1995). It is also one of the 

more complex in terms of computing NBS by the residual method and estimating 

its uncertainty. This is due to the complicated nature of determining Lake Erie's 

inflow and outflow and their large magnitude relative to the NBS, as well as the 

effects of wind and thermal expansion and contraction on measured water levels 

and the computed change in storage. 

1.3 Thesis Objectives 

The mam objective of this thesis is to quantify the uncertainty m the 

residual NBS for Lake Erie. The thesis will provide a detailed description of how 

the residual NBS for Lake Erie is computed; identify sources of error in the 

computations and methods for evaluating the uncertainty resulting from them; use 

a subset of these methods and available data and models to accurately quantify the 

uncertainty in each element of the computations; and combine these individual 

sources of unceliainty using appropriate methods to determine the total 

uncertainty in residual NBS. The uncertainty results will be compared to those 

from other studies, and will be used to resolve differences observed in the 

different methods of computing NBS. Methods will also be suggested that could 

be used to reduce uncertainty. The findings of this study can be applied by the 

engineering community to similar problems, including application of the methods 

proposed for the other Great Lakes. 

3 
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1.4 Thesis Overview 

This thesis consists of a total of twelve chapters, plus references and a set 

of Appendices. This first chapter provides an introduction to the topic and 

motivation for completing an uncertainty analysis on Lake Erie residual NBS. 

Chapter 2 contains the literature review that was conducted for this study. 

The chapter provides an overview of NBS, sources of uncertainty, and methods 

that have been proposed to quantify them. It also discusses uncertainty analysis in 

general, the different methods available for quantifying uncertainty, and their uses 
and limitations. 

In Chapter 3 the mathematical equations used to compute the NBS are 

derived in general, and then for Lake Erie specifically. Additionally, a general 

overview of the methods used to compute each of the quantities that are used in 

the equations is given. 

In Chapter 4, the basic statistical concepts and uncertainty analysis 
methods used in this research are presented. Definitions are given for a number 

of important telms used throughout this report, and the First-Order Second 

Moment (FOSM) and Monte Carlo simulation methods of perfOlming uncertainty 
analysis are described. 

In Chapters 5 through 10, the specific sources of uncertainty in each of the 

inputs to the Lake Erie residual NBS are evaluated in detail. Chapter 5 provides 

an introductory section on the statistical methods available to compute open
channel flow uncertainty, an overview of how they were applied in this research, 

and their assumptions and limitations. In Chapters 6, 7 and 8 the uncertainties in 

the Niagara River, Weiland Canal, and Detroit River flows, respectively, are 

estimated using statistical methods when possible, and more general approaches 

when necessary. In Chapter 9, uncertainty in Lake Erie lake-wide mean water 

levels is assessed, including the uncertainty resulting from gauge accuracy 

limitations, temporal and spatial variability, and other sources. How this 

uncertainty propagates to uncertainty in the computed monthly change in storage 
is also determined. In Chapter 10, one additional source of uncertainty in residual 

NBS is investigated, namely consumptive use. Consumptive use is normally 
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assumed negligible in NBS computations, and the error that results from this 

assumption is discussed in this chapter. 

In Chapter 11 the uncertainty estimates derived in Chapters 5 through 10 

are summarized and then used to provide an estimate of the overall combined 

unceliainty in residual Lake Erie NBS. The overall unceliainty estimate is 

detelmined on a monthly basis using both the FOSM method and a Monte Carlo 

simulation approach, and the results from both methods are compared. The 

uncertainty analysis results are also compared to previous estimates of unceliainty 

in NBS from the literature. 

Finally, Chapter 12 provides a summary and conclusions of this research, 

and offers recommendations for further study. 
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2 Literature Review 

2.1 Uncertainty Analysis 

Uncertainty can be defined in many ways. In general terms, the 
unceliainty of a result or measured value (measurand) can be understood as a 

quantifiable estimate of the quality of the measurand; more specifically, it is a 

parameter that describes the dispersion of values that could reasonably be 
attributed to the quantity being observed (ISO, 1995). Unceliainty is related to 

but not the same as accuracy or elTOL The accuracy of a measurement refers to 

how close the measurements of a quantity are to the hue value of that quantity; 

similarly, the elTor is the difference between the measured value and the true 

value. Since the true value is rarely if ever known, the accuracy and the error 
must be estimated, and this estimate is the uncertainty of the measured value 

(Coleman and Steele, 1995). 

Unceliainty results from imperfect infOlmation about the quantity being 

measured (ISO, 1995). In scientific problems, uncertainty arises from many 

sources, including the natural variability and randomness of natural physical 

processes; the uncertainty due to incomplete knowledge of the hue physical 

processes being observed; uncertainty that results from representing complex 

physical systems with simplified models or designs having uncertain parameters; 

data uncertainties resulting from inaccuracy and elTors in measurement of the 

variables being studied, as well as inconsistencies, non-homogeneous data, and 

spatial and temporal limitations of the data; and unceliainties resulting from 

additional human factors (Yen et aI., 1986; ISO, 1995). An unceliainty analysis 
involves detelmining how uncertainty in each of these individual sources 

propagates to unceliainty in the output of interest. Unceliainty analysis is also 

sometimes referred to as risk or reliability analysis (Ang and Tang, 1984), in 

reference to the risk associated with a decision or course of action, or the expected 
reliability of the outcome, given the uncertainty of the infOlmation available on 

which the final outcome depends . 

Uncertainty analysis is increasingly being performed in a number of areas 

of water resources engineering, including, for example, water quality modelling 

(Beck, 1987), statistical climate model downscaling (Khan et aI, 2006), urban 
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stormwater analysis (Guo and Adams, 1998a; 1998b), groundwater flow 
modelling (Dettinger and Wilson, 1981), hydrologic models (Blasone et al. , 2008) 
and hydraulic models (Thompson et al., 2008). There are numerous techniques 

available for perfOlming uncertainty analysis, and a number of reference texts are 
available that describe these (e.g. Ang and Tang, 1984; Coleman and Steele, 

1989; ISO, 1995; Mishra, 2009). One of the more recent is provided by Tung and 
Yen (2005), who thoroughly reviewed a number of unce11ainty analysis methods 

and their application to problems specific to the field of hydrosystems 

engmeenng. 

Four types ofunce11ainty analysis methods were considered in this project 

to assess how unce11ainty in the various inputs propagates to uncertainty in the 

total residual NBS. The four methods were direct integration method, Monte 
Carlo analysis, FOSM method and Point Estimation method. 

The direct integration or derived distribution method, as it is also known, 

is an analytical or exact uncertainty analysis method. With this method, derived 

probability distribution theory is used to detelmine the exact probability 
distribution function (PDF) of the dependant random variable directly from the 

PDFs of the independent random variables used as inputs to the model. In this 

research the dependant random variable, or model output, is the total residual 

NBS. The direct integration method requires the detelmination and integration of 

the PDFs of the input variables, which can be difficult. Furthelmore, applying 
this method becomes quite complicated in a high-dimensional problem, and 

therefore the direct integration method was not used in this research. 

The Monte Carlo method can be used to provide a numerical 
approximation of the full PDF of the model output. To do this, the probability 

distributions of the random variables used as model inputs must first be 
determined. Random samples are then drawn from the distributions of the model 

inputs and substituted into the model to evaluate the model output. This is done 

repeatedly to create a subset of probabilistic model outputs, the PDF of which 

defines the uncertainty in the model output. The Monte Carlo method can be 

computationally demanding, especially when applied to highly complex 
numerical models : however, as will be shown, the residual NBS model used in 
this research is dimensionally large, yet mathematically simple, making 

application of the Monte Carlo method relatively uncomplicated. 
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Two additional approximate uncertainty analysis methods were 
considered. Rather than estimating the full PDF of the model output, these two 
approximate methods only estimate certain statistical propeliies of the probability 

distributions. The FOSM method is one such method, and it can be used to 

estimate the mean and variance of the model output. This method is suppOlied by 

a number of international standards organizations, including the International 

Organization for Standardization (ISO, 1995). It is also known as the first-order 
variance method or the variance propagation method (Tung and Yen, 2005). The 

FOSM method involves representing the model as a function of any number of 

stochastic input variables using a Taylor series expansion to estimate the mean 

and variance of the model output. The FOSM method is relatively simple to 

apply, and can be used for nearly any problem, though the accuracy of the method 

can be compromised when the distributions of the input variables are highly 
asymmetric, since in such cases the distributions are not sufficiently described by 

their means and standard deviations alone. 

Lastly, the point estimation method is another approximate unceliainty 

analysis method. Similar to the FOSM method, the point estimation method can 
be used to estimate the statistical moments of a model output, but unlike the 

FOSM method, the point estimation method is also able to account for asymmetry 

in the PDF of the input variables. However, while this method is feasible when 

one or two input variables are used, it becomes highly complicated for higher 

dimensional problems (Tung and Yen, 2005). Therefore, given the high 

dimensionality of the residual NBS model, the point estimation method was not 

chosen for this Shldy. 

2.2 Net Basin Supplies 

NBS have been computed in the Great Lakes for many years. Lee (1992), 

Croley and Hunter (1994) and Neff and Nicholas (2005) have each provided 

overviews and a comparison of the different methods (i.e. component and 

residual) used to compute NBS in the Great Lakes, and they have also described 

sources of enor affecting these computations. 

The computation of NBS using the residual method was the first of the 

two methods used in the Great Lakes (Lee, 1992) as it was the simpler method to 

apply, since the change in storage, inflows and outflows can be computed from 
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readily available water level measurements. However, currently this is only 
patily true, especially for Lake Erie. For example, detmmination of the Niagara 
River outflow involves measurement of hydropower flows using rating tables that 
relate discharge to measured power output in addition to water levels. As another 

example, pati of the Welland Canal flow is currently modelled using measured 
velocities and an index-velocity relationship in addition to water levels; likewise, 

velocity measurements and index-velocity relationships have also recently been 

established in the St. Clair and Detroit rivers. FUlihermore, the development of 
any type of flow model, including those that use only water levels as the model 
parameters, requires gauged discharge measurements for model calibration. Neff 
and Nicholas (2005) provided some detail regarding the complexity of the 

residual NBS computations for Lake Erie and the other Great Lakes, but a full 

description is not available. The Coordinating Committee on Great Lakes Basic 
Hydraulic and Hydrologic Data (commonly referred to simply as the 

Coordinating Committee) has in the past provided documentation on Lake Erie 
inflows (Coordinating Committee, 1982) and outflows (Coordinating Committee, 

1976), as well as documentation on Great Lakes physical data (Coordinating 

Committee, 1977). Otherwise, documentation (and in many cases computation) 
of NBS and the various subcomponents of these computations has come about 

mainly as a result of the work of the various International Joint Commission (IJC) 

boards (e.g. INBC, 2009), or the occasional international studies that have 
OCCUlTed (e.g. IUGLSB, 2009). 

The component method of estimating NBS, specifically the method used 

by GLERL, has been well documented. Croley and Hunter (1994) provided a 

general overview of the GLERL method, while more detailed repOlis have been 
produced for each of the individual components, including runoff and 

precipitation (De Marchi et aI., 2009) and evaporation (Croley, 1989; Croley and 

Assel, 1994). Documentation is also becoming available for the more recent 

component NBS estimates being developed by EC (e.g. Pietroniro et ai., 2006; 
Spence et aI., 2009). 

Until recently there have been few attempts to quantify the uncertainty in 

the computed NBS estimates. Lee (1992) and Croley and Hunter (1994) outlined 

potential sources of error in NBS. Quinn and Guerra (1986) analyzed the Lake 
Erie water balance and the continuity of the system in patiicular. Neff and 

Nicholas (2005) provided the most comprehensive study of uncertainty in the 

Great Lakes water balance to date. This analysis, which was done for the purpose 
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of illustrating how well the hydrology of the Great Lakes-St. Lawrence River 
system is understood, included estimates of uncertainty in both the residual and 
component NBS computations for each lake; however, the authors noted that the 
uncertainty estimates provided were based primarily on best professional 
judgment since published uncertainty calculations associated with most of the 
flows and levels of the Great Lakes were unavailable. De Marchi et al. (2009) 
completed an assessment of uncertainty in GLERL's component NBS estimates 
as part of the HC's International Upper Great Lakes Study (IUGLSB, 2009). 
Another recent study by Quinn (2009) provided a statistical comparison of 
residual and component NBS estimates for the upper Great Lakes, specifically 
Lake Superior, Lake Michigan-Huron and Lake Erie. In addition, uncertainty in 
the change in storage was estimated from an analysis of the measured water levels 
at different gauge stations as compared to the mean water level computed for each 
lake. This uncertainty estimate was combined with the uncertainty estimates for 
the inflows and outflows provided by Neff and Nicholas (2005) to obtain the total 
unce11ainty in the computed residual NBS. 

2.3 Flow Measurement and Uncertainty 

There are numerous techniques that can be employed to measure flow in 
open channels, with the choice of which to use depending on the individual 
application (Herschy, 2009). The literature on flow measurement methods as well 
as methods of estimating flow measurement uncertainty can be divided into two 
groups: gauged flows and modelled flows . 

Gauged flows refer to single determinations of discharge from actual field 
measurements. These are often assumed to be instantaneous or near
instantaneous measurements, taken at a specific point in time. Gauged flows are 

often measured using conventional current meters and the velocity-area method. 
With this method, velocity is measured using a CUlTent meter at specific locations 
in the channel cross-section, such that an estimate of the average velocity in the 
channel or a specific p0l1ion of it can be determined and then multiplied by the 
corresponding measured area to give the discharge. More recently, acoustic 
technologies, such as Acoustic Doppler CUlTent Profilers (ADCP), have been used 
to measure velocity and discharge in open channels. An ADCP measures water 
velocity by measuring the Doppler shift of a sound wave transmitted through and 

reflected off small pm1icles present in the water column (Simpson, 2001). 
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Additional methods of measuring flow, such as moving-boat, dilution techniques, 
and float methods, also exist (Herschy, 2009). Gauged flows are often referred to 
as measured flows , and are collected periodically throughout the Great Lakes 
region. Gauged flows are also used in conjunction with other measured variables 
(such as water level and/or channel velocity, for example) in the calibration and 
validation of flow models. 

Modelled flows refer to indirect measurements of flow based on additional 
measured and modelled predictor variables. Models are often used to detelmine 
continuous or near-continuous measurements of flow, since continuous direct 
gauged measurements are impractical. There are a number of different models 
that can be used to estimate flow, many of which have been described by Herschy 
(2009) among others. Examples include stage-discharge rating equations, which 
relate measured water level at a channel cross-section to channel discharge; stage
fall-discharge equations, which relate water level measured at two cross-sections 
and the fall between these sections to channel discharge; index-velocity 
relationships, which relate a measured index velocity acquired using acoustic or 
other technology to the average velocity in the channel cross-section, which when 
multiplied by the measured cross-sectional area gives the channel discharge; 
Hydraulic PerfOlmance Graphs (HPG), which are similar to stage-fall-discharge 
equations in that they relate water level measured upstream and downstream to 
discharge in the channel (Gonzalez-Castro and Ansar, 2003); and numerical 
hydrodynamic models, which are used to solve mathematical equations goveming 
flow in an open channel. Many of these methods and others are currently in use 
in the Great Lakes region. For example, stage-discharge rating equations are 
utilized in the Niagara River (Quinn and NOOl'bakhsh, 2001; INBC, 2009); stage
fall-discharge equations are employed in the St. Clair and Detroit rivers (Quinn, 
1979b; Fay and Noorbakhsh, 2010); index-velocity relationships are used to 

measure the Lake Michigan Diversion at Chicago (Espey et aI., 2001; Duncker et 
aI., 2006), the flow through the Well and Canal supply weir (Jeanette Fooks, 
WSC, personal communication, 8 April, 2010), and more recently, the St. Marys, 
St. Clair and Detroit River flows (TIJGLSB, 2009); HPGs have been applied to the 
St. Clair and Detroit rivers (Schmidt et aI., 2009; Fay and Noorbakhsh, 2010); and 
numerical hydrodynamic models have been developed for the St. Marys River, 
the St. Clair and Detroit River system (Holtschlag and Koschik, 2002), and the St. 
Lawrence River (Thompson et aI. , 2008). 
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The uncertainty In gauged flows measured using conventional current 
meters and the velocity area method has been examined by a number of 
researchers (Pelletier, 1988). There are many sources of uncertainty in a 

conventional gauged discharge measurement, including uncertainty resulting from 
the accuracy of the current meter; unce11ainty in estimating the mean section 
velocity in both time and space resulting from natural fluctuations and the fact 
that discrete point measurements of velocity are used to estimate the mean 
velocity of the cross-section; and uncertainties in measuring the cross-sectional 
area. Mathematical models for each of the error components in discharge 
determination have been developed in order to better understand the various 
sources of uncertainty (e.g. Dickinson, 1967), and methods for quantifying the 
unce11ainty in each component and suggested estimates have been given based on 
a review of a number of studies and field observations (Carter and Anderson, 
1963; ISO, 1979; Sauer and Meyer, 1992; Herschy, 2009). 

Being a relatively new and evolving technology, the uncertainty in gauged 
discharge measurements collected using an ADCP has received less attention. 
Similar to conventional gauged discharge measurements, a number of sources of 
error cause uncertainty in ADCP flow measurements. Uncertainty results from 

both errors in the actual measurement of velocity and discharge, and also in the 
estimation of velocity and discharge in the areas immediately below the ADCP 
instrument and at the channel boundaries where velocity and flow cannot be 
measured directly. Simpson (2001) provided detailed explanations of the 
principles behind ADCP discharge measurements, and outlined sources of error 
and guidelines for reducing the error in ADCP measurements. Muste et al. 
(2004a) laid out a framework for computing ADCP uncel1ainty based on relevant 
standards for uncertainty analysis, including ISO (1993). Gonzalez-Castro and 
Muste (2007) also discussed errors in ADCP discharge measurements, and 

derived the data reduction equations used to compute flow from the ADCP
measured variables, which formed the basis of an analytical framework for 
estimating uncertainty in ADCP measurements. Similarly, Kim and Yu (2010) 
developed an analytical framework for uncertainty in velocity measurements 

collected by ADCP. Examples of the practical application of these methods were 
not found. 

The unce11ainty in modelled flows has been given less attention in the 

past, although recent research has started to improve on this. Uncertainty in 
modelled flows results from natural, random variability; from using a simplified 
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model to represent the true hydraulic conditions and physics in the channel; from 

errors in the model parameters; from uncertainty in calibration data; and from 

uncertainty in measurement of the predictor variables used in the model. 

Given that it is one of the more commonly used flow models, it is not 

surprising that much of the literature on uncertainty in modelled flows has been 

devoted to discharge detelmined from stage-discharge equations. The stage

discharge equation relates water level to discharge in a channel, and nOlmally 

takes the form of a power equation. Much of the research on uncertainty in 

discharge determined from stage-discharge relationships has focused primarily on 

statistical analyses of deviations of gauged discharge measurements from the 

fitted stage-discharge equation, as developed from linear regression theory (e.g. 

Draper and Smith, 1998). For example, in addition to investigating the sources of 

error in gauged discharge measurements, Dickinson (1967) also considered 

uncertainty in detelmination of a single discharge estimate from a rating curve, 

estimating uncertainty from the standard error of the mean relation at the mean 

stage value. Venetis (1970) explained that discharge measurements show a 

spread around the straight-line log-log fit mainly because of errors in the 

measurements or gauged discharges themselves, but also because the stage

discharge model is an approximation, noting specifically that the flow may not be 

strictly uniform and the channel roughness may vary with depth. Venetis (1970) 

also discussed the least squares regression estimates for the parameters, and 

derived the equations for the maximum likelihood estimators and the variance

covariance matrix of these estimators, which could be used to estimate the 

variance of the discharge obtained from the stage-discharge relationship. Herschy 

(1970) gave the same estimate for the error in the stage-discharge curve as 

Dickinson (1967), but later revised his approach to include increasing confidence 

bounds as one moves further from the mean stage value (Herschy, 1978). Ibbitt 

(1975) gave the uncertainty estimate as the standard error of the residuals, and did 

not account for the number of measurements made. Dymond and Christian 

(1982) reviewed and summarized these previous studies, and identified three 

types of errors that cause the random error of a single discharge measurement 

detelmined from a rating curve, specifically rating curve error, water level 

measurement error, and the error resulting from ignoring all physical parameters 

other than water level that affect discharge. Freeman et al. (1995; 1996) used 

statistical approaches to determine the uncertainty in polynomial relationships of 

stage and discharge throughout the United States for the purposes of flood 

damage reduction studies. Clarke (1999) and Clarke et al. (2000) suggested that 
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errors arising from incolTect form of the rating curve can be ignored, since the 
hydraulic justification for using a power-law equation is sufficiently strong, but 
suggested that the standard elTor of the mean relation underestimates the 

uncertainty in discharge obtained from a rating curve since it does not account for 

the random variations as captured in the gauged discharge measurements. This 
argument is supported by others, such as Tung and Yen (2005), who discussed 

application of uncertainty analysis techniques to hydrosystems in general. 

In more recent years alternative methods to the statistical approaches 

described have been proposed. For example, Di BaldassalTe and Montanari 
(2009) investigated uncertainty in stage-discharge curves developed for an Italian 

river using a one-dimensional hydraulic model. Pappenberger et al. (2006), 

Krueger et al. (2009) and others have used variations on a fuzzy rating curve 
method. McMillan et al. (2010) applied a variation of this method to a gravel-bed 

river in New Zealand. This involved developing multiple rating curves from 

subsets of available discharge and cOlTesponding stage measurements, which 

themselves were described by PDFs, in order to incorporate errors in the 

measured variables into the flow model. All rating curves formulated in this 
manner were retained if they passed through the error PDFs of all remaining 

discharge measurements in the group, and these were combined to provide the 

uncertain or envelope rating curve. Alternative methods such as these are 
computationally intense, especially when a large number of gauged discharge 

measurements are available, as is the case in the Great Lakes connecting channels . 

Nonetheless, an adaptation of either of these methods may be a useful tool to 

employ at a later date, but was considered beyond the scope of this thesis. 

Instead, statistical methods as discussed above were used primarily in this 

research to assess the uncertainty in modelled discharge. 

Uncertainty in discharge detelmined from other models III addition to 

stage-discharge equations has not been given equal attention. For example, the 

unce11ainty in discharge detelmined from stage-fall-discharge equations, in 

particular the fOlm of equation used in the Great Lakes, has not been evaluated 

specifically. However, the statistical methods applied to stage-discharge 

equations can be adapted for other linear discharge models, including stage-fall
discharge equations and index-velocity relationships. 

The methods described above deal primarily with unce11ainty in the model 
and model parameters. However, elTor and resulting uncertainty is normally 
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assumed to be greater than might be suggested by these methods alone when 
flows are subjected to additional systematic effects. Systematic effects have been 
observed in the Great Lakes connecting channels, and include weed growth 

(Sellinger and Quinn, 200 I), ice impacts (Derecki and Quinn, 1986), channel 

erosion or deposition (IUGLSB, 2009), and channel obstructions (Quinn and 
Noorbakhsh, 2001). These sources of error may be far greater than any other 

error sources, and must be considered when appropriate. 

In addition to the linear models relating measured water level(s) and 
velocity to discharge described above, Lake Erie outflows are also detelmined in 

pmt by other means. For example, the hydropower companies use rating tables to 

relate discharge to measured power output and head difference, while a 

combination of other models and methods are used to estimate flow through the 
Welland Canal. The hydropower companies use the Gibson method, which is 

well-documented (e.g. IEC, 1982), to measure flows for use in the development 

and calibration of their rating tables; however, documentation of the actual rating 

table development was unavailable. Similarly, there is little documentation 
available regarding the flows in the Welland Canal. 

2.4 Change in Storage and Uncertainty 

Change in storage is the increase or decrease in the volume of water stored 

in the lake over a given time period, and is determined by multiplying the change 

in measured water level by the area of the lake. Unceltainty results from the 

precision and resolution of measured water levels at individual gauges; from 

temporal variability and the choice of averaging period used to estimate the mean 
water level at the beginning of each month; from spatial variability of water levels 

resulting from winds, barometric pressure and seiche effects; from the effects of 

glacial isostatic adjustment (GIA), i.e. the slow rebounding of the Emth 's crust 

due to the removal of the weight of the glaciers some 10,000 years ago; from error 

in the computed area of the lake and the assumption that it remains constant 

through the full range of water levels on the lake; and from the effects of thermal 

expansion and contraction due to heating and cooling of the water volume. 

The accuracy of individual water level measurements at a gauge station is 

determined from the instrument manufacturer's specifications and depends on the 

type of instrument used. The water level gauges on the Great Lakes are installed, 
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operated and maintained primarily by the Department of Fisheries and Oceans 
(DFO) in Canada, and by NOAA in the U.S. The individual agencies are 
responsible for processing the water level data and for quality control (NOAA, 

2009), and the data collection methodologies and processing algorithms used 
must be taken into consideration in the uncertainty analysis. 

There has been much research on the effects of winds, barometric pressure 
and seiches on measured Great Lakes water levels. Hayford (1922) described 
these effects and provided one of the first and most comprehensive studies on 
their impacts on water levels. Sustained winds affect the slope of the lake surface, 
causing water levels at the downwind end of a lake to rise, and the water levels at 
the upwind end to fall. This is known as wind-setup or storm-surge. The slope of 
the lake surface also adjusts to differences in barometric pressure over the Great 
Lakes, such that water levels are lower under high pressure areas, and higher 
under low pressure areas (Hayford, 1922). Seiches normally occur when wind 
intensity subsides, such that inertia of the water body as it returns to an 
equilibrium state causes free oscillations of the water body, such that water levels 
rise and fall, back and fOlth, at opposite ends of the lake (Hayford, 1922; 
Hunt, 1959). 

Hayford (1922) developed methods and equations for determining and 
conecting for the effects of barometric pressure and winds on water levels at 
gauges on lakes Erie and Huron, and compared the accuracy of the observed 
water levels to the conected water levels by comparing plots of the values to each 
other and to plots of combined inflow, outflow and precipitation estimates. 
Hayford (1922) also computed the probable enors for each gauge, and computed 
weights to use in averaging lake-wide water levels. Hunt (1959) developed a 
method for calculating and forecasting water level setup due to wind events on 

Lake Erie by relating such events to measured land and lake-based wind data, as 
well as temperature difference between the air and water. The largest effects of 
wind setup and seiche were noted along the longitudinal axis of the lake, running 
west to east from Toledo to Buffalo, but three other local seiches were also noted, 
including seiches between the east end of Lake Erie and Long Point, as observed 
between water levels at Buffalo and POlt Colborne; between the south and north 
shores of the lake, as observed between water levels at Cleveland and Port 
Stanley; and between the west end of Lake Erie and Point Pe1ee, as observed 

between water levels at Toledo and Monroe. The effects of local harbour 
disturbances and the variability of the effects of wind-setup at different locations 
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was also discussed. For example, the water level rises caused by wind setup at 
Buffalo were observed to be much sharper than the corresponding water level 
falls observed at Toledo, a result of the orientation and shape of the lake, and 

local geographic features. 

Quinn and Derecki (1976) and Quinn et al. (1979) investigated beginning
of-month (BOM) water levels (i.e. the lake-wide mean water level at midnight on 
the first day of the month) for Lake Erie and the other Great Lakes, respectively, 
using Thiessen polygons as an alternative to straight averaging. Croley (1987) 
used a numeric hydrodynamic model to investigate the long-term wind setup error 
in water levels measured at gauges on Lake Erie. Historic gauge networks were 
analyzed and spatial-optimum networks and gauge weightings were suggested to 
minimize the errors observed. 

In addition to comparing residual and component NBS, Quinn (2009) 
analyzed BOM water levels and their unceliainty for each of Lake Superior, Lake 
Michigan-Huron and Lake Erie. For Lake Superior, this was accomplished by 
adjusting the recorded water level data for GIA, and comparing the lake-wide 
mean to the standard deviations of measured water levels at the gauges used to 
compute the mean. For Lake Erie, the coordinated mean water levels and change 
in storage values were compared to the values obtained from the weighted gauge 
network values from Quinn and Derecki (1976). Additionally, the average of the 
beginning and end of month water levels was also compared to the monthly mean 
water levels, and cOlTection factors were suggested. This analysis did not 
consider the unceliainty resulting from gauge accuracy and resolution or the 
averaging period used. 

GIA has long been recognized as having an impact on measured water 
levels and water balance studies in the Great Lakes (Clark and Persoage, 1970). 
More recent studies have also looked at the effect of GIA on Great Lakes water 
levels (Coordinating Committee, 2001; Bruxer and Southam, 2008). However, 
Quinn et al. (1979) dismissed the effects of GIA on monthly change in storage as 
negligible due to the extremely small impact it has over a monthly time period. 

There have been many investigations regarding the seasonal thelma I 
structure of Lake Erie (e.g. Derecki, 1976; Schertzer et al. , 1987), but few have 
considered its effects on the Lake Erie water balance. Meredith (1975) provided 
the first and most comprehensive study to date on the effects of thermal expansion 
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and contraction on the Great Lakes water balance. The mean monthly error 
caused by thelma I expansion and contraction was investigated by developing 
dimensionless temperature profiles for the beginning of each month, relating these 

to measured surface water temperatures to estimate the vertical temperature 
distributions, and then using the differences from the beginning to the end of each 
month to estimate the change in volume. Results suggested that the monthly NBS 
could be in error by as much as 100% if thelma I expansion and contraction is not 
considered. Other researchers have investigated and discussed the effects of 
thelmal expansion and contraction on the Lake Erie water balance using similar 
methods (e.g. Quinn and Guerra, 1986), but a lack of sufficient water temperature 
data has precluded any more detailed investigation. 

2.5 Additional NBS Inputs and Sources of Uncertainty 

Two additional sources of error in the residual NBS will be investigated in 
this study, namely consumptive use and minor diversions. Both of these should 
be included as inputs in residual NBS computations, but because they are so small 
compared to other components of the Great Lakes water balance, each of these is 
typically assumed negligible (Lee, 1992). Similarly, direct groundwater flow to 
or from the Great Lakes should be accounted for in the component NBS but is 
normally omitted due to its small magnitude. However, neglecting any of these 
quantities causes uncertainty in the computed NBS, and comparisons of the two 
different NBS estimates must take the omitted quantities into consideration. 

There are few studies and little data available on these three components 
of the water balance. The Great Lakes Commission (GLC) acts as a repository 
for Great Lakes water use data, including consumptive use, which is estimated by 
the Great Lakes provinces and states and is thought to be highly uncertain (GLC, 

2003a). Minor diversions are those normally assumed to have a negligible effect 
on the Great Lakes water balance. Quinn and Edstrom (2000) described and 
quantified most of both the major and minor diversions in the Great Lakes, but 
additional diversions may exist. Lastly, a handful of studies have investigated 
groundwater discharge to the Great Lakes at various locations (Grannemann and 
Weaver, 1998), but the rate of flow varies throughout the basin, and few have 
tried to quantify the total groundwater flow to any of the Great Lakes in particular 
(e.g. Haefeli, 1972). 
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3 Computation of NBS 

3.1 Derivation of NBS Equations 

Mathematical expressions for the two methods of computing NBS (i.e. 

residual and component) can be derived from analyzing the water balance on a 

large lake. The water balance can be expressed in full as (Lee, 1992): 

M±MTh =1 - O+P+R-E±D±G- C (1) 

where t-.S is the total measured change in storage; MTh is the change in storage 

due to thelmal expansion or contraction; 1 is the inter-basin inflow; 0 is the 

inter-basin outflow; P is over-lake precipitation; R is basin runoff; E is lake 

evaporation; D is inter-basin diversions into or out of the lake; G is direct 

groundwater flow into or out of the lake; and C is consumptive use of lake water. 

The NBS can then be defined directly as: 

NBS =P+R - E±G (2) 

Detelmination of NBS directly from estimates of precipitation, runoff and 

evaporation has been telmed the component method. In practice, groundwater 

has been considered negligible, such that the component NBS are nOlmally 

computed as: 

NBS = P + R - E (3) 

Substituting equation (2) into (1) and rearranging gives the residual method of 

detelmining NBS: 

NBS = M ± M Th - 1 + O±D + C (4) 
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In practice, both the change in storage due to thelmal expansion and contraction 

as well as the consumptive use are assumed negligible and omitted, and as a result 

the residual NBS is normally computed as: 

NBS=M-J +O±D (5) 

3.2 Computation Methods Overview 

The Great Lakes component NBS are computed by estimating each 

component (i.e. precipitation, runoff and evaporation) directly. Traditionally, 

GLERL has been the primary agency involved in computing component NBS in 

the Great Lakes. The methods and models used by GLERL to estimate 

precipitation and runoff were described recently by De Marchi et aI. (2009). 

Over-lake precipitation is estimated by GLERL using precipitation gauge 

measurements at points throughout the basin, which are extrapolated to the lake 

surface area using a Thiessen polygon weighting scheme. GLERL estimates 

direct runoff using a combination of measured runoff from gauged basins, and the 

extrapolation of measured runoff to ungauged areas and basins using area ratios. 

Evaporation is estimated by GLERL using a one-dimensional energy balance 

model, which has been calibrated to measurements of surface temperature and ice 

cover (Croley, 1989; Croley and Assel, 1994). More recently, EC has begun 

producing its own estimates of component NBS using its Mod61isation 

Environmentale Communautaire - Surface Hydrology (MESH) modelling system 

(Pietroniro et aI., 2006). To estimate over-lake precipitation, measured 

precipitation observations are assimilated with historical short-term Global 

Environment Multiscale (GEM) meteorological model forecasts to produce the 

Canadian Precipitation Analysis (CaPA) product. For runoff, a coupled land

surface scheme and hydrologic routing model is used to model flows from gauged 

and ungauged areas, and then route the total flow downstream to the Great Lakes. 

Lastly, evaporation is computed by EC using short-telm GEM forecasts calibrated 

to data collected from eddy covariance systems recently installed on Lake 

Superior (Spence et aI., 2009) and Lake Huron. Both GLERL and EC continue to 

improve the component NBS estimates by improving the models and their 

calibration, and collecting and incorporating additional data as it becomes 

available. 
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The residual NBS are computed from inflows, outflows, change in 
storage, and diversions. Inflows and outflows, as well as some diversions, are 
measured primarily using a combination of various streamflow estimation 
techniques, including stage-discharge equations, stage-fall-discharge equations, 
HPGs and index-velocity ratings, each of which is calibrated using gauged 
discharge measurements and measured water level and velocity data. Change in 
storage is detennined from averaging measured water levels from gauges at a 
number of locations on a lake, and detennining the difference in average water 
level from the start to the end of a time period. 

In practice, groundwater flux, change in storage due to thermal expansion 

and contraction, minor diversions, and consumptive use have traditionally been 
considered negligible; however, for a comprehensive assessment of uncertainty in 
NBS calculations these tenns must also be considered. 

3.3 Lake Erie Residual NBS Computation 

As shown in equation (4), the residual NBS for any lake is given as a 
residual of the change in storage, inflows, outflows, diversions and consumptive 
use. Equation (4) can be defined for Lake Erie specifically by describing each 
telID in the equation individually and combining the results. 

3.3.1 Change in Storage 

The first two tenns in equation (4), the change in storage terms, can be 
expressed together as: 

(6) 

where M-l is the change in water level (head) on Lake Erie; and CF is the 

conversion factor used to convert the change in head to discharge units. The 
conversion factor is a function of the area of the lake and the number of seconds 
in a month, and is computed from: 
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CF= __ A __ 
de ·86400 

McMaster - Civil Engineering 

(7) 

where A is the mean surface area of Lake Erie; de is the number of days in 

month t; and 86400 is the number of seconds in a day. As stated, the change in 

storage due to thelmal expansion and contraction is assumed negligible and is not 

computed. The remaining telms are evaluated as follows. 

For a given month t the change in head on Lake Erie for that month 

( ~e ) is calculated as the change in water level from the beginning to the end of 

the month in metres. That is 

(8) 

where BOMe is the mean Lake Erie water level at the beginning of month t; 

BOMe+1 is the mean Lake Erie water level at the end of month t, or the mean 

water level at the beginning of the subsequent month t + 1. The BOM water level 

is meant to represent the mean water level of Lake Erie at midnight at the 

beginning of the first day of the month. In reality, since instantaneous water 

levels are assumed to be highly etTor-prone due to short term impacts resulting 
primarily from meteorological effects, the level at midnight is instead estimated 

using a two-day mean of the daily average Lake Erie water levels from the last 

day of the previous month and first day of the cutTent month. That is 

- -
BOM = h(lIi=e,d= lst) + h(lIi=e- l ,d=la sO 

e 2 (9) 

-
where h(lIi=e,d=l se) is the average daily Lake Erie water level for the first day of 

-
month t; h(lIi=e- l ,d =lase) is the average daily Lake Erie water level for the last day of 

month t - 1 . 

The daily mean water levels at gauges in Canada and the United States are 
used to calculate the average daily lake-wide mean water level for Lake Erie. 

There are currently a total of fourteen active water level gauges on Lake Erie, of 

which six are located in Canada, and eight are located in the United States 
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(Figure 3-1). Current practice of the Coordinating Committee is to use a network 
of only four of these gauges to calculate the lake-wide mean BOM water level. 
These include the gauges at Port Colbome and Port Stanley in Ontario, and 

Cleveland and Toledo in Ohio. More specifically, for Lake Erie the daily lake-
-

wide mean water level ( h ) is calculated from: 

- - - -
It = (h CL +hps)+(hro +h pc ) 

4 
(10) 

- -
where hCL is the mean daily water level at Cleveland, OR; hps is the mean daily 

-
water level at Port Stanley, ON; hTO is the mean daily water level at Toledo, OR; 
-
h pc is the mean daily water level at Port Colbome, ON. These four gauges have 

been chosen based on their reliability and their long periods of record, and in 
order to balance the gauges between the two countries and to spatially balance the 
gauges approximately around the area of the lake. The spatial balancing is 
necessary to deal with meteorological effects, such as wind, barometric pressure 
and seiches. The individual water level gauges are paired in parentheses because 
if data from one gauge in any gauge pair is unavailable for a given period of time, 
neither gauge in that pair is used to calculate the mean water level for that time 

period, and instead the other two gauges are averaged to determine the mean Lake 
Erie water level. It should also be noted that the FairpOli, OR gauge was at one 
time used to compute the mean Lake Erie water level; however, water level 
difference plots suggest that this gauge is subject to local subsidence (e.g. Bruxer 
and Southam, 2008), and therefore this gauge is no longer used in Lake Erie 
change in storage computations, and historic BOM levels have been revised 
accordingly (Nanette Noorbakhsh, USACE, personal communication, 24 August, 
2010). 

Lastly, as discussed, the change in storage due to thennal expansion and 

contraction (MTh ) is currently omitted from residual NBS computations, but it 

should be included in addition to the measured change in storage identified above. 
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3.3.2 Inflow 
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Figure 3-1: Active Lake Erie water level gauges 

New York 

The inflow term (I) from equation (4) can be defined simply as the 

Detroit River flow, I Del ' entering Lake Erie. 

I = I D el (11) 

While this is relatively straight forward, the accounting is quite complicated, since 

monthly Detroit River flow is measured using a combination of a number of 

stage-fall-discharge equations, hydraulic models, and by transfelTing the St. Clair 

River flow using estimates of the Lake St. Clair NBS and change in storage. 

Additional detail is provided in Section 8. 

3.3.3 Outflow 

The computation of the outflow telm for Lake Erie is more complicated. 

Lake Erie outflow is computed by summing the flow out of Lake Erie through 

both the Niagara River at Buffalo (ON@BII! ) and through the WeIland Canal 

(Ow e)' Thus, the Lake Erie outflow (0) is given as: 
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0= 0 N@ BII! + Owe (12) 

The total Niagara River outflow at Buffalo, can be determined usmg 
various methods. One such method involves summing a number of flows 
measured at various locations and by various agencies. The 1950 Niagara Treaty 
signed by Canada and the United States set out orders of precedence for water 
uses on the Niagara River. Specifically, the Treaty noted that the total Lake Erie 
outflow, minus the flow needed for domestic and sanitary purposes and for the 
service of canals for navigation, could be diverted for hydropower production 
only after ensuring that the minimum flow required to preserve the scenic beauty 
of Niagara Falls, as set out in the Treaty, was met. The International Niagara 
Committee (INC) was established by the two governments following the signing 
of the Treaty, and is responsible for reporting back to the governments on the 
amount of water available under the Treaty for scenic flow over Niagara Falls, as 
well as the amount divelted for hydropower production. As a result of this 
Treaty, the flow over Niagara Falls and the total diverted for hydropower must be 
carefully measured. 

As such, the cunent practice when computing residual NBS is to 
detelmine the total Niagara River flow at Buffalo by summing six separate flow 
estimates, including the Niagara Falls and hydropower flows, which make up the 
majority of the total. This is refened to as the summation equation method for the 
purposes of this study. The Niagara River flow at Buffalo can be measured using 
available stage-discharge equations, or alternatively, it could be estimated using 
other flow models; however, cunently these methods are limited in their 
usefulness due to the effects of weeds and ice. 

Figure 3-2 provides a map of the Niagara River with the six separate flow 
estimates used in the summation equation indicated, while Figure 3-3 provides a 
simplified schematic of the Niagara River flow at Buffalo. Refening to these two 
figures , the summation equation for the Niagara River flow at Buffalo can be 
stated as: 

(13) 

where N M O M is the computed Maid-of-the-Mist (MOM) pool outflow; PSA B.&2 is 

the flow divelted to the Ontario Power Generation (OPG) Sir Adam Beck (SAB) 
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hydropower plants One and Two; PRM is the flow diverted to the New York 

Power Authority (NYP A) Robeli Moses (RM) hydropower plant; D NYSBC is the 

flow diverted to the New York State Barge Canal (NYSBC) from the Niagara 

River at Tonawanda, NY; RN is the local runoff entering the upper Niagara 

River; and Dw R is the flow diverted to the Welland River from the Welland 

Canal. 

DWR 

RN 

, ,. PSAB1 &2 

ON@BUF CGIP .. NMOM , , 

.. PRM , 

DNYSBC 

Figure 3-3: Niagara River simplified flow schematic 

A large proportion (approximately 30-40%) of the total Lake Erie outflow 
through the Niagara River passes through the MOM pool. The MOM pool flow 

(N MOM ) includes the total flow that passes over Niagara Falls. In the past, an 

additional portion of the N MOM flow included water diverted from above and 

retumed to the river below Niagara Falls to produce electricity at several low
head hydropower plants. Since early 2006, when the last of these plants ceased 
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operation, the N MOM flow consists entirely of the total amount passing over 

Niagara Falls. The amount that must flow over Niagara Falls varies depending on 

the time of year and time of day according to rules set out in the Niagara Treaty. 

During tourist hours, which are 8 a.m. to 10 p.m. from April 1 st to September 15th 

inclusive, and 8 a.m. to 8 p.m. from September 16th to October 31 st inclusive, 

hydropower companies must ensure that no less than 2,832 m3/s (100,000 ft3/s) 
passes over the Falls; during all other non-tourist hours, including night-time 

flows during the tourist season and all hours from November 1st to March 31 st 

inclusive, the hydropower companies must ensure that no less than 1,416 m3 Is 
(50,000 ft3/s) flows over the Falls. These are the minimum amounts required by 
the Treaty, but the actual amount varies depending on existing river conditions. 

The hydropower companies divert nearly all of the remainder of the total 

Niagara River flow at Buffalo from above Niagara Falls to hydropower plants 

located downstream. The OPG SAB I and II hydropower plants (PSA B.&2 ) consist 

of 10 and 16 turbines, respectively, while the NYP A RM plant (P RM ) consists of 

13 turbines. Water is dive11ed from the Chippawa-Grass Island Pool (CGIP) 
above Niagara Falls into tunnels and open channels that calTY the water 
downstream to the hydropower plants. The actual amount dive11ed from the 

Niagara River is determined from the measured flow through the hydropower 

plants, as well as the change in storage in the forebays and storage reservoirs 

upstream. 

The NYSBC is a system of canals that traverse the state of New York, 

connecting the major water bodies of Lake Erie, Lake Ontario and the Atlantic 

Ocean, in addition to a few small interior lakes (INWC, 1985; Whitford, 1922). A 

relatively small amount of water is diverted from the Niagara River into the 

NYSBC system (DNYSBC)' Water was originally diverted into the western end of 

the canal directly from Lake Erie at Buffalo, NY, but this ended in 1918, when a 

realignment of the canal was completed and the western end was moved to 

Tonawanda, NY, downstream (n0l1h) of Buffalo on the Niagara River. From 
1918 until present, water has been dive11ed from the Niagara River drainage basin 

as opposed to Lake Erie. Tonawanda Creek originally flowed into the Niagara 

River at Tonawanda, but the flow was instead dive11ed into the NYSBC at 
Pendleton. Depending on the level of the Niagara River and the discharge from 

the Tonawanda Creek watershed, water has been known to flow both into and out 
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of the NYSBC from the Niagara River since this time, but the diversion from the 

basin is treated the same as the diversion from the river itself. 

Since outflow from Lake Erie through the Niagara River at Buffalo is 

desired, but is estimated based on measurements downstream at the MOM pool 

and the hydropower plants, the local runoff or inflow to the Niagara River, R N , is 

subtracted from the measured flows downstream. A lack of gauging stations for 

measuring local runoff, particularly historically, has meant that the local inflow 

has been estimated as constant, average monthly values, based on an analysis of 

measured flows from the period 1913-1960 for the Grand River, ON, and Genesee 

River, NY (Coordinating Committee, 1962). These two rivers flow into Lake 

Erie and Lake Ontario, respectively, but they are two of the largest and best 

monitored inland rivers near the Niagara River, with each having a relatively long 

period of recorded discharge data; however, how well these two rivers represent 

the actual conditions and flows in the local Niagara River basin is not known. 

A small additional volume of water diverted from the Weiland Canal into 

the Weiland River (DW R ) is subtracted from the Niagara River flow at Buffalo in 

the summation equation. The Weiland River flows from this diversion at the 

Weiland Canal towards the Niagara River, but the mouth of the Weiland River 

has been dredged and the flow reversed such that the Weiland River now flows 

from the Niagara River to the SAB hydropower plants. Because the amount of 

water divelied from the Weiland Canal into the Weiland River is accounted for in 

the Weiland Canal flow estimate (see below), it would be counted a second time 

as part of the Niagara River outflow as it passes through the SAB hydropower 

plants . Therefore, the D W R telm is subtracted from the Niagara River flow at 

Buffalo in equation (13). 

In addition to the Niagara River flow at Buffalo, the outflow of Lake Erie 

also includes a portion dive11ed to the Weiland Canal. The Weiland Canal is 

operated by the St. Lawrence Seaway Management Corporation (SLSMC). The 

SLSMC collects and manages the Weiland Canal flow data and provides the data 

to the INC, but the actual flow estimates come from a number of sources, 

including the SLSMC itself, OPG, and municipal and industrial users. The 

Weiland Canal flow (Owe) is currently computed by averaging the measured 

flow into the canal (WC1N ) with the total measured flow as it is distributed along 

the length of the canal at various locations (WC Dlsr)' That is: 
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o = WC1N + WC DIST 

we 2 (14) 

Similar to the Niagara River flows, the WeIland Canal flows are 

determined by summing a number of flow estimates as the water passes through 

various hydraulic control structures and intake/discharge facilities located along 

the canal system. Figure 3-4 shows a map of the WeIland Canal with the major 

flows indicated. The flow into the WeIland Canal is computed as the sum of 

flows through the WeIland Canal supply weir (SWwe) and through the lock 

located closest to Lake Erie, Lock 8 (L8), such that: 

WC1N = SWwe +L8 (15) 

Lake 

Ontario New York 

Erie 

Figure 3-4: Map of Weiland Canal flow inputs 
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For accounting purposes, the distribution of flow along the WeIland Canal, 

we DIS!> is divided into four lettered groups, A, B, C and D: 

(16) 

The Group A flow includes all flows diverted from the WeIland Canal into 

the WeIland River, which is also the amount subtracted from the Niagara River 

flows (i.e. DWR )' as discussed previously. Most of this amount comes from both 

the WeIland Water Works, which withdraws water from the Canal and flushes 

outputs to the WeIland River, and from the Welland Canal syphon culvert roof 

drains. In regards to the latter, the Welland River flows through a syphon culvert 

that passes below an arm of a previous alignment of the Welland Canal. This 

older stretch of canal is disconnected and water no longer flows freely through it. 

For water quality purposes, six small drain holes were cut in the bottom of the old 

stretch of canal and through the roof of the Welland River syphon culvert, such 

that a small amount of water now flows from the old canal into the Welland 

River. Only three of these holes are open today. Two smaller municipal and 

industrial users account for the remainder of the water diverted from the Welland 

Canal to the Welland River. The vast majority of Group B discharge is diverted 

to the De Cew power plants (PD C ) ' which are owned and operated by OPG. The 

De Cew flows also make up the majority of the total flow distributed along the 

length of Welland Canal. The remainder of Group B is a small proportion and is 

divided among a number of industrial and municipal users. Group C flows make 

up a relatively small proportion of the total Welland Canal flow, with flows 

divided between the Supply Weir for the second alignment of the Welland Canal 

(S~c ) ' which is another discontinued section of canal not used in the cunent 

alignment, and industrial users, some of which are obsolete or cunently out of 

service. Group D flows include water passing through Lock 7 (L 7), or around 

Lock 7 through the weir (wL7 ) and the SLSMC power house at this location 

(PL7). General Motors cunently uses a small additional amount, and is the only 

industrial user in this group. 

Given the above, and by combining the relatively small industrial and 
municipal withdrawals as one, the total flow distributed along the Well and Canal 

can be summarized as follows: 

32 



M.A.Sc. Thesis - J. Bruxer McMaster - Civil Engineering 

we DIST = DWR + PDC + sw2C + L 7 + wL 7 + PL 7 + LIM (17) 

where DWR is the Welland River diversion; PDC is the hydropower diversion to 

the OPG De Cew generating station; SW2C is the flow through the supply weir for 

the discontinued Second Canal alignment; L7 is the flow through Lock 7; WL7 is 

the flow through the weir at Lock 7; PL 7 is the flow through the SLSMC 

powerhouse at Lock 7; and IJM is sum of all other industrial and municipal 

withdrawals. Substituting equations (15) and (17) into equation (14) gives the full 

equation for the Welland Canal flow as it is cunently computed: 

(SWWC +L8) + (DWR +PDC +SW2C +L7+W7+PL7 + LIM) we = --------------------==----
2 

3.3.4 Additional Diversions 

(18) 

Other than the Welland Canal and NYSBC diversions already accounted 

for, no other diversions are included in the Lake Erie NBS calculations. 

According to Quinn and Edstrom (2000) there are at least five other minor 

diversions involving Lake Erie. Two of these are interbasin diversions (i.e. water 

is divelted into or out of the Great Lakes basin): the Ohio and Erie Canal divelts 

water from the Ohio River basin to Lake Erie by way of the Cuyahoga River; and 

the City of Akron, OH, diverts water to communities outside the Lake Erie basin, 

but is required by the U.S. Water Resources Development Act of 1986 to return 

the equivalent amount of flow back to the Lake Erie basin. The remaining three 

diversions are intrabasin diversions (i.e. water is divelted within the Great Lake 

basin): the City of London, ON, divelts water from both Lake Huron and Lake 

Erie to the Thames River, which flows into Lake St. Clair; the City of Detroit, MI, 

divelts water from Lake Huron to the Detroit River downstream; and the City of 

Hamilton, ON, divelts a small amount of water from Lake Ontario to 

communities in Haldimand County, within the Lake Erie watershed. The largest 

of any of these are the Detroit and London diversions at approximately 4 m3/s and 

3 m3/s, respectively, but even these have no measurable effect on lake levels 

(QuirU1. and Edstrom, 2000). The remaining diversions are all less than 1 m3/s, 
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and therefore, the assumption that these minor diversions have a negligible effect 
on the water balance and the computed NBS and its associated uncertainty is 
acceptable. 

3.3.5 Consumptive Use 

There is no agreed upon definition of consumptive use in the Great Lakes 
basin; rather the definition has varied over time, and by agency and jurisdiction 
(GLC, 2003a). Consumptive use is defined in the Great Lakes region by the 
Great Lakes Commission (GLC) in the Regional Water Use Database annual 

reports as "that pOltion of water withdrawn or withheld from the Great Lakes 
Basin and assumed to be lost or otherwise not returned to the Great Lakes Basin 
due to evapotranspiration, incorporation into products, or other processes" (GLC, 
2003a). In the context of NBS estimates, consumptive use can be defined 
alternatively as that portion of the water balance that is supplied to a basin but is 
frequently removed before it can be accounted for by other telms of the water 
balance (Neff and Nicholas, 2005). 

The difficulty of defining consumptive use is outweighed by the difficulty 

of quantifying it. Consumptive use in Lake Erie (C E) and in the Great Lakes 

basin in general makes up a very small component of the water balance, and is 
often omitted from the residual NBS computations. An assessment of the 
uncertainty caused by this omission is discussed below in Section 10. 

3.3.6 NBS Summary for Lake Erie 

Substituting each of the individual equations derived above into equation 

(4) gives the complete equation for Lake Erie NBS (NBS E ) as computed using the 

residual method: 
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NBS E = 

(
(hClE ,t+l +hPS,t+J+(hwL ,t+l +hpC,t+l) _ (hCLE ,t + hps,J + (hwL ,t +hpC,t)]. A£ 

4 4 dt ·86400 

- I Det (19) 

(SWWC +L8) + (DWR +PDC +SW2C +L7 +WL7 +PL7 + 2JM) 
+----~------~----~----~------------~~--

2 

The complete equation for Lake Erie residual NBS involves a large 

number of variables, but is mathematically simple. To determine the overall 

uncertainty in Lake Erie NBS, the uncertainty in each of these variables must first 

be estimated, and then the individual estimates must be combined using 

appropriate methods. 
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4 Uncertainty Analysis Concepts and Methods 

4.1 Statistical Terms and Concepts 

Prior to presenting the uncertainty analysis, a brief introduction to some of 

the statistical terms and concepts used in this research is provided. Much of the 

tenninology and many of the concepts used in this research are based on the 

ISO's Guide to the Expression of Uncertainty in Measurement (ISO, 1995). Also 

known as GUM for short, this document is an intemationally recognized standard 

that describes general rules and guidelines for evaluating and expressing 

uncertainty estimates, and is generally applicable to a broad range of scientific 

and engineering disciplines. Other general texts on unceliainty analysis were also 

found useful in developing and understanding the basic concepts, notably Ang 

and Tang (1984) and Tung and Yen (2005). 

The term uncertainty was defined previously in Section 2.1. Uncertainty 

analysis involves deriving a quantitative description of how accurate an output of 

interest is believed to be. This nOlmally involves estimating the probability that a 

certain output of interest takes on a particular value. In this research, the telm 

standard uncertainty is used to describe the unceliainty of a variable when it is 

expressed as a standard deviation (ISO, 1995). The combined standard 
uncertainty is the standard uncertainty of an output obtained from the 

combination of a number of other quantities. For example, if a model output is a 

function of two variables or inputs, and the standard uncertainty of each is known, 

the combined standard uncertainty is the uncertainty of the output resulting from 

the standard uncertainty in each of the inputs together. 

The standard unceliainty of any variable can be multiplied by a coverage 

factor to estimate the expanded uncertainty of the variable of interest (ISO, 1995). 

The expanded uncertainty provides an interval within which the true value of the 

variable of interest is expected to lie with a defined level of confidence. This is 

also known as the confidence interval. For example, the expanded uncertainty 

estimate can describe the confidence interval within which the value of the 

variable in question is expected to lie 95% of the time. 
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The ISO (1995) defines two types of evaluations of uncertainty, Type A and 

Type B. In Type A evaluations of uncertainty, the unceliainty in an output is 

evaluated through a statistical analysis of a series of observations. For example, 

the standard deviation of a series of repeated observations of a quantity can be 

viewed as a Type A standard uncertainty estimate. In Type B evaluations, other 

means of evaluating uncertainty are used. Type B unceliainty can be evaluated by 

pooling together all known information on the possible variability of the variable 

in question and using engineering judgement to estimate the uncertainty of the 

variable. It can be based on previous experience, knowledge of the system, 

previous measurements, incomplete data, and manufacturer specifications among 

other sources of information. It was found necessary in this research to employ 

both Type A and Type B methods of evaluating unceliainty. 

In some cases, it is helpful to know not only the standard or expanded 

uncertainty of the variable of interest, but also the probability distribution. The 

probability distribution identifies the likelihood that the variable of interest will 

take a particular value or fall within a paliicular interval. For some methods of 

evaluating uncertainty, such as the Monte Carlo method used in this research, 

knowledge of the probability distributions of the model inputs are required to 

evaluate the probability distribution or unceliainty of the model output. A 

probability distribution can often be described by a mathematical equation known 

as a probability distribution function (PDF). Also related to this is the cumulative 

distribution function (CD F), which is a function that describes for any value of a 

given variable the probability that the variable takes on a value less than or equal 

to the value specified. A number of well-known probability distributions were 

used in this research, including the nOlmal, 10g-nOlmal, uniform, triangular, 

logistic, and Weibull distribution functions . Descriptions of these can be found in 

a number of texts and other documents (e.g. Tsokos, 1972; Cooper and Weekes, 

1983; ISO, 1995; Haan, 2002). 

4.2 First-Order Second Moment (FOSM) Method 

The FOSM method was one of two uncertainty analysis methods used in 

this research. With the FOSM method, the output or model, y, is represented by 

a function f(x\' x2 '" .x,.) , where the set of n input variables (x\, x2 ' " .x,.) are 

used to evaluate the output. This function can be approximated using a Taylor 

series expansion of the input variables about their means . Evaluating the first 
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order terms of the Taylor series, one can find the expected or mean value of the 

output variable given as E(y) , as well as the variance of the output variable given 

as u 2 (y), from: 

-
E(y) = f(XI.X2 ... X Il ) (20) 

n n- l II 

u 2 (y) = Lc/u\x;)+2. L LC; ,cj .u(x;) .u(xj).r(x;>x) (21) 
;=1 ;=1 j =;+1 

where ~; are the mean values of x;; U 2 (X;) are the variances of each input 

variable X;; C; are the sensitivity coefficients computed for each input variable 

X;; and r( x; ,x) are the correlation coefficients computed for each pair of input 

variables x; and x j ' The sensitivity coefficients are detelmined as the partial 

derivatives of the model output with respect to the input variables, and can be 

represented by: 

ay 
C . =-

I ax; 
(22) 

When the input variables are uncolTelated, the values of r(x;>x) can be 

assumed equal to zero, and equation (21) can be simplified to: 

11 

u 2 (y) = LC; 2U
2 (XJ (23) 

;=1 

The FOSM method of estimating uncertainty as described by equations (21) 

and (23) is telmed the law of propagation of uncertainty by the ISO (1995). The 

FOSM method is relatively simple to apply in that it requires only knowledge of 

the mean and variance of the input variables. The method allows estimation of 

the mean and variance of the output, but cannot provide information on the 

output's probability distribution. Furthelmore, the accuracy of the FOSM method 

can be compromised when the model is highly non-linear, or when the unceliainty 

in the input variables is non-symmetric and varies significantly from the normal 

distribution (Tung and Yen, 2005). In such cases the variance may not provide a 

good estimate of the uncertainty in the model inputs, and the accuracy of the 
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combined uncertainty estimate can be compromised. In order to determine the 
full probability distribution of the output, and to deal with highly non-linear 
problems, a more sophisticated approach is required. 

4.3 Monte Carlo Simulation Method 

The second uncertainty analysis method used in this research was the 

Monte Carlo simulation approach. A Monte Carlo simulation involves repeatedly 

simulating the output variable, y, using randomly generated subsets of input 

variable values, (x, ,x2 , •• • x
lI

) , according to their respective probability 

distributions in order to derive the probability distribution of the model output. 

To apply this approach, knowledge about the probability distributions of 

the stochastic input variables must be known. The probability distribution of an 

input variable can be detelmined by reviewing the data graphically or using 

statistical means, or in some cases a probability distribution can be assumed based 
on knowledge of the variable itself. In many cases a probability distribution that 

can be described mathematically can approximate the data and be fit to the data 

using various methods. If the input variable is not easily represented by a known 
probability distribution, another approach is to develop an empirical distribution 

from data describing the input variable and to randomly sample directly from this. 

This approach is known as random sampling with replacement, or the 

bootstrapping technique. 

Once the probability distributions of the input variables are defined, a set 

of input variables are then randomly sampled from the distributions. The model 

output is then simulated for each set of randomly sampled input variables. A set 

of simulated model outputs is combined to produce a probability distribution for 

the model output, which then provides the model output ' s uncertainty estimate. 

The Monte Carlo method becomes much more complicated if model input 

variables are correlated. Special care must be taken to ensure that the con·elation 

of the input variables is preserved in developing the subset of input variables used 
to evaluate the model output. In such cases, joint PDFs must be developed for the 

correlated inputs and sampled accordingly. 
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The Monte Carlo simulation approach is computationally more demanding 
than the FOSM method, as it requires significantly more evaluations of the model 
output. To reduce the computational burden of this approach, some researchers 

have proposed adding simplifying assumptions or more sophisticated sampling 
techniques, including response surface replacement of the model and Latin 
Hypercube sampling (Iman and Helton, 1988). In this research the input and 
output variables and the relationships between them are already mathematically 
quite simple, so it was unnecessary to use such methods. 
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5 Discussion of Open-Channel Flow Measurement 
Uncertainty 

5.1 Overview 

Due to the large magnitudes of the inflows and outflows relative to Lake 

Erie's NBS, uncertainty in these flow estimates can cause relatively high 

uncertainty in the overall Lake Erie NBS computed using the residual method. 

For example, Lee (1992) suggested that flows were normally considered accurate 
to within 5%, but as noted by Quinn and Guerra (1986), a 5% error in Detroit or 

Niagara River flows can result in a 34% error in residual Lake Erie NBS. Neff 

and Nicholas (2005) came to similar conclusions, indicating that uncertainty in 

the inflow and outflow contributed the most uncertainty to the residual NBS for 

Lake Erie. Therefore, accurate estimates of flow uncertainty are required. 

Detelmining the unce11ainty in Lake Erie inflows and outflows requires 
detelmining the uncertainty in the data and models used to compute them. The 

data includes gauged flow measurements, measured water levels and channel 

velocities, while the models used are primarily linear or linear-transformed 

mathematical relationships between certain measured input variables and the 

continuous flow in the channels. There are many methods proposed in the 

literature for estimating uncertainty in linear discharge models such as stage

discharge relationships. Of these, statistical methods involving a comparison of 

gauged flow measurements to modelled discharge were primarily chosen for this 

study. Given that these methods have been subject to some debate (Dymond and 

Christian, 1982; Clarke et ai. , 2000) and in the case of Lake Erie are applied to 
flows obtained using different models (i.e. stage-discharge, stage-fall-discharge 

and index-velocity methods), a more detailed general discussion is provided 

below prior to specific application to the Lake Erie inflows and outflows. 

5.2 Uncertainty in Gauged Discharge Measurements 

Gauged discharge measurements provide a snapshot of the flow in a 
channel at any point in time, but continuously collecting gauged flow 
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measurements is not practical. Instead, the gauged flow measurements are used to 
establish discharge models that relate a continuously measured variable, such as 
water level or velocity, to the channel discharge. Gauged discharge 
measurements are subject to uncertainty and this translates to uncertainty in the 
calibrated discharge models. Therefore, the uncertainty in the gauged flows must 
be estimated in order to detennine the combined standard uncertainty in the Lake 
Erie inflows and outflows. 

As discussed in Section 2.3 , many researchers have investigated the 
unceliainty in gauged flow measurements. The total uncertainty in a gauged 
discharge measurement varies depending not only on the method used to collect 
the measurement, but also on the conditions under which the measurement was 
perfonned. For example, ice, flow obstmctions, wind, and changes in stage 
occUlTing during the measurement can all affect measurement accuracy. 
According to Sauer and Meyer (1992), under good conditions the standard enor 
in gauged discharge likely ranges between around 3 and 6%, but could be as great 
as 20% under overall poor conditions. Herschy (2009) also noted these variations 
in uncertainty, and estimated that the attainable level of unceliainty in a single 
measurement of discharge given good measurement practice was between 5 and 
20% at a 95% confidence level, depending on the measurement method used. 
The attainable level of uncertainty for both conventional cunent meter and ADCP 
discharge measurements was given as 5%. 

In the Great Lakes specifically, Quinn (1979a) applied the methods of 
Carter (1970) and Herschy (1970) to investigate the uncertainty in gauged flows 
collected in the Niagara and St. Lawrence rivers using the velocity-area method 
with conventional cunent meters and found the standard enors to be on the order 
of 3 to 5%, or approximately 6 to 10% at the 95% confidence level. Schmidt et 
al. (2009) noted that the methods used to collect discharge measurements in the 
St. Clair and Detroit rivers have varied over time, and that the data available to 
describe these methods was insufficient to allow for a full uncertainty analysis . 
Nonetheless, the authors estimated the minimum standard enor in conventional 
measurements taken on the St. Clair and Detroit rivers to be 3.2 to 6.9%, 
depending on the number of velocity panels used for each specific measurement. 
Schmidt et al. (2009) also noted similar issues in tenns of data limitations for the 
more recent ADCP measurements on the St. Clair and Detroit rivers, and based in 
part on a study by Mueller (2003), estimated uncertainty in these measurements to 
be at least 5%. On the other hand, Espey et al. (2001) examined enors in ADCP 
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gauged measurements for the Lake Michigan diversion at Chicago, and estimated 

the random enor to be 0.9%, with systematic enors between 0.2 and 0.7%. From 

this it was estimated that the overall uncertainty in the ADCP measurements could 

be as low as 0.5%; however, Espey et al. (2001) also noted that some sources of 

uncertainty were likely unaccounted for, and based on their own professional 

judgement and reports by Lipscomb (1995) and Morlock (1996), a more 

conservative unceliainty estimate of 5% was used. Espey et al. (2001) also noted 

that systematic enors were more likely to affect flow models developed from 

ADCP measurements than from conventional current meter measurements, since 

typically a single ADCP is used for all gauged discharge measurements, and since 

calibration procedures for ADCPs were not yet well-documented. 

Given the limited data available to describe the discharge measurement 

methods used as noted by Schmidt et al. (2009), a more detailed analysis of 

uncertainty in individual discharge measurements was not pursued in this 

research. Instead, based on the combined results described above, an unceliainty 

estimate of 5% at the 95% confidence level, or a standard uncertainty of 2.5%, 

was assumed for all gauged discharge measurements used to evaluate flow 

models in this study. 

5.3 Uncertainty in Discharge Determined from a Linear Model 

One of the methods or models most frequently used to measure 

streamflow in an open-channel is to relate measured water level(s) to channel 

discharge through the use of a rating equation. The simple case of relating 

discharge to a single water level measurement is known as a stage-discharge 

equation. The stage-discharge equation can be given in the form 

(24) 

where Qc is the rating curve discharge; C is a coefficient; h is the stage; and f3 is 

an exponent. NOlmally h is replaced by h - a (Herschy, 2009), where a is the 

elevation of zero flow, such that: 
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(25) 

The stage-discharge relation is nOlmally calibrated by fitting a linear 

version of the equation to measured flows and water levels. The stage-discharge 

equation can be linearized by taking the natural logarithm of both sides. 

In( Qc) = In( C) + fJ . In( h - a) (26) 

If we let the dependant variable In(Qc) = Y, and the predictor variable 

In(h - a) = X, the equation can be written in the familiar form of a straight line 

with intercept In( C) = bo and slope f3 = b, . 

(27) 

In practice, when establishing a stage-discharge curve the value of a is 

often given an initial assumed value prior to fitting the other model parameters; it 

is then varied until a curve having best fit is found (!NBC, 2009; Herschy, 2009). 

If a value of a is assumed, measured pairs of ~ and Xi can be used to calibrate 

this equation, a solution of which can be found using least squares regression 

theory (e.g. Draper and Smith, 1998), such that: 

/I 

IeXi -X)·e~ -Y) 
b,=~i=~' ____________ _ 

/I 
(28) 

I(X
i 
_X)2 

i=' 

(29) 

where ~ are the n measured log-transformed gauged discharge measurements, 

In(Qg); Xi are the log-transfOlmed gauged water levels convelied to depths, 

In( hg - a); and Y and X are the mean values of these variables. The model 

parameters bo and b, are subject to uncertainty. Equations for the sample 

variance of each parameter, as adapted from Draper and Smith (1998), are given 

as: 
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S 2 

Var(b1)=-,-, ----
I(X; _X)2 
;=1 

McMaster - Civil Engineering 

(30) 

(31) 

The sample variance, s 2 , or the mean squared residual, is an estimate of the hue 

variance 0'2 based on the sample of measured values. It is defined by: 

II 

I(Y; _Y)2 
2 ;=1 

S =...:......:..----
(n - 2) 

(32) 

where Y is the 10g-transfOlmed discharge obtained from the linear model, 

In(Q,J. It follows that the sample standard deviation of the model parameters 

are then: 

(33) 

S 
sd(b1) = 1/ 2 

(:t(X; - X) 2) 

(34) 

;=1 

Furthelmore, taking the square root of the sample variance gives s , which is 

known as the residual standard enor or standard enor of estimate. As explained 

by Herschy (2009), the standard error of estimate defines the spread or dispersion 

of measured discharge values about the fitted relationship. It can be expressed as 
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a percentage, and can be multiplied by an appropriate Student's t-value to give the 

error estimate at a desired level of confidence. 

Returning to equation (27), by substituting equation (29) we obtain: 

(35) 

Using this equation, for any value of X = Xo we can predict the mean response 

Y = Yo from the fitted model. Furthermore, the variance of the mean response can 

be given by: 

(36) 

The Var(Y) can be represented by the sample variance of the mean equal to 

S2 / n, and substituting equation (31) for Var(b l ) and simplifying gives: 

(37) 

The sample standard deviation of the mean response is then: 

1/ 2 

(38) 

This equation represents the standard deviation of the mean predicted value of Yo , 
and is also known as the standard error of the mean relation. The standard error 

of the mean relation gives curved uncertainty limits which are smaller than the 

standard error of the estimate, and are at a minimum at the mean stage and 

corresponding discharge values, and increase towards the extreme high and low 

stage and discharge values. The minimum value for the standard error of the 
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mean occurs when Xo =X (i.e. In(h+a)=ln(h+a)), such that the above 

equation is reduced to: 

(39) 

The curved limits given by equation (38) are more acceptable, given that error is 

likely to increase as one moves fm1her from the mean value. 

However, since the actual observed values of r: vary about the true mean 

value with variance (52, a predicted value Yo of an individual observation will 

have variance equal to that of the mean relation plus additional model error 

(Draper and Smith, 1998; Tung and Yen, 2005), such that the sample variance of 

the observations is defined as: 

The sample standard error of the observations is then: 

1 
1 (Xo - X) 2 

+-+-----'------"-------'-
/I 

n L(X
i
-X)2 

i= 1 

(40) 

1/ 2 

(41) 

Equation (41) provides an estimate of the spread of observations, which 

can be used to produce an uncertainty interval within which any observed value of 

Y can be expected to lie. That is, any past or future measurement of Y is 

expected to be within Sd(Yo) ObS of the model predicted value, Yo , approximately 

two thirds of the time. Contrast this with the standard error of the mean relation, 

sd (Yo), which can be used to construct an unce11ainty interval within which the 

mean of a set of observations r: can be expected to lie approximately two-thirds 

of the time. Tung and Yen (2005) call the interval constructed with the standard 
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error of the mean relation, sd (Yo), the confidence interval of the true mean 

response, while the interval constructed with the standard error of the 

observations, sd (yo) obs ' is called the prediction interval of an observed value. 

These two definitions differ, and both have been suggested as defining the 
unceliainty in a discharge measurement taken from a stage-discharge curve. For 

example, Herschy (1978; 2009) suggests the standard error of the mean relation to 
represent the uncertainty, whereas Clarke et al. (2000) disagreed, and suggested 

the standard error of observations as the preferred estimate of uncertainty. 

Assuming that sd (yo) represents the total uncertainty in a stage-discharge 

measurement, as Herschy (1978; 2009) does, essentially assumes that observed 

differences between the gauged and modelled flows is primarily the result of error 
in the gauged discharges, and that the model, being based on a large sample of 

gauged flow measurements, provides the more accurate estimate of the hue 

discharge. On the other hand, assuming that sd (yo) obs represents the total 

unceliainty, as preferred by Clarke et al. (2000), basically assumes that the 
differences between gauged and modelled discharges result primarily from errors 

in the model itself. Dymond and Christian (1982) added a telm in their 

assessment of uncertainty in the stage-discharge curve to account for unceliainty 
in the gauged discharge measurements, essentially implying that the difference 

between the gauged and modelled discharges is the result of enor in both the 

gauged measurements and the fitted model, providing somewhat of a compromise 

between the two methods; however, if the standard enor of the gauged discharges 
is greater than the standard error of the estimates, the method proposed by 

Dymond and Christian (1982) basically gives the same result as Herschy (1978; 

2009). 

The mean of a number of repeated observations will provide a more 
accurate estimate of the measured quantity than any individual measurement 

itself, but only if the errors are random and the measurements are repeated under 

the same conditions. This is not possible in a dynamic, natural channel, where 
conditions from one measurement to the next cannot be maintained. The gauged 

flows, while being subject to enor themselves, also account for hydrodynamic 
processes taking place in the channel that are not accountcd for in the simplified 

stage-discharge model used to estimate discharge. For these reasons the standard 

48 



M.A.Sc. Thesis - 1. Bruxer McMaster - Civil Engineering 

error of the observations, sd (yo) obs ' was considered the more appropriate and 

conservative estimator of the model unce11ainty for this study. 

Up until this point only linear relationships having one predictor variable 

have been discussed. However, the more general case of having two or more 

predictors in a linear relationship can be dealt with using similar methods. This 

will be necessary for assessing uncertainty in stage-fall-discharge relationships, 

such as those used to estimate flows in the St. Clair and Detroit rivers. 

The case of two or more predictors is better dealt with using matrix 

notation. However, in order to demonstrate its use, it is easier to first revert back 

to the two-parameter linear relationship defined by equation (27), i.e. 

Y = bo + bl X. Then, as adapted from Draper and Smith (1998) and Tung and 

Yen (2005), if we define in matrix notation (identified by bold print) the series of 

observations Y and X, and the parameters of the linear equation, b, as: 

YI 1 XI 

Y2 1 X 2 

Y= X= b ~[~:l (42) 

YII 1 XII 

Then when written in matrix form, the linear equation becomes: 

Y=Xb (43) 

This is equivalent to equation (27) III standard notation. Also, for the two 

parameter case, it can be shown that: 

(44) 

(45) 
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where X' is the transpose ofX. Multiplying equation (43) by X' gives: 

X'Y=X'Xb (46) 

This equation can be solved for the parameters b in matrix fmm by: 

b= (X'Xr1 X'Y (47) 

The term (X'Xr1 is the inverse of (X'X) and is given by: 

-x 

(X'Xr1 = (48) 

The matrix (X'Xr1 multiplied by the variance of Y, (52, gives the variance

covariance matrix of the parameters b: 

Var(b) = (X'Xr1 
(52 (49) 

For any value of X ~ X, ~ [ ; J we can predict Y ~ Y, from: 

(50) 

Furthermore, using equations (49) and (50) and substituting the sample variance 

of Y (i.e. s 2) for (52 , an estimate of the variance of the mean predicted value 

( Yo ) can be detelmined from: 

(51) 
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This equation, in matrix form, is equivalent to equation (37) given previously in 
standard notation. It follows that the sample standard deviation, or standard error 

of the mean relation, can be given by: 

(52) 

Similarly, the standard error for an individual observation is: 

(53) 

While these definitions were developed using the case of a linear model having 

one predictor variable, the resulting equations are applicable to the case of a linear 

model having any number of predictor variables, p. In summary, any set of n 

observations of a dependant variable, Y, can be written in matrix notation as: 

Y= 

Similarly, the n sets of p predictor variables, X, can be written as: 

X= 

X 1,11 

Xp,l 

X p ,2 

X p , 1/ 

(54) 

(55) 

A linear relationship between the predictor variables and the dependant variable 

can then be written from equation (43) as Y=Xb, and the relationship parameters, 

b, are given as: 
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b= (56) 

b" 

The linear relationship can be solved in matrix form using equation (47), and the 

standard error of the mean relation and the standard error of observations can be 

detelmined from equations (52) and (53), respectively. 

An example of a two-predictor model is any of the stage-fail-discharge 

equations used in the Detroit River. The stage-fail-discharge equations are 

derived from Manning's equation, and summarizing Quinn (1979b), Schmidt 

(2009), and Fay and Noorbakhsh (2010), are given in the form: 

(57) 

where Qc is the rating discharge; K is a coefficient accounting for channel 

roughness, channel width, reach length, and other factors not accounted for 

elsewhere; the term (wlhl + w2h2 - a)fl, accounts for the area and hydraulic 

. radius of the channel; the telm (hI - h2)fl2 accounts for the water surface slope; hI 

and h2 are equivalent to the water surface elevation at the upper and lower ends 

of the reach, respectively; WI and W 2 are weights given to hI and h2' respectively; 

a is a coefficient representing the mean bottom elevation, and is similar to the 

value of a from the stage-fail discharge relationship given in equation (25) in that 

it defines the water level elevation of zero flow; and the exponents /31 and /32 are 

empirical constants. 

The water levels hI and h2 in the term (wlhl +w2h2 - a)fl, can be given 

any weighting, but are often given equal weight, such that WI and W 2 both equal 

0.5, providing the average of the two gauged water levels; alternatively, the 

weights can be given values of 1 and 0, or vice versa, such that the water level of 

only one gauge is employed in this term of the equation (Quinn, 1978; Fay and 

Noorbakhsh, 2010). The values of K, a , /31 and /32 are the model calibration 
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parameters. In practice, a is often given an assumed value and then the 

remaining model parameters are used to fit the model to the observed data (Fay 

and Noorbakhsh, 2010). For fJl and fJ2' Quinn (1978) suggested values of 2 and 

0.5, respectively, based on Manning's equation, while Schmidt (2009) stated that 

fJl has also been given a value of 5/3. The exponents can also be fit empirically 

during model calibration, and this has been the case most recently for the St. Clair 

and Detroit rivers (Fay and Noorbakhsh, 2010). 

The non-linear stage-fall-discharge equation can be linearized by again 

using a natural logarithm transfOlmation, such that: 

(58) 

Given a set of n observations of gauged flows Qg and measured water levels h l g 

and h2g , and working from equations (54), (55) and (56), we can define the set of 

n dependant variables as: 

y= 

Y" 

where Y" = In(Qg),,. Likewise, the predictor variables are defined as : 

X= 

X 2,1 

X 2,2 

X 2 ,11 
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where X"" = In( w,h'g + w2h2g - a)" and X 2,,, = In(h' g - h2g )". Lastly, the model 

parameters are defined as: 

(61 ) 

where bo = In(K) , b, = /3" and b2 = /32' From these, the two-predictor linear 

model can be solved and the standard enor estimates found using the matrix fOlm 

of the equations given above. The matrix operations were perfOlmed for this 

research using the open-source statistical software package "R" (http://www.r

project.org/). 

5.4 Uncertainty in Model Predictor Variables 

The methods outlined above for estimating uncertainty III discharge 

detelmined from a linear model capture uncertainty resulting from random errors 

as represented by the differences between gauged and modelled discharge 

measurements. This is termed the model error. Additional en"or results from 

uncertainty in the model variables, which includes error in measured water levels, 

velocities or other predictor variables. Given the case of n predictor variables, 

which will be assumed to be water levels denoted as h, from the law of 

propagation of uncertainty (ISO, 1995), the uncertainty in the discharge Q as a 

function of the uncertainty in each predictor variable is given as: 

(62) 

where u(Q)" is the standard unceliainty in the measured discharge Q due to 

uncertainty in the measured water levels; u 2 (Q)" is the variance of Q; 8QI8hi is 

the rate of change of Q due to a change in each predictor variable hi' and is 

known as the sensitivity coefficient for each hi ; u(hi) is the standard unceliainty 

in predictor variable hi; and r(hp hj ) is the correlation coefficient of any two 
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predictor variables hi and h j . If errors in the predictor variables are assumed 

uncorrelated, the equation is reduced to: 

(63) 

The different flow models used in computing inflows and outflows for the Lake 

Erie residual NBS require different combinations of predictor variables, and 

therefore, the uncertainty that results is considered separately for each flow 

model. 

5.5 Combined Uncertainty in Modelled Flows 

In determining the overall uncertainty in a single determination of 

discharge from a rating curve or other flow model, the uncertainties in the gauged 

discharge measurements, in the model, and in the model predictor variables must 

all be considered. As described in the previous sections, a number of researchers 

have defined the overall unceliainty in modelled discharge as either the standard 

error of the mean relation or the standard error of observations. They have 

combined this with a telm quantifying the unceliainty in flow due to unceliainty 

in the predictor variables, normally water level, to determine the overall 

uncertainty in a modelled discharge measurement. The unceliainty in the gauged 

discharge measurements has nOlmally been ignored, or assumed to be accounted 

for in the deviations of the gauged measurements from the best-fit model. 

A somewhat modified approach for quantifying the overall uncertainty 

was taken in this research. Assuming that the errors in the gauged discharge 

measurements, the errors in the model, and the errors in the model predictor 

variables are uncorrelated, the combined standard uncertainty of any individual 

discharge measurement taken from a rating curve, u(Q) , can be expressed as: 

u 2 (Q) = u2 (Qg) + u2 (Qm) + u2 (Qv) (64) 

where u(Qg) is the standard uncertainty in the gauged discharge (assumed to be 

approximately 2.5%); u(Qm) is the model unceliainty, taken as the standard error 
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of observations, sd (yo) obs' or equivalently, the combined standard error of 

estimate, s, and standard error of the mean relation, sd (~); and u(QJ is the 

uncertainty in the measured discharge resulting from unceliainty in the model 

predictor variables. That is : 

(65) 

Inclusion of the telm for gauged discharge uncertainty increases the 

uncertainty estimate over that suggested by most other studies. This effectively 

errs on the side of caution, and provides a conservative uncertainty estimate. As 

will be shown in subsequent sections, if the gauged discharge error telm is not 

included, the overall uncertainty in a single detelmination of discharge from a 

rating curve may be underestimated. 

5.6 Combined Uncertainty in the Average Discharge in a Period 

The preceding section described the uncertainty in a single determination 

of discharge from a rating curve model. In most water balance studies, including 

computations of NBS, the average discharge in a period, Q, is required. The law 

of propagation of uncertainty can also be used to determine the combined 

standard uncertainty of the average discharge in a period. The full equation is 

glven as: 

where u(Q) is the standard uncertainty of the mean discharge for a given period; 

u(Q) is the unceliainty in one of n individual discharge measurements used to 

compute the mean discharge; r(Qi ' Q;) is the correlation coefficient for discharge 

measurements i and j ; and oQ / OQi = 1/ n , since the average of a set of n 

measurements is being determined, with each measurement given equal weight. 
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If the en-or in each individual discharge measurement is assumed random and 

uncon-elated, r(Q;, Qj) is equal to zero, and the equation simplifies to: 

(67) 

Furthelmore, if u(Q;) IS assumed constant for all Q;, the equation can be 

simplified fm1her to: 

(68) 

This is the well known equation for the standard error of the mean of a set of 

observations. 

Conversely, if the en-ors in the discharge values are assumed to be 

systematic or fully correlated, then r(Q;, Qj) is equal to one, and the equation 

simplifies to: 

(69) 

Again, if u(Q;) is assumed constant for all Q;, this equation can be simplified 

further to: 

u(Q) = u(Q;) (70) 

That is, the uncertainty in the mean discharge is equal to the uncertainty in any 

single discharge estimate. 

It is exceedingly difficult to detelmine whether the sources of error that 

cause each of the various sources of uncertainty in the modelled discharge are 

cOlTelated, and if so, to what degree. This is especially true since the hue 

discharge can never be detelmined. Not knowing whether the errors are 

con-elated or not makes evaluating the combined uncertainty in the average 
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discharge in a period difficult as well. The result is that the combined uncertainty 

could be either over or underestimated, depending on how well the assumptions 

made reflect reality. 

In this study, it was assumed that the elTors in the gauged discharge 

measurements were fully cOlTelated. This implies that the elTors in ADCP 

discharge measurements are systematic, and therefore they cannot be reduced by 

averaging repeated samples. Since nOllnally a large number of measurements are 

used to define the rating curve, if the elTors in gauged discharge were assumed 

random and entirely uncolTelated, they would effectively cancel out. However, 

often the same instruments, crews and methods have been used to collect the data. 

Gauged discharge measurements evaluated in this study were primarily conducted 

using ADCPs. Simpson (2001) noted a number of sources of both random and 

systematic elTors in ADCP measurements. Espey et al. (2001) has suggested that 

elTors in ADCP discharge measurements are more likely to be systematic than 

conventional measurements. Unlike conventional CUlTent meter measurements, 

ADCP measurements are often conducted with the same instruments due to their 

higher costs, so any systematic error, such as that caused by the instrument 
calibration, for example, will affect each measurement in a similar manner. As 

another example, due to signal interference caused by channel boundaries (i.e. the 

bed surface and channel banks) or the instrument itself, ADCPs are unable to 

measure the velocity and flow near these boundaries or just below the receiver 

(Simpson, 2001). Instead the velocities in these portions of the cross-section are 

estimated based on a mathematical relationship. Any elTor caused by these 

relationships will affect each ADCP measurement in a similar manner, and these 

elTors will not be reduced by averaging. Also, as will be shown in the Niagara 

River MOM pool flow evaluation, conditions in the river and limitations of the 

instrumentation were found to have caused a systematic elTor in the conventional 

measurements collected prior to 2001 that was not detected until more recent 

ADCP measurements became available. It is likely that some of the en·or in 

gauged discharge measurements is random, and given enough measurements, 

these random elTors will effectively cancel out; however, detennining what 

portion of the error is random and what portion is not was found to be difficult 

and beyond the scope of this study. For these reasons, the safer assumption was 

made, and elTors in gauged discharge measurements were assumed to be fully 

cOlTelated, and therefore not reduced by averaging, in order to provide a 

conservative unce11ainty estimate. 
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Determining whether the uncertainty terms accounting for model error are 
correlated is also difficult to determine. The standard error of the mean relation 
and the standard error of estimates were each considered separately. Since each 

measurement is obtained from the same flow model, the uncertainty in the model 

relationship, namely the standard error of the mean relation, was assumed fully 
cOlTelated, since averaging a series of measurements will not reduce the error that 

results from differences between the estimated mean relation and the true mean. 

On the other hand, it is assumed that natural variability in the channel flow 

is captured in the gauged discharge measurements used to construct the rating 
equations, and that this natural variability is represented by the spread of the 

measurements around the best fit flow model (i.e. the standard error of estimate). 

This natural variability could be assumed random and the errors that result could 

be assumed uncolTelated. Likewise, the unce11ainty in the model predictor 

variables, namely the measured water level and/or velocity, could also be 

assumed to be random in nature. Assuming these errors to be uncorrelated, they 

would be reduced by averaging consecutive measurements to obtain the mean 

discharge in a period. This may be hue or partly true in some cases; however, it 
is also possible that the same conditions causing the errors observed are 

persistent, causing the errors to be correlated to a certain degree. For example, it 

is possible that part of the spread of the observed measurements is caused by 
hysteresis effects resulting from variable slope during periods of rising and falling 

discharge; or perhaps a persistent wind causes super-elevation of the water 

surface and a systematic error for a long enough period of time that the errors 

should not be assumed random in nature. The conservative approach would be to 

assume that, as with the gauged discharge measurement errors, the model errors in 

repeated measurements are fully cOlTelated; however, this likely overestimates the 

combined uncertainty since the random variability would in reality average out. 

In light of the difficulties in determining whether errors should be assumed 

cOlTelated or not, the analysis of uncertainty in inflows and outflows that follows 

deals with this aspect on a case-by-case basis. 

5.7 Additional Sources of Uncertainty and Systematic Errors 

Using a model to determine discharge requires the assumption that the 

flow model used, which is derived from gauged discharge measurements 
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collected previously, continues to represent the existing conditions in the river. 

Additional systematic errors, such as those caused by changing channel 

conditions possibly arising from erosion, deposition, aquatic vegetation/weed 

growth, ice or other obstructions, for example, can cause the model to not 

accurately represent the actual channel conditions existing at the time of the flow 

measurement. This can result in errors which are often much larger than the 

errors detelmined using the methods described above, and these must be dealt 

with separately. 
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6 Sources and Estimates of Uncertainty in Niagara 
River Flow 

6.1 Niagara River Flow Overview 

As discussed, the CUlTent accounting of Lake Erie outflow through the 

Niagara River is quite complicated. The summation equation includes the MOM 

pool flow, the flow through the hydropower plants, the flow through the NYSBC, 

local runoff to the upper Niagara River, and the Welland River diversion from the 
Welland Canal. Determining the total uncertainty in the Lake Erie outflow 

through the Niagara River requires assessing the unceltainty in each of these 
different subcomponents, and since these are each measured or estimated using 

different methods, the uncertainty analysis requires a variety of techniques. The 

total combined uncertainty in the Niagara River flows can then be determined by 

combining the uncertainty from each of the different subcomponents. An 
altemative method for determining Niagara River flows involves measuring 

discharge at the actual outlet of Lake Erie using a stage-discharge relationship. 
This method is discussed, as well as its limitations, at the end of this section. 

6.2 Niagara Maid-of-the-Mist (MOM) Pool Flow 

The flow through the Niagara River MOM pool (N MOM) is cUlTently 

modelled using a stage-discharge rating equation based on measured water levels 

at the Ashland Avenue water level gauge located in Niagara Falls, NY, just 

downstream of Niagara Falls at the MOM pool. Near-instantaneous hourly water 

level readings are used to determine 24 hourly discharge estimates each day, 
which are averaged to detelmine the daily mean discharge. The daily mean 

discharges are then averaged to determine the mean monthly discharge. 

The Intemational Niagara Board of Control (INBC) is responsible for 

developing and maintaining the Ashland Avenue stage-discharge relationship. 
The Ashland Avenue gauge was established in 1957. Prior to this, the stage

discharge equation was based on water levels measured at the discontinued 

MOlTison Street gauge, located on the Canadian side of the MOM pool. The 
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Ashland Avenue gauge station has been used to establish the stage-discharge 

rating for determining flow through the MOM pool since this time. The first 

rating was the 1964 Ashland Avenue equation, and since then there have been two 

revisions of this equation, one in 1981, and the most recent in 2009 (INBC, 2009). 

The current Ashland Avenue equation is given by: 

N MOM = 0.6429· (hAA - 82.814)3.0 (71) 

where h AA is the water level measured at Ashland Avenue. This equation was 

developed using conCUlTent gauged Ashland Avenue water levels and a total of 

281 ADCP discharge measurements collected from 2001 to 2007 by the INBC at 

what is known as the cableway section located downstream of the MOM pool, 

just upstream of the hydropower plants. 

The model uncertainty in the Niagara MOM pool flows detetmined from 

the Ashland Avenue equation was estimated using the statistical methods outlined 

in Section 5. The standard error of estimate, standard error of the mean relation, 
and standard error of observations were all computed. Using the 281 ADCP 

discharge measurements, the standard error of estimate was found to be 2.1 %. A 

range of realistic Ashland A venue water levels from 95 to 104 metres was used to 

compute a range of standard errors of the mean and standard elTors of the 

observations. The standard errors of the mean relation for the Niagara River 

MOM flows were extremely low, ranging from only 0.1 to 0.4% for the range of 

water levels investigated. This is in part the result of the large number of 

measurements used to define the rating curve. The standard errors of the 

observations are larger than the standard errors of the mean, and are all fairly 

similar, ranging from 2.1 to 2.2% for the range of Ashland Avenue water levels 

examined. These values are very similar to the standard error of estimate as well, 

as would be expected due to the small standard errors of the mean computed. 

Despite the fact that the hydropower companies divert a large amount of 

water for power production purposes, with exact volumes varying throughout the 

year and throughout the day during the tourist season, the water levels and flows 

in the Niagara River do not show significant variation due to the regulating effects 

of Lake Erie. That is, water levels of Lake Erie have a relatively narrow range 

due to the lake's large surface area. Lake Erie water levels can show greater 

variation during storm-setup, but in general the flow conditions in the Niagara 

River are relatively steady. Furthermore, gauged flow measurements have been 
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collected at a range covering much of the range of water levels and flows that 
may reasonably be expected at the Niagara River below Niagara Falls. This is in 
contrast to rating equations developed for many inland rivers and streams, where 

during large floods flow measurements are rarely collected, and flow estimates 
must be detelmined by extrapolating the rating curve well beyond the range of 
actual gauged flow measurements used to calibrate the relationship, or using 
altemative flow estimation methods. 

A plot of the Ashland Avenue rating curve, the ADCP measurements, and 
the 95% confidence level as obtained from the standard enor of the observations 
is shown below in Figure 6-1. To simplify the uncertainty analysis, a constant 
value of 0.5% was used for the standard error of the mean relation, along with the 
2.1 % standard enor of estimate, such that the combined standard enor of 
observation was approximately 2.2%. This represents the total model uncertainty, 
or the uncertainty in an instantaneous discharge estimate due to enors in the 

model used. 
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The Ashland Avenue rating is rarely affected by ice and weeds due to the 

steep slope and strong current in this stretch of the Niagara River. Furthelmore, 

the channel bed at this location is rock and is believed to be stable, such that 

changes to the channel cross-section are unlikely to occur. Therefore, additional 

error caused by these sources was assumed to be negligible. 

The Niagara River does, however, provide a good example of the 

systematic errors that can exist in gauged flow measurements. Prior to 2001, 

when ADCP measurements began to be collected, the cableway section was used 

to measure discharge out of the MOM pool using conventional current meters and 

the velocity-area method. Upon comparing the conventional and ADCP 

discharge measurements, the INBC (2009) found that the ADCP-measured flows 

were consistently higher than the previous Ashland A venue rating equation and 

the conventional flow measurements collected between 1973 and 2001. This 

discrepancy was investigated using detailed soundings of the cableway cross

section and it was concluded that changes in the channel itself had not OCCUlTed, 

but rather increased resolution of the ADCP measurements had caused them to 

have a cross-sectional area approximately 4% greater in size than that measured 

during the lower resolution conventional measurements, which subsequently 

resulted in the greater flows computed from the ADCP. The current Ashland 

A venue rating equation was therefore calibrated using only the most recently 

collected ADCP measurements, since these were believed to be more accurate 

than the older conventional measurements. 

In this research, the conventional measurements were compared to the 

new rating (Figure 6-2), and the standard error was found to be approximately 

4.6%. Therefore, for discharge taken from the old rating there would have been 

an unknown systematic error of approximately 4 .6%. This would be in addition 

to the uncertainty in the rating curve described by the spread of measurements 

around the curve (i.e. the model error). A similar unaccounted for or unknown 

bias could exist for any flow model. This analysis shows the importance of 

including the uncertainty in the gauged discharge measurements in addition to the 

model and predictor variable uncertainty. If uncertainty in the gauged discharge 

measurements was not included in the previous Ashland Avenue rating equation, 

the unceltainty in the MOM pool flow would be underestimated. This also 

provides an additional example of systematic elTors in gauged discharge 

measurements, giving further evidence of the need to treat these errors as fully 

correlated. 
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Figure 6-2: Ashland Ave. rating compared to conventional flow measurements (pre-200l) 
and ADCP measurements (post-200l) 

In addition to uncertainty m the gauged discharge measurements and 
model uncertainty, the uncertainty in discharge resulting from uncertainty in the 

model variables must also be considered. In the case of a stage-discharge 

equation, the only predictor variable is the measured water level. Uncertainty in 

water levels actually affects the modelled discharge in two ways: first, the gauged 

discharge measurements used to calibrate the model require cOlTesponding water 

level measurements; second, measured water levels are used as an input variable 

in the model itself. The uncertainty resulting from the first source was assumed to 

be small, and is likely captured in the analysis of model uncertainty. 

In regards to the second source, the MOM pool flow equation is evaluated 

usmg instantaneous hourly water levels measured at Ashland A venue by the 
hydropower companies, and the uncertainty in an instantaneous measured water 

level is small, being 3 mm according to NOAA (2009). Other unaccounted for 
sources of elTor in the water level measurements may cause the uncertainty to be 
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somewhat greater. Nonetheless, given the large depths and the range of water 
levels observed, this source of uncertainty has a relatively small effect on the 
Niagara River flows. For example, taking the derivative of equation (71), the 

sensitivity coefficient, or the change in flow with respect to a change in water 

level, is: 

(72) 

Applying the law of propagation of uncertainty, the uncertainty in discharge due 

to uncertainty in the Ashland Avenue water level can be found from: 

(73) 

Assuming a relatively high Ashland Avenue water level of 101 metres to evaluate 

equation (72), the change in discharge with respect to a change in water level is 
approximately 640 m3 Is per metre. Assuming a conservative estimate of 1 cm for 

the unceliainty in the measured water level, this conesponds to an enor in 

discharge of less than 7 m3/s, a negligible amount. FurthelIDore, assuming that 
enors in the measured water levels are random and unconelated, by averaging the 

instantaneous discharge measurements these errors will effectively cancel out 

over the course of a month. 

On the other hand, since the hourly water levels are actually instantaneous 

water levels taken at the top of each hour, they do not necessarily represent the 

tlUe continuous water level or the tlUe average hourly water level. As a result, the 

instantaneous modelled flows will not necessarily represent the continuous and 
tlUe average flow, and this will result in additional uncertainty in the mean daily 

and monthly flow estimates. To evaluate the magnitude of this source of 

uncertainty, 6-minute water level data (the highest resolution data available at 

Ashland Avenue) for the months of January through July 2010 were used to 

compute 6-minute flow estimates, and the average of these were compared to 
average flows computed using hourly data. For the non-tourist season months of 
January through March, a comparison of the 6-minute and hourly results showed 

absolute differences of less than 20 m3/s for all daily means, and these errors 
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cancelled out over the course of a month such that the monthly means were found 
to be no greater than 1 m3 Is different. 

The same comparison was performed for the tourist season months. 

Figure 6-3 shows an example comparison of the 6-minute and hourly flows for 

one day during the tourist season. Similar to the non-tourist season, for the tourist 
season months of April through July, the absolute differences were small, being 

less than a maximum of 23 m3 Is for the daily means. However, the flows 
determined from the hourly data appeared to be biased, almost always being 

slightly higher on average than the flows determined from the 6-minute data for 
both the daily and monthly means. The monthly means determined from the 

hourly data for the tourist season months were 3 to 4 m3 Is greater than the means 

determined from the 6-minute data. The cause of this small bias is not entirely 
clear, but appears to be related to a combination of the rise and fall of the flows 

during the transition to and from tourist hours, the non-linearity of the 6-minute 

flow estimates between the top of each hour (see Figure 6-3), and the starting and 

ending elevation of each day. The discrepancy between 6-minute and hourly data 

should be investigated flUther, but the uncertainty caused by using instantaneous 
hourly water level readings as opposed to higher resolution data was considered 

negligible given this analysis. 
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Figure 6-3: Six-minute vs. hourly Ashland Ave. water level data (1 April, 2010) 
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The combined uncertainty III the monthly MOM pool flow can be 

estimated using the methods outlined in Section 5.6. Equation (65) can be applied 

to determine the uncertainty in a single determination of the MOM pool flow, but 

to determine the combined uncertainty in the monthly flow estimates, 

assumptions about whether the enors are conelated or not must also be made. As 

stated, the errors in the gauged discharge measurements were assumed to be fully 

conelated. Furthermore, the uncertainty in the fitted relation, i.e. sd (Yo)' is 

assumed fully conelated since the same rating is used for each hourly 

measurement. Assuming the enors in the remaining components of equation (65) 

(i.e. the standard enor of estimate and the unceliainty caused by the measured 

water levels used as the model predictor variables) are fully correlated as well 

gives the maximum standard uncertainty estimate of 3.4%. That is: 

u(N MOM) = (0.0252 + 0.0212 + 0.005 2 + 0.005 2)0.5 = 3.4% 

Alternatively, if the errors in the remaining components are assumed 

unconelated, the minimum unceliainty estimate can be obtained. Since 24 hourly 

flow measurements are obtained from the model each day and then averaged for 

the entire month (approximately 30 days), the minimum uncertainty estimate is 

2.6%. That is: 

u(N MOM) = 0.025 2 + ( 0.021 ) 2 + 0.005 2 + ( 0.005 )2 = 2.6% 
"/24·30 "/24·30 

Essentially the random uncertainty in the model and in the predictor 

variables cancels out due to the large number of measurements that are averaged, 

and the overall unceliainty results primarily from the unceliainty from the ADCP 

measurements used to calibrate the equation. It seems unlikely that there would 

not be at least some residual random enor in the monthly flow estimates. Also, 

given that the flows over Niagara Falls are managed by the hydropower 

companies, the assumption that the enors are entirely random and unconelated 

seems unreasonable. 

A review of the ADCP discharge measurements used in the Ashland 

A venue rating curve calibration further supported the assumption that at least a 

portion of the model error was correlated and not reduced by averaging. For 
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example, a total of 93 ADCP measurements were collected on four consecutive 
days from 30 October to 2 November, 2004. Assuming a standard error of 

estimate of 2.1 %, if the model enol'S were uncorrelated, the overall enol' in these 

measurements would be reduced to 2.1/.J93 = 0.2%. A comparison of the rating 

flows and the ADCP gauged discharge measurements showed the average 
difference between the two estimates to be approximately 1 %. That is, the 

uncertainty estimate of 2.1 % was reduced by averaging, but not entirely, and not 

as much as would be expected if the errors were assumed entirely uncorrelated. A 

similar analysis performed on 43 measurements collected on 8-9 May, 2007, 
showed similar results, with the average difference being -9 m3/s, or 

approximately 0.35% of the average flow on the two days. A similar error value 

of approximately 1.5% or less was observed for a number of other consecutive 
days of measurements where ADCP and rating curve discharge estimates were 

compared. If an estimate of 1.5% is used and assumed fully correlated, the 

combined uncertainty would be approximately 3%. That is: 

This estimate seems reasonable, but is again dominated by the uncertainty 

In the ADCP discharge measurements. Given the difficulty in determining 
whether errors are con'elated or not, and given that additional unaccounted for 

sources of error may exist (for example, these results are based on the gauged 

discharge measurements used to calibrate the flow model, whereas additional 
measurements may show slightly different results), the maximum standard 

unceliainty estimate of 3.4% was used in this analysis in order to provide a 

conservative estimate; however, it should be noted that this is likely somewhat 

over-estimated, and this analysis shows that the actual uncertainty could be much 

lower. 

6.3 Hydropower Diversions 

The discharge through the OPG and NYPA hydropower plants on the 

Niagara River is determined from rating tables, which relate turbine unit 
discharge to the combination of power output measured for each unit and the 

gross head difference between the penstock intake and the tailrace (Mikhail, 

2006). The rating tables themselves are derived from field test results. Relatively 

69 



M.A.Sc. Thesis - 1. Bmxer McMaster - Civil Engineering 

recent field testing for the Niagara hydropower plants was conducted during unit 

upgrades, and involved determining discharge through selected turbine units using 

the Gibson test method. The Gibson test method (also known as the pressure-time 

method) of estimating flow in a closed conduit is rather involved, but essentially 

entails application of the energy balance equation to two sections of a closed 

conduit (the penstock), and accounting for the static pressure difference that arises 

between the two sections as a result of a change of momentum induced when the 

flow through the penstock is stopped suddenly (Adamkowski et aI., 2006). The 

full Gibson test was performed on about one in every four of the turbine units on 

the Niagara River, with less extensive Index testing using what is known as the 

Winter-Kennedy flow relationship perfOlmed on the remaining units to ensure a 

similar performance as those tested with the absolute Gibson test method (Mikhail 

and Knowlton, 2006). 

The accuracy of the hydropower flow measurements has been estimated 

by a number of sources. According to test reports for the Niagara hydropower 

plants (e.g. Mikhail, 2007; Mikhail and Knowlton, undated), while the accuracy 

of each Gibson test varies, the expected accuracy of the flows measured using the 

Gibson test is quoted as 2.25%. This agrees with estimates given in intemational 

standards, where the accuracy of the Gibson test is reported as being within the 

range of 1.5 to 2.3% (lEC, 1991, as repOlied by Adamkowski et aI., 2006). 

Unceliainty estimates in the Index test repOlis for the Niagara River (e.g. Mikhail, 

2007) give the total uncertainty as around 2% at a 95% confidence level, though it 

is unclear whether this refers to the turbine flows or the combined test results. 

Regardless, these results agree with Adamkowski et ai. (2006), who state that the 

accuracy of flows detelmined using the Winter-Kennedy method is close to the 

accuracy of the flows determined using the absolute Gibson method. 

It seems that other researchers have accepted these estimates of 

unceliainty in the measured flow as the total uncertainty estimate for the 

hydropower diversion. For example, Neff and Nicholas (2005), in close 

agreement with the estimates given above, gave an uncertainty estimate for the 

Niagara hydropower flows of 2.33%, which according to the authors was based 

on a written communication with OPG. Likewise, Metcalfe (2002) gave the 

"overall unceliainty" as +/- 2.1 % at the 95% confidence level for the Niagara 

hydropower flows. Additional infOlmation on how these flow uncertainty 

estimates were obtained and the probability distribution of the error estimates 

70 



M.A.Sc. Thesis - J. Bruxer McMaster - Civil Engineering 

could not be obtained from the hydropower companies, and was not found in the 

literature or test reports. 

While these estimates are all fairly consistent, they are likely based in part 

on the same assumptions and estimation methods. The fact that they are in such 

good agreement with the Gibson test uncertainty estimates indicates that other 

sources of uncertainty (i.e. in addition to uncertainty in the measured flows from 

the Gibson test) may not be properly accounted for. For example, the discharge 

through the hydropower turbines is determined from rating tables that relate the 

measured flows as determined from the Gibson tests to the power output and 

gross head. Uncertainty in the measured power output and gross head, as well as 

unceliainty in the relationship between these variables and the rated discharge, 

must also be accounted for in the unceliainty estimate of the Niagara hydropower 

diversions. FUlihermore, the actual discharge diverted from the Niagara River is 

calculated on an hourly basis not from the flow through the hydropower plants 

alone, but rather it also includes the change in storage in the forebays and storage 

reservoirs upstream. Over the course of a month or longer, the effects of storage 

on the mean monthly power diversion are small, but this would also provide a 
source of uncertainty. Losses due to evaporation and leakage provide another 

source of uncertainty, though again, the amount may be negligible. 

According to OPG (K.e. Chan, OPG, written communication, 24 August, 

2010), the combined uncertainty of the rating table flows for the SAB II units 

would consist of three components, including: uncertainty resulting from 

performance testing on units tested by the absolute method (Gibson test); 

unceliainty due to variation of the other units tested for similarity by the Index 

method; and extrapolation of the results to other heads from the test head. Similar 

to the estimates given above, the uncertainty in the first two sources, the Gibson 

and Index tests , were suggested as +/-2.0% and +/-1.8%, respectively. For the 

third source of uncertainty, there apparently is no estimate available, but it is 

judged by Mr. Chan to be 0.5% for a medium head plant such as the SAB units. 

From this, it was estimated that the combined uncertainty level for the derived 

rating table would be +/- 2.7%; however, this estimate is based on the assumption 

that all enors are uncorrelated, which seems unlikely given, for example, that 

only one quarter of the turbine units were tested and that test results are 

extrapolated from the test head to other heads. Mr. Chan also suggested that other 

sources of unceliainty in the flow accounting include the accuracy of the station 

head measurements, the variation of head with time and the flow accounting 
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software package used. Furthermore, these results are for SAB II, and unceltainty 

may be somewhat different for the other hydropower plants. 

A more detailed investigation of uncertainty in the hydropower flows was 

deemed to be beyond the scope of this research. Based on the above findings, and 

assuming full correlation of the uncertainty estimates provided by OPG for the 

Gibson test, Index test, and extrapolation of results, an uncertainty estimate of 

approximately 4.0%, having a nOlmal distribution, was assumed at the 95% 

confidence level for the combined Niagara River hydropower diversion . It is 

recognized, however, that this may be underestimated, and a more exhaustive 

uncertainty analysis of the hydropower diversions from the Niagara River may be 

wOlthwhile. 

6.4 New York State Barge Canal (NYSBC) Diversion 

The amount of water diverted to the NYSBC from both Lake Erie prior to 

1918 and from the Niagara River since then is not well known. The actual 
diversion from the Niagara River has been gauged periodically in the past, but has 

not been measured continuously, and is instead estimated for water balance 

purposes as a constant value. The estimated amount currently used varies 

depending on whether the NYSBC is open for navigation or closed during the 

non-navigation season. When the NYSBC is open, it is assumed that the mean 

daily flow is 31 m3/s; when closed, the flow is assumed to be zero. Since the 

NYSBC flows are repOlted monthly, the monthly flows during maintenance 

periods and during the transition period to and from the navigation season are 

estimated as the mean discharge times the ratio of days with the canal in operation 

to the number of days with zero flow in the canal (Len Falkiner, EC, personal 

communication, 10 August, 2010). For example, if in April during the transition 

to navigation season conditions the NYSBC is in operation for only 20 days, the 

mean monthly flow would be 21 m3/s (i.e. 20 days in operation divided by 30 

days in April, multiplied by 31 m3/s). 

Though little documentation is available (and at times the reports are 

conflicting) according to the Special International Niagara Board (SINB, 1930) 

and the IJC (1953), the flow estimate when the NYSBC is open appears to have 

been at least originally based on measurements conducted in the 1920s. 

Measurements were also made in the 1950s (INWC, 1985; IJC, 1985), possibly in 
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order to confirm or adjust the earlier estimates. The SINB (1930) gives one of the 

more detailed reports on the NYSBC diversion. In this report, the results of 

measurements collected during the summer months from 1923 to 1926 and in the 

winter of 1927 were given. These are shown here in Tables 6-1 and 6-2, 

respectively, with the mean and standard deviations also computed. The SINB 

(1930) noted that during the navigation season, levels at Lockport were carefully 

maintained, with flow likely the same at night as during the day; however, during 

winter, when levels were not as carefully maintained, the flow at night was about 

40 fe/s (1 m3/s) less than during the day, and the discharge all day on Sunday was 

about 275 fe/s (8 m3/s) less than the weekday day-time flows. From this 

information and the measurements collected, the average NYSBC diversion from 

the Niagara River at the time was estimated to be 1,400 ft3/S (40 m3/s) during the 

navigation season and 1,000 fe/s (28 m3/s) during winter, with an average of 

1,200 fe/s (34 m3/s) for the year. 

Table 6-1: Measured NYSBC flows: 1923-1926 navigation season (SINB, 1930) 

Date Flow (ft.l/s) Flow (m.l/s) 

6/511923 1318.7 37.3 

8/9/1923 1392.3 39.4 

811311923 1341.7 38.0 

7/2411924 1405.4 39.8 

10/20/1924 1381.8 39.1 

911111925 1458.5 41.3 

9/ 1111925 1408.6 39.9 

911411925 1341.6 38.0 

911411925 1330.6 37.7 

9/24/1925 1461.6 41.4 

9/2411925 1465 .7 41.5 

8/3111926 1463.4 41.4 

8/3111926 1469.0 41.6 

Mean 1403.0 39.7 

Std. Dev. 57.0 1.6 
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Table 6-2: Measured NYSBC flows: 1927 non-navigation season (SINB, 1930) 

Date Flow (fels) Flow (mJ/s) 

2124/1927 1025 29.0 

2/24/1927 1049 29.7 

3/10/1927 1080 30.6 

3/10/1927 1085 30.7 

Mean 1060 30.0 

Std. Dev. 28 0.8 

A report by the IJC (1953) noted that until October 1928, approximately 
275 ft3/s (8 m3/s) of the total diversion was diverted for power purposes. This was 
discontinued after this year, such that the total diversion during the navigation 
season would have been 275 fe/s (8 m3/s) less than the 1400 ft3/s (40 m3/s) 
measured in the 1920s, or approximately 1125 ft3/s (32 m3/s). When rounded to 
the nearest 100 fe Is, this is equivalent to the constant amount of 31 m3 Is cunently 
used. 

Occasional field measurements have been collected smce this time, 
including some in the 1950s, with some rep0l1s stating that these were used to 
provide the cunent estimated amount of the diversion (INWC, 1985; IJC, 1985). 
For example, according to the Intemational Niagara Working Committee (INWC, 
1985), just prior to field tests conducted in 1957, flow measurements made by 
cunent metering estimated the NYSBC flow reaching Lockp0l1 to be 1120 fe Is 
(32 m3/s). The 1957 field tests after this were conducted to determine the 
possibility of passing additional flow through the NYSBC for the purposes of 
agriculture. Actual data for these tests was not found, but it was noted by Stellato 
(1981) and the INWC (1985) that these tests showed that increases in the 
discharge of greater than approximately 100 ft3 Is (3 m3 Is) resulted in increased 

levels of seepage and leakage, and as such, no further work has been conducted in 
this regard (INWC, 1985). 

Regardless of the actual source, the NYSBC diversion reported by the 
INBC is today based on these past studies and estimates, and is given as 31 m3 Is 
during the navigation season and zero during the non-navigation season. The 
unce11ainty in the NYSBC flows was determined from the above information. 
The 1923-1927 measurements and additional findings reported by the SINB 
(1930) are assumed to be the best available. U sing the measurements from 
Table 6-1, and removing the additional 275 ft3/s (8 m3/s) dive11ed for power 
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production prior to 1928, the mean measured discharge was found to be 31.9 m3 Is 
with standard deviation of approximately 1.6 m3 Is. The mean is slightly greater 

than the 31 m3 Is cUlTently used in NYSBC flow accounting. Also, since only 13 

measurements were collected, multiplying the standard deviation by a Student's t

value of 2.18 for 12 degrees of freedom gives the elTor as 3.5 m3/s (or 

approximately 10%) at the 95% confidence level. This compares well with 

results reported by Stellato (1981) as discussed above, which explained that field 

measurements had showed that increases in NYSBC discharge of greater than 

3 m3 Is could not be accommodated without increased seepage and leakage. It is 

assumed that conditions in the NYSBC have not changed significantly since these 

measurements were first collected. Therefore, given the difference in the mean 

and the standard deviation computed above, and the fact that discharge likely 

varies to a small degree due to the Niagara River water level, for this study the 

NYSBC discharge was assumed to be 31 m3/s, with an uncertainty estimate of 

+1- 15% at the 95% confidence level during the navigation season. During the 

non-navigation season, with the canal dewatered, it is assumed that the amount of 

zero used for reporting purposes is cOlTect, with any leakage assumed negligible. 

6.5 Upper Niagara River Local Runoff 

The local runoff, or local inflow, to the upper Niagara River between 

Niagara Falls and Buffalo (RN) is not measured directly. Instead, 12 constant 

monthly values are traditionally used. These monthly values were determined 

from an analysis of measured flows from the Grand River, ON, and Genesee 

River, NY, based on the period of record from August 1913 through December 

1960 (Coordinating Committee, 1962). In the original analysis, drainage area 

ratios were used to extrapolate the Grand and Genesee River flows to the local 

upper Niagara River basin. That is, the monthly mean discharge per unit area for 

the combined Grand and Genesee rivers were multiplied by the local drainage 

area of the upper Niagara River and then averaged by month to estimate the mean 

monthly local inflows. The mean monthly values currently used as detelmined 

from the original analysis are given in Table 6-3. 

Table 6-3: Niagara River local runoff values (Coordinating Committee, 1976) 

Month Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

Flow 
37 37 91 93 45 23 14 8 8 14 25 31 

(m3/s) 
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There are three major sources of uncertainty in these estimates of local 
runoff to the upper Niagara River. The first is the uncertainty in the measured 
flows from the Grand and Genesee rivers. De Marchi et al. (2009) discussed 
uncertainty in runoff estimates to the Great Lakes. The second source of 
uncertainty results from the use of Grand and Genesee River flows as surrogates 
for Niagara River tributary inflows. The Grand and Genesee rivers flow into 
Lake Erie and Lake Ontario, respectively. They are the two major inland rivers 
located closest to the Niagara River, but how well these two rivers represent the 
actual conditions and flows in the upper Niagara River basin is not known. The 
last source of uncertainty results from the use of a constant mean flow value based 
on a shOlt historic record to represent a time-varying quantity. Local runoff varies 
seasonally and annually, so the deviation of flows about their mean will provide a 
source of error given that constant mean values are used. 

To quantify the uncertainty in the local inflow to the upper Niagara River 
for this study, revised local inflow estimates were derived using a similar area 
ratio method as used by the Coordinating Committee (1962), but based on 
measured discharges from actual tributaries to the upper Niagara River basin. 
CUlTently approximately 1434 km2 of the upper Niagara River drainage basin is 
gauged, which cOlTesponds to approximately 44% of the 3250 km2 total drainage 
area of the basin as estimated by the Coordinating Committee (1962). This 
includes gauges operated by Water Survey of Canada (WSC) at the Welland 
River at Caistor Comers, ON (238 km2

) , and Oswego Creek at Canboro, ON 
(80.7 km\ in addition to gauges operated by the United States Geological Survey 
(USGS) at the Tonawanda Creek at Rapids, NY (904 km2

) and Ellicott Creek 
below Williamsville, NY (211 km2

). The Ellicott Creek gauge was originally 
located at Williamsville (Ellicott Creek at Williamsville, NY); this gauge was 

relocated downstream in 1972, which increased the measured drainage area. An 
additional gauge station, Tonawanda Creek at Batavia, NY (443 km2

) , is located 
upstream of the Tonawanda Creek at Rapids gauge station. A summary of these 
gauge stations and their periods of record is given in Table 6-4. 
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Table 6-4: Upper Niagara River tributary gauge information 

Agency 
Station Station Drainage Start End 

Number Name Area (km2
) Year Year 

EC 02HA007 
WeIland River below 

238 1957 2008 
Caistor Comers 

EC 02HA024 
Oswego Creek at 

80.7 1988 2008 
Canboro 

USGS 04217000 
Tonawanda Creek at 

443 1944 2009 
Batavia NY 

USGS 04218000 
Tonawanda Creek at 

904 1955 2009 
Rapids NY 

USGS 04218500 
Ellicott Creek at 

197 1955 1972 
Williamsville NY 

USGS 04218518 
Ellicott Creek below 

211 1972 2009 
Williamsville NY 

When the Coordinating Committee (1962) conducted its local inflow 

analysis some of these stations did not exist, while others had too short a period of 

record to be used for such an analysis. As such, the Grand and Genesee rivers, 

each with long established periods of record, were used instead of the actual local 

tributaries. The Coordinating Committee (1962) did, however, compare the mean 

local flows derived for the upper Niagara River from the Grand and Genesee 

River data to flows detelmined from the existing tributary gauges for the 1955-

1960 period and found that the use of the local inflows detelmined from the 

Grand and Genesee records would generally underestimate actual tributary flow 

from December through March, and overestimate it from April through 

November. Since there are longer periods of record available today for the local 

tributaries, it is possible to obtain better estimates of local runoff from these. 

Similar to what was done for the Grand and Genesee rivers, the monthly 

mean measured flows were obtained for the local tributary gauges and multiplied 

by area ratios to estimate the mean and standard deviations for the Niagara River 

local inflows. The general equation can be written as 

R - '"' R Arata/ 
N - L.... Ga ug ed · '"' A 

L.... Ga ug ed 

(74) 

77 



M.A.Sc. Thesis - J. Bruxer McMaster - Civil Engineering 

where R N is the estimated local runoff to the upper Niagara River; RGaliged is the 

sum of measured runoff from the gauged portion of the basin; Aratal is the total 

upper Niagara River drainage basin area; and AGaliged is the sum of the areas of the 

gauged portion of the basin. The period of record used started in July 1957, 
which cOlTesponds to the installation of the Well and River gauge, and ended in 

December 2008. The combination of gauges used was chosen to maximize the 

gauged portion of the basin without overlap. For example, if data at Tonawanda 

Creek at Rapids, NY, were available, then Tonawanda Creek at Batavia, NY, was 

not used, as it is located upstream; however, Tonawanda Creek at Batavia, NY, 

was used when the downstream gauge data were unavailable, with the areas 

adjusted accordingly. 

A comparison of the results is given below. Table 6-5 shows that the 

cunently used values based on the Coordinating Committee (1962) analysis 

underestimate the local tributary flows for the months of August to March by an 

average of -2 to -29 m3 Is, with the largest discrepancies OCCUlTing in the winter 

months. On the other hand, the Coordinating Committee (1962) values 

overestimate the flows by an average of 3 to 9 m3 Is for the remaining months. 

This agrees fairly well with the Coordinating Committee (1962) findings. 

Table 6-5: Comparison of upper Niagara River local runoff estimates 

Statistic 
Upper Niagara River Local Inflows (mJ/s) 

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

Grand and Genesee rivers, Coordinating Committee (CC), 1962 

Mean 37 37 91 93 45 23 14 8 8 14 25 31 
Local Tributaries (L T) 

Mean 56 65 104 84 37 20 11 10 14 19 39 60 
Median 53 66 104 81 29 14 7 6 6 13 30 57 
StDev 33 38 37 29 22 18 10 14 25 25 29 36 
Max 148 167 181 151 97 108 45 90 162 162 141 166 
Min 3 9 41 31 13 4 2 2 2 1 2 2 

Mean Difference 

CC - LT -19 -28 -13 9 8 3 3 -2 -6 -5 -14 -29 
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Figure 6-4 shows a boxplot of the results. The boxplot indicates that the 

spread of local inflows varies significantly about the mean, such that for any 

given month the Coordinating Committee (1962) estimates could be in error by 

more than 100 m3/s . The mean (grey dashed line) and median (horizontal solid 

black line within the boxes) of the local tributary flow estimates also can be seen 

to differ, due to the non-symmetric distribution of the estimated local inflows. 
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Figure 6-4: Boxplot comparison of upper Niagara River local runoff estimates 

The differences between the mean Grand and Genesee River based flow 

estimates and the mean local tributary based flow estimates were used as the 

mean error in the local runoff, while the standard deviations of the local tributary 

based runoff estimates were used as the standard uncertainty estimate in the 

FOSM uncertainty analysis. For the Monte Carlo analysis, probability 

distributions were fit to the local tributary runoff data for each month using the 
"R" statistical software package. Empirical CDFs were plotted against fitted 

distributions until a distribution that looked to provide an acceptable fit to the data 

was found. The results of this exercise are provided in Appendix A. The type of 
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PDFs found to provide the best fit varied depending on the month. A list of the 

distributions used and their parameters are given in Table 6-6. These distributions 
were randomly sampled using "R" to obtain a probabilistic estimate of the local 

tributary runoff for any month for input into the Monte Carlo analysis. 

Table 6-6: Probability distributions used for local runoff uncertainty estimation 

Month Distribution Parameter 1 Value Parameter 2 Value 

Jan Weibull Shape 1.73 Scale 62.77 

Feb Weibull Shape 1.78 Scale 72.80 

Mar Log-NOlmal Mean-Log 4.58 StDev-Log 0.37 

Apr Normal Mean 83.81 StDev 28.89 

May Log-NOlmal Mean-Log 3.45 StDev-Log 0.56 

Jun Log-NOlmal Mean-Log 2.70 StDev-Log 0.75 

Jul Log-NOlmal Mean-Log 2.06 StDev-Log 0.73 

Aug Log-Normal Mean-Log l.90 StDev-Log 0.82 

Sep Log-Normal Mean-Log 2.00 StDev-Log 1.05 

Oct Log-Normal Mean-Log 2.40 StDev-Log 1.06 

Nov Weibull Shape l.35 Scale 42.16 

Dec Weibull Shape 1.73 Scale 67.08 

The preceding results provide an estimate of the unceliainty that results 

from using mean local inflows determined from historic Grand and Genesee River 

data instead of actual tributary flows. Additional unceltainty results from the 

uncertainty in the measured local tributary flows themselves, and the use of area 

ratios to extrapolate the gauged pOliion of the tributary basins to the ungauged 
portions. De Marchi et al. (2009) estimated the unceltainty in runoff estimates for 

the entire Great Lakes region as determined using a similar area ratio method as 

was used in this study. They assumed that the unceliainty in the actual measured 
flows was 10% at the 95% confidence level, and represented this by a normal 

distribution. In addition, for Lake Erie runoff they showed that the uncertainty 

resulting from extrapolating measured flows from gauged basins to ungauged 
portions of the basin when between 40 and 60% of the basin is gauged (which is 

approximately the propOliion of the upper Niagara River basin that is gauged) 
could be fitted with a logistic distribution having parameters of approximately 

-0.038 and 0.086. This means the ungauged basin runoff for Lake Erie was 

underestimated by approximately 4%, with standard error of approximately 9%. 
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However, these results depend on the actual gauged basins used in the analysis, 
and may not apply exactly to the upper Niagara River basin. The bias identified 

by De Marchi et al. (2009) was instead assumed to be an unknown source of 

error, and therefore the combined uncertainty due to both the uncertainty in the 

gauged flows and the uncertainty due to extrapolating to ungauged portions of the 

basin was computed as ~ 5 2 + 4 2 + 92 = 11 %, with mean error of zero. This 

source of uncertainty is essentially negligible compared to the uncertainty that 

results from using a constant monthly value for the local mnoff instead of an 

actual estimate of the tributary flows, and therefore it was omitted from the 

remainder of this analysis; however, if a new approach to estimating local inflow 

were to be employed, such as the one suggested in this research, this additional 

source of uncertainty would need consideration. 

6.6 Weiland River Diversion 

As discussed, a small additional volume of water is diverted from the 

Welland Canal to the Welland River (DWR)' The Welland River has been routed 

to pass below an old stretch of the Welland Canal through a set of six syphon 

culvelts, and flows from here to the Sir Adam Beck hydropower plants, where the 

total Well and River flow is measured as part of the hydropower plant flows. 

Since flow diverted to the Well and River is measured at both the Welland Canal 

and at the hydropower plants, it must be subtracted from the total Lake Erie 

outflow to avoid accounting for this volume twice. 

The water diverted from the Welland Canal enters the Well and River from 

a number of sources. The largest source is the flow that passes through a set of 

holes cut into the bottom of the old stretch of canal and through the roof of the 

syphon culverts. This flow currently makes up approximately 50% of the total 

Welland River diversion, but in the past was even greater, making up 

approximately 70% of the diversion. The next largest amount comes from the 

Welland Water Works, which takes water from the Canal and flushes it to the 

Welland River. This currently makes up approximately 40% of the total 

diversion, and in the past made up approximately 20% of the total. The remaining 

10% comes from smaller domestic and municipal sources, which also take water 

from the Welland Canal and return it to the Welland River. 
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The flow through the syphon culvert drain holes into the Well and River 

syphon culvet1s is estimated by treating each of the holes as a simple submerged 
orifice. The theoretical equation of flow through an orifice (Olson, 1966) results 

from the continuity equation, Q = VA, where A equals area, and the velocity, V , 

is determined from V = .j2gh , where g is gravitational acceleration and h is the 

head difference. In this case the continuity equation is multiplied by a coefficient, 

K , which results from the fact that in practice theoretical flow is different than 
actual flow, due primarily to different orifice shapes. The flow through the three 

syphon culvert drains (WRSD ) can therefore be determined from: 

WRSD = 3 . (K . .j2gh . A) (75) 

Assuming that errors In detetmining A and h are small, uncertainty 

results primarily from the coefficient chosen, and the fact that the equation is 

theoretically based and may not accurately represent the hue flow. The 

coefficient used by the SLSMC is 0.934, and was determined based on flow 
measurements taken in September 1973 (Fraser Johnston, SLSMC, letter to the 

INC, undated). Theoretical values of the coefficient normally range from 

approximately 0.6 to 1.00 according to Olson (1966). This gives a range of OA. 
A range of 0.6 was used in this analysis to be conservative. Given a range of 0.6 

in the coefficients, flow error could range from 0 to 60% of flow. If these are 

assumed to be the lower and upper 95% confidence limits, then the standard error 

is approximately 15%. 

Data and information for the Welland Water Works and the other flows 
that make up the total Weiland River diversion was not available. It seems 

unlikely that these flows would be less accurate than the flow through the syphon 
culvet1 drains. Assuming a standard error of 5% for this remaining 50% of the 

total diversion and combining with the uncertainty detetmined for the syphon 

culvet1 drains, the total standard uncertainty would be less than 10%. A 

conservative estimate of 10% for the standard uncertainty in the Weiland River 

diversion was assumed, and it was assumed that this was normally distributed. 
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6.7 Combined Uncertainty in Niagara River Flow at Buffalo 

The combined uncertainty in the Niagara River flows was estimated using 

both the FOSM and the Monte Carlo approach. Archived monthly estimates of 

the total Niagara River flow at Buffalo are available from 1900 to 2008, as is data 
for the NYSBC and the constant monthly local runoff estimates; however, 

monthly estimates of the Niagara River MOM pool flows were only readily 

available for the period 1962 to 2008, and monthly estimates of the combined 

hydropower diversions were only readily available for the period of August 1999 

to December 2008. As a result, an uncertainty analysis on the Niagara River 

flows for the full period of record could not be performed. Instead, only the 1962 

to 2008 period was investigated. The hydropower flows for 1962 to July 1999 
were estimated from equation (13) by subtracting the MOM and NYSBC flows 

from the total Niagara River flow at Buffalo, and then adding the coordinated 

local runoff values for each month and an estimate of the WeIland River 

diversion. Due to rounding errors the results are not likely exact, but they provide 

a good estimate of the magnitude of the hydropower flows in comparison to the 

remainder of the Niagara River flow components, and are sufficient for the 
purposes of this analysis . The results of this analysis were applied to the overall 

uncertainty analysis in Lake Erie NBS for the full period of record (1900 to 2008) 

as will be described in subsequent sections. 

Table 6-7 provides a summary of the mean magnitude of each of the inputs 
to the Niagara River flow at Buffalo as computed using the summation method, as 

well as the computed uncertainty of each input as used in the FOSM method. 

Note that the local inflow uncertainty estimates were the only inputs treated 

differently for the FOSM and Monte Carlo methods, with the FOSM method 

using the mean and standard deviations of the local tributary results, and the 

Monte Carlo method using the probability distributions as described in 

Section 6.5. The mean flow in the case of the FOSM method is simply the mean 

Coordinating Committee (1962) values, and in addition to the uncertainty 

estimates provided, there is also a mean error caused by the mean difference 

between these currently used estimates and the local tributary estimates 

detelmined in this research, as shown in Table 6-5. 
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As expected, the largest sources of uncertainty are the MOM pool flows 
and the combined hydropower diversions, owing to their large magnitude in 
comparison to the other inputs used to compute the Niagara River flow at Buffalo. 

The local runoff, though somewhat smaller in magnitude, is also a notable source 

of uncertainty. Despite having large uncertainties in a relative sense, the 
uncertainties in the Niagara River flow resulting from the NYSBC and WeIland 

River diversions are small in comparison due to the smaller volumes of water 

diverted at these locations. In terms of NBS and Niagara River flow 

computations, the uncertainty from these sources could have been assumed 

negligible and omitted from the analysis. 

The combined uncel1ainty in the Niagara River flow at Buffalo can be 

computed using the FOSM method and the uncertainty estimates shown in 

Table 6-7. Assuming the different flow estimates to be uncorrelated, from 

equation (23), the combined standard uncertainty is simply the root sum of 

squares of each of the different standard uncertainty estimates provided, since in 

the summation model used to compute the Niagara River flow at Buffalo the 

sensitivity coefficients are all equal to one. That is: 

where U(PSABI&2+RM) is the uncertainty in the combined hydropower diversions, 

and all other variables are as previously defined. 

The Monte Carlo method was computed by sampling from each of the 

different probability distributions identified for each input, a summary of which is 

provided in Table 6-8. For each month from 1962 to 2008, the statistical software 
package "R" was used to create stochastic representations of each input by 

randomly sampling from each probability distribution. A total of 2500 

realizations were computed for each month. The mean value for each of the 
MOM pool, combined hydropower, NYSBC and WeIland River diversion flows 

was assumed to be the deterministic value obtained from the USACE, and these 

were perturbed by the normal distributions defined by their standard deviations in 

Table 6-8. For the local runoff, values were sampled directly from the 
distributions listed in Table 6-8 . The randomly generated input variables were 

then combined to produce a total of 2500 estimates of the Niagara River flow at 

Buffalo for each month in the period of record, the probability distribution of 
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which defined the uncertainty III the Niagara River flow. The results were 

checked for convergence by using a subset of 1000, 1500, and 2000 of the 2500 

Monte Carlo simulated values, and the results were found to be nearly identical to 

those determined from the full dataset. 

Table 6-8: Niagara River Monte Carlo analysis input distributions and parameters 

Input Month Distribution Parameter 1 Value Parameter 2 Value 

N MOM All Normal Mean 
monthly 

StDev 3.4 
estimates 

PSA8.&2+RM All Normal Mean 
monthly 

StDev 2.0 
estimates 

D NYSBC All Normal Mean 
monthly 

StDev 7.5 
estimates 

Jan Weibull Shape 1.73 Scale 62.77 

Feb Weibull Shape 1.78 Scale 72.80 

Mar Log-Normal Mean-Log 4.58 StDev-Log 0.37 

Apr Normal Mean 83.81 StDev 28.89 

May Log-Normal Mean-Log 3.45 StDev-Log 0.56 

R N 
Jun Log-Normal Mean-Log 2.7 StDev-Log 0.75 

Jul Log-Normal Mean-Log 2.06 StDev-Log 0.73 

Aug Log-Normal Mean-Log 1.9 StDev-Log 0.82 

Sep Log-Normal Mean-Log 2.0 StDev-Log 1.05 

Oct Log-Normal Mean-Log 2.4 StDev-Log 1.06 

Nov Weibull Shape 1.35 Scale 42.16 

Dec Weibull Shape 1.73 Scale 67.08 

DWR All Normal Mean 
monthly 

StDev 10 
estimates 

A summary of the uncertainty analysis results from the FOSM and Monte 

Carlo methods for the Niagara River flow are provided in Table 6-9. Of note is 

that the two methods gave almost identical results, even despite the fact that the 

uncertainty in the local runoff was treated slightly differently in each case. The 

reason for this is that the output (in this case, the total Niagara River flow at 

Buffalo) is a linear function of the model inputs (i.e. the summation equation). If 

a model is highly non-linear, the FOSM method will not accurately represent the 

uncertainty in the model output, since only the first-order terms of the Taylor 

series expansion are used to represent the model. Including higher-order terms of 

the Taylor series expansion can improve this, but would also require additional 

and more difficult computations of the higher-order moments of the input error 
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distributions. As stated, in the case of the Niagara River flows, inclusion of the 

higher-order terms was not necessary, and this is reflected in the similarity 

between the FOSM and Monte Carlo method results. Monthly differences in the 

uncertainty estimates is partly the result of the difference in the MOM pool flows 

during tourist and non-tourist seasons, since the relative uncertainty in the MOM 

pool flows is somewhat greater than in the hydropower diversions. The 

difference is also patily the result of differences between the local runoff 

estimates. Lastly, histograms of the Monte Carlo analysis results for 2008 were 

plotted (see Appendix B) and were found to be normally distributed, a result of 

the central limit theorem. According to this theorem, the sum of a large number 

of statistically independent random variables, such as the inputs to the Niagara 

River flow equation, will tend towards a nOlmal distribution, even if the random 

variables themselves are not nOlmally distributed, so long as none of them 

dominates in telms of magnitude. 

Table 6-9: Niagara River FOSM and Monte Carlo analysis results comparison 

Mean Uncertainty Uncertainty 

Month 
°N@BII! 

(m3/s) (% of ON @BII!) 

FOSM MC DIFF. FOSM MC DIFF. 

Jan 5894 109 110 0 1.86 1.86 0 

Feb 5837 110 110 0 1.88 1.88 0 

Mar 6037 113 115 -2 1.88 1.91 -0 .03 

Apr 6264 120 120 0 1.92 1.92 0 

May 6445 120 121 -1 1.86 1.87 -0.01 

Jun 6361 118 118 0 1.85 1.85 0 

Jui 6267 115 115 0 1.83 1.83 0 

Aug 6160 113 113 0 1.84 1.84 0 

Sep 6033 113 III 1 1.87 1.85 0.02 

Oct 5951 III 11 2 -1 1.87 1.88 -0.01 

Nov 5935 108 108 0 1.81 1.81 0 

Dec 6013 112 112 0 1.86 1.86 0 

6.8 Alternative Niagara River Flow Estimation Methods 

The cunent method of detelmining the total Niagara River flow involves 

the summation of a number of smaller flow estimates. Each of these flow 

estimates could be measured using alternative methods or models, and these could 

87 



M.A.Sc. Thesis - J. Bruxer McMaster - Civil Engineering 

provide an alternative or supplemental estimate of the different flows used to 

compute the summation equation. While it is unclear whether such methods 
would provide a more accurate estimate, at the very least they could provide a 

check on the existing estimates, and may help identify unaccounted for sources of 

error. As an example, a number of the subcomponent flows could be measured 
using an Acoustic Velocity Meter (A VM). For instance, as an alternative to 

determining the hydropower diversions from the flow through the power plants 

and the change in storage upstream, the diversions could be measured directly at 
points between the Chippawa Grass Island Pool and the power plants themselves 

using acoustic velocity methods. Similarly, the diversion to the NYSBC could 
also benefit from the use of acoustic velocity instruments. In fact, in 1989, a trial 

attempt was made to measure the NYSBC diversion using an AVM and index
velocity relationship in combination with a simple hydrologic model (INC, 1990). 

Unfortunately, the results of this trial were quite poor, with the A VM providing 

flow estimates that were erratic and generally too high, possibly due to 
inexperience with the equipment and a less than ideal location for the instrument 

installation. As such, the project was telminated, and no direct field 

measurements have been taken since that time. However, given the more modern 
instrumentation and software now available, in combination with more 

experienced technicians and a better location for the instrument than was used in 

1989, it seems likely that acoustic technology could be a useful tool to measure 

flow at this location. 

The estimation of local inflows could be improved by using estimates 
from actual gauged tributary flows extrapolated to ungauged portions of the basin 

as opposed to the constant mean values based on historic Grand and Genesee 

River flows as is currently used. Though the measured tributary flows are subject 

to uncertainty and extrapolation of these to the ungauged areas of the basin adds 

additional uncertainty, this method would provide a time varying estimate that 
should at least be more representative than the current estimates since the flows 

would be based on measurements from the tributaries themselves. 

An alternative method for determining the total outflow from Lake Erie 

would be to measure it directly at Buffalo using any number of models, such as a 
stage-discharge or index velocity relationship, for example. The hydropower 
companies currently use a rating equation for their operations, which is based on 

water levels measured at one of their own gauges located at Fort Erie. The 
NOAA water level gauge at Buffalo, NY, has also been used to establish a stage-
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discharge relationship in the upper Niagara River. This equation is used primarily 
for Great Lakes routing model purposes, since the Buffalo gauge, being located 
on Lake Erie, allows the Lake Erie outflow through the Niagara River to be 

estimated based on the water level of the lake (Quinn and Noorbakhsh, 2001). 
The stage-discharge relationship developed from the Buffalo water level gauge 
has been found to be sufficiently accurate for many purposes; however, since the 
factors affecting water levels can differ between the lake and the connecting 
channels, flow in the Niagara River may be better represented by a gauge on the 
river itself. FUlthermore, the Buffalo stage-discharge relationship is affected by 
weeds in the summer months and by ice in the winter months, both of which 
retard flow. The average monthly flow retardation at this location was found to 
range from 50 to 300 m3/s according to Fan and Fay (2003). Constant monthly 
mean flow retardation values are used for Great Lakes routing model purposes, 
and in addition to including the effects of ice and weeds, these also account for 
the fact that the Buffalo water level does not necessarily represent the mean Lake 
Erie water level. Therefore, the Buffalo rating is assumed only reliable for 
estimating the actual Lake Erie outflow during the relatively weed and ice free 

months of May and November. 

Recently, WSC re-established a water level gauge at FOlt Erie. This will 
be used to establish another stage-discharge relationship in the upper Niagara 
River, although it may take several years to obtain a wide enough range of water 
levels and flows to properly define the curve. The gauge is expected to be 
designated as an Intemational Gauge, which will ensure that agencies from both 
Canada and the United States are involved in the development, validation and 
review of the flow model used and the resulting flow estimates. The location of 
this gauge station is on the river itself, which may allow it to more accurately 
reflect the variation in flows occurring in the river than the Buffalo gauge; 

however, this relationship may also be affected by weeds and ice, and if this is 
detetmined to be the case, then additional flow measurements during the summer 
and winter months and ongoing adjustments to the rating curve may be necessary 
(Jeanette Fooks, WSC, personal communication, 13 October, 2010). 

Additional methods for estimating flows, such as a stage-fall-discharge 
equation, acoustic velocity measurement and index velocity relationships, or 
hydrodynamic models, for example, could be used to provide additional estimates 
of flow out of Lake Erie through the Niagara River, and these could potentially 
increase the accuracy of the total Lake Erie outflow estimates. 
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7 Sources and Estimates of Uncertainty 
in Weiland Canal Flow 

7.1 Weiland Canal Overview 

As stated and shown in equation (14) the total outflow through the 

Welland Canal (Owd is cUlTently detelmined by averaging the flow entering the 

canal from Lake Erie at the far southem end (we IN) with the flow measured as it 

is distributed along the canals' length (we DIST)' Similar to the Niagara River 

flows, the total Welland Canal flow is detelmined by summing a number of 

smaller flows that are distributed along different paths (see Section 3.3.3). 

There are sources of error in each of the different subcomponents, and the 

uncertainty caused by each of these is evaluated in this section. The unceliainty 

from each of the different subcomponents is then combined to estimate the 

uncertainty in the estimated flow into the Welland Canal, and the uncertainty in 

the estimated flow distributed along the length of the Welland Canal. These flow 

estimates are also compared, and an assessment of the unceliainty in the total 

Welland Canal flow used in Lake Erie NBS computations as estimated from the 

average of the two is made. 

7.2 Weiland Canal Supply Weir Flow 

The flow into the Welland Canal is determined from equation (15) as the 

flow through the Well and Canal supply weir and the flow through Lock 8, with 

the supply weir controlling the total discharge entering the Welland Canal and 

making up the greatest propOliion of the total flow . The flow through the supply 

weir is currently measured using a SonTek Argonaut-SL side-looking ADCP and 

an index-velocity rating. Prior to the SonTek installation, a set of two rating 

equations relating discharge to head difference above and below the weir and the 

weir gate opening was used to measure flow through the supply weir. The choice 

of which equation to use depended on the Lake Erie water levels at the time, as 

verified by the INBC. The CUlTent use of the SonTek is believed to provide a 

more accurate estimate of the supply weir flows. 

90 



M.A.Sc. Thesis - 1. Bmxer McMaster - Civil Engineering 

The SonTek ADCP measures the velocity of a relatively small area of the 

channel cross-section. An index-velocity rating is used to relate the measured 

velocity to the mean velocity in the channel, which is then multiplied by the 

measured channel cross-section area to get discharge. The channel area is 

detelmined from a stage-area rating, which relates measured stage to area of the 

cross-section. The Welland Canal stage-area rating was developed in 2004 from 

depths obtained from ADCP measurements of the channel flow. Stage is 

measured using a pressure transducer located inside a well immediately adjacent 

to the SonTek instmment. 

The SLSMC owns and operates the equipment, and is responsible for 

measuring and providing discharge records to the INC. The INBC supports the 

SLSMC and INC in this regard, and is responsible for developing and validating 

the supply weir index-velocity and stage-area ratings. To calibrate and validate 

the index-velocity rating, gauged discharge measurements are required at a 

section near the instmment. For the Welland Canal, gauged discharge 

measurements are collected by the INBC using another ADCP, this one mounted 
to a tethered boat and operated from a bridge located upstream of the supply weir 

and the SonTek horizontal ADCP and related instmmentation. The gauged 

discharge measurements are divided by the cross-sectional area of the channel 

detelmined from the stage-area rating to estimate the mean channel velocity. The 

mean velocity from each gauged discharge measurement is then related to the 

cOlTesponding measured SonTek velocity, and a linear regression relationship is 

used to develop the index-velocity rating. 

Since the discharge obtained from an index-velocity relationship is 

determined as the estimated mean velocity times the measured cross-sectional 

area, the uncertainty in the discharge is determined by first estimating the 

uncertainty in the velocity and area separately, and then combining the results. 

The uncertainty in the mean velocity obtained from the index-velocity rating was 

detelmined using the statistical methods outlined in Section 5. In this case, 

instead of discharge, the mean velocity is the dependant variable in the linear 

relationship; instead of stage, the measured velocity from the SonTek is the 

independent variable. The standard error of estimate was found to be 3.1 %. 

Depending on the magnitude of the measured velocity the standard enor of the 

mean relation ranged from 1.0 to 2.1 %, and the standard enor of the observations 

ranged from 3.2 to 3.7%. The minimum relative enor values occur near the mean 
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measured velocity, whereas the highest errors occur at the extreme maximum and 

minimum velocities. A comparison of the Weiland Canal supply weir index

velocity relationship and the ADCP measured velocities are given in Figure 7-1. 
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Figure 7-1: Weiland Canal supply weir index-velocity rating vs. mean velocities from ADCP 
measurements 

The unceliainty in the supply weir flows due to enor in the mean channel 

velocity can be determined from 

(76) 

where u(SW;yc) is the uncertainty in the flow through the supply weir; Axs is the 

cross-sectional area; and u(V) is the unceliainty in mean channel velocity. Enors 

in the measured velocity result from both errors in the index-velocity rating, as 
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described above, and errors in the model predictor variable, i.e. the measured 

velocity itself. These two sources are assumed unconelated and treated 

separately. The uncertainty in the supply weir flows due to error in the index

velocity rating alone can be determined from the standard enor of estimate (3 .1 %) 

and by assuming a constant standard error of the mean relation value of 2.0% to 

simplify the computations. Assuming an approximate average cross-sectional 

area of 200 m2 and using a conservative (i.e. high) estimate of the mean velocity 

of 2 mis, the combined standard uncertainty in discharge due to model enor 

would be approximately 15 m3 Is. That is: 

Additional uncertainty results from uncertainty in the measured velocity 

used to evaluate the index-velocity rating. According to brochures on the SonTek 

company website (http://www.sontek.coml). the accuracy of the measured 

velocity is 1 % plus an additional 0.5 cmls due to resolution of the instrument. A 

confidence level is not stated, but it was assumed that this was the expanded 

uncertainty estimated at the 95% confidence level, such that the standard 

uncertainty was assumed to be 0.5%. Using the same method as before and the 

same assumptions of a 2 mls average velocity and 200 m2 average cross-section 

area, the combined standard uncertainty due to the measured velocity was found 

to be approximately 2 m3 Is. That is: 

The uncertainty in the cross-sectional area of the channel must also be 

detelmined. As explained by Duncker et a1. (2006) in regards to the Lake 

Michigan Diversion at Chicago, errors in the stage-area rating effectively cancel 

out. The reasoning for this is as follows. In developing the index-velocity rating, 

the cross-sectional area from the stage-area rating (Axs ) is first used to detelmine 

the mean velocities (V gal/ged ) from the gauged discharge measurements (Qgal/ged ) 

usmg: 

-V - Q gal/ged 
gal/ged -

Axs 
(77) 
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Subsequently, when determining the modelled supply weir flow from the 

index-velocity rating, the mean cross-sectional velocity detelmined from the 

rating (V ralillg ) is multiplied by the cross-sectional area determined from the same 

stage-area rating. That is: 

SWwc = Vralillg . Axs (78) 

Therefore, any enol'S in Axs effectively cancel out, and as such, only the error in 

cross-sectional area resulting from enol'S in the measured water levels needs 

consideration in this analysis. 

The SLSMC does not provide an estimate of the accuracy of the water 

level gauge at this location. Instead, a conservative standard uncertainty estimate 

of +l-l cm was assumed. The stage-area rating is given as: 

Axs = 138.27 + 34.35· (hslV -172.37) (79) 

The area of the cross-section is detelmined from the measured water level 

(hS\J and the area below and above the SonTek instrument. The area below the 

SonTek instrument is given as a constant 138 .27 m2
; the area above is equal to the 

measured water level minus the SonTek elevation (172 .37 m) times the width of 

the channel (34.45 m). Assuming a conservative water level uncertainty estimate 

of 1 cm, the uncertainty in the cross-sectional area from the rating, u(Axs ) ' is 

equal to 34.35·0.01 = 0.345 m2
. Given that the average velocity in the channel is 

less than 2 mis, it can be shown that the uncertainty in area would conespond to 

an uncertainty in discharge of no more than .J2 2
• 0.345 2 = 0.7 m 3/s. This is a 

negligible amount when compared to the uncertainty in the mean velocity, and as 

a result unceliainty in the cross-sectional area was considered negligible. 

The overall uncertainty in the supply weir flows can therefore be taken as 

the uncertainty in the gauged discharge measurements (assumed standard 

uncertainty of 2.5%) plus the model unceliainty and the predictor variable 

unceliainty due to velocity alone. As was done for the MOM pool flow, all errors 

were assumed fully correlated, and therefore not reduced by averaging. Given an 

average supply weir discharge of approximately 200 m3/s (as detelmined from 

INC records for the period 1999-2009), the combined standard uncertainty for any 
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individual estimate is approximately JC200. 0.025) 2 + 15 2 + 22 = 16 m3/s, or 

approximately 32 m3 Is at a 95% confidence level. This corresponds to a relative 

standard uncertainty of 8%, or 16% at the 95% confidence level. 

7.3 Uncertainty in Flows into the Weiland Canal 

Lock 8 is the lock located furthest south and closest to Lake Erie, and flow 

through Lock 8 makes up the remainder of the total flow into the Weiland Canal. 

The flow through Lock 8 is generally much less than that which flows through the 

supply weir. For example, a review of data from the SLSMC for the period of 

2000-2009 showed that the flow through Lock 8 made up a maximum of 36% of 

the total flow into the Weiland Canal for any month (this occUlTed in March 

2007), but on average the flow through Lock 8 makes up much less of the total 

Weiland Canal flow, being less than 7% for the month of March, and less than 4% 

on average for all other months. The higher proportion occurring in March is a 

result of the need to flush ice from the lock chamber. Other months at the end of 
the navigation season also see a slightly greater propOltion of the flow into the 

Weiland Canal pass through Lock 8 as a result of ice flushing and also due to 

larger volumes of shipping occUlTing just prior to the close of the navigation 

season. 

The flow through Lock 8 is divided between flow due to lockages and 

flow due to hydraulic assists . Flow due to lockages is computed from the number 

of lock cycles times the capacity of the lock relative to the head differential. The 

lock dimensions are all that are needed, because the water moves from one lock to 

the other through the bottom of the lock chamber, and therefore ship displacement 

does not need to be considered. The flow due to lockages is nOlmally quite small, 

amounting to only approximately 1 m3/s or less in a given month. Hydraulic 

assists involve allowing additional water to enter one end of the lock chamber to 

assist the ships in exiting the lock. Hydraulic assists are measured by fixed intake 

valve opening flow rates multiplied by the time they are open. The flow due to 

hydraulic assists is larger than the flow due to lockages at Lock 8, but is also 

normally quite small compared to the flow that passes through the supply weir. 

Data to compute uncertainty in Lock 8 flows were not available. Given 

that the flows are computed primarily from measurements of water levels and the 

dimensions of the lock and valve openings, it seems unlikely that the relative 
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uncertainty in Lock 8 flows is greater than the supply weir flows. Therefore, as a 

conservative estimate, the total unceliainty in the flow into the Well and Canal 

was assumed to be equal to the relative uncertainty computed for the supply weir 

flows, which was found in Section 7.2 to be equal to 8%, or 16% at the 95% 

confidence level. 

7.4 Uncertainty in Flows Distributed Along the Weiland Canal 

Equation (17) was given in Section 3.3.3 to describe the flow distributed 

along the length of the Weiland Canal. The infOlmation and data available for the 

flows distributed along the length of the Weiland Canal to the various hydraulic 

control structures, intake and discharge facilities, and industrial and municipal 

users was insufficient to directly evaluate the uncertainty. Instead, indirect means 

and inferences from other analyses were used. 

Approximately 6 to 8% of the total flow distributed along the length of the 

Welland Canal comes from the Weiland River diversion (DWR). The uncertainty 

of this was estimated to be 10% in Section 6.6. 

The OPG diversion to the De Cew power plants (PDC ) makes up by far the 

greatest proportion of the total Weiland Canal flow at approximately 75-85%. 

The diversion is detelmined in a similar manner as the diversions to the power 

plants on the Niagara River, in that the total flow is detelmined from the flows 

through the power plants, which are measured using rating tables that relate water 

level head differences and power output to discharge, as well as the measured 

change in storage on Lake Gibson and Lake Moodie upstream of the De Cew 

power plants. The rating tables are based on perfOlmance testing results, but 

performance testing has not been conducted at De Cew since at least the early 

1980s, and possibly longer than this for some units (Joan Frain, OPG, personal 

communication, 20 September, 2010). Given improvements in flow measurement 

technology and changes in plant efficiency that may have OCCUlTed since the 

plants were last rated, it seems that the relative uncertainty in this diversion 

estimate should be somewhat greater than the unceliainty in the total Niagara 
River hydropower diversion, which was estimated to be approximately 4% at the 

95% confidence level in Section 6.3. Therefore, it was assumed that the 

unceliainty in the OPG De Cew diversion from the Weiland Canal was nOlmally 
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distributed, having an uncertainty of 5% at the 95% confidence level, or 2.5% 

standard uncertainty. 

Depending on the time of year, anywhere from about zero to 5% of the 

total Weiland Canal flow passes through Lock 7 due to lockages (L7). Since 

Lock 7 flows require only the measurement of water levels and the lock 

dimensions, which are unlikely to be subject to significant errors, the standard 

uncertainty in Lock 7 flows is likely small, and was assumed to be 5%. A much 

smaller proportion of the Lock 7 flows is assumed to be leakage, and this error 

was considered negligible. 

Similarly, an additional zero to 4% of the total Weiland Canal flow passes 

through the weir at Lock 7 (WL7 ). The flow through the weir at Lock 7 is 

measured using a rating table similar to what was used at the supply weir prior to 

the installation of the SonTek. The relative standard uncertainty in this flow 

estimate is likely to be greater than the Weiland Canal supply weir flow estimate 

measured using the SonTek, and therefore it was assumed to be 10%. 

Another approximately 5 to 6% of the Weiland Canal flow passes through 

the SLSMC powerhouse at Lock 7 (PL7 )' The powerhouse flow is measured 

using a rating table similar to those used at De Cew and on the Niagara River. 

The PL7 rating tables were recently revised due to the installation of new 

equipment. The verification flows were measured using a die dilution method. It 

seems reasonable to assume that uncertainty in the powerhouse flows would be 

similar to what it is at the hydropower plants at De Cew, i.e. 5% at the 95% 

confidence level, or standard uncertainty of 2.5%. 

The remaining flows distributed along the length of the Weiland Canal, 

namely the flow through the second canal supply weir (S~c ) and the sum of the 

small industrial and municipal users (I 1M) is quite small, and uncertainty from 

these components was assumed negligible. 

If we assume that 80% of the flow passes through the De Cew hydropower 

plants , and the remaining 20% is divided evenly between the Weiland River 

diversion, Lock 7, the weir at Lock 7, and the powerhouse at Lock 7 (i.e. 5% of 

the total flow to each), then, assuming that errors in each of the different flow 

estimates are uncorrelated, the relative uncel1ainty in the total flow distributed 
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along the length of the Well and Canal can be estimated as approximately 2.1 %. 

That is: 

U(WCD/ST) 

= ~U(DWR) 2 +U(PDC)2 +u(L7) 2 +U(WL7)2 +U(PL7 )2 

= ~(0.05 . 0.10)2 + (0.8·0.025) 2 + (0.05 ·0.05) 2 + (0.05 ·0.10) 2 + (0.05 ·0.025) 2 

=2.1% 

This estimate is much less than the estimated standard unceltainty of the 

flow into the Welland Canal, which was given as approximately 8%. This is 

primarily the result of the large percentage of the total flow that passes through the 

De Cew power plants, which is assumed to be relatively accurate. 

7.5 Comparison of Flows Into and Distributed Along 
Weiland Canal 

Since the proportion of the total Lake Erie outflow that passes through the 

Welland Canal is estimated as the average of the flows into and flows distributed 

along the Welland Canal, if the two estimates are assumed to be free from 

systematic enors and the enors in the estimates are assumed unconelated, the 

total unceltainty in the estimated Welland Canal flow can be found from: 

(80) 

Using the unceltainty estimates determined for WC/N and WCD/ST of 8% 

and 2.1 %, respectively, the total standard uncertainty in the estimated Welland 

Canal flow is approximately 4%, or approximately 8% at the 95% confidence 

level. What remains to be detelmined is whether the assumption that neither flow 

estimate is subject to systematic enors is indeed conect. 

The measured flows into the Welland Canal were compared to the 

measured flows distributed along the length of the WeIland Canal for the period 

April 2005 (when the flows through the supply weir began being measured using 

the SonTek ADCP) to April 2010. Five months of data were missing in the 

records for the flows into the WeIland Canal, likely the result of equipment issues 
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or maintenance requirements, resulting in 56 months of data used for this analysis. 

Since both WC/N and WCD/ST are believed to be equally valid estimates of the 

actual Well and Canal flow, the differences between them provide an additional 

estimate of the unceliainty. 

A plot of the differences is shown in Figure 7-2. The mean and standard 

deviation of the two estimates are provided in Table 7-1. The maximum absolute 

difference between the two estimates was found to be 39.7 m3/s. This is larger 

than the 95% confidence level estimated for either of the individual flow 

estimates individually. However, the root mean squared difference was found to 

be 14 m3/s, or approximately 7% of the average Welland Canal flow . Using this 

as the standard enor, the standard enor of the mean of the two estimates is equal 

to 14 / 12 = 10 m3/s, or approximately 4% of the Well and Canal flow, which is 

the same as the estimated unceliainty calculated above and helps confirm the 

results. 
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Figure 7-2: Difference in Weiland Canal flow estimates (Apr. 2005 - Apr. 2010) 
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Table 7-1: Comparison of Weiland Canal flow estimates (Apr. 2005 - Apr. 2010) 

Flow Estimate Mean (mJ/s) Standard Deviation (mJ/s) 

WCIN 
218 41 

WCDIST 
214 36 

7.6 Combined Uncertainty in Weiland Canal Flows 

The individual uncertainty estimates given for WCIN and WC DIST of 8% 

and 2%, respectively, might suggest that inclusion of the estimated flow into the 

Welland Canal increases the level of uncertainty in the total estimated Welland 

Canal flow. However, the previous analysis showed that the differences between 

the two estimates are greater than the unceliainty of either estimate individually. 

It is unclear what causes the differences. For example, it is known that local 

inflows along the length of the Well and Canal (from stormwater drainage, for 

example) will be accounted for in WC DIS!' but there may also be an unknown 

amount of leakage along the length of the canal. There may also be a small time 

lag between the flows measured as they enter the Welland Canal, and flows 

measured as they are distributed along the Welland Canal's length. These are just 

two examples, but regardless of the many possible causes, their effect on either 

flow estimate is unknown. The differences between the two Welland Canal flow 

estimates indicate that unknown systematic enors may exist at times. 

Furthermore, these errors may not be properly captured in the unceliainty 

estimates for the two flow estimates individually. By averaging the two 

estimates, the effects of any such enors are reduced. Therefore, unless these 

systematic errors can be identified, the two flow estimates should continue to be 

averaged to obtain the estimated total Welland Canal flow. From the previous 

analysis, a standard unceliainty estimate of 4% was detelmined to be reasonable 

for the estimated Well and Canal flow. 

7.7 Alternative Weiland Canal Flow Estimation Methods 

In addition to the need to reduce errors in either Welland Canal flow 

estimate, it is useful to have both estimates available in order to reduce the chance 

of having periods of missing data. Recently this has OCCUlTed more often with the 
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flows into the Welland Canal, due to power inten"Uptions, equipment failures or 
maintenance requirements of the supply weir SonTek ADCP. The two flow 
estimates also make it possible to make comparisons of flows into and distributed 

along the Welland Canal, often allowing potential problems with one or both 

datasets to be more easily identified. 

Additional flow models could also be used to estimate the flow in the 
Welland Canal, and could again provide a check of the current estimates. For 

example, a rating equation, such as that which was used in the past, could still be 

used today and compared to the index-velocity rating. Furthermore, ADCPs and 

index-velocity ratings could be installed at a number of other locations, such as 

downstream of Lock 8 and the supply weir to measure the total flow into the 

Welland Canal, or at the actual diversion to the OPG De Cew power plants in 
order to provide an additional estimate of the true amount of water diverted from 

the canal at this location. 
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8 Sources and Estimates of Uncertainty 
in Detroit River Flow 

8.1 Detroit River Overview 

The Detroit River flow (1 Del) is detelmined using a combination of flow 

models, including a collection of rating equations and hydrodynamic models of 
the Detroit River, as well as using flow estimates detelmined for the St. Clair 

River by adjusting them for the monthly NBS and change in storage of Lake 

St. Clair (these adjustments are known as transfer factors) . The actual 
combination of models used for any given month is complicated, and depends in 

part on the time period and conditions at the time of measurement. For example, 

only certain stage-fall-discharge equations can be used when ice is present in the 
Detroit River. The water resources engineers at the USACE and EC that are 

responsible for detelmining what they believe to be the best monthly flow 
estimates also use a considerable amount of judgement based on the data and 

infOlmation available to them. To simplify the uncertainty analysis for this study, 

only the uncertainty in stage-fall-discharge equations derived for both the Detroit 

and St. Clair rivers were estimated, as well as the uncertainty in the Lake St. Clair 
transfer factors. The overall uncertainty in the monthly Detroit River flows was 

inferred from these results. 

8.2 Stage-Fall-Discharge Equations 

Compared to the Niagara River, the Detroit River has a much more 

gradual slope. There is no specific control section in the Detroit River, but rather 
the flow is controlled by the characteristics of the entire channel reach. For this 

reason, a traditional stage-discharge equation relating water level to flow is 

inappropriate, and more complex techniques are required. Stage-fall-discharge 
equations are one such method. 

Quinn (1979b) derived stage-fall-discharge equations and outlined 

methods of calibrating them for the Great Lakes connecting channels. Schmidt 

(2009) also examined the fOlm of stage-fall-discharge equations used in the Great 
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Lakes. A number of stage-fall-discharge equations have been developed for the 

Detroit River using various water level gauges and gauge pairs. Figure 8-1 shows 

the location of available water level gauges on the Detroit River. The most recent 

equations were developed by the Coordinating Committee (Fay and NOOl'bakhsh, 

2010) from a total of 212 ADCP discharge measurements collected from 1996 to 

2006, and concurrent water level measurements collected at gauging stations 

along the Detroit River. These equations are given in Table 8-1. It should be 

noted that at the time of this research the stage-fall-discharge equations provided 

were designated as preliminary and are subject to change. In fact, these caveats 

are often applied to the flow equations and flow estimates determined by the 

Coordinating Committee, since both the equations and estimates themselves have 

been and continue to be revised as additional data and analyses are made 

available. Regardless, the equations presented here are the best available at the 

time of this research, and they provide a model for estimating the uncertainty in 

the Detroit River flows as they are currently computed. 

Lake St. Clair 

Michigan 

~"""""'P""" M"""'" 

Fort W:ryne. Michigan 

Ontario 

Lake Erie 

Figure 8-1: Detroit River water level gauges 
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Table 8-1: Detroit River stage-fall-discharge rating equations 

Eqn Gauge 1 Gauge 2 Equation 
Windmill 

Fort Wayne 
D.l Point Q = 118 1081· (h _ 164)18364. (h - h )03624 

(hF/V) . IVP IVP FIV 
( hw p) 

Windmill 
Wyandotte 

D.2 Point Q = 99 1367· (h _164)18474. (h - h )03718 
( hlVy ) 

. IVP IVP IVY 

(hw p) 

Windmill 

D.3 Point 
Amherstburg 

Q = 51 3625 · (h _ 164)20851 . (h - h )0 3698 
(h AM ) . IVP WP AM 

( hw p) 

D.4 
Fort Wayne Wyandotte 

Q = 66.2808 . (hFW _ 164)2122 . (hFW - hwy )02943 
(hFIV ) ( hw y) 

D.5 
Fait Wayne Amherstburg 

Q = 23 5558· (h _164)24866 . (h - h )0 2906 
(hF/V) (h AM ) . FIV FW AM 

The standard error of estimate (s) was calculated for each stage-fall 

discharge equation using the ADCP data and corresponding water levels, and the 

statistical methods outlined in Section 5 for linear models having two predictor 

variables. The standard error of the mean relation (sd (Ya) ) and standard error of 

observations (sd (YO) ObS ) were calculated for observed daily water levels at each 

gauge pair from 1994 to 2009, and the minimum and maximum of each are given 

along with the standard error of estimate in Table 8-2 below. 

Table 8-2: Detroit River rating equation standard error estimates (%) 

Eqn. s 
sd(Yo) Sd(Yo)obs 

Min Mean Max Min Mean Max 

D.l 3.3 0.2 0.4 2.5 3.3 3.3 4.1 

D.2 3.2 0.2 0.4 2.0 3.2 3.2 3.8 

D.3 3.5 0.2 0.4 2.1 3.5 3.5 4.0 

D.4 4.1 0.3 0.5 2.6 4.1 4.2 4.9 

D.5 4.6 0.3 0.5 2.6 4.6 4.6 5.3 

The standard errors of the mean relation are greater in this case than those 

computed for the MOM pool flows. They also show a greater range, which is the 
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result of the second variable in the stage-fall-discharge equation being a measured 
fall (i.e. the water level upstream minus the water level downstream), which 
varies significantly about the mean, unlike the water levels themselves in the 

connecting channels, which have relatively less variability. For example, the 

coefficient of variation computed for the difference between water levels 
measured at Windmill Point and Fort Wayne during the ADCP gauged discharge 

measurements was approximately 15.2%, whereas the coefficient of variation for 

the measured water levels themselves at Windmill Point and FOlt Wayne were 

each approximately 0.2%. For the same reason, the standard enor of the 
observations also showed a greater range than those seen in the Niagara River. In 
detelmining the actual Detroit River flow, the cunent practice is to average the 

flows detelmined from the two best flow equations, which are assumed to be 

equations D.l and D.2 based on their estimated standard errors and standard error 

of observations; regardless, averaging the flow equations will not reduce the 
uncertainty since the equations are likely highly correlated since they are based in 

part on the same water levels, and also on the same flows used for calibration. As 

proof of this, the standard error of estimate of the two-equation average was 

computed separately, and was found to be 3.1 %, which is only slightly less than 
the standard errors of estimate computed for equations D.I and D.2 individually. 

Similar to the Niagara River MOM pool flow discussions already 

presented, in addition to model uncertainty, the unceltainty in Detroit River 

discharge resulting from uncertainty in the model's input variables must also be 

considered. In the case of a stage-fall-discharge equation, the model's input 

variables are the two water levels measured upstream and downstream. The 

uncertainty in discharge resulting from uncertainty in water levels was assessed 
for each equation. In the case of a stage-fall-discharge equation, uncertainty in 

water levels affects both the water level and slope portion of the equation. The 

Detroit River flows are detelmined from mean daily water levels rounded to the 
centimetre. The daily flows are then averaged for a month to obtain the monthly 

mean Detroit River flow used in the Lake Erie NBS computations. The 

uncertainty in the measured water levels was assumed to be equal to the 

uncertainty due to gauge accuracy, uncertainty due to rounding the daily water 

levels to the centimetre, and uncertainty in computing the mean of 24 hourly 

water levels . These errors were assumed to be uncorrelated. The error due to 
gauge accuracy is likely smaller than I cm, and since it can be assumed to be 

random, it would be reduced to a negligible level by averaging the 24 hourly 

readings. On the other hand, the daily mean water level is rounded to the 
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centimetre, not the hourly levels, so this enor in the daily means level is not 

reduced by averaging, and can be represented by a uniformly distributed 

uncertainty estimate of +/- 0.5 cm, which conesponds to a standard uncertainty of 

0.5 / .J3 = 0.3 cm. The uncertainty in the computed mean of the 24 hourly levels 

was determined for each gauge as the standard deviation of the hourly water 

levels, sd24-hl' divided by the square root of 24 hours in a day. That is: 

(h-) sd 24-111 
U d= J'24 (81 ) 

The uncel1ainty in the mean daily water level was computed for each 

gauge using equation (81) and hourly water levels from the years 2000 to 2005. 

The results are provided in Table 8-3. The results varied by month, with the 

largest enol'S OCCUlTing in the fall and winter. It can also be noted that the enol'S 

increase moving downstream, with the largest enors observed at the Amherstburg 

gauge, which is likely a reflection of water level variability caused by backwater 

effects resulting from the water level of Lake Erie. 

Table 8-3: Standard uncertainty in 24-hour mean Detroit River water levels 

Standard Uncertainty in Mean Water Level (m) 

Month Windmill Point Fort Wayne Wyandotte Amherstburg 

(WIPO) (FOWA) (WYAN) (AMHE) 

1 0.003 0.004 0.006 0.006 

2 0.003 0.005 0.006 0.007 

3 0.005 0.006 0.007 0.008 

4 0.004 0.005 0.006 0.006 

5 0.003 0.005 0.005 0.006 

6 0.002 0.003 0.003 0.004 

7 0.002 0.003 0.003 0.003 

8 0.002 0.002 0.003 0.003 

9 0.002 0.003 0.004 0.005 

10 0.004 0.005 0.007 0.007 

11 0.004 0.006 0.007 0.008 

12 0.004 0.006 0.008 0.009 

The overall uncertainty in the daily flows resulting from all three sources 

can be determined by first computing the derivative of each stage-fall-discharge 
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equation. An example is provided for equation D.1, where the change in flow 

with respect to a change in Windmill Point (hwp ) water level is : 

42 .802·(hwp _164) 18364 21689.(h _164)0.8364 (h -h )0.3624 
(h _ h ) 0.6376 + . IVP IVP FW 

IVP FW 

(82) 

Furthelmore, the change in flow with respect to a change in Fort Wayne (hpw ) 

water level is: 

""h (h h )0.6376 o FW WP - FW 

oQ 42.802 · (hwp _164)18364 
(83) 

Based on a review of monthly data from 1960 to 2006, the approximate 

average water levels for Windmill Point and Fort Wayne were found to be 

approximately 175 .10 m and 174.87 m, respectively. Substituting these values 

into equations (82) and (83), the rate of change in flow as a result of a change in 

Windmill Point water level is approximately 10,030 m3 Is per metre, and the rate 

of change in flow as a result of a change in Fort Wayne water level is 

approximately -9080 m3 Is per metre. These are the sensitivity coefficients for the 

upstream and downstream water levels, respectively. The sensitivity coefficients 

computed for the other equations are given in Table 8-4. Of note is that the 

coefficients are nearly equivalent in magnitude, but opposite in sign, a result of 

the fOlm of the stage-fall-discharge equations used. 

Table 8-4: Detroit River rating equation sensitivity coefficients 

Sensitivity Coefficient (mJ Is per metre) 

Water Level D.1: D.2: D.3: D.4: D.5: 

Gauge WIPO- WIPO- WIPO- FOWA- FOWA-

FOWA WYAN AMHE WYAN AMHE 

Upstream 
10049 6955 5926 14200 9212 

Gauge 

Downstream 
-9096 -5992 -4852 -13078 -7925 

Gauge 
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The rounding errors affecting each daily water level can be assumed 
unconelated. However, the enors in the mean 24-hour water levels, as shown in 

Table 8-3, affect each gauge and were found to be highly correlated, with 

conelation coefficients found to be greater than 0.8 in all cases (Table 8-5). This 

is to be expected given that the same factors affecting water level and flow in the 
river affect each of the water level gauges. Using the conelation coefficients 
given, the combined standard uncertainty in discharge resulting from the 

uncertainty in water levels, u(Q)", can be computed from the simplified equation: 

( J
2 [ 2 ] 8Q 0.3 2 -

= -h- . (-) +u (hd ,uls) 
8 uls 100 

( J
2 [ 2 ] 8Q 0.3 2 -

+ -- . (-) +u (hd ,dls) 
8hdls 100 

(84) 

( 
8Q J( 8Q J - -+2· -- --- ·U(hd,uls)·u(hd,dls)·r(huls,hdls) 

8huls 8hdls 

where 8QI8huisand 8Q I 8hdis are the sensitivity coefficients computed for the 

upstream and downstream water levels, respectively; (0.31100)2 represents the 
- -

rounding error; U(hu ,dls) and U(hd ,dls) are the standard uncertainty in the mean 

24-hour (daily) upstream and downstream water levels, respectively; and 
- -

r(hu ls, hd ls) is the correlation coefficient. Using the results in Tables 8-3, 8-4 

and 8-5, the uncertainty in discharge due to uncertainty in water levels was 

computed and is shown in Table 8-6. These uncertainty estimates are larger than 
that estimated to be due to uncertainty in the Ashland Avenue water level 

computed for the Niagara River MOM pool flow equation, a result of the greater 

uncertainty in the daily mean water levels than the hourly water levels, and 

relatively larger uncertainty in computing the difference between water levels 
than in computing the water levels individually. The unceltainty values are also 

fairly constant, reflecting the fact that the uncertainties in the upstream and 

downstream daily mean water levels have the effect of cancelling out to a large 

degree due to the conelation between these errors and the positive and negative 
sensitivity coefficients computed for the upstream and downstream gauges, 
respectively. 
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Table 8-5: Detroit River mean daily water level correlation coefficients 

Gauge WLPO FOWA WYAN AMHE 

WIPO 1.00 0.90 0.86 0.82 

FOWA 0.90 1.00 0.99 0.97 

WYAN 0.86 0.99 1.00 0.99 

AMHE 0.82 0.97 0.99 1.00 

Table 8-6: Detroit River combined standard uncertainty due to uncertainty in 

measured water levels 

Standard Uncertainty due to Uncertainty in WLs (mJ/s) 

Month 
D.1: D.2: D.3: D.4: D.5: 

WIPO- WIPO- WIPO- FOWA- FOWA-

FOWA WYAN AMHE WYAN AMHE 

Jan 44 33 30 58 38 

Feb 46 35 32 58 38 

Mar 47 36 32 58 38 

Apr 45 34 29 57 37 

May 44 32 28 57 37 

Jun 42 30 26 56 36 

Jul 42 30 25 56 36 

Aug 42 29 25 56 36 

Sep 42 30 27 57 36 

Oct 46 35 31 58 38 

Nov 47 36 32 58 39 

Dec 48 39 36 59 41 

In addition to the unce11ainty that results from the water level 

measurement errors, the error that results from using daily water levels as 

opposed to a sh0l1er time step was also assessed. Hourly water levels are more 

representative of the continuous flow fluctuations that occur in the Detroit River. 

They are also more representative of the time it takes to conduct a gauged flow 

measurement. Since gauged flow measurements are used to calibrate the stage

fall-discharge equations, it seems logical that the discharge equations developed 

from them are more representative of hourly flows than daily flows. 
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A comparison was made between monthly flows determined from daily 

water levels and those detelmined from hourly water levels for the 5-year period 

of 2000 to 2004. Unceliainty caused by using daily water levels instead of a 

shOlier time period was found to cause an average bias of approximately 9 m3/s 
for equation D.l. That is , on average, the monthly flows detennined from 

average daily water levels were found to be 9 m3/s greater than those detelmined 

from hourly water levels. The standard deviation of the differences was 4 m 3/s. 

The results were similar for equation D.2 and for the average of the two 

equations, with a bias of approximately 8 m3 Is observed, having standard 

deviation of4 m3/s. The cause of these biases is the non-linearity ofthe stage-fall 

discharge model. As a simple example, given a non-linear function y = f(x) 

having x to some exponent /L, it can be shown that y = LX" is not equivalent to 

y = (L x)" . Again, since the gauged flows used to calibrate the model are 

collected in a much shorter time period than 24 hours, and usually closer to one 

hour, the stage-fall-discharge relationships will be more representative of hourly 

flows, and therefore the bias should be regarded as real and should be considered 

in addition to the random uncertainty caused by the deviations of the flow 

measurements from the model. 

Similar to the Niagara River MOM pool flows, the combined uncertainty 

in the Detroit River flows estimated from stage-fall-discharge equations can be 

estimated using the methods outlined in Section 5.6. To determine the combined 

uncertainty, assumptions about whether the different sources of en-or are 

con-elated or not need to be made. As stated the en-ors in the gauged discharge 

measurements were assumed to be fully correlated. FurthelIDore, the uncertainty 

in the mean relation (i .e. sd (Yo)) , was assumed to be a constant value of 1 %, 

which is a conservative estimate based on the average results shown in Table 8-2. 

As was done for the Niagara River MOM pool flow, this value was assumed fully 

con-elated since the same stage-fall-discharge equations are used for each 

measurement. FurthelIDore, the standard error of estimate, s , was assumed to be 

a constant 3.2% for each equation and the average of equations D.l and D.2. 

Assuming this error and the en-ors in the predictor variables to be fully correlated 

gives the maximum standard uncertainty estimates for each equation. As an 

example, the unceliainty due to water levels detennined from equation D.l was 

found to be a maximum during December when it was found to be 48 m3 Is, which 

is approximately 1 % of the average Detroit River discharge. The combined 
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standard uncertainty for this month for equation D.1 would therefore be computed 

as: 

Altematively, if the errors are assumed uncorrelated, the mInImUm 

uncertainty estimate is obtained, since random model errors represented by the 

standard error of estimate and uncertainties due to model variables are reduced by 

averaging. Since daily water levels are used to estimate daily flows , which are 

then averaged for the entire month (approximately 30 days), the minimum 

uncertainty estimate for the month of December for equation 0.1 is 2.8%. That 

IS: 

Essentially the random uncertainties In the model and in the predictor 

variables cancel out due to the daily measurements being averaged for cach 

month. The overall uncertainty is dominated by the uncertainty from the ADCP 

measurements used to calibrate the equation. The random component of the 

uncertainty in this case (i.e. the combined random model uncertainty and 

predictor variable uncertainty) would be less than 1 %. Again, it seems unlikely 

that there would be so little residual random error in the monthly flow estimates, 

although, unlike the Niagara River MOM pool flows , the Detroit River flows are 

not managed in any way, and therefore all scatter could be assumed the result of 

natural variability. Nonetheless, the estimate for the random component of less 

than 1 % intuitively seems too small , and calls into question the assumption that 

the errors are entirely random and uncorrelated. 

The discharge measurements on the Detroit River are not collected 

consecutively as at the cableway on the Niagara River: on the Niagara River, the 

flow that currently passes over Niagara Falls and through the MOM pool can be 

adjusted, whereas on the Detroit River, the flow is relatively steady and 

consecutive measurements would give similar flow estimates. Therefore, a 

review of consecutive ADCP discharge measurements used to calibrate the 

Detroit River equations as was perfOlmed for the MOM pool was not possible. 
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Instead, the flows estimated from each of the different stage-fall-discharge 

rating equations were compared to each other. Since it has been assumed that 

enol'S in the ADCP gauged discharge measurements are fully correlated, they will 

affect each rating equation approximately equally, since each equation was 

calibrated using the same discharge measurements. Also, any random enol' in the 

ADCP discharge measurements should cancel out due to the large number of 

measurements used in the calibration process . Therefore, any differences in flow 

estimated from the different rating equations should be entirely the result of enol'S 

in the models and the predictor variables. 

Monthly flows were computed from daily water levels for the period of 

1994-2009 for each of the five Detroit River rating equations. Flows computed in 

the winter months can differ significantly due to ice effects in the Detroit River, 

and this is dealt with differently, so only the non-winter months were considered 

in this analysis. The average difference and root mean squared deviation found 

for each pair of equations was computed for each month of April to November. 

The results are given in Tables 8-7 and 8-8, respectively. 

Table 8-7: Mean difference in Detroit River flow estimates (1994-2009) 

Average Difference (%) 

Month D.1 - D.l - D.l - D.l - D.2 - D.2 - D.2 - D.3 - D .3 - D.4-

D.2 D.3 D.4 D .5 D.3 D.4 D.5 D.4 D .5 D.5 

Apr 0.5 1.1 0.3 0.9 0.6 -0.3 0.4 -0.8 -0.2 0.6 

May 0.4 0.7 0.2 0.4 0.3 -0.3 -0.1 -0.5 -0.3 0.2 

Jun 0.3 0.1 -0.2 -0 .5 -0.1 -0.4 -0.7 -0.3 -0.6 -0.3 

Jul 0.0 -0.4 -0.6 -1.3 -0.4 -0.7 -1.4 -0.3 -0.9 -0.7 

Aug 0.2 -0.7 -0.1 -1.6 -0 .9 -0.3 -1.8 0.6 -1.0 -1.6 

Sep 0.0 -0.8 -0.2 -1.5 -0.8 -0 .2 -1.5 0.6 -0.7 -1.3 

Oct -0.3 -0.3 -0.1 0.1 0.0 0.2 0.4 0.2 0.4 0.2 

Nov -0 .3 0.3 0.6 1.9 0.7 0.9 2.2 0.2 1.5 1.3 
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Table 8-8: Root mean squared deviation in Detroit River flow estimates (1994-2009) 

Root Mean Square Deviation (%) 

Month D.1 - D.1 - D.1- D.1 - D.2- D.2 - D.2 - DJ- D.3 - D.1 -

D.2 D.3 D.4 D.S D.3 D.4 D.S D.4 D.S D.2 

Apr 0.8 1.3 1.6 1.8 0.7 1.2 1.4 1.4 1.2 0.9 

May 0.7 0.8 1.6 1.5 0.4 1.2 1.4 1.3 1.3 0.7 

Jun 0.5 0.5 1.4 1.4 0.4 1.1 1.3 1.1 1.1 0.8 

Jul 0.5 0.6 1.3 1.7 0.5 1.1 1.7 0.9 1.3 1.0 

Aug 0.6 0.9 1.4 2.1 1.0 1.0 2.2 1.1 1.3 1.8 

Sep 0.6 1.0 1.5 2.0 0.9 1.1 2.0 1.3 1.2 1.6 

Oct 0.7 0.8 1.4 1.1 0.4 0.9 0.9 1.1 0.8 0.9 

Nov 0.7 0.7 1.5 2.2 0.8 1.3 2.4 1.1 1.7 1.4 

Table 8-7 shows that the ratings are biased to a celiain degree, depending 

on the month, with the average differences between ratings being less than 2% in 

all cases. FUlihelmore, there also appears to be a seasonal component to the bias, 

with the average differences being positive or negative for consecutive months. 
These biases will be partly accounted for by the standard errors of the mean 

relation, lending further proof that this component of the uncertainty estimate 

should be considered fully conelated. Also, the largest differences involve 

equation D.S, which is not nOlmally used in computing the Detroit River flow. 

Table 8-8 indicates that the root mean squared difference between ratings is also 

nOlmally less than 2%, with only six months having values greater than this, and 

all of these involved equation D.S. 

If the random component of the uncertainty In the stage-discharge 

equations is assumed to be 1 % after averaging, the uncertainty in the difference 

between equations would be .J0.012 +0.012 = 1.4 %. This is close to the root 

mean squared deviations calculated in Table 8-8, and would seem to support the 

assumption that model enors caused by natural variability of the channel flow are 

random and unconelated, and therefore reduced by averaging over the course of a 

month. 

However, this assumption also implies that further reduction in error could 
be gained by computing the flows on a smaller time-scale, e.g. hourly as opposed 

to daily. A similar analysis as that perfonned on the daily flows was perfOlmed 
on a shorter period of 5 years of hourly data (2000-2004). The monthly flows 
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detennined from hourly data for each of the different equations were compared. 

The results were fairly similar to the daily analysis. The values of the root mean 

squared deviations for the different equations were approximately 1 %, and 

therefore did not appear to be reduced below the values computed from the daily 

water levels and flows. It is possible that on a shorter tetm basis some of the 

elTors are cOlTelated: for example, during a wind event on Lake Erie, backwater 

effects may cause persistent elTors in water levels and flows that would be 

cOlTelated such that if the wind event lasted for a sufficiently long period of time, 

the elTors in discharge estimated from the rating during that period would be 

cOlTelated and would not be reduced by averaging. 

Nonetheless, overall this analysis indicates that while the elTor in 

discharge may be uncolTelated and reduced in part by averaging flows measured 

over a month, it may be unsafe to assume this in all cases. Therefore, for the two

equation average discharge detetmined from equations D.1 and D.2, the 

maximum standard uncertainty estimate detetmined for equation D.1 of 

approximately 4.3% was used, which cOlTesponds to approximately 8.6% at the 

95% confidence level. 

8.3 Flow Transfers 

In addition to the Detroit River stage-fall-discharge equations, the total 

Detroit River flow is also estimated using the monthly St. Clair River flows 

transferred to the Detroit River using what are known as transfer factors (TF). 
The transfer factors are determined from the Lake St. Clair water balance, and can 

be computed as: 

TF=P+R-E-f'.,S (85) 

where P, Rand E are the monthly precipitation, mnoff and evaporation to Lake 

St. Clair, respectively; and !':..S is the monthly Lake. St. Clair change in storage. 

Since P + R - E = NBS, this equation can also be written as: 

TF = NBS - f'.,S (86) 

The monthly Detroit River flow (QDET ) is then estimated from: 
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(87) 

where Qsc is the monthly St. Clair River flow. In order to detelmine the 

uncertainty in this estimate of Detroit Rjver flow , the uncertainty in each 

component must be computed. 

Similar to the Detroit River, the St. Clair River flows are detelmined from 

a combination of flow models. This includes the use of stage-fa ll-discharge 

equations, which have been developed for a number of gauge pairs on the 

St. Clair River. A map of the St. Clair River gauge locations is shown in 

Figure 8-2. The most recently coordinated stage-fall-discharge equations were 

developed by Fay and Noorbakhsh (2010). There are a total of 18 equations for 

the St. Clair River (Table 8-9), with the choice of which to use depending on data 

availabi lity and ice conditions in the river. Specifically, for the most recent flow 

estimates on the St. Clair River, equations S.l and S.2 (Group A) were averaged 

during ice-free conditions whenever data were avai lable; equations S.3 through 

S.10 (Group B) were averaged during ice-free conditions whenever data were 

unavailable to compute S. l or S.2; equations S.ll through S.15 (Group C) were 

averaged whenever ice occUlTed between Algonac and St. Clair State Police 

gauges; and equations S.16 through S.18 (Group D) were averaged whenever ice 

occUlTed at or above the St. Clair State Police gauge (Fay and Noorbakhsh, 2010). 

Due to the higher velocities in the channel, ice effects do not normally impact 

upstream water levels in the St. Clair River, which explains the use of the 

upstream water levels only in equations S.ll through S.18. 
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Figure 8-2: St. Clair River water level gauges 
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Table 8-9: St. Clair R' 

Gauge I Gauge 2 

Fort Gratiot ( h FG) Port Lambton ( hpl. ) 

Fort Gratiot ( h FG ) Algonac ( hAL ) 

Dunn Paper ( hop ) Port Lambton ( hpL ) 

Dunn Paper ( hop ) Algonac ( hAL ) 

Mouth Black Ro ( hMfiR) Port Lambton (hn ) 

Mouth Black R. ( hMfiR ) Algonac ( hAl. ) 

Dry Dock ( h Of) ) Port Lambton (hpl. ) 

Dry Dock ( hOD) Algonac ( hAl. ) 

Point Edward ( hpE ) Port Lambton ( hPL ) 

Point Edward ( hplJ Algonac ( hAl. ) 

Fort Gratiot ( hIG ) St. Clair St. Pol ice ( h ID' ) 

Fort Gratiot ( h I G ) St. Clai r St. Police ( hscp ) 

Dunn Paper ( hDp ) St. Clair St. Police ( hsCl') 

Mouth Black R. ( hMfiR ) St. Clair St. Police ( hscp ) 

Point Edward ( hpE ) St. Clair St. Pol ice (holD,) 

Fort Gratiot ( hI G ) Mouth Black R. ( hMfiI< ) 

Fort Gratiot ( h I G ) Dry Dock ( hoD) 

Fort Gratiot ( hFG ) Dry Dock (hDO ) 

fall-disch 

Equation 

Q=497.5476 · (h pl. _167)11 244 . (hloe -hPlJ05072 

0=478.3803 · (h _ 167)11 342 . (h _ - h )05 187 - AI. I·e AI. 

0=429 7046.(h _ 167)12242 · (h - h )051 73 _ . PI. Dp PL 
0=401.7882 . (h _ 167)1246 1· (h , - h )05240 - AL DI AL 
0 =3924165 . (h _167)12945 · (h - h )05295 _ . FL MBR PL 
Q = 367 8937· (h -167) 13 141. (h - h )05392 . AI. MBR AI. 
Q = 454.7937 . (hPL _ 167)12580 . (hDD - hPL )05 148 

Q = 408.67 12 . (h _ 167)1295 1. (h . - h )05 162 AI. DD AL 
Q = 334.5477 . (hn _167)136 19. (hplo' - h

Pl
}5362 

Q =323.1508· (hAl. _ 167Y3680 . (hn : _ hAJ05497 

Q =5 11.0261 ·(hscp _167Y1 792 . (hl·c _hScp)04557 

Q = 371.8869· (hl;c -] 67Y2663 . (hl.c - hso' )03673 
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Q = 340.4156· (hMBR _167)1 4123 . (hl.c - hMBlJ02322 

Q = 458 .5 184 · (hDD _167 )12932 . (h"c - hDD )03295 

Q = 378.2970 · (hloc _ 167Y3363 . (h"c - hDD )02849 
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were unavailable to 
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The uncertainty III each of the St. Clair River stage-fail-discharge 

equations was determined in a similar manner as was done for the Detroit River, 

with ADCP gauged discharge measurements collected from 1996 to 2006 in the 

St. Clair River used to evaluate the standard error, and daily water levels from 

1994-2009 used to evaluate the standard error of the mean relation and standard 

error of observations. The results are given in Table 8-10. 

Table 8-10: St. Clair River rating equation standard error estimates (%) 

Eqn. Group s 
sd(Yo) Sd(Ya)obs 

Min Mean Max Min Mean Max 

S.l 3. 14 0.2 1 0.42 2.56 3.l5 3. 18 4.05 
A 

S.2 3.63 0.24 0.45 2.l 7 3.64 3.66 4.23 

S.3 3.01 0.20 0.40 2.36 3.01 3.04 3.82 

S.4 3.5 1 0.23 0.44 2. 17 3.51 3.54 4.l3 

S.5 3. 13 0.2 1 0.41 2.39 3.1 4 3.1 7 3.94 

S.6 
B 

3.64 0.24 0.45 2.47 3.65 3.68 4.40 

S.7 2.92 0.19 0.3 9 2.23 2.93 2.95 3.67 

S.8 3.41 0.23 0.44 2.55 3.42 3.44 4 .26 

S.9 3.59 0.23 0.47 2.76 3.60 3.63 4.53 

S.lO 3.52 0.23 0.44 2.42 3.53 3.56 4.28 

S.ll 3.74 0.25 0.53 5.46 3.74 3.80 6.61 

S.1 2 3.74 0.25 0.54 5.81 3.74 3.80 6.9 1 

S. 13 C 3.72 0.24 0.52 5.28 3.73 3.78 6.46 

S.14 3.84 0.25 0.54 5.60 3.85 3.90 6.79 

S.1 5 4.06 0.26 0.56 5.87 4.07 4.12 7.14 

S.l6 3.88 0.26 0.52 6.92 3.89 3.94 7.94 

S.l7 D 3.61 0.24 0.50 6.34 3.62 3.67 7.30 

S. 18 3.62 0.24 0. 51 6.63 3.63 3.68 7.56 

A number of important points can be noted. First the standard errors of 

estimate (s) were for the most pmt between approximately 3 and 4%, which is 

simila'r to the Detroit River standard elTor estimates. Fmthelmore, the standard 

errors of the mean relation (sd (Ya)) and standard elTors of observations 

(Sd(Ya) ObS ) were also of a similar magnitude for all equations. It can be noted, 

however, that all of the standard errors tended to be greater for the equations used 
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only during ice effects (i.e. equations S.ll through S.18), which is the result of 
the slope estimate being more uncertain due to the smaller distance between 
gauge pairs used in these equations. This is especially tme for the maximum 

Sd(Ya)ObS computed for each equation, which were found to be greater than 7% in 

some cases. Nonetheless, overall the differences in the mean sd (YO) ObS were not 

very large, ranging from about 3 to 4%, regardless of the equation used. Also of 

note is that those equations using Port Lambton as the downstream gauge (such as 
S.1 for example) tended to have smaller enol' estimates than those using Algonac 

(such as S.2 for example). This might be a reflection of backwater effects from 

Lake St. Clair and the St. Clair Delta at Algonac. Overall, the results were quite 

similar to the Detroit River stage-fall-discharge equations, and a standard 

uncertainty estimate of 4.3% was used for the St. Clair River flows for the 

remainder of this analysis. 

Transfer factors have been computed in the past by Quinn (1976) and 

more recently under the auspices of the Coordinating Committee. The more 

recent coordinated flow transfer factors are computed using Lake St. Clair 
monthly NBS estimates determined from a revised version of the component 

method (Rob Caldwell, EC, written communication, 13 August, 2010). 

Precipitation has been detelmined from basin gauge averages or from NOAA 
GLERL estimates. Runoff is calculated from Lake St. Clair tributaries in Canada 

(Thames River at Thamesville and Sydenham River at Florence) and the United 

States (Clinton River at Mt. Clemens), with the runoff from these gauged portions 
of the basin extrapolated to the ungauged portion using area ratios. Additionally, 

the Rouge River, which is a tributary to the Detroit River, has been included in 

some transfer factor computations to account for backwater effects on Lake St. 

Clair that affect the recorded change in storage. Evaporation has been computed 

using a simplified mass transfer method adapted from Derecki (1976), which 
relates lake evaporation to surface water temperature, vapour pressure, and wind 

speed. 

Alternatively, GLERL component NBS estimates have been used to 

compute the transfer factors (Nanette NOOl'bakhsh, US ACE, personal 

communication, 6 July, 2010). According to De Marchi et al. (2009), uncertainty 
in GLERL component monthly NBS estimates for Lake St. Clair ranges from 

approximately -22% to 31% on average at the 95% confidence level, which 
cOlTesponds to approximately -30 to 50 m 3/s for an average Lake St. Clair NBS 
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estimate of approximately 150 m3 Is. De Marchi et al. (2009) also identified a bias 

of approximately 8.3%, which conesponds to about 12 m 3/s, indicating that the 

GLERL component NBS may be underestimated. These results are specific to the 

GLERL NBS model, and do not necessarily apply to the coordinated transfer 

factors described above; however, a comparison of the transfer factors determined 

using the GLERL NBS and the NBS used in the coordinated transfer factors for 

the period 1987-2005 showed the coordinated values to be 21 m 3/s less than the 

GLERL values on average, and the root mean squared deviation was calculated as 

50 m3 Is. Since the uncertainty analysis results presented by De Marchi et al. 

(2009) were greater than the GLERL deterministic results, the coordinated values 

would appear to be even further underestimated. The sum of the 12 m3/s found by 

De Marchi et al. (2009) and the 21 m3 Is found by comparing the GLERL and 

coordinated transfer factors is approximately 30 m3/s, or 20% of the assumed 

average. FUlthermore, an unceltainty estimate of 30% at the 95% confidence 

level in either NBS estimate used to compute the transfer factors seems like a 

reasonable assumption given the results presented. 

A full analysis of the uncertainty in Lake St. Clair change in storage was 
not performed; however, based on the analysis of uncertainty in Lake Erie change 

in storage presented in Section 9, the total standard unceltainty in the monthly 

Lake St. Clair change in storage was assumed to be 2 cm, or 4 cm at the 95% 

confidence level, which conesponds to about 10 and 20 m3 Is, respectively, when 

the area of Lake St. Clair and the number of days in a month are included. 

Assuming the enol'S are unconelated, the total uncertainty in the Detroit 

River flows detelmined from the St. Clair River flows and the Lake St. Clair 

transfer factors can be found from: 

u 2 (QDET) = u 2 (Qsc) + u 2 (NBSLSC ) + u 2 (M LSC) (88) 

where U(QDET) is the standard unceltainty in the Detroit River flow estimates ; 

u(Qsc) is the standard unceltainty in the St. Clair River flow estimates; 

u(NBSLSC) is the standard uncertainty in the Lake St. Clair NBS; and u(MLsc) 

is the standard unceltainty in the Lake St. Clair change in storage. Given that the 

average St. Clair River flow is approximately 5000 m3 Is, the value of u(Qsc ) in 

discharge units is approximately 400 m3 Is at the 95% confidence level. Even 

using conservative estimates of 50 m3/s and 20 m3/s for u(NBSLSC) and u(MLsc) ' 

120 



M.A.Sc. Thesis - J. Bruxer McMaster - Civil Engineering 

respectively, does not significantly increase the overall uncertainty in the Detroit 
River flows over that of the St. Clair River flow alone. Therefore, it can be 
assumed that the uncertainty in the Detroit River flows determined from the 

St. Clair River flows and transfer factors is the same as the Detroit River stage

fall-discharge equation uncertainty estimate of approximately 4.3%. However, 

the possible bias caused by underestimating the Lake St. Clair NBS should be 

given consideration in comparisons of the different Detroit River flow estimates. 

Lastly, a comparison of the different flow estimates for the 1994-2005 

period was made. The flows compared were the flows from the Detroit River 

stage-fall-discharge equations (D.1 and D.2), and the flows detetmined from the 

coordinated St. Clair River flows plus both the coordinated and GLERL transfer 

factors. The root mean squared difference was approximately 2%, which falls 
well within the 4.3% uncertainty estimated for each flow estimate individually. 

This helps confinn that the uncertainty estimate of 4.3% is adequate, and suggests 

that it may in fact be overestimated. 

8.4 Additional Sources of Error 

The preceding analysis investigated random enol'S in estimating flows in 

the Detroit River stage-fall-discharge equations, as well as the St. Clair River 

equations and transfer factors. These enol'S are those that occur due to natural 

variability and random errors in measuring water level and flow. Additional 

systematic impacts can cause additional errors, and these are often greater than 

the random errors described above. 

One such source of systematic error is the effect of ice on flows computed 

with the stage-fall-discharge equations. Ice buildup in the channel retards flow by 

causing a decl'ease in the cross-sectional area and increased channel roughness. 
In the Detroit River, ice normally affects only the lower reaches of the channel. 

When ice affects the lower reaches, current practice is to only use equation D.1 to 

estimate the flow, since it only uses water levels from the more upstream gauges. 

The flows in the St. Clair River are estimated with a similar approach by using 

only the upper reach equations when ice affects water levels and flows in the 
lower reaches of the river. The approach of using certain upper reach equations 

under ice affected conditions should not cause a significant increase in the 

uncet1ainty in the measured flow in the Detroit River, since the uncertainty 
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estimated for equation D.1 was found to be about the same or better than the other 

equations, and nearly the same as the average of equations D.1 and D .2 . This 

assumes that the gauged discharge measurements collected in the non-winter 

months would be equally applicable during winter as they are when collected, but 

unfortunately gauged discharge measurements are not collected in the winter to 

confilm this assumption. Furthelmore, other than in January and February, the 

number of days that ice affects the flow in the Detroit and St. Clair rivers is small 

(Table 8-11). 

Table 8-11: Number of days flows were affected each month by ice 

Detroit River St. Clair River 

Month ( 1994-2009) (1987-2006) 

Mean SD Max Mean SD Max 

Jan 12 10 27 8 9 29 

Feb 9 8 24 7 8 28 

Mar 1 2 9 2 3 10 

Apr 0 0 0 1 4 18 

May 0 0 0 0 0 0 

Jun 0 0 0 0 0 0 

Jul 0 0 0 0 0 0 

Aug 0 0 0 0 0 0 

Sep 0 0 0 0 0 0 

Oct 0 0 0 0 0 0 

Nov 0 0 0 0 0 0 

Dec 2 4 15 1 3 11 

Of greater concem are the OCCUlTences of ice jams which affect the entire 

nver. Under these circumstances, no gauge pairs can be used to accurately 

estimate flow, and the unceliainty in the flow estimates is likely much greater, 

possibly even 40 to 50% based on an unpublished analysis of data performed by 

EC during a recent ice jam that OCCUlTed in the St. Clair River in January and 

February 2010. However, ice jams occur very rarely, and are not known to be a 

concem in the Detroit River. That said, when an ice jam occurs in the St. Clair 

River, the water levels and flows in the Detroit River can drop well below the 

range of flows measured during the establishment of the rating curve. For 

example, during the January and February 2010 St. Clair River ice jam, Detroit 
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River flows dropped below the minimum gauged discharge measurement used in 

the rating calibrations of 4325 m3/s for six days in January, 17 days in Febmary 

and four days in March. During these extreme flow scenarios it would be 

expected that the uncertainty would be somewhat greater than during more 

average conditions. This should be considered during ice jam occurrences, but 

given the rareness of ice jams the uncertainty estimates for the Detroit and 

St. Clair River flows were not increased for any month. 

Similarly, weed effects can also affect flow. However, like ice effects, in 

the Detroit River, weeds tend only to be a concern in the shallower lower reaches 

of the channel. FUlthermore, while most flow measurements have been collected 

in spring and fall, when weeds are unlikely to have a significant effect, some flow 

measurements have also been collected in the months of June and early 

September on the Detroit River. The standard error of estimate computed for 

these measurements alone was similar in magnitude to that computed for the full 

set of measurements, and therefore the effects of weeds are likely adequately 

captured in the deviations from the stage-fall-discharge equations and are not of 

specific concern. 

An additional source of systematic error that occurs in the Detroit River is 

the phenomenon of flow reversals during certain stOim events on Lake Erie. 

Detroit River flows have been known to reverse, but this occurs extremely rarely, 

normally only during ice jams on the St. Clair River, and the flow reversals 

appear to last less than 12 hours (Quinn, 1988). Therefore, while on a shOit term 

basis the flow in the Detroit River will be subject to considerable error, flow 

reversals are not a significant source of unceltainty in the monthly Detroit River 

flow estimates. 

A final source of systematic en·or, and perhaps the greatest source, is the 

impact of changes to the channel itself. These can result from channel erosion, 

deposition, dredging, shipwrecks, etc . For the most part, other than recognized 

dredging for the purposes of navigation, the St. Clair and Detroit River channels 

have been assumed relatively stable in the past, with natural channel changes and 

their effects on flows assumed negligible. However, recent studies on the 

St. Clair River have shown that this assumption may not be valid (IUGLSB, 

2009). The analyses presented in this research have assumed that the chaImel 

conditions have remained constant. The uncertainty in the estimated flows will 

increase substantially if channel changes occur and are not identified. If flow 
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measurements are conducted consistently and on a regular basis , possible channel 

changes can be identified, and the flows adjusted accordingly; however, channel 

changes may be overlooked during long periods where no gauged flow 

measurements are conducted, and futihermore, estimating the flow uncertainty 

during these periods wi ll be nearly impossible due to the lack of data . Therefore, 

while uncertainty in flows is likely greater during periods of missing gauged 

measurements, estimating how much greater is not possible . 

8.5 Combined Uncertainty in Detroit River Flows 

As stated, determination of the monthly Detroit River flows is quite 

complicated. Monthly flows are coordinated by engineers from both Canada and 

the United States, who detetmine the final estimate based on averaging and 

comparisons of flows as detetmined from a number of different flow models, 

which primarily includes stage-fall-discharge equations and flow transfers as 

described, as well as whatever additional infOlmation is available on ice effects, 

channel changes and other factors that may be believed to affect flow at any given 

time (Fay and NOOl'bakhsh, 2010) . As such, determining the combined 

uncertainty in the Detroit River flows is not straightforward. The maximum 

standard uncertainty of 4.3% estimated for the stage-fall-discharge equations, 

which is assumed to be a conservative estimate, was therefore assumed for the 

uncertainty in the Detroit River flows. 

8.6 Alternative Detroit River Flow Estimation Methods 

There are a number of alternative models that could be used to detennine 

flows in the Detroit River, and some of these methods are already being applied. 

In the near future, the most promising alternative may be the use of a horizontal 

ADCP and associated index-velocity rating. A horizontal ADCP has recently 

been installed in the Detroit River (IUGLSB, 2009) . This will give an additional 

continuous flow estimate that can be compared to cutTent methods for measuring 

flow. It will be especially useful for measuring flow during winter and under ice 

conditions, and for assessing the impacts of weed growth. FUlihetmore, the 

ADCP index-velocity flows will provide an estimate of flow at a specific cross

section, which may help separate out the effects of local inflows to the Detroit 

River entering upstream and downstream. 
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It must be noted, however, that because the Great Lakes naturally regulate 

flow in the connecting channels, including the St. Clair and Detroit rivers, the 

flow does not vary significantly over the course of a year, and can remain 

relatively similar in magnitude for many years at a time. For this reason it could 
take a long time to establish the index-velocity rating at a broad range of water 

levels and flows. Furthelmore, if the horizontal ADCP is altered or replaced for 

any reason, the calibration may be affected, and the process may even need to be 

started again from the beginning. Once established, the flows determined from 

the index-velocity rating will of course be subject to uncertainty and enors of 
their own: they will provide an additional flow estimate, which mayor may not be 

more accurate than the existing methods. Therefore, by no means does the 

horizontal ADCP and index-velocity rating represent a replacement for the current 
methods used to detelmine Detroit River flows. Rather, they provide an 

additional technique which will compliment the combination of flow 

measurement methods already in use. 

The use of HPGs is also a promising method for measuring connecting 
channel flow. Being based on the results of hydrodynamic models, HPGs provide 

a flow estimate using measured water levels as predictors that theoretically should 

better capture the physics and hydrodynamic processes taking place in the 
channel. In this way they are believed to reduce the unce11ainty resulting from 

using a model which does not capture these dynamic processes; however, the 

HPGs will also be subject to the uncertainty resulting from the assumptions and 

parameters used to develop the hydrodynamic model on which they are based. 

Hydrodynamic models themselves may be a promising means of 

estimating flow in the St. Clair and Detroit rivers . They could also be used to 

help solve some of the issues in the St. Clair and Detroit rivers regarding 

continuity and mass balance of flow. Specifically, a hydrodynamic model could 

be used to perform a sensitivity analysis to estimate the effects of local inflows on 

measured water levels and flows detelmined using stage-fall-discharge equations, 

HPGs or other models. Such an analysis could also detennine the effects of local 

tributary flows on the change in storage on Lake St. Clair, which will help 
detelmine what tributary flows to use to compute mnoff to Lake St. Clair for 
detennining transfer factors if they are to continue to be used in the future for 

computing Detroit River flows. 
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Lastly, no matter what flow model is used, it is important that gauged flow 

measurements be collected on a set schedule and using best available methods and 

standards. The various flow models being used or proposed for the Detroit and 

St. Clair rivers will only be as accurate as the flow measurements they are based 

on. Furthelmore, changes in the channel might not be identified unless flow 

measurements are collected on a regular basis . This is especially important 

because channel changes represent one of the greatest sources of uncertainty in 

flow measurement, and one that cannot be accounted for or reduced unless 

identified in a timely fashion . 
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9 Sources and Estimates of Uncertainty 
in Change in Storage 

9.1 Change in Storage Overview 

Uncertainty in the computed change in storage results from a number of 

factors. Quinn (2009) suggested that uncertainty in BOM water levels for Lake 

Superior was due to three components: uncertainty due to the accuracy of water 

levels measured at individual gauges; uncertainty resulting from using the two

day average to represent the instantaneous BOM water level; and uncertainty 

resulting from using the average of the gauged water levels to represent the true 

lake-wide average water level. A schematic showing the second and third of 

these sources of enor is given in Figure 9-1 . 

Distribution of 48 Hourly Gauged WLs 
o Mean 48-hr Gauged WLs 

Lake-Wide Gauged Mean 48-hr WL 
True Lake-Wide Instantaneous WL 

A True Instantaneous WL at Gauges 
True Lake-Wide Mean Instantaneous WL \ , 

0 

, , 
> 

I , 
I 

:::::'::~:: :::::::: :: ::::::::::::~::::~r 
1 , ,1 Error in assuming lake-wide gauged mean WL 

" is equal to the true lake-wide mean WL 

Error in assuming 48-hr mean WL 
is equal to true instantaneous WL 

Distance 

Figure 9-1: BOM lake-wide mean water level error schematic 
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In addition to these sources, enol'S resulting from the effects of GIA; from 

enol' in the computed area of the lake (and the assumption that it remains constant 

with changes in water level); and from the effects of thermal expansion and 

contraction due to heating and cooling of the water volume were also considered 

in this research. Any other sources of enol' were considered negligible. 

9.2 Accuracy of Gauged Water Levels 

The accuracy of individual water level measurements at a gauge station is 

a function of the precision of the instmment as well as the data collection 

methodologies and processing algorithms used by the agencies responsible for 

collecting the data. Water levels on Lake Erie are collected in Canada by the 

Canadian Hydrographic Service (CHS, a division of DFO) and in the U.S. by the 

National Ocean Service (NOS, a division of NOAA). Both CHS and NOS use 

shaft encoders as their primary instmmentation. Secondary instmmentation used 

by the two countries differs, but these are used only in the event of failure of the 

primary instmmentation, which is rare (Terese Herron, CHS, personal 

communication, 31 August, 2010). 

The data collection algorithms used by the two countries also differ: III 

Canada, CHS produces water level data at three-minute increments, with the 

three-minute reading being the instantaneous value read at the top of every third 

minute; in the U.S. , NOS produces water level data at six-minute increments, with 

the recorded six-minute instantaneous reading actually being an average of 181 

values collected every second, centred on every sixth minute. An analysis by 

CHS showed that the variation in methods used by the different agencies had little 

effect on measurement results (Terese Henon, CHS, personal communication, 

31 August, 2010). 

Canada and the U.S. use the three- and six-minute, respectively, 

instantaneous water levels at the top of each hour as the hourly water level. The 

accuracy of the instantaneous hourly water levels will introduce a source of 

uncertainty into the BOM water level computations. The resolution of the water 
level gauges is 0.1 cm. According to NOAA (2009), an instantaneous water level 

determined from the methods outlined above is accurate to within +/- 0.3 cm. 

Additionally, all measurements are referenced to the survey measuring point, Zero 
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of the Electric Tape Gauge (ZETG), the accuracy of which, relative to 

International Great Lakes Datum 1985 (lGLD 85), is ± 0.6 cm. However, 

because the change in storage computation involves subtracting the BOM water 

levels from consecutive months, any systematic error from gauge datum accuracy 

should cancel out. It was assumed for this analysis that the accuracy of the 

Canadian gauges is equal to that of the u.s. gauges. 

To compute the daily mean water level at a gauge, 24 hourly water level 

readings are averaged. The current practice in Canada is to average the hours of 

00:00 to 23:00, whereas U.S . practice is to average the hours of 01:00 to 24:00. If 

the errors in each hourly reading are assumed to be fully correlated, then the mean 

of the 24 hourly readings will have an error due to gauge accuracy equivalent to 

the instantaneous error value of +/- 0.3 cm. If the errors are assumed 

uncorrelated, the error of the 24 hourly readings due to gauge accuracy would be 

much less due to averaging. Even using the conservative estimate of +/- 0.3 cm, 

the unceliainty due to the accuracy of the gauge instmment is quite small. 

Additionally, the Coordinating Committee currently rounds daily mean water 

levels to the centimetre, using engineering rounding, to compute the BOM water 

levels . Therefore, it is assumed that the total uncertainty of an individual water 

level reading is determined by the unceliainty caused by gauge reading accuracy 

(uniform distribution +/- 0.3 cm) plus the unceliainty resulting from rounding to 

the centimetre (uniform distribution +/- 0.5 cm). The variance of a uniform 

distribution can be computed from: 

Var= (b _a) 2 
12 

(89) 

where b and a are the maXImum and mlllImum values of the distribution, 

respectively. The square root of this equation gives the standard en'or, which was 

computed as approximately 0.2 cm for the uncertainty caused by gauge accuracy 

and 0.3 cm for the uncertainty caused by rounding to the centimetre. 

9.3 Temporal Variability 

The averaging period used in estimating the mean BOM water level has 

not been studied in detail (Quinn, 2009). The mean BOM water level is 

theoretically the water level at midnight on the first day of the month ; however, 
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use of the instantaneous water level at midnight would be inappropriate as it 

would be prone to significant shOli-telm enors caused by meteorological impacts 

(Quinn, 1976; Croley, 1987). Therefore, it is the cunent practice to assume that 

the average of the daily means of the last day of the previous month and the first 

day of the current month represents the BOM water level (i.e the hue 

instantaneous level at midnight) . Since daily mean water levels are computed 

regularly by the agencies responsible, the two-day mean may have been chosen 

originally for the convenience of having to average only two readily available 

water level values . However, whether the two-day mean actually represents the 

instantaneous water level at midnight on the first day of the month, or whether a 

more appropriate averaging period could be chosen, and how much unceliainty 

the CUlTent assumption causes, has not been studied. 

Uncertainty in the BOM water levels caused by the averagmg period 

results from differences between the hue water level at midnight and the hue 

hourly water levels in the 24 hours before and 24 hours after midnight that are 

used to estimate the instantaneous water level (i.e. 48 hours total). These 

differences are caused by short telm meteorological impacts on water levels, as 

well as changes in storage due to actual changes in the mass volume of water over 

the course of the two days used to compute the mean. 

If the difference in method used by Canada and the U.S. is ignored and it 

is assumed that the same hours are used by both countries to calculate the mean, 

and if enors resulting from deviations from the planar surface (i .e. due to 

meteorological impacts, for example) are also ignored, at least for now, then the 

enor due to the averaging period is the result of changes in water levels over the 

48 hours due to the actual change in storage resulting from changes in the mass 

volume of water during this period. That is, the difference between the 

instantaneous water level at midnight and the water level at any point within the 

48 hour period used to compute the mean would be the result solely of changes in 

the mass volume of water. 

Imagining a simple case where the average daily water level is detelmined 

as the average of the water level at the beginning of the day (BOD) and the water 

level at the end of the day (EOD), then: 

h
- - hBOD + hEOD 

daily -

2 
(90) 
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-
where h daily is the mean daily water level; hBOD is the instantaneous BOD water 

level; and h£OD is the instantaneous EOD water level. Then, if the instantaneous 

BOM water level at midnight (BOMI2tIIl/) is calculated as the two-day mean 

(BOM2_day ) of the average daily water levels from the day prior (indicated with a 

subscript of -1) and the day after (indicated with a subscript of + 1) midnight, it 

can be written as: 

_ _ (hBOD.-1 +hEOD ._1 J+(h BOD.+1 +hEOD .+1 J 
BOM = h daily.- I + h(/aily.+ 1 = 2 2 

2-day 2 2 (91) 

Furthelmore, since h EOD .- 1 = h BOD .+1 = BOMI2all/ : 

hBOD. - 1 + 2· BOMI2a ll/ + hEOD. +1 BOM = . . 
2-day 2.2 (92) 

FUlihelmore, the water level at the start of the day prior (hBOD.- 1 ) is just 

the difference between the BOM water level and the actual change in storage for 

the day prior (.6.S7i1le ._1): 

(93) 

The .6.STr ll e is detelmined from the water balance as defined in equation 

(1). Likewise, the water level at the end of the day after (hEOD .+1 ) is: 

(94) 

Substituting gives: 

(BOMI2a ll/ - .6.STr ll e, - I) + 2· BOMI2tllll + (BOMI2t11l/ + .6.STrll e,+ I) 
BOM2_day = (95) 

2 · 2 
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This can be simplified to : 

(96) 

Since we assume that the 2-day mean BOM and the true instantaneous 

BOM are equal, the enOl' in the BOM water level is equal to the second telm in 

equation (96) : 

M - M &(BOM ) = Trll <\+1 Trll e,- I 
2- day 4 (97) 

This equation can be easily evaluated for each day if one knows the daily M Trll e . 

If the M Tm e increases the water level in day one and also increases the water 

level in day two, the enol'S in the BOM water level cancel out to some degree. 

On the other hand, if the M Trll e increases then decreases, or vice versa, the error 

will be greater. The method could be applied to hourly water levels as well : 

however, such an equation could not be evaluated unless hourly water balance 

components were available, and this is not currently the case. Nonetheless, an 

approximation can be obtained by using the daily water balance components, 

which are available, and the equations outlined above. That is , the enol' in the 

BOM water level due to averaging can be obtained by using daily hue change in 

storage for the day before and the day after each BOM and substituting into 

equation (97) . 

Daily component NBS (i.e. precipitation + runoff + evaporation) were 

obtained from NOAA GLERL. Daily Detroit River and Niagara River flows 

were obtained from USACE Detroit District. Daily Welland Canal flows were 

obtained from SLSMC. Data for each of these variables was available for the 

period 2000-2007. While the daily values are subject to errors proportionally 

larger than the enol'S in monthly values, these errors are unlikely to significantly 

alter the results of this analysis . All other variables (i. e. smaller diversions, 

groundwater, consumptive use, change in storage due to thelmal expansion and 

contraction, GIA, etc.) were assumed negligible on a daily basis . The hue change 

in storage was therefore detelmined from: 

M Tme =l-O+P+R-E (98) 
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In addition to errors in the 2-day mean, enors resulting from the 4-, 6-, 8-, 

10-, 12-, and 14-day means were also computed. Using a similar procedure to 

that outlined above to obtain equation (97), it can also be shown that the enor 

from the 4-day mean can be computed from: 

M rrll '>+2 + 3· Mrrll e.+ l - 3· M rru e - 1 - M rnw - 2 r:(BOM ) = ~ , , ~ 
4- da)' 2 .4 (99) 

where M Tille ,+ 1 and M 7h1e ,+2 are the daily hue change in storage on the first and 

second day after the BOM, respectively; Mrllle,-1 and M Tille ,-2 are the daily true 

change in storage in the first and second day before the BOM, respectively. 

Likewise, the error from the 6-day mean can be computed from: 

r:(BOM6_da)' ) 

(100) 

2·6 

A pattern can be seen, which can be used to obtain the error equation for any 

number of days used to compute the mean. 

The results of the computations are shown in Table 9-1. The standard 

error caused by true changes in the mass volume of water resulting from using the 

2-day mean was found to be only 0.14 cm, with maximum absolute error of 

0.82 cm. Results also showed that even for the 14-day mean, the error in the 

instantaneous BOM water level was found to be only 0.88 cm, with max error 

found to be 4.34 cm. Given that even the highest enor in the instantaneous BOM 

water level resulting from using a two-day average as opposed to a true 

instantaneous water level is less than 1 cm, the uncertainty resulting from true 

changes in storage during the averaging period used was assumed to be 

negligible. 
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Table 9-1: Estimated change in storage error due to true changes in mass volume of water 

n-DayMean 2-Day 4-Day 6-Day 8-Day 10-Day 12-Day 14-Day 

Standard Error 
0.14 0.28 0.41 0.54 0.66 0.77 0.88 

(cm) 

Max. Absolute 
0.82 1.48 2.11 

Error (cm) 
2.72 3.31 3.86 4.34 

This analysis indicates that the tme instantaneous water level at any given 

time can be adequately represented by the two-day lake-wide mean water level 

centred on the instantaneous hour, and that changes in storage due to actual 

changes in the mass volume of water will not cause significant error in this value. 

What remains to be determined is the unce11ainty of the two-day mean water level 

detelmined from the four gauges due to temporal variability, since any deviations 

from this mean can safely be assumed to be due to meteorological or other short 

telm impacts, as opposed to actual changes in the mass volume of water. 

The uncertainty of the four-gauge mean two-day water level was 

detelmined by first computing the four-gauge mean hourly water level for each 

hour from 1984 to 1985, then computing the mean, standard deviation, and 

standard deviation of the mean for every set of 48 hourly averages. The years 

1984 and 1985 were used to minimize the effects of GIA, which causes 

systematic differences in water levels measured on a given lake over time as a 

result of differential movement of the earth's cmst. GIA has a greater effect on 

recorded water levels the further they are from 1985, the reference year of 

IGLD 85, since when IGLD is updated every 25 to 30 years to account for such 

differential movement, the water level gauge benchmarks on a lake are brought 

back into harmony, and as a result, so are the recorded water levels (Coordinating 

Committee, 1995; Coordinating Committee, 1979). 

The results of this analysis showed that the average standard deviation of 

the 48 hourly four-gauge averages was only 2 cm. There was little variation on a 

monthly basis. This indicates that on average, the hourly mean of the four gauges 

varied by approximately +/- 4 cm during the 48-hour period, at the 95% 

confidence level. The stanqard deviation of the 48-hour mean was then computed 

as: 
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~ 4l!-h,. = ~ = _2_ = 0.3 cm 
fnJ48 

(101) 

The average standard deviation of the mean was taken as an estimate of 

the standard uncertainty in the two-day mean, and these enors were assumed to be 

normally distributed . 

Another method for determining the uncertainty in the two-day mean was 

to calculate the standard deviation and standard deviation of the mean of the 48-

hourly water levels for each gauge individually, and then combine the results. 

The average results for each gauge for each month are given in Table 9-2. 

Table 9-2: Average standard deviation of two-day lake-wide mean water levels 

Standard Deviation of Two-Day Mean (m) 

Month 
Toledo Cleveland 

Port POlt 

Stanley Colbome 

Jan 0.02 0.01 0.00 0.01 

Feb 0.01 0.00 0.00 0.01 

Mar 0.02 0.01 0.01 0.01 

Apr 0.02 0.00 0.00 0.01 

May 0.01 0.00 0.00 0.01 

Jun 0.01 0.00 0.00 0.01 

Jul 0.01 0.00 0.00 0.01 

Aug 0.01 0.00 0.00 0.01 

Sep 0.02 0.01 0.00 0.01 

Oct 0.02 0.01 0.01 0.01 

Nov 0.02 0.01 0.01 0.02 

Dec 0.03 0.01 0.01 0.02 

For example, this indicates that the computed two-day mean water level 

for Toledo in January will be within +/- 2 cm of the true mean 48-hour water level 

approximately two-thirds of the time. To detelmine the total uncertainty in the 

average lake level due to deviation of the true instantaneous water levels from the 

mean at each gauge, the correlation between errors at the different gauge locations 

used to compute the mean must be considered. The deviation of each water level 

gauge from the mean of the four gauges was computed. The conelation 
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coefficients of these deviations were also computed and are given in Table 9-3 

below. 

Table 9-3: Correlation coefficients of deviations from 4-gauge lake-wide mean water level 

Gauge Toledo Cleveland Pt. Stanley Pt. Colbome 

Toledo 1.00 0.54 -0.87 -0.97 

Cleveland 0.54 1.00 -0.61 -0.69 

Pt. Stanley -0.87 -0.61 1.00 0.82 

Pt. Colbome -0 .97 -0.69 0.82 1.00 

The deviations between Toledo and Port Colbome, for example, have a 

high negative conelation. Therefore, enol'S at one of these gauges tend to cancel 

out errors at the other gauge. Similar results are seen for Port Stanley and Toledo, 

and POlt Stanley and Cleveland, albeit to a lesser degree. The opposite case is 

observed at Port Stanley and POlt Colbome, where a positive conelation is seen 

between deviations at these gauges. The total uncertainty in the 4-gauge average 

is then found from: 

(102) 

where Si is the uncertainty taken as the standard deviation of the mean at each 

gauge i , and r i ,} is the correlation coefficient computed between deviations from 

each gauge pair i and j . 

The results are given in Table 9-4 below. As can be seen, when the 

correlation of the enol'S between gauges is taken into consideration, the standard 

enol' estimate is less than 0.2 cm for all months. Therefore, using either method 

to determine the uncertainty in the mean of the four-gauge average showed it to 

be small, indicating that use of the two-day mean water level is acceptable and 

reduces enol'S caused by temporal variability to a nearly negligible level. The 

more conservative standard unceltainty estimate of 0.3 cm, having nOlmal enol' 

distribution, was assumed for the remainder of this study. 
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Table 9-4: Standard error of the two-day lake-wide mean water level. 

Month 
Standard Enor Standard Enor 

(No Conel., cm) (w/Conel., cm) 

Jan 0.6 0.1 

Feb 0.4 0.1 

Mar 0.7 0 .1 

Apr 0.5 0.1 

May 0.5 0.1 

Jun 0.5 0.1 

Jul 0.4 0.1 

Aug 0.4 0.1 

Sep 0.5 0.1 

Oct 0.6 0.1 

Nov 0.8 0.2 

Dec 0.9 0.2 

9.4 Spatial Variability 

By computing the change in storage of Lake Erie over a month as the 

change in mean Lake Erie water level from the beginning to the end of the month, 

it is assumed that the lake is essentially a flat plane, and that the mean water level 

computed from a network of gauges, in this case Toledo, Cleveland, POlt Stanley 

and POlt Colborne, represents the centre of mass of that plane. However, even 

though the lake is assumed to be a level plane, as stated by Hayford (1922), the 

lake surface is likely never truly level at any instant in time "except by accident" . 

Quinn (2009) also questioned the validity of this assumption. The reason is that 

additional factors affect the water levels of the lakes. Large scale winds, 

barometric pressure and seiche effects can cause changes in the slope of the water 

surface as a whole. The physical geography of the lake and local impacts can 

cause the surface of the lake to vary further from the planar assumption: for 

example, seiches are known to occur between different areas of the lake (Hunt, 

1959); local harbour impacts on water levels result from resonance and reflection 

of waves off piers and breakwaters; and even significant local runoff, 

precipitation or evaporation can cause small local variations in the water level of 

Lake Erie. 
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The errors in measured Lake Erie water levels caused by winds, 
barometric pressure, seiche and other local effects can be easily observed. For 

example, Figure 9-2 below shows a comparison of daily water levels for the 
months of November and December, 2007, from all four water level gauges used 
to compute the coordinated lake-wide average water level for Lake Erie. The 

effects of meteorological influences are clearly seen in the deviations of water 

levels at individual gauges from the lake-wide mean level. This is especially true 

at Toledo and Port Colborne. The reason for this is that, being located at the 
western and eastern ends of the lake, respectively, these two gauges are impacted 

to a greater degree by stOlm-surge and large magnitude seiche effects. 
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Figure 9-2: Lake Erie daily mean water level comparison 

Similar to what was done by Quinn (2009), in order to assess the 

uncertainty in Lake Erie water levels resulting from spatial variability, the two
day mean water levels computed from each gauge and from various averaged 
gauge networks, including the average from the coordinated set of four water 

level gauges, were compared to the two-day mean computed using various 

Thiessen networks as reported by Quinn and Derecki (1976). In that study, 
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Thiessen polygons were derived for Lake Erie gauge networks, with the weights 
adjusted in some cases to account for dominant physical features of the lake. 
Specifically, it was noted that the Thiessen weight applied to the Toledo gauge 

was adjusted because, being at the extreme constricted end of the lake, it was 

deemed not to be a suitable estimate of lake levels other than in the immediate 
vicinity of the actual gauge, and would bias the mean lake level if given an 

unadjusted Thiessen weight; furthermore, the Thiessen polygons around Long 

Point were adjusted to account for the local effect it causes on the surface of the 
lake. Quinn and Derecki (1976) found that little benefit was gained from using 

more than a 9-gauge Thiessen weighted network. Furthelmore, gauge networks 

of 10 or more for Lake Erie involved the gauge station located at Barcelona, 

which has since been discontinued. Therefore, only the 2- through 9-gauge 

Thiessen networks suggested by the authors were used in this analysis 

(Table 9-5). 

Table 9-5: Lake Erie water level gauge Thiessen weights (Quinn and Derecki, 1976) 

Gauge 
Thiessen Weight 

2-gauge 3-gauge 4-gauge 5-gauge 8-gauge 9-gauge 

Buffalo 0.184 0.184 0.012 0.012 0.012 0.012 

Cleveland 0.816 0.769 0.769 0.399 0.292 0.141 

Toledo -- 0.047 0.047 0.047 0.047 0.047 

P0l1 Colbome -- -- 0.172 0.172 0.082 0.082 

Port Stanley -- -- -- 0.37 0.154 0.147 

Erieau -- -- -- -- 0.167 0.167 

Erie -- -- -- -- 0.189 0.189 

Port Dover -- -- -- -- 0.057 0.057 

Marblehead -- -- -- -- -- 0.158 

Croley (1987) used a hydrodynamic model to estimate error at each gauge 
on Lake Erie resulting from long-telm wind setup, and found spatial-optimum 

network gauge weights that minimized the resulting error. These weights were 

also considered for use in this study, but since the network weights reported for 
Lake Erie included the gauge at Fairp0l1, OH, which is now believed to be subject 
to local subsidence (Bruxer and Southam, 2008), the weights suggested could not 

be used as reported. 
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Thiessen networks provide a better estimate of the mean Lake Erie water 

level because they spatially balance the weighting given to individual gauged 

water levels, which reduces any bias caused by persistent spatial enors. For 

example, even if all active gauges were used to compute the mean Lake Erie 

water level using straight averaging, the computed mean would be 

disproportionately impacted by enors in the western basin, since five gauges are 

located in relatively close proximity of each other in this area (i.e. Kingsville, Bar 

Point, Fermi Power Plant, Toledo and Marblehead). Since in a straight average 

each gauge is given the same weighting, a bias will result, caused by whatever 

impacts might be affecting this local area. Such errors will be even more 

prevalent when averaging water levels from a lesser number of gauges. 

Two-day mean water levels were computed using each of the Thiessen 

networks given by Quinn and Derecki (1976). Assuming that these water levels 

represent the tme mean water level of Lake Erie, or at least the best estimate, they 

were compared to two-day means detelmined from each gauge individually, and 

from a number of gauge networks using straight averaging. The two-day mean 

water levels were computed for the 30-year period from 1980 to 2009, as these 

data were readily available. 

The gauge network used by the Coordinating Committee was computed 

and denoted as the Coordinated* gauge network in this analysis. The 

Coordinating Committee uses water levels from the gauge stations at Cleveland 

(CL), Toledo (TO), POlt Stanley (PS) and POlt Colborne (PC) when water level 

data for all four gauges are available; if Toledo or Port Colborne are missing, the 

average of Cleveland and Port Stanley is used; and if Cleveland or POlt Stanley 

are missing, the average of Toledo and Port Colborne is used. An asterisk was 

used to indicate that the Coordinated* values computed in this study may differ 

slightly from the actual Coordinating Committee values due to rounding (simple 

rounding, i. e. 0.005 was always rounded up to 0.01 , was used as opposed to 

engineering rounding used by the Coordinating Committee), and since only 

readily available water level data were used (in some cases the Coordinating 

Committee will obtain additional data directly from the agencies when data are 

missing, but this was not pursued for this analysis). In addition to the 

Coordinated* gauge network, the "All Gauges" network was also computed, 

which was a straight average of water levels reported from all 13 active Lake Erie 

water level gauge stations. 
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The mean, standard error, maXImum and mInImUm enol' estimates 

determined from the differences between the 9-gauge Thiessen network and the 

single gauges and straight-averaged networks are shown in Table 9-6. The 

highest standard enol'S reported again show that water levels at the eastel11 

(Toledo) and westel11 (POlt Colbol11e) ends of the lake are subject to greater error 

than water levels in the central basin. The fact that the standard enol' at Toledo is 

greater than that at POlt Colbol11e indicates that use of this gauge pair may cause a 

bias due to disproportionate errors affecting water levels at Toledo. The other 

gauge pair (Cleveland and Port Stanley) is more balanced, though errors are still 

somewhat greater at Cleveland. Table 9-6 also shows that the Coordinated* two

day water levels are somewhat less accurate than both the Cleveland-Port Stanley 

gauge pair, and the average of all thirteen gauges. 

Table 9-6: Lake Erie water level differences (9-gauge Thiessen network) 

Difference 

Statistic 
(9-gauge Thiessen Network minus Gauge or Gauge Network, cm) 

CL TO PS PC 
CL,TO, CL, TO, 

Coord* 
All 

PS,PC PS PC Gauges 

Mean 0.5 0 .9 -0.6 -1.3 -0.3 -0.3 -0.5 -0.3 0.1 

SE 2.7 11.8 2.2 8.5 1.2 0.9 2.3 1.2 0.8 

Max 19 101 10 35 9 5 16 9 7 

Min -14 -60 -19 -68 -7 -6 -15 -7 -4 

The final estimates of uncertainty caused by spatial variability were 

detelmined by comparing the 9-gauge Thiessen network averages to the 

Coordinated* network averages. A simple GIA correction was first applied to the 

water levels by adjusting water levels at each gauge for the mean annual water 

level difference between the gauge in question and the Buffalo gauge (it was also 

noted, however, that the results were nearly identical with or without the 

cOlTection). Fmthermore, since meteorological effects resulting from winds, 

differences in barometric pressure and seiche vary seasonally, with greater effects 

from fa ll through spring, and lesser effects during the summer months , as was 

shown in Figure 9-2, the results were also divided by the beginning of month that 

they applied to. That is , it was assumed that days one to 15 of any month applied 

to the beginning of that month, whereas days 16 to 31 applied to the following 

month. 
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A review of the probability distributions of the errors showed them to be 

bell-shaped and symmetric, but subject to higher kUl10sis (peakedness) than a 

normal distribution. Upon reviewing the histograms and empirical CDFs using 

"R" (Appendix C), it was determined that the logistic distribution described the 

data well. The parameters are given in Table 9-7 below. They include a location 

parameter, which is equal to the mean, and a scale parameter, which describes the 

spread of the measurements. The logistic distributions were used in the Monte 

Carlo unce11ainty analysis. The variance of the logistic distribution can be 

detelmined from : 

(103) 

where s, is the scale parameter of the logistic distribution. The square root of the 

variance gives the standard error, or the standard unce11ainty estimate, which was 

used in the FOSM analysis. These results are also provided in Table 9-7. 

Table 9-7: Spatial variability errors: logistic 
distribution parameters and standard error estimates 

Logistic Dist. Parameters 
SE 

Month Location Scale 
(cm) 

(cm) (cm) 

Jan 0.0 0.7 1.2 
Feb -0.2 0.6 1.1 

Mar -0.3 0.6 1.1 

Apr -0.5 0.7 1.2 
May -0.4 0.5 1.0 
Jun -0.3 0.4 0.7 
Jul -0.1 0.4 0.7 

Aug 0.0 0.3 0.6 
Sep -0.2 0.4 0.7 
Oct -0.1 0.6 1.0 
Nov 0.0 0.7 1.4 
Dec 0.3 0.9 1.6 
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The location parameter reflects the mean difference between the 9-gauge 

Thiessen and the Coordinated* gauge network water levels. This parameter 

indicates that, depending on the month, on average the lake-wide mean water 

level may be overestimated (Location < 0) or underestimated (Location > 0) due 

to the gauge network cUlTently used. This could be the result of a systematic 

effect, such as prevailing winds affecting certain gauges more than others. 

However, since the 9-gauge Thiessen network provides only an additional 

estimate of the mean Lake Erie level, and not necessarily the true mean water 

level, it is unclear whether this apparent bias truly exists. The scale parameters 

and the standard errors computed indicate that the uncertainty caused by spatial 

variability varies by month, with largest elTors OCCUlTing from fall to early spring, 

and the smallest occurring in the summer months. 

9.5 Glacial Isostatic Adjustment (GIA) 

GIA has long been recognized as having an impact on measured water 

levels and water balance studies in the Great Lakes (Clark and Persoage, 1970). 

The rate of rebound varies across the region, and causes water levels measured at 

gauge stations on each of the Great Lakes to appear to be increasing or decreasing 

with time relative to other gauges on the same lake. However, while the apparent 

changes in water level due to GIA are an important factor needing consideration 

in many studies involving Great Lakes water levels, in pa11icular those looking at 

long term impacts (e.g. IUGLSB, 2009), on a Sh011 telm basis, the effects of GIA 

on measured water levels are so small that any elTors can safely be assumed 

negligible. For example, on Lake Erie, GIA generally causes apparent water 

levels to change by less than 10 cm/century relative to the lake outlet (Bruxer and 

Southam, 2008) . This corresponds to less than 0.1 mm per month. Quinn et al. 

(1979) also dismissed the effects of GIA on monthly change in storage as 

negligible. 

9.6 Lake Area 

The change in water level is multiplied by the lake surface area in order to 

detelmine the change in volume of Lake Erie each month. The surface area of 

each Great Lake used in detennining the change in storage was first coordinated 

between Canada and the United States in 1977, and was measured using a 
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planimeter and a combination of navigation charts and topographic maps, and 

given to three significant digits (Coordinating Committee, 1977). The total 

surface area of Lake Erie was repOlted as 25,700 km2
. ElTor in the surface area 

will cause elTor in the computed monthly change in storage: if the hue surface 

area is actually larger than the reported value, the computed change in storage will 

be underestimated; whereas if the hue surface area is less than the repOlted value, 

the computed change in storage will be overestimated. Though assumed constant, 

the surface area of the lake varies with water level, complicating the situation. 

The accuracy of the surface area estimate is difficult to detetmine. If the 

estimated area of 25,700 km2 is assumed to be accurate, the resolution error 

resulting from rounding to three significant digits, which in this case is equivalent 

to rounding to the nearest 100 km2
, gives a unifOlmly distributed uncertainty 

estimate of +/- 50 km2 or 0.2% at a minimum. This was assumed as the minimum 

uncertainty in the Lake Erie surface area. 

Navigation maps are normally drawn at Chart Datum elevation, which for 

Lake Erie is 173.5 m IGLD 85. This means that the surface area given by the 

Coordinating Committee (1977) was detetmined at approximately the Chmt 

Datum elevation, and therefore, when water levels are higher than this elevation, 

the surface area should be larger than the estimated value, and when water levels 

are lower than Chart Datum, the surface area should be smaller. Using a 

geographic infOlmation system (ArcGIS) and a digital surface area polygon of 

Lake Erie obtained from NOAA (http://coastalgeospatial.noaa.gov/data ~.html), the 

area of Lake Erie was calculated as approximately 25,695 km2
, which when 

rounded to the nearest hundred gives the same estimate of 25 ,700 km2 as 

detetmined by the Coordinating Committee (1977). This helps confitm the 

estimated surface area at Chart Datum elevation. ArcGIS was then used to create 

buffers of various distances representing uniform increases or decreases in 

shorefront around the polygon of Lake Erie, and the area of each buffered 

polygon was computed. From this it was found that for approximately every 1 m 

of buffer (i.e. shorefront) a 2 km2 change in lake area would result. That is: 

A = 2 · (/)'shore ) + 25700 (104) 

where A is the lake area, and /)'shore is the increase or decrease (negative) in 

shorefront over that detetmined at Chart Datum elevation. It was found that to 

increase the area of Lake Erie by 1 %, for example, the shorefront would have to 
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change by approximately 130 metres on average. This great an Increase In 
shorefront across the entire lake seems unlikely. 

To confinn this, a brief analysis of water levels and near shore slopes was 

performed. From 1900 to 2008, the mean monthly water level of Lake Erie was 
detelmined to be 174.11 m, having a standard deviation of 0.35 m, and minimum 

and maximum observed values of 173.17 m and 175.04 m, respectively. Near 

shore bathymetry data for Lake Erie referenced as depths below Chart Datum was 

reviewed and it was estimated that a near shore slope value of between 0.005 and 

0.010 was fairly representative of an average value for the lake below Chart 
Datum. Assuming the lower value of 0.005, the area at the minimum mean 

monthly water level of 173.17 m, which is 0.33 m below Chart Datum, would 
have been approximately 25,568 km2

, as shown by the following: 

A = 2· (Mhore) + 25700 = 2 · (173.17 - 173.5) + 25700 = 25568 
0.005 

Therefore, at the minimum observed water level the area would only be 132 km2 

less than the assumed value, or -0.5%. 

At the maximum observed water level of 175.04 m, the increase in area 

given the assumed near shore slope of 0.005 would be approximately 600 km2
, or 

2% greater than the area at Chart Datum. However, this is likely an overestimate, 

since above Chart Dahlm elevation, the near shore slope detelmined from the 

bathymetry data does not necessarily apply. The slope above Chali Datum is 
likely to be greater than the slope below, due to steep bluffs, shore protection, and 

other features of the shoreline that exist around Lake Erie. Therefore, it is 

unlikely that the rate of change in surface area is as great above Chart Datum as 

below, although data were not available to confirm this. 

Nonetheless, even if the greater uncertainty estimate of 2% is assumed to be 

the 95% confidence limit, the standard error would be approximately 1 %, and the 

result this error has on the computed change in storage can be shown to be small. 

The uncertainty in the change in storage can be found from: 

u(ML = (a~) 'U(A) (lOS) 
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where u(i1S) A is the unce11ainty in the change in storage (115) due to error in the 

area of Lake Erie (A); as I aA is the sensitivity coefficient of the change in 

storage with respect to a change in area; and u(A) is the uncertainty in the area of 

the lake. The sensitivity coefficient (as I aA) is simply equal to the change in 

head (I'!J{{) for month t. The average (absolute) monthly change in head for the 

1900 to 2008 period was detennined to be approximately 10 cm. The 
conservative estimate of the standard uncertainty in area of 1 % corresponds to 

approximately 250 krn2
, which when multiplied by the sensitivity coefficient of 

10 cm and divided by the approximate number of seconds in a month, gives a 

standard uncertainty estimate, in discharge units, of less than 10m3 Is. Given that 
the uncertainty in the area is likely overestimated, it can safely be assumed from 

this analysis that the uncertainty due to lake surface area can be considered 
negligible. 

9.7 Combined Uncertainty in Change in Storage 

The overall combined uncertainty in the change in storage was determined 
using both the FOSM and Monte Carlo methods. Using the FOSM method and 

assuming errors in the BOM water levels from the beginning to the end of any 

given month to be uncorrelated, the uncertainty in the change in storage for month 

t can be detelmined from: 

(106) 

The standard unce11ainty in the BOM water level is the result of 

uncertainty due to gauge accuracy (0.2 cm); rounding to the centimetre (0.3 cm); 

temporal variability (0.3 cm); and spatial variability (0.6 to l.6 cm, depending on 

the month). A summary of the various uncertainty estimates are shown in 
Table 9-8. 
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Table 9-8: Summary of standard uncertainty estimates in BOM water levels 

Uncertainty Monthly Uncertainty Estimates (cm) 

Source Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

Gauge 

Accuracy 
0.1 7 0.17 0.17 0.1 7 0.l7 0.l7 0.l7 0.17 0.17 0.17 0.l7 0.l7 

Rounding 

Error 
0.29 0.29 0.29 0.29 0.29 0.29 0.29 0.29 0.29 0.29 0.29 0.29 

Temporal 
0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 

V ariabili ty 

Spatial 
1.2 1.1 1.1 1.2 1.0 0.7 0.7 0.6 0.7 1.0 1.4 1.6 

Variability 

The combined uncertainty in the BOM water levels can be computed 

from : 

u(BOM1 ) = U 2 (hgallge ) + u 2 (hrolilldillg ) + U 2 (hleIllPora') + U 2 (h spalial) (107) 

where h gallge is the uncertainty due to gauge accuracy; h rolilldillg is the uncertainty 

due to rounding; hlelllPora' is the uncertainty due to temporal variability; and h spalial 

is the unceliainty due to spatial variability. In addition to the uncertainty 

estimates provided, the mean systematic elTor due to spatial variability must also 

be considered. The mean en·or can be computed from : 

(108) 

where c(115)1 is the mean error in the change in storage; c(BOM) 1 is the mean 

en"or in the BOM water level of month t, represented by the location parameter 

determined in Section 9.4; and CF is the monthly conversion factor. The 

difference c(BOM) 1+1 - c(BOM) 1 is the error in the change in head (c(f.Jl) 1 ) . 

When the change in head is underestimated (C(f.Jl) 1 > 0) for a given month, the 

change in storage (and subsequently the NBS) will also be underestimated, 

whereas when the change in head is overestimated (c(f.Jl) 1 < 0) the reverse is 

hue. 
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The results for both the mean error and standard uncertainty for each 
month as determined from the FOSM method are shown in Table 9-9. As 
discussed, the uncertainty in the change in storage is greatest in the fall and 

winter, and is lowest in the summer months. 

Table 9-9: Summary of uncertainty estimates in change in storage 

Source 
Monthly Error Estimates 

Jan Feb Mar Apr May Jun Jui Aug Sep Oct Nov Dec 

c(BOM)/ 
0.0 ·0.2 ·0.3 ·0.4 ·0.4 ·0.3 ·0.1 ·0.0 ·0.2 ·0.1 0.0 0.3 

(cm) 

c(M)/ 
·0.2 ·0.1 ·0.1 0.0 0.1 0.2 0.1 ·0.2 0.1 0.1 0.3 ·0.3 

(cm) 

c(M)/ 
·16 ·13 ·1,1 " 9 2U 7 ·15 II 9 29 ·30 

(m3/s) 

u(BOM)/ 
1.3 1.2 1.2 1.3 l.l 0.8 0.8 0.7 0.8 1.\ lA 1.7 

(cm) 

u(M)/ 
1.7 1.6 1.7 1.7 IA 1.2 \.l 1.1 lA 1.8. 2.2 2.1 

( cm) 

u(!::"S) / 
167 174 166 16S 130 Il7 106 106 137 174 219 203 

(m3/s) 

The uncertainty in the monthly change in storage was also estimated using 

the Monte Carlo approach. Errors caused by gauge accuracy were randomly 
sampled from a uniform error distribution having maximum and minimum elTOfS 
of +/- 0.3 cm; errors caused by rounding water levels to the nearest centimetre 

were also sampled from a uniform distribution, in this case with maximum and 
minimum errors of +/- 0.5 cm; elTors caused by temporal variability were sampled 

from a normal distribution having a mean of zero and standard deviation of 
0.3 cm; and elTors caused by spatial variability were sampled from a logistic 

distribution having the parameters given in Table 9-7. The randomly sampled 

errors from each source of uncertainty were summed and added to the computed 
BOM water level for each month for the period 1900-2008, allowing a random 
sample of monthly changes in storage for this same period to be computed. 

A summary and comparison of the FOSM and Monte Carlo results IS 
given in Table 9-10. The uncertainty in the change in storage was found to be 
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greatest in the fall through spring months, being almost twice as great as the 

uncertainty in the summer months. This is the result of greater meteorological 

ef~ects on water levels in these months, causing greater spatial variability and 

enors in the mean computed water level. Furthelmore, similar to the Niagara 

River flow analysis (Section 6.7), the change in storage results indicate that the 

FOSM and Monte Carlo analysis methods produced nearly identical uncertainty 

estimates . As was the case for the Niagara River flow , the similarity of the 

FOSM and Monte Carlo analysis results is to be expected, given that the change 

in storage model is linear (so long as the uncertainty in the area of the lake is 

assumed constant, which was the case) as well as the fact that the different 

sources of uncertainty (i. e. gauge accuracy, rounding enor, temporal and spatial 

variability) were combined in a linear fashion. Additional causes of the similarity 

between methods include the fact that the input probability distributions were 

found to be symmetric for the most part; the standard error estimates used in the 

FOSM method were computed from the same distributions as used in the Monte 

Carlo approach; and the high-dimensionality of the change in storage model, 

coupled with the similar magnitudes of the model inputs, causes the model 

output's probability distribution obtained using the Monte Carlo approach to be 
normally distributed as a result of the central limit theorem. 

Table 9-10: FOSM vs. Monte Carlo analysis estimates of change in storage uncertainty 

FOSM (m3/s) Monte Carlo (m3/s) Difference (mJ/s) 
Month Mean Mean Mean 

Error 
St. Dev 

EITor 
St. Dev 

Error 
St. Dev 

Jan -16 167 -16 167 0 0 
Feb -13 174 -13 172 0 2 
Mar -14 166 -13 166 1 0 
Apr 4 165 2 164 -1 1 
May 9 130 9 130 0 0 
Jun 20 117 20 117 0 0 
lui 7 106 7 106 0 0 

Aug -15 106 -14 106 1 0 

Sep 11 137 11 137 0 0 

Oct 9 174 8 175 -1 -1 
Nov 29 219 29 219 0 0 

Dec -30 203 -30 203 0 0 

149 



M.A.Sc. Thesis - 1. Bruxer McMaster - Civil Engineering 

The uncertainty estimates provided account for errors in measurement of 

change in storage. They do not account for errors resulting from assuming that 
the entire change in storage is due to increases in the mass volume of water. In 
reality, some of the measured change in storage results from thermal expansion 

and contraction of the water body, and this is discussed in the following section. 

9.8 Thermal Expansion and Contraction 

Water increases or decreases in volume depending on its temperature. 

When calculating residual NBS, the change in volume (i.e. the change in storage) 
due to thermal expansion and contraction (thermal volume change) is generally 

considered negligible and subsequently omitted. For certain time steps, this 

assumption is acceptable: for example, thelmal volume changes over the course of 
a day are likely too small to be measurable, and the errors due to thermal volume 

changes over the course of a year likely cancel out as the volume of the lake 

returns to a similar temperature year after year. However, the effects of thelmal 
volume change over the course of a month could be a significant source of error 

in monthly NBS calculations. These effects are treated separately from the 
uncertainty in the computed change in storage described above. The uncertainty 

in the computed change in storage is a result of errors in measuring the true 

change in volume of the lake, whereas the uncertainty caused by thermal volume 

change is not a result of measurement errors, but rather it is a result of the 
assumption that the entire measured change in volume is related to a true increase 

or decrease in the mass volume of the lake, when in reality part of that change is 

the result of thelmal changes of the water volume. 

Accounting for thelmal volume change is difficult due to the limited 

availability of water temperature data for the Great Lakes. The immense size of 

the lakes and the fact that water temperature in the Great Lakes varies in three 
dimensions makes accurate measurement of water temperature impossible. 

Actual measurements of lake water temperatures are nOlmally made at only a few 

discrete locations. For example, on Lake Erie, temperature is measured at the 

Buffalo Water Treatment Plant at a depth of 9.1 metres (30 feet) (see: 
http://www.wbuf.noaa.gov/laketemps/lktemp.html). Buoys are deployed in the 
Great Lakes to measure water temperature and other meteorological variables at 

specific locations (http: //www.ndbc.noaa.gov/). Alternatively, remote sensing 

provides a means of estimating water surface temperatures across the entire lake. 
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For example, since 1994 GLERL has produced daily mean surface temperatures 
for each of the Great Lakes from satellite imagery through the Great Lakes 

Surface Environmental Analysis (GLSEA), and has made the data available 

through the internet (hup://coastwatch.glerl.noaa.gov/glsea/doc/). Water 

temperature data below the surface is more limited. Vertical water temperature 
profiles have been collected for Lake Erie, but only periodically. Furthelmore, 

data have been collected more often in the summer months than in winter, and 

only at discrete points. In more recent years, energy balance models have been 

developed and applied in the Great Lakes, and these can be used to estimate water 

temperature profiles and have been shown to give good results (Croley, 1992; 
Lam and Sche11zer, 1987). However, current models developed by EC are not 

operational in the winter as they do not incorporate ice effects (Ram Yerubandi, 

EC, personal communication, 20 July, 2010), while GLERL's evaporation model 

accounts for ice effects and could be configured to produce continuous modelled 

ve11ical temperature profiles, but would require significant effort to achieve this 

(Tim Hunter, GLERL, personal communication, 9 August, 2010). Furthelmore, 

while GLERL models have been calibrated to surface temperature and ice cover, 

they have not been calibrated to vertical temperature distribution, and in this 
regard would benefit from greater availability of calibration data (Carlo 

De Marchi, GLERL, personal communication, 7 July, 2010). 

One method to estimate the temperature distribution in a lake that has been 

proposed by researchers in the past (e.g. Meredith, 1975; Derecki, 1976; Quinn 

and Guerrra, 1986) is to assume one-dimensional variation of temperature with 

depth, and relate the average surface water temperature of the lake to the one

dimensional vertical temperature profile using a dimensionless profile. The 
dimensionless profile is obtained by estimating the mean ve11ical water 

temperature profile for the lake for each month, and then dividing the mean 

vertical temperatures at each elevation by the mean surface temperature for that 
month. The actual measured or estimated mean surface temperature for any given 

month is then multiplied by the dimensionless profile to give an estimate of the 

actual ve11ical temperature profile for the month in question. Such a method was 

adapted for this study. 

Mean surface water temperatures for Lake Erie were obtained from two 
sources: GLERL's GLSEA remotely sensed data, and from GLERL's one

dimensional energy balance model. The GLSEA data already described was 
available from November 1994 to 2009. The GLERL energy balance model is 
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used to estimate lake evaporation, and has been calibrated against surface water 

temperature and ice cover data (Croley, 1989; Croley and Assel, 1994). Data 

were obtained directly from GLERL. Daily modelled results were available for 

the years 1948 to 2009. Both datasets were used and the results compared. The 

BOM mean surface temperature was estimated using a 6-day l1lnning mean to 

avoid extreme one-day fluctuations from causing anomalous results. A 

comparison of 6-day mean and 14-day mean results showed good agreement, and 

therefore the 6-day mean was used primarily for this study. 

Vertical temperature profiles were obtained or derived from a number of 

sources. Meredith (1975) derived temperature profiles from data collected from a 

number of studies conducted in the 1960s and 1970s. Derecki (1976) derived 

mean vertical water temperature profiles for each month from data collected from 

1960-1963 and published by the University of Toronto, with profiles for the 

winter months of January to March estimated since no data were available for 

these winter months. The exact profile values were not given by Derecki (1976), 

so BOM temperature profiles for this study were estimated from plotted data. An 

additional set of vertical water temperature profiles were developed specifically 

for this research from survey data collected by EC's National Water Research 

Institute between 1967 and 1982 under the Great Lakes Surveillance Program (see 

Schertzer et ai. , 1987; Lam and Sche11zer, 1967). Bathythelmograph readings 

were taken during ship cl1lises that traversed the entire lake (Figure 9-3). Data 

were collected for the months of April through December only. The EC data 

were grouped by the approximate BOM that they were collected using the 15th 

day of each month to divide the samples. For example, all temperature readings 

on or between April 16th and May 15th would be considered May BOM and 

grouped together. The temperature data for each BOM were plotted against depth 

and a representative temperature profile was fit to the data by eye (results are 

shown in Appendix D) . A comparison of the three sets of vertical temperature 

profiles showed them to be in fairly good agreement, especially in the non-winter 

months (Appendix E). 
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Michigan 

Pennsylvania 

Ohio 

Figure 9-3: EC bathythermograph survey locations (1967-1982) 

Lastly, hypsometry data in the form of planar surface areas versus 

elevations for Lake Erie were obtained from both Meredith (1975) and from data 

provided by EC, and it was found that the two datasets agreed fairly well. 

Furthelmore, small differences in volume tend to cancel out in this analysis since 

thelmal volume changes are detelmined by taking the difference in volume from 
the beginning of one month to the next. 

The volume of Lake Erie at the beginning of each month is computed by 
assuming temperature (T) and area (A) vary linearly with depth, and then 
relating these to depth as follows: 

(109) 

(110) 
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where T" and A" are the temperature and area at depth h, respectively; ~ and T2 

are the lake temperatures at depths hi and h2' respectively; AI and A2 are the lake 

areas at depths hi and h2' respectively. The mean temperature (T) of a volume 

of water between two depths, hi and h2' each having known temperature and 

area, can be found from: 

PerfOlming the above integration and simplifying gives: 

T = 2AJ'~ + AIT2 + A2~ + 2A2T2 

3(A2 +AI) 

(111 ) 

(112) 

The equation for thennal expansion of water used by Meredith (1975), as 

repOlted by Hodgman (1958), is: 

(113) 

where Vo is the volume of water at zero degrees Celsius (0C); T is the 

temperature of water in °C; and Vr is the volume of water at temperature T. This 

equation was used to calculate the volume of water at the beginning of each 

month in each depth layer, with T = T. The volumes of all layers were then 

summed, and the difference in total volume from the beginning to the end of each 

month was taken as the error in the change in storage resulting from thelmal 

expansion and contraction for that month. That is: 

M =V -v 
711 , [ T ,[+ I T,I (114) 

where M 7II ,[ is the change in storage due to thelmal expansion and contraction for 

month t; V r ,[ is volume at temperature T for month t; VT,[+I is volume at 

temperature T for month t + 1 . 
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There are obviously limitations with usmg the method outlined. The 

assumption of one-dimensional variation of temperature prohibits the accurate 

detelmination of the true mean water temperature of the lake, since water 

temperature varies in three dimensions. Furthermore, in Lake Erie, there are three 

distinct basins (the western end of the lake fOlms a small, shallow basin; the 

central basin is larger and deeper than the western end; the eastern basin is 

between the other two in area, but is also the deepest), and it has been observed 

that these behave differently in terms of warming and cooling of the water column 

(Schertzer et aI., 1987). The assumption that the mean temperature at depths 

below the surface varies with the surface water temperature presents another 

limitation. The conelation between surface temperatures and temperatures below 

the surface decreases with depth: however, Derecki (1976) concluded that the 

"employment of surface temperature differences for the temperature profile 

estimates in Lake Erie appears to be reasonable", noting that since the percentage 

of the lake volume decreases with depth, variations in total heat content at lower 

depths are relatively small, and therefore relatively less important in telms of 

volume change for the entire lake. One flUther limitation of the method is the 

lack of data for the winter months of December through March. The BOM 

temperature profiles developed for these months are questionable, and 

furthelmore, in some cold months the water surface temperature may be zero or 

close to it, which will make the water column temperature zero when multiplied 

by the surface temperature, which may be umealistic. However, according to 

documents referenced in Schertzer et al. (1987), winter temperatures are fairly 

isothermal, with relatively less variation with depth and from month to month. 

Therefore, thermal changes, and subsequently errors in the change in storage 

computations, are more significant in the other months. 

The results of this analysis are provided in the tables that follow. The 

mean thelmal volume changes computed for both the GLSEA and GLERL 

surface temperatures are shown in Table 9-11 and Table 9-12, respectively, with 

each of the three temperature profiles listed as well as the average of the three. 

The three profiles give similar results, with the exception of October, which 

showed a much smaller enor using the EC profiles than when using those from 

Meredith (1975) or Derecki (1976) . This is caused by a combination of the 

considerably different temperature profile developed for November from the EC 

data than the other datasets, as well as the large thelmal effects observed during 

this month. The other profiles that differed substantially were those developed for 
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Table 9-11: Mean thermal volume change for each vertical temperature 
profile using GLSEA surface temperature data. 

Mean Volume Change per Month 

Month 
(m3/s) 

Average 
Meredith Derecki 

(1975) (1976) 
EC 

Jan 6 6 -- 6 
Feb 3 1 -- 2 
Mar -6 -6 -- -6 
Apr 1 2 -6 -1 
May 56 92 74 74 
Jun 163 190 193 182 
Jul 181 133 144 153 

Aug 17 13 12 14 
Sep -160 -108 -132 -133 
Oct -153 -191 -79 -141 
Nov -77 -87 -- -82 
Dec -33 -47 -- -40 

Table 9-12: Mean thermal volume change for each vertical temperature 
profile using GLERL modelled surface temperature data 

Mean Volume Change per Month 

Month 
(m3/s) 

Average 
Meredith Derecki 

(1975) (1976) 
EC 

Jan 12 12 -- 12 
Feb 1 1 -- I 

Mar -6 -7 -- -7 
Apr -6 -5 -11 -7 
May 52 89 70 70 
Jun 164 191 195 183 
Jul 192 144 154 163 

Aug 51 48 46 48 
Sep -143 -80 -110 -111 
Oct -157 -198 -47 -134 
Nov -130 -149 -- -140 
Dec -29 -45 -- -37 
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the winter months of December through April, but the average results from these 

were relatively similar due to the small thennal effects these months experience. 

Overall, for both surface temperature datasets, the mean results agreed fairly well 

for each of the three different profiles used. 

Furthennore, a comparison of the average elTors from the two surface 

temperature datasets shows them to be in good agreement (Table 9-13), with the 

exceptions of August and November, whose values were greater (in absolute 

telms) in the GLERL modelled data (48 and -140 m3/s, respectively) than in the 

GLSEA data (14 and -82 m3/s, respectively). The reason for this is unclear, but it 

may reflect an issue with the modelled temperature data for one of these months, 

differences in the temperature profiles, or some other unknown factor. A 

comparison of the average results from this study to the results of 

Meredith (1975) and Quinn and Guerra (1986), both of which used a different 

surface temperature dataset and period ofrecord, is also given in Table 9-13 . The 

results differ to a certain degree, but are of the same order of magnitude, and for 

the most part of the same sign (positive or negative) except for some months that 

showed only small mean thermal volume changes. 

Table 9-13: Comparison of mean thermal volume change results 

Mean Volume Change per Month (m3/s) 

Month 
A vg. from Cun·ent Study 

Meredith 
Quinn and 

GLSEA 
GLERL 

(1975) 
GuelTa 

Modelled (1986) 

Jan 6 12 11 17 

Feb 2 1 2 -1 

Mar -6 -7 -10 -15 

Apr -1 -7 -3 4 

May 74 70 32 92 

Jun 182 183 101 131 

Jul 153 163 107 73 

Aug 14 48 18 -18 

Sep -133 - 111 -92 -105 

Oct -141 -134 -91 -73 

Nov -82 -140 -72 -93 

Dec -40 -37 -6 -15 
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The standard deviation of the thennal expansion and contraction effects is 

not a good descriptor of the spread of the observed data, due to the large skewness 

observed for some months. Also, given the limitations of this analysis, as 

outlined above, the results are highly uncertain and it was deemed that the data 

should not be used for the uncertainty analysis directly. Instead, histograms for 

each month were reviewed and approximate distributions were fit to the data 

using some judgement. 

The GLSEA and GLERL modelled data were combined for the concurrent 

period of November 1994 to 2009 only. The earlier GLERL data (i.e. 1948 to 

October 1994) were omitted in order to ensure that the two temperature datasets 

were given equal weight. Also, the monthly means for the 1994-2009 period did 

not differ significantly from the full period of record, and given the general 

assumptions and limitations of this analysis it is unlikely that inclusion of the full 

period of record would improve the results in any tmly meaningful way. 

Histograms were plotted for each month using the 1994-2009 combined 

dataset. Triangular PDFs were fit to the data for all months using the minimum 

and maximum thelmal volume changes determined from the dataset, and 

assuming the mode was equal to the median of the data; the exception was 

January, in which a uniform distribution was used as it was found that this fit the 

data somewhat better. Triangular distributions are useful when one knows or can 

approximate what the lower and upper limits of a dataset are, as well as the mode. 

UnifOlm distributions are useful when one only knows the upper and lower limits, 

but has no knowledge of the distribution of the values between these limits. Some 

judgement was also used when fitting the distributions: first, what appeared to be 

outliers in April, May and December were omitted; second, the maximum value 

of the September probability distribution was increased from 2 m3 Is to 78 m3 Is 
(arbitrarily chosen as one-quarter of the difference between the October and 

August maximums), since there was a large discrepancy between the maximum in 

the combined 1994-2009 dataset (-2 m3/s) and the maximum in the full GLERL 

dataset (137 m3/s) , and since the value of -2 m3/s did not seem to be consistent 

with the maximum from October through December, which were all positive 

values. Specifically, it seems umeasonable that thennal expansion would never 

occur in September given that it was found to occur in the earlier GLERL data 

and in August through December. The parameters of the distributions for each 

month used in the uncertainty analysis are given Table 9-15 below, and the 

histograms and fitted distributions can be seen in Appendix F. 
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The standard uncel1ainty estimates were also computed for each 

distribution for use in the FOSM analysis. The equations given in Table 9-14 

(ISO, 2005) were used to compute the mean and variance of the unifOlm 

distribution used in January, and the triangular distributions for all other months. 

The standard unce11ainty estimate is the square root of the variance. The results 

are provided in Table 9-15. Note that the sum of both the modes and the mean 

errors for each month are close to zero (2 m3/s and -13.7 m3/s, respectively). On 

an annual basis, it would be expected that the net effect of thelmal volume change 

would be approximately zero ; othelwise the lake would be gradually increasing or 

decreasing in temperature over time. While this may be tme to a small degree, 

the differences in this case are likely a result of the limitations of the analysis 

itself, and the assumptions made regarding the probability distributions in order to 

best represent the uncertainty in thermal volume changes on a monthly basis. 

Table 9-14: Uniform and friangular distribution mean and variance equations 

Distribution Mean Variance 

UnifOlm 
a+b (b - a) 2 
--

2 12 

Triangular 
a+b+c a2 +b2 +c 2 -ab-ac-bc 

3 18 

a = minimum; b = maximum; c = mode 

Table 9-15: Thermal volume change uncertainty PDFs and parameters (m3/s) 

Month Distribution Min Mode Max Mean Error 
Standard 

En"or 

Jan Uniform -4 -- 23 9.5 7.8 

Feb Triangular -11 0 17 2.0 5.8 

Mar Triangular -23 -8 11 -6.7 7.0 

Apr Triangular -23 -1 40 5.3 13.1 

May Triangular 8 68 180 85.3 35.6 

Jun Triangular 44 203 312 186.3 55.0 

Jul Triangular 33 147 277 152.3 49.8 

Aug Triangular -133 22 148 12.3 57.5 

Sep Triangular -262 -108 78 -97 .3 69.5 

Oct Triangular -340 -152 55 -145.7 80.7 

Nov Triangular -368 -128 21 -158.3 80.1 

Dec Triangular -140 -41 5 -58 .7 30.2 
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9.9 Alternative Change in Storage Estimation Methods 

The results of the spatial variability analysis indicated that including the 

Toledo and Port Colborne gauge stations in the computation of average Lake Erie 

water level actually increases the error in the computed change in storage as a 

result of the greater errors that affect these gauges in patticular. The Toledo 

gauge is especially poor. The results also indicate that in order to reduce errors in 

the change in storage computation it may be better to estimate the lake-wide mean 

using only Cleveland and POlt Stanley, or another combination of gauges in the 

central basin, as opposed to the four-gauge average. Alternatively, one of the 

various Thiessen networks suggested by Quinn and Derecki (1976) may be more 

appropriate. Regardless, the choice of network would require further analysis to 

detennine what network to use in order to minimize errors, and how to adjust the 

network for periods of missing data, both historically and into the future . 

Alternative methods could be used to estimate the mean water level of 

Lake Erie, including the use of Thiessen or some other weighting scheme, as 

described above. Another alternative would be the use of an interpolation method 

such as linear interpolation, for example, or a more advanced method such as 

kriging. These methods should reduce the unceltainty resulting from using a 

straight average of only four gauges, though by how much is unclear. To use 

such a method, however, an analysis should be completed to detelIDine the best 

weighting or interpolation scheme to use, and also how best to adjust the method 

during periods when data at a gauge or gauges might be unavailable. Another 

alternative would be to model the water surface elevation using a hydrodynamic 

model of the lake and incorporate wind stress and other meteorological factors. 

FurthelIDore, since the error due to temporal variability was found to be 

small due to averaging, it is possible that a longer averaging period could be used 

to detelIDine the mean BOM water levels, and this could help reduce the error due 

to spatial variability. While not investigated as palt of this research, another 

alternative that may reduce temporal and spatial errors would be to integrate the 

change in storage over the course of a month using a smaller time step, as 

opposed to taking the beginning minus the end of month water levels as the 

change in storage. By doing this, shOlt-telID errors caused by meteorological 

impacts affecting BOM water levels might be reduced. 
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Thermal expanSIon and contraction should be incorporated into NBS 

estimates when appropriate. Thermal volume change conections should be 

subtracted from the residual NBS when comparing them to component NBS, but 

should be added to the component NBS if using these to model historic water 

levels using a routing model. Unfortunately our ability to do this is limited by a 

lack of data. The dimensionless temperature profile method outlined above is 

useful for estimating the magnitude of enors, but is likely limited in its ability to 

model actual thelmal volume changes over the course of a month due to the 

assumptions involved. An alternative method would be to use modelled veltical 

temperature profiles produced by an energy balance model. This might be 

especially useful for detelmining thermal effects in the winter months, where 

measured vertical temperature profiles are unavailable. It is suggested that this be 

pursued if accounting for thelmal expansion and contraction in the Great Lakes 

water balance is to be considered fulther. 
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10 Sources and Estimates of Uncertainty in 
Consumptive Use 

Consumptive use data are reported to the Great Lakes Commission (GLC) 
by each of the Great Lakes states and provinces as required by the Great Lakes -

St. Lawrence River Basin Water Resources Compact. The GLC is responsible for 

maintaining and operating the Great Lakes Regional Water Use Database (GLC, 

2003b). In this regard, the GLC acts as a data repository for regional water use 
data, ensuring that data received and transmitted are uniform and consistent across 

the basin, and providing annual summary reports made available to the public. 

The regional water use database includes total withdrawals and diversions in 
addition to consumptive use data. 

According to the GLC (2003a), consumptive use is estimated using one of 

two methods in the Great Lakes basin: the first method involves directly 
subtracting measured retum flow and conveyance losses from overall 
withdrawals; the second method, which is more predominant in the Great Lakes 

basin, involves multiplying total withdrawals by a generally agreed-upon 
coefficient for consumptive use, expressed as a percentage. The coefficients are 

developed and applied by the different jurisdictions, and differ across the basin. 

There is very little documentation or knowledge of where the coefficients 

originate from, and consumptive use data are often described as an "estimate of an 
estimate", since the original withdrawal data, along with the coefficients, are both 

estimated (GLC, 2003a) . The reliability of facility-reported withdrawal data is 
also questioned, and therefore, the unce11ainty in consumptive use data is large. 

In fact, the consumptive use estimates were considered so unreliable by the 

USGS, that they have omitted consumptive use infonnation from their 5-year 

water use rep0l1s for the United States (Becky Pearson, GLC, personal 
communication, 16 August, 2010). 

According to the GLC Regional Water Use Database annual rep0l1s 

(http://www .glc .orglwatemse/database/downloads _ new.html), which are 

summarized in Table 10-1, when converted to metric discharge units the total 
withdrawal of water from the Lake Erie basin (which includes Great Lakes 

surface water (GLSW), other surface water (OSW) and groundwater (GW» has 

been approximately 2200 to 3100 m3 Is from 1998 to 2006. Of this total 

withdrawal, approximately 14 to 26 m3/s, or about 1%, was considered 
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consumptive use (CU). Given the uncertainty in these estimates, for the overall 
uncertainty analysis the enor distribution for Lake Erie consumptive use was 
assumed unifOlID, ranging from a low value of 10m3 Is to a high value of 30 m3 Is. 
Applying equation (88) for the variance of a unifOlID distribution, the standard 

uncertainty was computed as (30 -10) I Jl2 = 6 m3 Is. 

Table 10-1: Lake Erie total withdrawals, diversions and consumptive use estimates 

Year 
Total Withdrawals (mJ/s) Diversions (mJ Is) CU 

GLSW OSW GW Total Intrabasin Interbasin (m3/s) 
1998 3076 21 16 3113 248 0 26 

1999 2433 21 16 2470 186 0 26 

2000 2210 21 17 2248 224 0 23 

2001 2094 50 17 2161 224 0 23 

2002 2363 49 17 2429 224 0 22 

2003 2166 49 17 2231 255 0 22 

2004 2477 56 16 2549 255 0 21 

2005 2496 64 17 2577 255 0 22 

2006 2454 60 18 2533 255 0 14 

As Neff and Nicholas (2005) have pointed out, in order to detelIDine how 

consumptive use estimates should be applied to the NBS computations, the 
location that the consumptive use is withdrawn from must be detelIDined, since 

this determines whether it has been accounted for in the component or residual 

NBS computations. For instance, if water is removed directly from a Great Lake 

and consumed, the quantity of water should be added to the residual NBS, but not 

to the component NBS, because the residual method does not account for the 

consumptive use in the change in storage computations, but the component 
method has already accounted for the consumed water in the measured runoff and 

precipitation. On the other hand, if water is removed from a lakes ' drainage basin 

as opposed to the lake itself, this volume of water may need to be added to both 
residual and component NBS estimates, depending on where the water is removed 

from. 

Given that most of the total withdrawals (> 97%) as reported by the GLC 

are indicated as being from the lakes themselves (i .e. Great Lakes Surfacewater 
(GLSW)), and the fact that by far the largest consumptive use categories are 
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public water supply and industrial uses (~60% of total consumptive use), both of 

which likely originate primarily in the large population centres located along the 
shores of Lake Erie (e.g. Buffalo, Cleveland, Toledo) as opposed to upstream, it 

seems likely that most of the total consumptive use in the Lake Erie basin comes 

directly from the lake itself. As such, it was assumed that the total consumptive 
use value estimated above should be added to the residual NBS when comparing 
to the component NBS estimate. 

Despite predictions to the contrary, consumptive use estimates have 

decreased with time. For example, the total consumptive use for the entire Great 
Lakes basin was estimated by the IJC to be approximately 140 m3/s in 1975, and 

it was predicted that this value would increase to 227 to 337 m3 Is by the year 2000 
(IGLDCUSB, 1981); however, the GLC (2004) estimated total consumptive use 

in the Great Lakes to be only 85 m3 Is in 2000, a decrease of nearly 40% from the 
1975 consumptive use estimate, and far from even the lowest predicted values in 

2000. Again, these estimates are subject to a large amount of uncertainty, so 

definitive statements as to the causes of these differences may be inappropriate. 
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11 Overall Uncertainty in Residual NBS 

11.1 Hydrologic Data 

The hydrologic data used in this study to detelmine the overall uncertainty 

in residual NBS, including monthly estimates of inflows, outflows, change in 

storage and the NBS itself, were obtained from the USACE Detroit District office. 

Data were available for the period of 1900 to 2008. For the FOSM analysis, the 

monthly hydrologic data obtained were averaged by month. The mean monthly 

hydrologic data are provided in Table 11-1 , and the mean monthly residual NBS 

are plotted in Figure 11-1. For the Monte Carlo analysis, the monthly data were 

used directly, with subsets of stochastic estimates of each input sampled for each 

month from the probability distributions derived in this study. 

Table 11-1: Lake Erie monthly mean residual NBS and input estimates (1900-2008) 

Mean Flow (m3/s) 
Month 

° N @ BU! D NYSBC Ow c J Del i1S NBS E 

Jan 5540 10 140 4790 -80 820 
Feb 5430 10 140 4650 170 1090 
Mar 5590 10 150 5060 1330 2010 
Apr 5850 10 160 5340 1260 1930 
May 6110 30 160 5480 540 1340 
Jun 6110 30 160 5540 160 900 
lui 6020 30 160 5590 -400 190 

Aug 5910 30 160 5580 -750 -260 
Sep 5790 30 160 5540 -910 -500 
Oct 5690 30 160 5510 -910 -570 
Nov 5690 30 160 5470 -460 -80 
Dec 5700 10 150 5330 80 610 

Annual 5788 22 155 5327 1 620 
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Figure 11-1: Lake Erie monthly mean residual NBS (1900-2008) 

It should be noted that the uncertainty estimates III this research were 

detelmined from the most recent methods and models used to determine residual 

NBS for Lake Erie. Models and methods have evolved over time, and it seems 

likely that through scientific and technological advances, improvements in 

measurement methods, and even increased care and scrutiny of the data due to 

heightened awareness of their impOltance, in at least some cases unceltainty in the 

most recent data would be less than in the historic data. As such, the uncertainty 

estimates derived in this study may not apply directly to any data other than the 

most recently computed values . Nonetheless, the entire period of record (1900 to 

2008) was used to provide a longer time series of computed values. A sholter 

period was also analyzed, running from 1962 to 2008. This represents the period 

for which discrete Niagara River data are available. It also corresponds to a more 

stable regime in the Detroit River, since no dredging for navigation purposes has 

taken place since 1962, and the NYSBC and Weiland Canal diversions during this 

period are also more consistent with current values. In any case, as will be 

shown, the results from both periods were found to be similar. The mean flow 

estimates for this period are shown in Table 11 -2. 
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Table 11-2: Lake Erie monthly mean residual NBS and input estimates (1962-2008) 

Month 
° N @ BII! 

Mean Flow (mJ/s) 

D NYSBC Owc I Del I1S NBS £ 

Jan 5890 0 200 5140 -50 900 
Feb 5840 0 200 5170 490 1360 
Mar 6040 0 210 5480 1280 2050 
Apr 6260 10 240 5530 930 1900 
May 6440 30 240 5620 320 1390 
Jun 6360 30 240 5680 130 1050 
Jul 6270 30 240 5730 -460 320 
Aug 6160 30 240 5730 -720 -50 
Sep 6030 30 240 5710 -900 -340 
Oct 5950 30 230 5680 -980 -470 
Nov 5930 20 230 5650 -280 230 
Dec 6010 0 220 5550 340 1030 

Annual 
Avg. 

6100 18 228 5558 5 777 

11.2 Combined Residual NBS Uncertainty: FOSM Method 

The FOSM method was applied to the mean monthly discharge estimates. 

Since the sensitivity coefficients for each input are equal to one, the uncertainty in 

any month can be detelmined from: 

The combined uncertainty in the Niagara River flow at Buffalo (ON @ Buf) 

was estimated for the 1962-2008 period in Section 6.7 (see Table 6-9). Since 

flow data for each of the individual Niagara River flow inputs were not avai lable 

prior to 1962, the relative unceliainty for this period computed for each month as 

shown in Table 6-9 was used to compute the uncertainty in the 0 N @ BII! for the 

full period ofrecord (1900-2008). The standard uncertainty in the Welland Canal 

flow (OIVC) was found to be 4% in Section 7.6, and the standard unceliainty in the 

Detroit River flow (I Del) was found to be 4.3% in Section 8.5. The uncertainty in 
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the change in storage (/;:;'S) was computed using the FOSM method in Section 

9.7. The uncertainty resulting from thelmal volume changes (t:0T/,) was 

discussed in Section 9.8. Finally, the error caused by considering the 

consumptive use ( C E) as negligible was detelmined in Section 10 to be a mean of 

20 m3/s, having limits of +/- 10 m3/s, with standard error computed as 

approximately 6 m3/s. 

A summary of the standard uncertainty estimates for 1900-2008 for each 

input is provided in Table 11-3. This table can also be used to compare the 

magnitude of the different sources of uncertainty. For example, the largest source 

of unceliainty can be seen to be the Detroit River inflow, but the outflow and 

change in storage are of a similar magnitude. This is an interesting result, since 

the uncertainty in the change in storage is often assumed to be less than the 

uncertainty in the inflow and outflow terms (e.g. Neff and Nicholas, 2005) . The 

additional unceliainty caused by the change in storage due to thelmal expansion 

and contraction is also seen to be significant. 

The combined uncertainty estimates III Lake Erie residual NBS as 

computed using the FOSM method are provided in Table 11-4. The absolute 

uncertainty estimates vary by month, but only to a small degree. The relative 

uncertainty estimates show much more variability by month as a result of the 

variability in the magnitude of the mean monthly NBS estimates. In three months 

(July, August and November), the combined standard uncertainty estimate was in 

excess of the mean computed NBS (i.e. unceliainty was greater than 100%). The 

highest uncertainty estimates in an absolute sense were November for both 

periods of record. November was also the highest in a relative sense for the 1900-

2008 period, with August being the highest in a relative sense for the 1962-2008 

period. Note that these are only relative to the mean NBS for each month. The 

unceliainty for any individual month will be higher or less than the estimates 

given depending on the magnitude of the different inputs and the computed NBS. 
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Month 

Jan 

Feb 

Mar 

Apr 

May 

Jun 

Jul 

Aug 

Sep 

Oct 

Nov 

Dec 

Q 
(m3/s) 

5540 
5430 
5590 
5850 
6110 
6110 
6020 
5910 
5790 
5690 
5690 
5700 

Table 11 -3: Standard uncertainty estimates for Lake Erie residual NBS inputs (1900-2008) 

° N@ Bu/ Owe I De, M M Th 

Q Q Q Q u u u u u u u u u u 
(%) (m3/s) (m3 Is) (%) (m3 Is) 

(m3 Is) (%) (m3/s) (m3/s) (%) (m3 Is) (m3/s) (%) (m3/s) 

1.86 103 140 4.0 6 4790 4.3 206 -80 209 167 9.5 82 7.8 
1.88 102 140 4.0 6 4650 4.3 200 170 103 174 2.0 290 5.8 
1.88 105 150 4.0 6 5060 4.3 218 1330 12 166 -6 .7 104 7.0 
1.92 112 160 4.0 6 5340 4.3 230 1260 13 165 5.3 247 13.1 
1.86 114 160 4.0 6 5480 4.3 23 6 540 24 130 85 .3 42 35 .6 
1.85 113 160 4.0 6 5540 4.3 238 160 73 117 186.3 30 55 .0 
1.83 110 160 4.0 6 5590 4.3 240 -400 26 106 152.3 33 49.8 
1.84 109 160 4.0 6 5580 4.3 240 -750 14 106 12.3 467 57.5 
1.87 108 160 4.0 6 5540 4.3 238 -910 15 137 -97.3 71 69.5 
1.87 106 160 4.0 6 5510 4.3 237 -910 19 174 -145 .7 55 80.7 
1.81 103 160 4.0 6 5470 4.3 235 -460 48 219 -158 .3 51 80.1 
1.86 106 150 4.0 6 5330 4.3 229 80 254 203 -58 .7 51 30.2 
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Table 11-4: Combined uncertainty in Lake Erie residual NBS using FOSM method 

1900-2008 1962-2008 

Month NBSE u u NBSE U U 

(m3/s) (m3/s) (%) (m3/s) (m3/s) (%) 
Jan 820 285 35 900 298 33 
Feb 1090 284 26 1360 303 22 
Mar 2010 293 15 2050 310 15 
Apr 1930 305 16 1900 314 17 
May 1340 294 22 1390 302 22 
Jun 900 294 33 1050 300 29 
Jul 190 289 152 320 296 93 

Aug -260 290 111 -50 297 594 
Sep -500 304 61 -340 311 92 
Oct -570 323 57 -470 330 70 
Nov -80 347 434 230 354 154 
Dec 610 326 53 1030 334 32 

Annual 
620 303 49 777 312 40 

Avg. 

The mean error in the residual NBS caused by systematic errors was also 

computed. Systematic errors were found in the local runoff estimate to the upper 

Niagara River (Section 6.5) and in the change in storage (Section 9.7); systematic 

errors also result from assuming thelmal volume change and consumptive use as 

negligible. The mean error in the computed NBS resulting from each of these 

sources can be found from: 

(116) 

where &(NBS E) is the systematic error in the computed NBS for Lake Erie; 

&(MTI.) is the systematic error caused by unaccounted for thelmal volume 

changes; &( C E) is the systematic error cause by not accounting for consumptive 

use; &(M) is the systematic errors found in the change in storage; and &(RN) is 

the systematic error in the local runoff to the upper Niagara River,. 
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The mean error results are given in Table 11-5. It can be seen that not 

accounting for changes in storage due to thelmal expansion and contraction is the 

primary source of systematic enol' in NBS: other sources of systematic enol' 

provide relatively little additional enol'. A consequence of this is that even if the 

apparent bias observed in the change in storage is not real, as discussed in Section 

9.4, it has little effect on the mean enol' in NBS. There may in fact be additional 

sources of systematic enol' that have not been accounted for in this research. As 

one example, runoff from the Lake Erie drainage basin that flows directly into the 

Detroit River may be measured as part of the Detroit River inflow computed 

using the stage-fall-discharge equations. This small amount would be accounted 

for in both the residual and component NBS for Lake Erie. While this example 

and other similar systematic enol'S might be quite small, they should be 

considered in comparisons of residual and component NBS estimates. 

Table 11-5: Mean systematic error in Lake Erie residual NBS 

Mean Enor 

Month (m3/s) 

c(£hlT/,) c(CE) c(M) c(RN) c(NES E) 

Jan 10 20 -16 -19 25 
Feb 2 20 -13 -28 23 
Mar -7 20 -14 -13 -1 
Apr 5 20 4 9 -26 
May 85 20 9 8 48 
Jun 186 20 20 3 143 
Jul 152 20 7 3 122 

Aug 12 20 -15 -2 8 
Sep -97 20 11 -6 -122 
Oct -146 20 9 -5 -169 
Nov -158 20 29 -14 -193 
Dec -59 20 -30 -29 -20 

Annual 
-1 20 0 -8 -13 

Avg. 
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11.3 Combined Residual NBS Uncertainty: Monte Carlo Method 

Given that the probability distributions of the enor sources were known or 

estimated, an estimate of the combined uncertainty in the overall NBS was also 

possible using a Monte Carlo approach. The "R" statistical software was used to 
randomly sample from the probability distributions of each of the input 
parameters. The distributions and parameters used are summarized in Table 11-6. 

For the Niagara River, somewhat different methods were used depending on the 

year. For the period 1962-2008, the Monte Carlo analysis results computed in 

Section 6.7 using the individual subcomponent flow uncertainty estimates (i.e. the 

summation equation) were used directly. For the period 1900-1961, 
subcomponent data could not be obtained, and only the total Niagara River flow 

at Buffalo is available. Since the Monte Carlo analysis results from the 1962-
2008 period for the total Niagara River flow at Buffalo were found to be normally 

distributed and vary little from month to month, the Niagara River flow at Buffalo 

was represented by a normal distribution for the period 1900-1961 as well, with a 

mean equal to the computed monthly Niagara River flow at Buffalo and standard 
deviation equal to the average of the monthly standard deviations computed from 
the 1962-2008 analysis in Section 6.7. For the change in storage, the results 

previously presented in Section 9.7 for the 1900-2008 period were used. 

A summary of the mean monthly results from the Monte Carlo analysis are 
shown in Table 11 -7 for the 1900-2008 period, and Table 11-8 for the 1962-2008 

period. The standard enor results for both periods are quite similar in absolute 
telms; the standard errors in relative telms are somewhat different due to the 

difference in the mean NBS computed for each period. Furthelmore, similar to 
the FOSM method results, there is little monthly variation in the absolute 

uncertainty estimates, whereas in relative terms the uncertainty varies due to 

differences in magnitude of the mean monthly NBS values. The differences 

between the average detelministic and average Monte Carlo results as captured by 

the mean error columns indicate the bias that results from systematic effects as 
noted in the previous section. 
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Table 11-6 : Distributions and parameters used in residual NBS Monte Carlo analysis 
Input Month Distrib. Par. 1 Value Par. 2 Value Par.3 Value 

Jan 1.9% N/A N/A 
Feb 1.9% N/A N/A 
Mar 1.9% N/A N/A 
Apr 1.9% N/A N/A 
May 1.9% N/A N/A 

° N@ 811 
Jun monthly SD 1.9% N/A N/A 

Nonn al Mean 
Jul estimates 1.8% N/A N/A 

Aug 1.8% N/A N/A 
Sep 1.9% N/A N/A 
Oct 1.9% N/A N/A 
Nov 1.8% N/A N/A 
Dec 1.9% N/A N/A 

Ow e All Nonn al Mean 
monthly 

SD 4.0% N/A N/A 
estimates 

J D el All Nonnal Mean 
monthly 

SD 4.3% N/A N/A 
estimates 

tJ.S (See discussion and results presented in Section 9.7) 

Jan Uniform Min -4 mj/s Max 23 mj/s N/A N/A 
Feb Triangular Min -11 m3/s Max 17 m3/s Mode o mj/s 

Mar Triangular Min -23 mJ/s Max 11 mJ/s Mode -8 mJ/s 

Apr Triangu lar Min -23 mJ/s Max 40 mJ/s Mode -1 mJ/s 

May Triangular Min 8 mj/s Max 180 mJ/s Mode 68 mJ/s 

Mrh 
Jun Triangular Min 44 mj/s Max 312 mj/s Mode 203 n/Is 

Jul Triangular Min 33 m3/s Max 277 mj/s Mode 147 mj/s 

Aug Triangular Min -133 mJ/s Max 148 mJ/s Mode 22 m3/s 

Sep Triangular Min -262 mJ/s Max 78 mJ/s Mode -108 mJ/s 

Oct Triangular Min -340 mj/s Max 55 mJ/s Mode -152 mJ/s 

Nov Triangular Min -368 mj/s Max 21 mj/s Mode -128 mj/s 

Dec Triangular Min -140 mj/s Max 5 mj/s Mode -4 1 mj/s 

CE All Uniform Min I Om3/s Max 30 m3/s N/A N/A 
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Table 11-7: Residual NBS mean Monte Carlo analysis results (1900-2008) 

Mean Mean Difference Mean Mean 
Month Deterministic Monte Carlo (Mean Error) Standard Error Standard Error 

(m3/s) (m3/s) (m3/s) (m3/s) (% of NBS) 

Jan 819 793 26 286 36 
Feb 1092 1068 24 285 27 
Mar 2011 2010 1 295 15 
Apr 1928 1954 -26 305 16 
May l341 1290 51 295 23 
Jun 898 750 148 294 39 
Jul 193 68 125 290 427 

A ug -257 -266 9 290 109 
Sep -500 -38 1 -1 19 303 80 
Oct -57 1 -406 -165 325 80 
Nov -84 106 -190 347 328 
Dec 610 628 -18 327 52 

Table 11-8: Residua l NBS mean Monte Carlo analysis results (1962-2008) 

Mean Mean Difference Mean Mean 

Month Deterministic Monte Carlo (Mean Error) Standard Error Standard Error 
(m3/s) (m3/s) (m3/s) (m3/s) (% of NBS) 

Jan 903 878 24 299 34 
Feb 1356 1336 21 303 23 
Mar 2054 2053 0 311 15 
Apr 1901 1926 -25 314 16 
May l390 1343 47 302 22 
Jun 1045 901 144 300 33 
Jul 316 194 122 296 153 

Aug -5 1 -57 6 297 523 
Sep -340 -2 17 -124 311 143 
Oct -469 -300 -169 332 I II 

Nov 229 424 -195 354 84 
Dec 1027 1046 -19 335 32 

By applying the Monte Carlo method to each month individually, 

additional infOlmation on the maximum and minimum uncertainty for each month 

can be obtained. Table 11-9 shows the maximum and minimum uncertainty for 

each month for the 1962-2008 period, as well as the standard deviation of the . 
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monthly unce11ainty estimates . It can be seen that uncertainty estimates ranged 

from about 240 m3/s to 390 m3/s, with standard deviations of around 20 m3/s for 

each month, which is not very significant. However, because the magnitude of 

the NBS estimates themselves varies significantly, and since the NBS can often 

be close to zero for any month, the variation in relative telms is quite significant, 

with the unce11ainty in NBS often dwarfing the actual estimate itself. 

Table 11-9: Monthly range and SD of 1962-2008 residual NBS Monte Carlo analysis results 

Monthly Uncertainty Estimates 

Month 
(m3/s) 

Maximum Minimum 
Standard 

Deviation 

Jan 349 255 23 
Feb 349 240 22 
Mar 351 269 22 
Apr 352 267 22 
May 347 256 22 
Jun 342 248 23 
Jul 337 251 22 

Aug 337 252 21 
Sep 354 265 21 
Oct 381 298 19 
Nov 390 310 19 
Dec 375 288 20 

Overall 390 240 --

The Monte Carlo results for 2008 were plotted (Appendix G) and found to 

be nOlmally distributed. Some of the en-or distributions used for the model inputs 

were not normally distributed, specifically the change in storage due to spatial 

variability, the change in storage due to thermal expansion and contraction, and 

the consumptive use distributions. However, by combining the results from a 

large number of inputs, each of which was described as a statistically independent 

random variable, and none of which were significantly larger in magnitude than 

the others, the combined uncertainty estimate in the residual NBS approaches the 

normal distribution as a result of the central limit theorem. 
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11.4 Comparison of FOSM and Monte Carlo Analysis Results 

A comparison of the standard uncetiainty estimates for the two methods is 

shown in Table 11-10. As can be seen, the results of both methods are nearly 

identical. As discussed in Section 6.7 and 9.7, the FOSM and Monte Carlo 

analysis methods provide identical results when the model being investigated is 

linear. Refening to equation (19) in Section 3.3.6, the residual NBS model is a 

simple summation of a number of inputs, and is a linear model when the area of 

Lake Erie is considered constant (as it was in this study) or nearly linear if the 

area is allowed to vary. Therefore, one can expect the results of the FOSM and 

Monte Carlo methods to be nearly identical, so long as care is taken to ensure the 

uncetiainty estimates in each of the inputs are computed in comparable fashion 

for both methods. 

Table 11-10: Mean FOSM and Monte Carlo analysis results for residual NBS 

Standard Uncertainty (molls ) 

Month 1900-2008 1962-2008 
FOSM MC DIFF FOSM MC DIFF 

Jan 285 286 -1 298 299 -1 
Feb 284 285 -1 303 303 0 
Mar 293 295 -1 310 311 -1 
Apr 305 305 0 314 314 -1 
May 294 295 0 302 302 0 
]un 294 294 0 300 300 1 
Jul 289 290 -1 296 296 0 

Aug 290 290 0 297 297 0 
Sep 304 303 0 311 31 1 0 
Oct 323 325 -2 330 332 -2 
Nov 347 347 -1 354 354 0 
Dec 326 327 -1 334 335 0 

A comparison of the mean enol'S is shown in Table 11-11. The results are 

again quite similar, with differences of less than an absolute value of 5 m3/s. 

These small differences may be the result of rounding or resolution enol'S, but 

regardless, the estimates are in close agreement. Again, the mean enol' in both 
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cases is dominated by the errors caused by ignoring change in storage due to 

thelmal expansion and contraction. 

Table 11-11: Mean systematic error in monthly residual NBS 

Mean Error 

Month (m3/s) 

FOSM MC DIFF. 

Jan 25 26 -1 
Feb 23 24 -1 
Mar -1 1 -2 
Apr -26 -26 0 
May 48 51 -3 
Jun 143 148 -5 
Jul 122 125 -3 

Aug 8 9 -1 
Sep -122 -119 -3 
Oct -169 -165 -4 
Nov -193 -190 -3 
Dec -20 -18 -2 

Annual 
-13 -11 -2 

Avg. 

In telms of application of the two methods, in practice the FOSM method 

was found to be much simpler to apply; however, so long as the distributions of 

the model inputs are known, it was found to be possible and also relatively simple 

to perfOlm a Monte Carlo analysis given the simplicity of the NBS model, as well 

as the computing power and statistical software packages now readily avai lable. 

While the FOSM method is the simpler of the two methods to apply, it may not 

provide accurate unce11ainty estimates if the model is highly non-linear of if the 

probability distributions of the input values are highly asymmetric; however, as 

discussed, this was not an issue in the analysis of residual NBS for Lake Erie. 

Overall, use of the Monte Carlo approach to detelmine uncertainty in residual 

NBS is likely unnecessary, given that the results from the FOSM and Monte Carlo 

methods were nearly identical. The Monte Carlo analysis approach is beneficial 

in that it provides the full probability distribution of the model output; however, 

this analysis showed that the overall combined unce11ainty in NBS was n01mally 
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distributed, a result of the high-dimensionality of the model and the fact that none 

of the statistically independent random input variables dominated in terms of 

magnitude, which allows the central limit theorem to apply. Therefore, given 

simi lar conditions it might safely be assumed in future studies that the overall 

uncertainty in the residual NBS is normally distributed, even if only the FOSM 

method is applied and only the mean and standard deviation of the model output 

are obtained, thus making application of the Monte Carlo method unnecessary. 

That said, in order to ensure the FOSM results are accurate, care must be taken to 

properly describe the standard uncertainty estimates in each of the different 

inputs. 

11. 5 Sensitivity Analysis 

A sensitivity analysis was perfOlmed on the uncertainty analysis results to 

detelmine how changes in the unceliainty estimates in each of the various inputs 

affect the overall combined unceliainty in the Lake Erie residual NBS. Given that 

the results of the FOSM and Monte Carlo methods were so similar, the sensitivity 

analysis was perfOlmed using only the FOSM method. One of the benefits of the 

FOSM method is that it makes perfOlming a sensitivity analysis a simple task. 

This method requires much fewer calculations in comparison to the Monte Carlo 

method, which requires thousands of simulations in order to properly define the 

probability distribution of the model output. 

A number of scenarios were investigated III this sensitivity analysis. 

These included: 

(a) reducing the uncertainty in the Detroit River flows to 2.5%; 

(b) reducing the uncertainty in the Detroit River flows to zero; 

( c) reducing the uncertainty in both the inflows and outflows to zero; 

(d) reducing the uncertainty in the change in storage to zero; 

( e) reducing the uncertainty in all sources to zero other than the uncertainty 

due to thelmal expansion and contraction and consumptive use. 

These scenarios were chosen specifically to cover a number of realistic 

possibilities. For example, the unceliainty estimate for the Detroit River flow was 

difficult to determine, and was somewhat subjective. Other researchers (e.g. Neff 

and Nicholas, 2005) have suggested the standard unceliainty to be 2.5% (or 5% at 
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the 95% confidence level), therefore scenario (a) was employed to test the effects 

of this assumption. With the recent installation of a horizontal ADCP on the 

Detroit River, it is hoped that the uncertainty in the Detroit River flow will be 

reduced. Whether this will reduce uncertainty and by how much is unclear, but 

scenario (b), which reduces the uncertainty in the Detroit River flows to zero , was 

chosen in order to observe the results of this highly unlikely, best case scenario. 

Similarly, scenario (c) assumes that all of the inflows and outflows are known 

without enor - again, an extremely unlikely scenario. Since it seems possible that 

uncertainty in the change in storage may be the easiest source of uncertainty in 

NBS to reduce, scenario (d) assumes that the uncertainty in the change in storage 

is zero. Lastly, scenario (e) assumes that each of the inputs cunently used to 

estimate NBS (i.e. inflows, outflows and change in storage) are known without 

error, and therefore, this scenario provides an estimate of the uncertainty that 

results from those inputs cunently considered negligible, i.e. thelmal expansion 

and contraction and consumptive use. These scenarios were compared to the base 

case. Only the 1962 to 2008 dataset was used in this analysis. 

The sensitivity analysis results (in m3 /s) are given in Table 11 -12, and the 

relative uncertainty results (as a percentage of the mean Lake Erie NBS for each 

month) are given in Table 11-13. The results generally show that reductions in 

the estimated unceltainties of each input variable reduce the unceltainty in the 

computed NBS; however, the uncertainty in both absolute and relative telms 

remains significant, despite often large changes in the input uncertainty estimates . 

For example, scenario (a) shows that even if the uncertainty determined for the 

Detroit River flow in this research is overestimated, the uncertainty in NBS is still 

large, and not reduced substantially from the base case. Furthelmore, even if the 

Detroit River flow was known without error, scenario (b) indicates that the 

uncertainty in NBS would still be significant, remaining greater than lOO% for 

both August and November. This remains the case for scenario (c), where even 

when the uncertainty in the inflows and outflows is reduced to zero, the combined 

NBS uncertainty was found to be greater than lOO% for August and November, 

indicating the significance of the unceltainty in the change in storage and other 

inputs. Scenario (d) shows that even if the uncertainty in the change in storage, 

which may be one of the easiest sources of uncertainty to reduce, is reduced to 

zero , the uncertainty in NBS would still be quite large. In fact , this scenario 

showed the smallest decline in NBS unceltainty over the base case. Finally, 

scenario (e) shows that even if inflows, outflows and change in storage are known 

without enol', the uncertainty in NBS that results from those inputs currently 
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considered negligible is still large, lending further evidence that these sources 

should be taken into consideration in residual NBS estimates. 

Table 11-12: Residual NBS sensitivity analysis results 

Scenario 
NBS Uncertainty (mj/s) 

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

Base Case 298 303 310 314 302 300 296 297 311 330 354 334 
(a) 238 244 244 247 229 225 218 219 239 263 293 272 
(b) 200 206 20 1 205 181 175 164 166 191 222 257 234 
(c) 167 175 166 166 135 129 117 121 154 192 233 206 
(d) 247 248 262 267 272 277 277 278 279 280 278 265 
(e) 10 8 9 14 36 55 50 58 70 81 80 31 

Table 11-13: Residual NBS sensitivity analysis results (relative uncertainty) 

Scenario 
NBS Uncertainty (%) 

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

Base Case 33 22 15 17 22 29 93 594 92 70 154 32 
(a) 26 18 12 13 16 21 68 438 70 56 127 26 
(b) 22 15 10 11 13 17 51 332 56 47 11 2 23 
(c) 19 13 8 9 10 12 37 24 1 45 41 101 20 
(d) 27 18 13 14 20 26 86 555 82 60 121 26 
(e) 1 1 0 1 3 5 16 115 21 17 35 3 

Overall, these results show how difficult it is to reduce uncertainty in 

residual NBS. For the most part, this is the result of the large magnitude of the 

uncertainty estimates for each input relative to the magnitude of the NBS itself. 

These results also show that uncertainty in residual NBS arises from a number of 

sources, and in order to reduce overall uncertainty in the NBS, uncertainty must 

be reduced in each of the different inputs. Focusing attention on only some of the 

inputs and not others will not reduce the overall combined uncertainty 

significantly. Therefore, effOlis should be made to improve the measurement of 

all inputs if NBS estimates using the residual method are to be improved. 
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11.6 Comparison to Previous Estimates of NBS Uncertainty 

11.6.1 Neff and Nicholas (2005) 

Neff and Nicholas (2005) provided estimates of uncertainty in the Great 

Lakes water balance for the purpose of illustrating how well the hydrology of the 

Great Lakes-St. Lawrence River system is understood. This analysis included 

estimates of uncertainty in both the residual and component method NBS 

computations for each lake; however, the authors noted that the uncertainty 

estimates provided were based primarily on best professional judgment since 

published uncertainty calculations associated with most of the flows and levels of 

the Great Lakes were unavailable. Confidence levels were not given for the 

unce11ainty estimates, but rather a range of what were believed to be reasonable 

monthly estimates of uncertainty were provided. 

11.6.2 De Marchi et al. (2009) 

De Marchi et al. (2009) completed an assessment of uncertainty in NBS 

computed using GLERL's component method. GLERL generates mnoff by 

extrapolating flows from gauged basins to the ungauged portion of gauged basins 

and ungauged basins using area ratios. Uncertainty in GLERL's mnoff estimate 

was detelmined using a combination of assumed uncertainty estimates for mnoff 

from gauged basins, with uncertainty in ungauged basins detelmined using a 

leave-one-out Monte Carlo analysis. GLERL estimates direct precipitation to the 

lakes by applying Thiessen polygon weights to measured precipitation at gauges 

located in or near each lake, the vast majority of which are located on land. 

Uncertainty in precipitation was estimated by comparing GLERL's precipitation 

estimates to precipitation estimates from more advanced models which 

incorporate short-term forecast and radar data. Evaporation is estimated by 

GLERL using a one-dimensional energy balance model calibrated to surface 

temperature and ice coverage. The uncertainty in evaporation was not computed 

directly, but rather the estimates provided by Neff and Nicholas (2005) based on 

best professional judgement of the authors were used. More recent evaporation 

estimates from the eddy-covariance system recently installed on Lake Superior 

and Lake Huron have been compared to GLERL's modeled estimates and have 

been used to compute uncertainty in evaporation estimates, but these results have 
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not been published to date (Carlo De Marchi, GLERL, written communication, 
10 October, 2010) 

11.6.3 NBS Uncertainty Results Comparison 

The uncertainty estimates given by Neff and Nicholas (2005) for each of 

the three major input variables (inflow, outflow and change in storage) were 

compared to the estimates determined in this study. Neff and Nicholas (2005) 

gave uncertainty estimates as lower and upper limits (denoted by the authors as 
"Low" and "High ", respectively) as opposed to specific confidence intervals. 

The standard elTor and 95% confidence intervals from the CUlTent study were used 

in the comparison, and therefore the uncertainty estimates provided by Neff and 
Nicholas (2005) are not necessarily equivalent to those from the CUlTent research. 

Nonetheless, the comparison allows for differences in magnitude between the two 

studies to be assessed. 

Furthelmore, while Neff and Nicholas (2005) noted the existence of 
seasonal differences in the uncertainty of each of the different inputs , monthly 

estimates of uncertainty were not given, and instead any seasonal variation in the 

uncertainty for each input was presumably captured within the overall low and 
high relative unceliainty estimates provided. As a result, the average results 

presented by Neff and Nicholas (2005) were compared to the range of monthly 

estimates of unceliainty presented in this research. Recalling that the Lake Erie 

outflow consists of both the Niagara River and Welland Canal flows , combining 

the results from this research the total Lake Erie outflow was found to have a 
standard error of about 1.8 to 1.9%, depending on the month. Also, for the 

change in storage, a relative uncertainty estimate with respect to the mean annual 
change in storage is inappropriate since the water level of Lake Erie is subject to 

seasonal cycles (rising and then falling over the course of each year), and 

therefore the average annual change in storage is close to zero. As a result, Neff 
and Nicholas (2005) did not provide an average change in storage estimate, nor 

did they estimate uncertainty in the change in storage in relative terms (i.e. as a 

percent). On the other hand, computing the average change in storage and 
relative uncertainty on a monthly basis as perfOlmed in this research is acceptable, 

and therefore the range of monthly mean estimates was used in the comparison 
that follows. Lastly, the uncertainty estimates for the change in storage 

detelmined by Neff and Nicholas (2005) include the effects of thennal expansion 
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and contraction. In the CUlTent study, the uncertainty in the measured change in 
storage was determined separately from the uncertainty that results from thelmal 

expansion and contraction, so both of these sources of uncertainty are noted in the 

comparison that follows. 

Table 11-14 shows the comparison of the input uncertainty estimates. The 

uncertainty estimates in the inflow and outflow from the CUlTent study are 

somewhat less than those provided by Neff and Nicholas (2005). The high 

uncertainty estimate of 15% provided by Neff and Nicholas (2005) for the Detroit 

River inflow was chosen by the authors considering the large uncertainty in ice
affected flows. On a short telm basis the uncertainty in the inflows may approach 

or even exceed this value when ice is affecting flow; however, as discussed in 

Section 8.4, ice jams are not a significant issue in the Detroit River, and on a 

monthly basis other ice effects are unlikely to increase the overall uncertainty in 

the Detroit River flow substantially. Of more significance are uncertainty caused 

by channel changes, which are difficult to identify and were not assessed directly 

in either study. The uncertainty in the Lake Erie outflow was estimated at the 
95% confidence level in this study to be less than even the low unceliainty 
estimate given by Neff and Nicholas (2005). This appears to be primarily the 

result of two issues: first , Neff and Nicholas (2005) overestimate the magnitude of 
the Niagara River flow at the MOM pool, which was believed by the authors to be 

the largest component of the Niagara River flow at Buffalo and was estimated to 

be approximately 60% of the total , when in fact it is the second largest component 

(behind the combined Niagara hydropower flows) and is closer to 30 to 40% of 

the total Niagara River flow at Buffalo; and second, the fact that Neff and 

Nicholas (2005) account for uncertainty resulting from ice and weeds, neither of 
which is believed to be a significant issue at the MOM pool, as discussed in 

Section 6.2. 

Also of note in the companson IS the significant difference in the 

estimated change in storage uncertainty. In contrast to the inflow and outflow 

uncertainty estimates, the uncertainty in the change in storage was found to be 

greater in magnitude in the current study than in Neff and Nicholas (2005). The 

estimates provided by Neff and Nicholas (2005) considered primarily the 

accuracy of the water level gauge measurements themselves and the effects of 
thelmal expansion and contraction. The CUlTent study found that in addition to 

the water level gauge measurements themselves, temporal variability and spatial 
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Table 11-14: Comparison of residual NBS input uncertainty estimates 

Neff and Nicholas (2005) Current Study 
Uncerta inty Uncertainty Uncertainty Uncertainty 

Input 
Average Estimate Estimate 

Mean Monthly 
Estimate Estimate 

Magnitude (% or mm) (m 3/s) 
Magn itude (m 3/s) 

(% or mm) (m3/s) 
(m3/s) Standard 95% Conf. Standard 95% Cont. 

Low High Low High 
Error Level Error Level 

Inflow 5330 5% 15% 267 800 4650 to 5590 4.3% 8.6% 200 to 240 400 to 480 
Outflow 5840 4% 10% 234 584 5570 to 6270 1.8 to 1.9% 3.6 to 3.8% 102 to 114 204 to 228 

thl -910 to 1330 11 to 22 mm 22 to 44 mm 106 to 219 212 to 438 

thl'lh* 
N/A 3 mm 12 mm 30 11 9 

-1 58.3 to 186.3** 0.5 to 8.4 mm 1 to 16.8 mm 6 to 81 12 to 162 

* The thl'lh is included in the overall change in storage uncertainty estimate provided by Neff and Nicholas (2005) 

** Since thl'lh is not currently accounted for in the residual NBS, the estimated mean monthly magnitude of this input becomes an additional 

source of error 
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variability of water levels contributed greatly to the uncertainty in the change in 
storage. The result is that the uncertainty in the measured change in storage alone 

as estimated in this study is greater than the combined uncertainty resulting from 

measurement errors and thelmal volume change as estimated by Neff and 

Nicholas (2005). 

Table 11-15 provides a comparison of the overall relative uncertainty 

estimates provided by Neff and Nicholas (2005) , De Marchi et al. (2010), and 

those determined in this study. Again, Neff and Nicholas (2005) provided low 
and high estimates of uncertainty in both the residual and component NBS. 
De Marchi et al. (2009) provided 95% confidence levels for the GLERL 

component NBS estimates. The difference between the lower and upper limits is 
a result of a bias noted between the deterministic and stochastic results of that 

study. The estimates provided for this study are the annual average relative 

standard uncertainty and the 95% confidence level. While these estimates are not 

directly comparable, they again provide an idea of the relative magnitude of the 

uncertainty estimates from each study for comparison purposes .. 

The residual NBS results are of a similar magnitude, with the estimates 

from this study being only slightly greater in relative telms, at least on average. 

However, as noted in previous sections, the relative uncertainty varies 
significantly by month, such that in some cases the overall uncertainty in NBS 

could be much higher or lower than the average estimates given. The monthly 

variation is due to the magnitude of the input uncertainties relative to the monthly 

NBS. Monthly variation was not noted specifically in the Neff and Nicholas 

(2005) study, but it is expected that a similar effect would be observed. A 

comparison of the residual NBS uncertainty estimates and the estimates provided 
for the GLERL component NBS shows the residual uncertainty to be generally 

higher than the component uncertainty estimates. Neff and Nicholas (2005) noted 

that this was a result of the magnitudes of the different inputs and their associated 

uncertainties relative to the computed residual NBS. It was also noted in that 

study that uncertainty in residual NBS is relatively greater on the lower lakes 

(Erie and Ontario) than the upper lakes (Superior and Michigan-Huron) since 

inflows and outflows are greater moving downstream, and that the reverse is hue 
for the component NBS. In terms of monthly variation, De Marchi et al. (2009) 
state that seasonal effects are observed, in particular in the runoff component, 

where relative uncertainty in summer flows (when measured flows are quite low) 
is greater than spring flows (when snowmelt is more unifOlm across the basin), 
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but the overall uncertainty estimates in NBS were only provided on an annual 

basis. A monthly comparison of the residual NBS estimates provided in this 

study and monthly estimates of uncertainty in the component NBS would be 

interesting. Also of note is that the component NBS uncertainty estimate 

provided by De Marchi et al (2009) is greater than that provided by Neff and 

Nicholas (2005), and that De Marchi et a1. (2009) did not consider the uncertainty 

that results from assuming direct groundwater flow to be negligible. This 

assumption itself will increase the overall unceliainty, and causes a systematic 

elTor in any comparisons with residual NBS estimates. 

Table 11-15: Comparison of overall uncertainty estimates in NBS 

NBS 
Source 

Uncertainty Estimate 
Estimate Estimate Value Estimate Value 

Residual 
Neff and Nicholas 

Low 36% High 101 % 
(2005) 

Residual 
Current 

SE 48% 
Upper/Lower 

96% 
Study 95%CL 

GLERL Neff and Nicholas 
14% High 41% 

Component (2005) 
Low 

GLERL De Marchi et a1. Lower 
-52% 

Upper 95% 
60% 

Component (2010) 95%CL CL 

11. 7 Summary of Overall NBS Uncertainty 

The overall uncertainty estimates determined in this study indicate that the 

uncertainty in residual NBS estimates can be great, in some months being greater 

than the actual NBS estimate itself on average. It should also be noted that the 

uncertainty estimates provided are the mean monthly results. The actual 

unceliainty in any given month could be much larger or smaller, depending on the 

magnitude of the input variables and the conditions at the time of measurement. 

The uncertainty estimates also assume relatively stable conditions. Any 

deviations from the CUlTent conditions will cause increases in the uncertainty 

estimates provided. As an example, during periods when gauged measurements 

of connecting channel flow data are not collected, discharge models cannot be 

validated, the result being that the actual discharge could be subj ect to unknown 
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elTors (such as changes to the channel geometry resulting from erosion, for 

example) and subsequently greater uncertainty than what might be suggested by 

the data reviewed in this study. As another example, for periods when Lake Erie 

water level data are unavailable at a certain gauge or combination of gauges, the 

uncertainty in the mean Lake Erie water level may be greater than suggested in 

this study. This is particularly true if one of the Port Stanley or Cleveland gauges 

were missing, since elTors in water levels measured at Port Colbome and Toledo 

were shown to be larger and would cause the lake-wide average water level to be 

subject to greater uncertainty. 

Overall, the uncertainty estimates provided give a good indication of the 

major sources of error in residual NBS. They also suggest methods of reducing 

uncertainty in residual NBS, which would require reducing uncertainty in each of 

the individual model inpuls. 

187 



M.A.Sc. Thesis - J. BlUxer McMaster - Civil Engineering 

12 Conclusions and Recommendations 

12.1 Conclusions 

This research involves a complete uncertainty analysis of Lake Erie 

residual NBS. The analysis involves estimating the uncertainty in each of the 

different inputs used to compute the NBS from available data and information, 

including the inflow, outflow and change in storage, as well as the unceliainty in 

those inputs often omitted from the NBS computations, including the change in 

storage due to thermal expansion and contraction, and consumptive use. This was 

done through both analysis of available data and through more general means . 

The uncertainty estimates for each of the different inputs were then combined to 

estimate the uncertainty in the residual NBS using both the FOSM and Monte 

Carlo methods. 

The results of the two uncertainty analysis methods were found to be 

nearly identical when applied to the residual Lake Erie NBS. This is to be 

expected given the linearity of the model. As expected, the inputs that 

contributed the most uncertainty in the residual NBS for Lake Erie were the 

inflows and outflows; however, the unceliainty in the change in storage was 

found to be of a similar magnitude, and much more significant than previous 

research suggests. Another notable source of unceliainty is the change in storage 

due to thelmal expansion and contraction, an input normally omitted from 

residual NBS computations. 

Estimating the unceliainty in each of the NBS model inputs was found to 

be the most difficult and time consuming component of this study, and also the 

component prone to the most subj ectivity. Unceliainty in the inflows and 

outflows in patticular was found to be difficult to estimate given the many sources 

of error and the difficulty in detelmining whether errors were correlated or not. 

However, sensitivity analysis can be used to test the effect of different inflow and 

outflow uncertainty estimates, allowing for a more robust and convincing 

unceltainty estimate. 

Detelmining the combined uncertainty estimate for the overall NBS 

proved to be a simpler task than detelmining the unceliainty in each of the various 
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inputs, the result of the mathematical simplicity and linearity of the NBS model. 

As expected, the FOSM method proved simpler to apply than the Monte Carlo 

method, due to the greater computational resources required when performing the 

latter. However, the Monte Carlo method was manageable, due to the simplicity 

of the model and cunently available computer software. Since it is able to 

provide the full probability distribution of the model results, the Monte Carlo 

method may be the preferred approach when this is desired. That said, the 

combination of the high dimensionality of the model, and the fact that none of the 

statistically independent random variables used as model inputs dominated the 

uncertainty in the model output, caused the overall NBS uncertainty results to be 

normally distributed due to the central limit theorem. This suggests that, given 

similar conditions, the overall uncertainty in the residual NBS can be assumed 

normally distributed, even if only the FOSM method is applied. The FOSM 

method also makes it easier to perfOlm a sensitivity analysis on the results, 

making it possible to quickly and easily detelmine the effects on the overall NBS 

uncertainty of each individual input uncertainty estimate. This can be useful in 

detelmining how improvements in measurement of the different inputs will 

improve the accuracy of the NBS estimate, or how enor in defining the input 

uncertainties themselves affects the final result. 

12.2 Recommendations 

An uncertainty analysis on the residual NBS for each of the remaining 

Great Lakes should be performed using the FOSM approach and the methods of 

estimating uncertainty in the various inputs outlined in this study. The FOSM 

method is simple to apply and makes perfOlming a sensitivity analysis on the 

combined uncertainty results relatively straightforward. The FOSM results are 

also nearly identical to those obtained using the Monte Carlo method, and since 

these results were found to be nOlmally distributed, use of the more difficult to 

apply Monte Carlo method is unnecessary. This research also suggests that the 

smallest sources of uncertainty can be omitted from the NBS analysis , possibly 

making application to the other Great Lakes less cumbersome. 

Comparisons of residual and component NBS estimates should be 

performed with consideration given to both the uncertainty analysis results from 

this study and estimates of uncertainty in the component NBS. The two different 

methods, component and residual , provide two separate estimates of the same 
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quantity, that being the hue NBS for a given lake. The two estimates and their 

associated uncertainty distributions can allow for cross-validation and estimation 

of the uncertainty in the true NBS. To make this possible, systematic elTors 

caused by assuming certain inputs are negligible (e.g. thermal expansion and 

contraction, consumptive use and groundwater) or resulting from other factors 

(e.g. the gauge network used to compute the change in storage) should be 

identified and accounted for accordingly to ensure that the comparisons of the 

different NBS estimates themselves are consistent and unbiased. In addition, 

monthly variation in the unce11ainty estimates for the component NBS should be 

documented. 

In order to significantly reduce uncertainty ill the residual NBS, 

uncertainty in each of the different inputs themselves must be reduced. This may 

be possible given the additional estimates of the model inputs that are becoming 

available, including the horizontal ADCP recently installed to measure flow in the 

Detroit River and the new stage-discharge relationship being developed in the 

upper Niagara River, for example. Such alternative methods of computing the 

different inputs to the residual NBS model may be found to provide more accurate 

estimates, but this is not guaranteed; however, these additional estimates will at 

least allow for comparison and cross-validation with the CUlTent estimates, and an 

estimate of the hue value of the input and its associated unce11ainty can be better 

detelmined by taking into account the multiple estimates and their associated 

uncertainty distributions. Furthelmore, this research has identified a number of 

improvements in estimating residual NBS inputs that could be made relatively 

easily to reduce uncertainty. This includes: computing the BOM water levels and 

change in storage using a more sophisticated averaging scheme such as a Thiessen 

weighted average or one of a number of available interpolation techniques; 

accounting for change in storage due to thelmal expansion and contraction using 

the methods outlined in this research, or perhaps by using an improved method of 

computing this input, such as by using modelled ve11ical temperature data; and 

detelmining local runoff to the upper Niagara River on a monthly basis using 

measured local tributary flows and area ratios or some other more advanced 

model. As stated, only by reducing the unce11ainty in each of the various inputs 

wi ll the overall uncertainty in the residual NBS be reduced substantially. 
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Appendix A: Comparison of Upper Niagara River Local 
Runoff to fitted probability distributions 
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Appendix B: Niagara River flow at Buffalo 2008 Monte 
Carlo analysis results histograms 
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Niagara River flow Monte Carlo analysis results histograms vs fitted normal PDFs 
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Niagara River flow Monte Carlo analysis results histograms vs. fitted normal PDFs 
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Appendix C: Spatial variability in mean Lake Erie 
water level error comparison to fitted 
probability distributions 
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Appendix D: Environment Canada 1967-1982 
bathythermograph survey vertical 
temperature data for Lake Erie and fitted 
temperature profiles 
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Table D-l: Fitted monthly vertical temperatures as estimated from Environment Canada 
NWRI data collected between 1967 and 1982. 

Fitted Temperature (0C) at Depth m) 

Month Om 5m 10m 15 m 20m 25 m 30m 35 m 40m 45 m 50m 55 m 

JAN -- -- -- -- -- -- -- -- -- -- -- --

FEB -- -- -- -- -- -- -- -- -- -- -- --

MAR -- -- -- -- -- -- -- -- -- -- -- --
APR 4 .5 4 3.5 3 2.5 2 1.5 1.3 1.2 1.2 1.2 1.2 

MAY 8 6.5 5 4 3.5 3 2.8 2.7 2.6 2.5 2.4 2.4 

JUN 14 12.5 10 8 6.5 5.5 5 4.5 4.5 4.5 4.4 4.3 

JUL 18 17 .5 15 .5 12 9 6.5 5.5 5 4.5 4.5 4.5 4.5 

AUG 22 22 21 16 10 7 5.5 5 4.5 4.5 4.4 4.4 

SEP 2 1.5 2 1.5 2 1 19.5 13.5 8 6 5.5 5.2 5 4.6 4.5 

OCT 18 IS 18 17.5 IS 12 7.5 6 5.5 5 5 5 

NOV 9 9.5 II 12 12.5 12.5 12 I I 10 9 S.5 S 

DEC 6.5 7 8 9 9.5 10 10 10 10 10 10 10 

*Data not collected for months of January through March 
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Appendix E: Lake Erie beginning-of-month fitted vertical 
temperature profile comparisons 
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Appendix F: Thermal expansion and contraction results 
comparison to fitted probability 
distributions 
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