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Abstract 

Canada Deuterium Uranium, CANDU, nuclear reactors use forced convection 
cooling to remove heat from the nuclear fuel and transport it to the power production 
systems. Flow is supplied by large capacity heat transport pumps and is distributed to 
each separate fuel assembly through headers. The determination of thermalhydraulic 
parameters of the CANDU headers is important because hydraulic behavior in the 
headers governs the void fractions of fu el channels connected to them and influences the 
fuel bundles cooling efficiency during postulated accidents. 

This work presents the validation of FLUENT 6.3.26, a three dimensional 
Computational Fluid Dynamics (CFD) code, for header flow distribution simulations by 
comparing predictions to experimental data. The experimental data were obtained for 
three different header geo metries: horizontal header with four vertical outlets (case study­
data obtained from literature), horizontal header with two vertical inlets and header with 
two horizontal inlets (experiments done in this study). The experiments were carried out 
using 1.0 m long, 3.67 cm 10 horizontal cy lindrical header with two symmetrical 
distributed vertical inlets or two horizontal inlets at the two header ends. The flow is 
distributed to five horizontal and five vertical outlets along the header with 0.92 cm 10. 

In the flrst va lidation, FLUENT provided good predictions of flow distribution 
and pressure gradients along the header for different inlet flow rates (Re number between 
800 and 4,800). In the second and third validations, simulations for both vertical and 
horizontal inlet configurations were examined and with varying levels of inlet flo w 
imbalance. The experimental data consists of a set of outlet flow rates as a function of 
inlet flow rates. The effects of flow inlet velocities, flow modeling and grid density on 
the computational accuracy are also presented. The CFD technique was found to be an 
effic ient tool to predict the flow distribution in the headers studied. 
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Nomenclature 

C, Turbulence intensity constant 
C2 Turbulence dissipation constant 
C' E Empirical constant in £ transport equation 
C2E Empirical constant in £ transport equation 
Cp Constant in turbulent viscosity formulation 
Fi External body force (N/m3

) 

gi Gravitational acceleration (rn/sec2
) 

h Outlet branch length (m) 
k Turbulence intensity 
P Pressure (Pa) 
Q Inlet flow rate (m3 Is) 
qi Outlet flow rate in branch i (m3/s) 
Rij Reynolds shear stress at ij surface (N/m2) 
T Large time scale (s) 

Time (s) 
Ui Flow mean velocity (rn/s) 
Ult) Flow velocity (m/s) 
ult) Flow turbulent fluctuating ve locity (tills) 
Ui Fluid velocity co mponents (tills) where i denotes the coordinate 
V Header inlet velocity (rn/s) 
Vm Fluid velocity in the header just before branch m (rn/s) 
Xi Spatial coordinates (m) 
Y The phys ical wa ll distance (m) 
y + Non-dimensional wall distance 
6 Pik Pressure difference between two planes il ll and kI ll (Pa) 
Dij Delta function 
£ Turbulence dissipation 
~l Molecular viscosity (Pa. s) 
~I Turbulent viscosity (Pa. s) 
p Fluid density (kg/m3

) 

CJk Turbulent Prandtl number for k 
CJE Turbulent Prandtl number for £ 

l ij Shear stress at ij surface (N/nl) 

l w Shear stress at the wall (N/m2) 
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Chapter 1 

Introduction 

McMaster-Engineering Physics 

With the increase of the energy consumption, effects on the environment and the 

depletion of the limited energy resources, new and clean sources are required. To meet 

these needs new nuclear reactor stations are being designed and built where the thermal 

energy of the fiss ion process is used to generate electrical power. The safety of the 

nuclear reactor is of great importance and Nuclear Safety Analysis (NSA) is an essential 

e lement of the safety assessment. NSA is an analytical study to demonstrate how safety 

requirements are met for a broad range of operating conditions and various initiating 

events (like accidents). NSA demonstrates that the reactor is kept within the safe 

operating margins and also provides an understanding of how the reactor will behave 

under postulated accident scenarios. 

The safety analysis in the past was performed usmg prescribed conservative 

assumptions to account for uncertainties in the models, correlations, codes, and initial and 

boundary conditions of nuclear reactors. These assumptions include weakening the 

effectiveness of safety system trips or maximizing the cooling system hypothetica l break 

sizes in order to analyze the worst case scenar ios to acco unt for those uncertainties [I]. 

With the huge improvement in the computational capabilities, there has been a 

move towards the CFD techniques . CFD techniques provide deta iled modeling of the 
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geometries and are more flexible and less reliant on empirical correlations [2]. In CFD, 

lhe details of the geometry are important to the flow field, and can be represented 

accurately. 

This thesis investigates the suitability of Computational Fluid Dynamics (CFO) 

tools in predicting the behaviour of the reactor coolant in complex geometries 

representative of nuclear plant components. The work compares code prediction to 

previous and new experiments in representative geometries which has not previously 

been performed. Specifically, CFO tools will be validated for single phase flow 

distribution in scaled multi-branch headers representing the Canada Deuterium Uranium, 

CANOU, headers. The effects of header geometry and inlet flow imbalance on the CFO 

predictions are investigated. This study presents a review of previous work which has 

been conducted in the field as well as an overview of the reactor components where CFD 

was found to be efficient for the flow analysis. Detailed description of the CFO model is 

provided as well as a detailed description of the experimental facilities used to obtain the 

experimental data. Finally, results, conclusions and recommendations are provided. 

The following sections introduce the main nuclear reactor components including 

the Primary Heat Transport System (PHTS), the reactor headers and reactor core (Section 

1.1) , the flow distribution in manifolds (Section 1.2), the CFD code validation (Section 

1.3) and finally the objectives of this study (Section 1.4). 

2 
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1.1 CANDU Reactor Main Components 

1.1.1 Primary Heat Transport System (PHTS) 

This system consists of fuel channels, headers, pumps and steam generators. A 

unique feature of the CANDU reactor design is that the fu el is located in separate pressure 

tubes rather than in a sing le vessel used like in Pressurized Water Reactors (PWR) . The 

PHTS circulates pressurized heavy water coolant through fuel channels to CatTY heat 

produced ii'om fission process and transfers it to light water in the steam generators to 

derive the turbines. In doing so, it accomplishes the safety goal of cooling the fu el and 

keeping it wet to protect it ii'om overheating. 

A main c irculating pump takes cooled heavy water from the steam generator (SG) 

and pumps it to a RIH, which distributes the coolant to the next pass of feeders which are 

connected to individual fuel channels. The hot coo lant leaves the channels into outlet 

feeders which lead to the reactor outlet header ii'om where it is directed to a second SG in 

another circulation loop. Each PHTS loop is arranged in a "Figure of 8", with the coolant 

making two passes in opposite directions through the core, and the pumps in each loop 

operating in series . The coolant flow in adjacent channe ls is in opposite directions. The 

pressure in the PHTS is controlled by a pressurizer connected to the outlet headers at one 

end of the reactor [3]. 

3 
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Figure (1) shows a simplified PHTS layout of a typical CANDU reactor where 

two reactor inlet headers (RIH) distribute the flow into one half of the fuel channels each. 

1.1.1.1 

Steam 
Generator 

Reactor 
Outlet--__ 
Feeder 

Reactor 
Inlet ---++--...... 1 

Feeder 

Reactor --~ 
Core 

Primary 
Heat 

Reactor 
Outlet 
Header 

Reactor 
Inlet 

Header 

Fuel Channel 

Figure (I) : Simplified PHTS Circulating System [4]. 

CANDU Headers 

The CANDU headers are long (approximately 6 m) with large diameters 

(approx imate ly 0.35 m) vesse ls which connect the coo lant pumps to the fuel channels 

(inlet headers) and the fuel channels to the steam generators (o utlet headers). The headers 

are generally composed of two vertical turrets and the feeders are attached to the header's 

body in banks. In earlier CANDU reactors (i. e., Pickering), the flow to each inlet header 

4 
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is pumped by any 3 of 4 pumps equally distributed along the header's axis (where one 

pump is usually on standby at any given time, 16 pumps are in each reactor design) . This 

connection of the flow channels in any reactor design coupled with the inlet pipe 

positions coming from the pumps may create temperature and pressure gradients along 

the length of the header which in turn may affect the flow characteristics in the fuel 

channels [4]. Figure (2) shows a typ ical RIH [5] like the ones used in Darlington 

CANDU reactor. In a different design (the Bruce Reactor) the two inlets of the RIH are 

horizontally aligned and connected to the header body at the far two edges as will be 

shown later (Figure (56)) . 

Figure (2) : Typical Reactor Inlet Header RIH [5]. 

Thermalhydraulic analysis of the PHTS has historically been performed USll1g 

one-dimensional averaged computer codes where phenomena are modeled using vo lume 

average approximations for each of the main components as it is impract ical to simulate 

all of the three-dimensional fluid behavior in such large systems. Within this safety 

analysis, it is generally assumed that the pressure distribution along the inlet and outlet 

headers is uniform and the headers are constant pressure reservo irs [6, 7]. However, code 

5 
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predictions within some of the header co mponents have shown that the steady-state 

pressure along the inlet header could vary by approximately 83 kPa [6]. The complex 

flow behavior in the headers has been modeled using one-dimensional models (discussed 

in Section 2.1 ) and empirically derived distribution coefficients, or by applying high 

safety factors to the analys is. Recently there has been a move toward the application of 

CFD to some co mponents; however the CFD codes need to be va lidated before being 

accepted in the analysis (Section 1.4). 

1.1.2 Reactor Core 

The reactor core is composed of bundles, pressure tubes and a calandria vesse l, 

which is 6 m long and 7.6 m in diameter (for the CANDU-6 reactor) . It contains 380-480 

horizontal fue l channels (dependant on the reactor design) which accounts for about 12% 

of the calandria vessel total vo lume. The remaining vo lume is largely co mposed of heavy 

water moderator. The main components of the CANDU reactor and the ca landria vessel 

are shown in Figure (3) . Each fuel channel consists of a pressure tube, which contains 

fue l bundles, and outer calandria tube. The fuel channel components are shown in Figure 

(4). Heavy water moderator flows aro und the channe ls. The calandria is considered a 

large vo lume compo nent of the reactor where CFD has recently been investigated to 

predict flow and temperature distributions (Section 2.2.2) . 
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Figure (3) : CANDU reactor main co mponents [5]. 

Fuel Pe llet 

Figure (4) : CANDU reactor fue l channel [8]. 
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1.2 Flow Distributions in Manifolds 

Equipment co mposed of headers and branch pipes for distributing a fluid stream 

or combining small streams are widely used in engineering applications. The manifold is 

defined as a volume with axial flow having many openings in the wall where the fluid 

leaves or enters under a pressure difference driving force. Two common manifold types 

used in flow distribution systems are the dividing and the combining manifo lds [9]. The 

two types are illustrated in Figure (5) . 

Figure (5): Dividing (left) and combining (right) manifolds. 

The di vision or combining of fluid by means of a manifold is acco mpanied by 

pressure gradients and changes in fluid momentum between the main stream and the 

branches. As the flo w passes through a branch, two rec irculation zones are formatted: one 

in the manifo ld and one downstream in the branch. This leads to a complex, swirling, 

three-dimensional flow fie ld [to). This is illustrated in Figure (6) where the mag nitude 

and shape of the vortices depend o n Re number. 
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Flow 

Figure (6): Vortex and swirling flow in a dividing mani fo ld [11] . 

1.3 CFD Code Validation 

Code Validatio n is defined as the process of checking that a code meets 

spec ifications and fulfils its intended purpose of giving the desired results with a defined 

accuracy. 

In the past 20 years, significant developments in CFD capabilities have allowed 

these methods to be applied to a wide range o f engineering problems. However, there is 

still limited confidence in CFD techniques unless they are validated against experimental 

data before being adopted in problems with similar range of conditio ns [1 2]. The flow 

pattern in headers and manifo lds is highly complex. In the CANDU inlet header, for 

example, the flow encounters a sequence of branch points and its axial momentum along 

the header decreases as the flow is depleted. In practice, the f10w in the headers is highly 

turbulent and co mplex 3-dimensional flows occur inside the header [9]. Furthermore 

during a hypothetica l acc ident transient the Reyno Ids number can decrease signi ficantly. 
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An important step before code validation is the selection of a turbulence model. 

To simulate the high complex flo w in the manifolds and headers, a proper selection of the 

turbulence model is required. There is a large number of turbulence models in the open 

literature to select fro m but none of these models can simulate a ll types of turbulent 

flows. The proper turbulence model selection is usually followed by comparison with 

experimental data. The need of turbulence modeling is explained in Sections 3. 1.2 and 

3. 1.3 of Chapter 3. 

1.4 Objectives of this Study 

The objectives of this study are to: 

1) Validate FLUENT, a three dimensional computat ional fluid dynamics CFD code, 

against experimental data for single phase flo w distribution in multi-branch headers. 

2) Study the effects of header geometry and inlet flow imbalance on the CFD 

predictions. 

This work represents a preliminary validation of CFD for simulation of large­

scale CANDU headers by investigating the code accuracy on representative and scaled 

geometries. The importance of this study to the nuclear safety analys is is that it validates 

the CFD techniques for future application in predicting header pressure and temperature 

gradients. 

10 
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Chapter 2 

Literature Review 

In this chapter, a Literature review is presented on the methods have been used for 

mode ling and simulating CANDU reactor different components mainly the headers. The 

first section discusses the one-dimensional thermalhydraulic predictions for the CANDU 

reactor and shows how the headers have been modeled and treated. The second section 

reviews the CFD tools investigated for flow in large volumes and complex geometries in 

nuclear applications including the reactor headers. The third section reviews the CFD 

applications for headers and manifolds in other engineering applications . 

2.1 One-Dimensional System Level Codes 

The one-dimensional approximation of the nuclear reactor components has been 

adopted by several computer codes like CATHENA (Canadian Algorithm for 

THErmalhydraulic Network Analysis), NUCIRC (NUclear CIRCuits) and TUF (Two 

Unequal Fluids) , where coarse nodaLisation or control vo lumes are usually used. 

To describe the fluid flow in CATHENA, for example, no n-equilibrium, two-fluid 

model is used. Mass, momentum and energy balance equations are so lved for each phase 

(in a two phase flow) , resulting in a 6-equation model. Correlations obtained from 

literature or derived from sing le effect experiments are also used. To simulate the PHTS 

(for example), phys ica l information on the co mponents like the pump, steam generator 
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and channel power need to be defined. The balance equations are numerically so lved 

using a one-step, staggered domain, semi-implicit, finite-difference method [1 3]. The 

dependent variables calculated at each node include pressure, void fraction and phase 

enthalpies . 

2.1.1 One-Dimensional Analysis of CANDU Headers 

An accurate determination of the header to header pressure drop for each channel 

is very important as it is related to the flow rate in the channe l to determine the channel 

critical power which is necessary to assess the safety margins. 

The header manifo ld treatment has been introduced by Kwan [7] using NUCIRC 

code, which is a one-dimension cross-sectio nal averaged steady-state code where the full 

PHTS circuit was modeled (including inlet and outlet feeders, channels, headers, pumps, 

steam generators . . . etc). The headers are subdivided into sections and each section is also 

divided into vertical planes as shown in Figure (7) . Some sections contain 12 or 13 planes 

and each plane may contain up to 6 feeders. Each feeder location on the header is then 

identified by three numbers: the section, the plane and the feeder-in-plane numbers. In 

the analys is, the sections are treated as individual manifo lds. However, to correctly 

simulate the who le header, the pressure of di fferent sections is matched at a co mmo n 

plane between sections where the pressure must be the same. 

12 
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Figure (7): Simplified version of CANDU outlet header for one-dimensional analysis [7] . 

The manifold model for a large scale CANDU verSlon header was found to 

predict a significant axial pressure gradient in the inlet header (up to 150 kPa) and in the 

outlet header (up to 60 kPa) [7]. Therefore, better determination of the header-to-header 

pressure drop in each fuel channel was obtained. 

Holliday et. al. [4] used an empirical-based methodology to improve the one-

dimensional CANDU inlet header pressure gradients . The loss factor in the links between 

the header regions was optimized based on station data available and attempted to 

determine the theoretical range of va lues this factor cou ld attain. 

Ana lytica l models to obtain better predictions were developed. The flow rates in 

the channels and the pressure difference across the headers could be predicted by the 

solution of two pressure-flow ordinary differential equations. Chandraker et. ai. [14] 

divided the outlet header of a Pressurized Heavy Water Reactor PHWR into several basic 

flow manifolds, and the pressure-flow equation set was so lved us ing an iterative 

procedure to satisfy the flow and pressure conditions at each junction point between the 
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manifolds. They validated their analytical model against experimental data of flow and 

pressure with (i) both header turrets were open and (ii) one of the turrets was closed. 

Good agreement between the analytical and the experimenta l results was noticed. 

The above mentioned models do not consider the three-dimensional flow effects 

in the headers, but rather empirically account for these phenomena. Recently, there has 

been a move towards the use of CFO tools for the flow in large vo lumes and complex 

geometries in the nuclear industry. The following sections review some of the recent 

studies investigated the CFO tools for some components in PWR and CANOU reactors 

including the headers. 

2.2 CFD for Nuclear Reactor Components 

The flow in many nuclear reactor large components is essentiall y three-dimensional in 

nature, as in mi xing, natural circulation and stratification. The three-dimensional aspects of 

flow in these components may have a significant impact on the safety ana lys is. The 

following subsections illustrate some app lications where CFO tools were found to 

provide a better insight of some phenomena in nuclear industry. 

2.2.1 Fluid Mixing in PWR 

Mixing in a small sca le test vessel of PWR was modeled using CFO tools [16]. 

The water in the test vesse l was kept at constant temperature (74°C) and co ld water was 

injected into the vesse l from one inlet. The temperature distribution inside the vessel was 
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predicted using a mesh of 640,000 cells with the RNG k-E turbulence model in FLUENT. 

The average temperature at the exit of the vessel was compared to experimentally 

measured temperature. Two approaches were followed for the transient analysis, one 

assuming constant fluid properties inside the vessel with no buoyancy and another with 

temperature dependent density and viscosity. The second approach was found to provide 

predictions within the uncertainty of the test results. 

2.2.2 Flow in BWR Lower Plenum 

The coolant in a Boiling Water Reactor (BWR) is pumped to the reactor core by 

several pumps through a lower plenum which consists of many pipes. One phenomena 

related to the reactor safety is the lack of flow uniformity between these pipes due to 

partial operation of the pumps. This operation may lead to a non uniform temperature 

distribution and thus it is important to check the three-dimensional flow behavior under 

such a condition. A CFD code has been used to model this case [17] and was found to 

successfully evaluate the flow field using the standard k-E turbulence model. 

2.2.3 Flow and Temperature Distribution inside CANDU Calandria Vessel 

The interest of this subsection is in the moderator flow surrounding the fuel 

channels in the CANDU calandria vesse l. Two major flows usually occur; forced flow 

from inlet nozzles and buoyant flow due to internal heating. The determination of the 

local subcooling of the moderator inside the calandria vessel is one of the major concerns 

in the CANDU safety analysis [18]. After a LOCA, the pressure tube may get into 
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contact with the calandria tube and a subsequent dryout of the outer surface of the 

calandria tube may occur. The prevention of the tube contact depends on the local 

subcoo ling of the moderator. Secondary flows can exist among the fuel channels, which 

have an important ro le in fluid flow and heat transfer characteristics [\ 8]. 

Kim et. ai. [1 9] reported that it is necessary to analyze the three dimensio nal flow 

behavior inside the calandria vesse l using the rea l geo metry of the fuel channels. They 

investigated FLUENT for the prediction of experimental data of single phase (water) 

flow and temperature distributio ns inside a calandria- like vessel. The experimental data 

was obtained using 0. 254 m lo ng vesse l with 0 .737 m inside diameter. 52 copper tubes 

(0.254 m long and 0.038 m aD) were alTanged inside the vessel. Two inlet nozzles from 

the top were used to inject water inside the vesse l and e lectric heaters were used to heat 

the tubes. The temperature profiles inside the vessel were experimentally measured. To 

simu late this test , a CFD model was built using mesh of 5.3xl04 ce lls adopted after a 

mesh sensitivit y analyses they conducted. The turbulence behav ior was mode led using 

the standard k-E model co mbined with the standard wa ll treatment. Comparison with the 

experimental data showed that the CFD model can reasonably predict the temperature 

distribution o f the moderator. Moreover, the secondary flows in the vicinity of calandria 

vessel wa ll and the fuel channels were fo und to play an important ro le in the heat transfer 

process . 
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2.2.4 Flow in a CANDU Fuel Bundle 

Tavoularis et. al. [20] investigated the CFD tools for fully developed turbulent 

flow in a 60° sector of a 37-fuel bundle. The sector geometry is a scaled-up model 

(1: 12.8) of the real fuel bundle. FLUENT was used to solve the single phase (air) 

iso thermal flow equations using the Reynolds Stress Model (RSM). The computations 

were conducted using 800,000 nodes mesh, which provided so lutions that differ by less 

than 5% (in the local maximum ve locity) co mpared to those obtained using a much finer 

mesh. It was found that the bundle geo metry strongly affects the local velocity 

fluctuations, espec ially in the gaps between the bundle rods themselves and between the 

rods and the surrounding wall. The time-averaged mean velocity and the time-averaged 

Reynolds stresses were found to be in good agreement with experimental data. 

Rock and Lighstone [2] studied the fr iction factor and turbulence structure of fluid 

thermal mixing in an array of rods using the standard k-c: turbulence model with standard 

wall treatment. The pred ictions were co mpared to published experimental data for a 

number of rod geometries (s ingle row of unheated rods with different pith-to-diameter 

ratios). Single phase flow (air) was used with Re number ranging between 3x lO4 and 

3x 10s.Different grid densities and placement of wa ll nodes were studied to determine a 

grid independent mesh. Mesh of 150,000 nodes was adopted and adeq uate prediction of 

the friction factor was obtained but the degree of mixing was underpred icted. That was 

explained to be due to the use of an isotropic turbulent viscosity model applied for a 

strongly anisotropic flow. 
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2.2.5 CFD for CANDU Headers 

Several studies have been can"ied out to investigate the va lidity of CFD 

simulations In predicting flow distributions and pressure gradients in multi-branch 

geometries . This section reviews the studies done for some components of CANDU 

headers . The following section reviews CFD tools investigated for headers Il1 other 

engineering app lications. 

Moffet et. al. [6] calculated the pressure and flow distributions inside a CANDU-

6 reactor inlet header using one- and three-dimensional models (using NUCIRC and 

CFDS-FLOW3D codes; respectively). For the three-dimensio nal model, coarse and fine 

meshes were used consisting of 14,868 and 62,139 ce lls; respectively, and the k-£ 

turbulence model was se lected. The sensitivity to grid density showed a difference in 

pressure of less than 3 kPa along the axial centerline of the header. They also found that 

the three-dimensional effects were able to capture some variations between feeder 

pressures in a given header cross-section, especially near the inlet of the header. The one­

dimensional calculat ions for the CANDU-6 reactor header were recommended to be 

further refined. 

The va lidity of using CFD results in a header-to-branch flow as a sen es of 

experimental results to develop a correlation that can be implemented to one­

dimensio nal accident analys is codes instead of doing experiments was also examined by 

Cho et. al. [2 1]. The physica l modeling of experiments (a ir-water flow in 58 mm ID 

horizontal pipe with one outlet branch of 0.635 mm ID) at system pressures of 3 16 and 
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5 17 kPa was implemented into the three-dimensional CFX IO code USing a mesh of 

1,075,228 cells. T he standard k-£ turbulence model was selected. It was found that the 

CFO results could be successfully used to develop the correlation. 

In a recent study, FLUENT was used to simulate two-phase flow behaviour in the 

RO- 14M header (a reduced scale CANOU facility, involving only five header feeders 

and five heated channels) [22]. By comparing vapour phase distribution obtained by 

FLUENT with experimental data; FLUENT provided good predictions when the discrete­

phase model was used to simulate the vapour entrainment since it tracks every vapour 

bubble. The discrete-phase model was also used to simulate feeder vapo ur entrainment 

and two-phase injection into the header turret. It was reported that the vapour-phase 

behaviour analysis co uld be useful in accident analyses. 

M. An et. al. [23 ] analyzed the role of the header flow condit io ns in flow reversa l 

111 two heated channels of the RO- 14M fac i lit y. The purpose was to determine the 

PHOENICS (a CFO code) calculated header outflows when uSll1g CATHENA 

predictions of vo id and phase ve locities as boundary conditio ns and compared these with 

measurements. It was fo und that the flow conditio ns within the header may not be 

respo nsible fo r initiating the flow reversals in the two heated sections. However, they 

concluded that the procedure of header partition into pressure/void segments in the RO-

14M is not applicable in the full sca le CANOU header. 
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2.3 CFD for Headers in General Engineering Applications 

CFD tools have also been used to model manifolds in other engmeermg 

applications. The design of these manifolds is different than the reactor headers design 

but these studies are important as they provide investigation of CFD tools for flow 10 

multi-branch geometries. 

In a separate effects experiment, Y. Li et. al. used FLUENT to predict single 

phase (air) flow distributions in plate-fin manifold (one inlet and eleven downward 

outlets) [24]. The inlet of the manifold is 40 mm in diameter and the manifold is 250 mm 

in length. A mesh with 150,000 cells was built and the standard k-£ turbulence model was 

se lected. The results were validated against experimental data at Re=2 100 and it was 

found that the CFD predictions are in good agreement with the experiment. The effect s of 

different header configurations were investigated in order to optimize the header design 

to have the minimal effect o n flo w maldistribution. Three header shapes were compared, 

one with a single-stage (cylindrical header with one inlet and eleven downward outlets), 

and the others with a two-stage distributing structure through which the flow can be 

distributed two times (composed of the single-stage header attached to a second header 

with 5 or 7 holes in between and e leven downward outlets at the second header). The 

optimum header configuration found was the third type, which is a two-stage distributing 

header with a ratio of equivalent diameters. 
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CFD was also used to simulate sing le phase (water) flow in a manifold (consisting 

of tapered rectangular duct with 30 upward vertical outlets) [25]. The inlet of the duct is 

0.6 m in diameter and each outlet is 0 .5 m long and 0 .01 mID. Coarse and fine meshes 

were used consisting of 48,050 and 91 ,605 nodes; respectively. The standard k-E 

turbulence model with standard wa ll treatment was se lected. The inlet ve locit y was 1 m/s. 

They fo und that the computational method deve loped had the ability to model the 

complex geometry of the manifo ld. However, the results were not compared to 

experimental data. 

An investigation o f the candidate turbulence mode l for the flo w in a distributio n 

header has been performed by SpalTow et. al. [26] . They considered three turbulence 

models and compared the CFD prediction to experimental data. The investigated models 

were the standard, RNG and the realizable k-E models. The experiments were carried out 

for a single phase (air) flow in a cylindr ical pipe (304.8 cm lo ng and 4.7 cm ID) fitted 

with an array of rectangular discharge s lots distributed ax ially and uniformly alo ng the 

length of the chamber. The s lot axial di mension is 0. 159 cm and 0 .01 59 in width. Each 

s lot is ax iall y spaced 0. 3 18 cm from its neighbor slots. The co mputations were perfo rmed 

fo r Re of 40,000 and 200,000. Two mesh densities were investigated, coarse one with 

236,600 control vo lumes and finer one with 1,695 ,700 contro l vo lumes. No difference in 

so lution was noticed using both meshes and thus the coarse mesh was adopted. The 

realizable model provided best fit of the outlet flow rates for the entire range of Re 

number and it gave excellent agreement with the data (within ±4.7%). 
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From the literature review presented above, no full study was found that 

investigates the flow modeling effects (i.e turbulence modeling), the so lution parameters 

effects (i.e grid density and convergence criteria), header geo metrical effects and the 

effects of flo w imbalance levels for cylindrica l headers similar to the CANOU geometry. 

In this study, a CFO analysis is conducted for multi-branch headers in order to 

predict flow and pressure distributions along the headers taking into consideration the 

previous mentioned effects. The computational results were compared with experimental 

data for single phase flow in a scaled facility with reduced Reynolds number. In some o f 

the experimental runs, Reyno lds number was set to low va lues with high level of flow 

imbalance to represent loss of flow scenarios. This work represents a detailed va lidation 

of CFD fo r simulation of CANOU header gradients using sca led experimental fac ilities . 
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Chapter 3 

CFD Mathematical Model, Codes Description and 

Method of Solution 

In this chapter, the following is presented: the three-dimensional header 

mathematical model , a brief description of the codes used for the simulation (GAMBIT 

and FLUENT), and the adopted method of so lution (the SIMPLE method). 

3. 1 CFD Mathematical Model 

The model equations were derived by considering a finite contro l volume element 

within the header and app lying the following conservation equations: 

3. 1. 1 Mass Conservation Equation 

The unsteady, three-dimensional mass conservation equation (the continuity 

equation) for a compressible fluid is: 

(1) 

where, p: is the fluid density (kg/m\ 

t: time (s) . 

Ui: fluid velocity components (m/s) where i denotes the coordinates. 
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Xj: spatial coordinates (m). 

The first term represents the rate of change of the density in time. The second 

term represents the gradient of mass change. Steady state conditions and incompressible 

fluid are assumed in this study. 

3. 1. 2 Momentum Conservation Equations 

The three-dimensional momentum conservation equations in the spatial directions 

are: 

a(pu) a(puu .) ap ar. 
----'---"_+ ' .1 = __ + __ Y + pg + F 

at ax} ax; aX
j 

, , 

(2) 

where, 

p: pressure (Pa) 

Tjf shear stress at U surface CN/m2) 

gj: the gravitational acceleration (m1sec2
). 

Fj: external body force (N/m\ 

Each momentum equation was derived by setting the rate of change of the 

momentum in that component direction equal to the net force acting on the element in 

that direction (due to the surface stress) plus the gravitational and external forces. 

The shear stress term is defined as: 

2 aUt ( au; au; J r = -pu .u . =--Ji-6 . +Ji -+-
Ij ' .1 3 ax{'J ax . ax 

J , 

(3) 

where, fl.: is the molecular viscosity (Pa. s). 
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Oi{ is the delta function. 

The ftrst term at the right hand side represents the effect of vo lume dilation. 

The most acc urate numerical method to solve fo r turbulent flows is by direc tly 

so lving the Navier-Stokes equations in the so-called Direct Numerical So lution (DNS) 

approach [26]. However, this approach is too complex and time consuming to so lve and 

applicable only to flows at low Re number with simple flo w geometries . 

Instead, the Navier-Stokes equations are usually averaged to give Reyno lds­

Averaged Navier-S tokes equations (RANS) . The flow variables (such as ve loc ity and 

pressure) are deco mposed into a mean and turbulent fluctuating part as shown in Figure 

(8). 

Vi(t) = Vi + u;(t) (4) 

where, Vi(t): is the flo w veloc ity (m/s). 

Vi: is the flow mean ve locity (m/s). 

£ti(t): is the flow turbulent flu ctuating ve loc ity (m/s). 
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u,(t) 

UJt) 

Time 

Figure (8): Veloc ity deco mpositio n into mean and fluctu ating parts [28]. 

The mean ve loc ity is obta ined by integrating the flow ve loc ity over a time scale 

that is large eno ugh in compariso n w ith the time scale of the turbulent fl uctuations. 

Reyno lds averaging is defined as fo llows: 

1 1+<11 

U ,. = lim - fu (t)dt 
T ->= T ' 

(5) 

where, T: is the large time scale (s). 

In FLUENT, the RANS equatio ns for a steady, incompress ible flow are [28]: 

(6) 

and 

2 (au; au; J R=-pUU . =-p-k6. + 'L -+-
Ij ' ) 3') /"'1 a, a 

X j x; 

(7) 

where, ~l t : is the turbulent viscosity (Pa. s) . 
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Rif Reyno lds shear stress. 

As a result of averaging, the turbulent viscosity arises which needs to be modeled. 

Several modeling methods are available: one-equatio n (S palart-Allmaras) model, two-

equation models (k-£ models), Reynolds Stress Model and Large Eddy Simulation. The 

following section discusses a two-equation model (k-£ model). 

3. 1. 3 Turbulence Model 

As a result of the averaging, the universa lity of the model is lost and thus some 

info rmation about the dynamics of the turbulence is eliminated. A large number of 

turbulence models have been developed to approximate ly acco unt fo r the effects of 

turbulence. Therefore, the selection of a turbulence model must be va lidated by 

comparison with experimental data. For Two-Equation models, the turbulent viscos ity is 

con'elated with turbulent kinetic energy, k, and dissipation rate of turbulent kinetic 

energy, £, as fo llows: 

where: 

and ep is a constant. 

k 2 

f.1, = pCI/ ­. £ 

aU j (au j aU j J £= f.1 - -+--'ax ax ax 
) ) ' 

(8) 

(9) 

Transport equations fo r k and £ are so lved so that the turbulent viscosity can be 

computed for RANS equations. 
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In FLUENT there is a list of turbulence mode ls to select from; namely they are: 

Sparlart-Allmaras mode l, k- E models (standard , RNG and Realizable) and k-(j) models 

[28]. In this study, these mode ls were initially investigated (as well as the laminar 

model). Table (1 ) describes and summarizes the applications of the k-E mode ls which 

fo und to provide the most reaso nable predictions. T he adopted model should provide 

good agreement with experimental data and should not be computationally expensive 

Table ( I): S ummary a nd descripti on of k-E turbulence models [28]. 

Turbulence 

Model 
Description Application 

Two-equat ion model. Assumes 

Standard k-c 
isotropic eddy viscosity. Robust, stable Poor for severe pressure gradients. 

and econom ical, poor fo r very complex 

fl ows. 

Has an additi onal term in c equati on. 
Suitable for moderately complex 

Assumes isotropic eddy viscosit y. 
RNG k-c separation, recirculation and swirl 

Accounts for the different scales of 

motion. 
fl ows fo r wide range of Re. 

Rea li zable k-c 
New formulati on of turbul ent viscosity Suitable for fl ows with boundary layers 

and new equati on for c. under strong adverse pressure gradi ent. 

Taking the standard k-E mode l as an example, the two transport equations are: 

ak (aU j aU;J au j a { ak } pU;-= JLI -+- -+- (JL ) O'k)- - pc ax ax ax . ax ax ax '-.,--J . 
~ \ I v J I I \ I v " destruct lOll 

( '(JIll'(,( 'liOI1 gel/em/i(Hl dUJu.'Iioll 

(10) 
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pU; ~: = c,,( ~ )11,[ aa~;j + ~~; J aa~: + a~; {(1I'/6,) ~: } - c"p( :' J ( II ) 

'-y----/ , v "v' '-y----J 
C(}J1 11(!CliOIl gen e rlllioll t!~fflfSirJII deSlrlfL'I;Ul 

Where, 0k, 0 g, C 1g, C 2c are empirical constants. 

The selection o f the proper turbulence mode ling is discussed in Chapter Five: 

Results and Discuss ion for each validation case separately. 

3. 1. 4 Near Wall Treatment 

The near-wall reg ion is important in turbulence flo w modeling as it is the main 

source of turbulence and large gradients exist in this region. Thus, accurate turbulence 

modeling requires success ful treatment of the near wall effects. 

FLUENT provides three methods of near-wall treatment for turbulent flows. 

These methods are: standard , non-equilibrium and enhanced wall treatment. The first two 

methods use empirica l-based functions (wall function approach) whereas the third 

method reso lves turbulence all the way to the wa ll and thus finer mesh reso lution is 

required (modeling approach). Figure (9) shows a mesh graphica l representation of the 

near-wa ll treatment methods. The advantages and weaknesses of these methods are 

summarized in Table (2) . 
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:= 
8 

buffer & 
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Wall function approach Modeling approach 
Figure (9): Mesh graphical representation of the near-wall treatment methods [28]. 

Table (2): Near wa ll treatment methods in FLUENT [28]. 

Method Advantage Weakness 

Standard Robust and economica l. Poor for highl y 3-diment ional effects 

Accounts for moderate pressure Poor for low Re flo ws, highl y 3-
Non-

gradients, allows non -equi I i bri um dimentional effects and severe pressure 
Equilibrium 

separation and reattachment. grad ients. 

The mesh near wall must be fine 

Enhanced 
Good for compl ex flows, does not use 

enough to have a y + va lue between I 
empirical function . 

and 5". 
,~ 

y + is discussed in Section 5.1.3.2 of Chapter 5: Results and Discussion. 

The turbulence mode l and the wall treatment method were varied when solving 

the problems to find the optimum combination of turbulence model and wa ll treatment 

method. 
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3.2 Codes Description 

3.2.1 GAMBIT 

GAMBIT is a so ftware package designed to build and mesh geometries for CFD. 

GAMBIT receives user input by means of its graphical user interface (GUI) which 

provides geometrical objects with different shapes that can be combined to form any 

desired geometry. Also, it serves the CFD analysis by providing different types of meshes 

on the base geometry [29]. 

3.2.2 FLUENT 

FLUENT is a CFD three-dimensional, multi-phase computer code for modeling 

fluid flow and heat transfer in complex geometries, written in the C programming 

language. Once a mesh has been exported into FLUENT, the remaining operations 

include: defining fluid material/s and properties from a built-in database (user defined 

material and properties is also allowed), setting initial, operating and boundary 

conditions, and se lection of mathematical model. Upon so lving the model, number of 

iterations, tolerance value, relaxation factors ... etc. can be controlled. Finally, results can 

be displayed in various formats. 

The code shows 2D and 3D flow s in either steady state or transient applications. 

Flows can be so lved using Invisc id, laminar, or turbulence models. Newtonian or non­

Newtonian flow so lutions are also provided [28]. 
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3.3 Method of Solution 

The Semi-Implicit Method for Pressure Linked Equations (S IMPLE) [30] in 

FLUENT was adopted to so lve the model equations. In this method, initial profiles of 

pressure and velocity alo ng the header are assumed. The equations are solved in three 

steps: the momentum equation is linearized, discretized and so lved to give the ve locity 

profile for the guessed pressure. The resulting ve locity is not correct unless it satisfies the 

continuity equation. In the second step, the conservation of mass equation is linearized, 

discretized and used to correct both pressure and velocity profiles. In the third step the 

discretized turbulence equation(s) is (are) so lved. In each step, a Tri-Diagonal Matrix 

Algorithm (TDMA) is used to so lve the descritized equation and convergence is ensured 

before going to the next step loop. Second-order discretization scheme was selected. 

The boundary and operating conditions are listed for each validation case 111 

Chapter Five: Results and Discussion. 
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Chapter 4 

Experimental Setup and Methodology 

Three validations have been performed, one against experimental data obtained 

from literature, and two against data obtained from experiments done in this study. The 

following sections describe the experimenta l setups and the methodology followed in 

each experiment. 

4.1 First Validation: Header with Upward Flow Outlets 

In this va lidation, FLUENT predictions of flow distribution and pressure 

gradients along a horizontal header with vertical outlets were compared to data obtained 

by Horiki [11] for single phase flow (water) . The effects of flow modeling, grid density, 

convergence criteria, flow inlet velocity and header size on the solution were 

investigated. 

4.1.1 Experimental Apparatus and Data 

The experimental setup (used in Horiki experiment) consists of a horizontal 

rectangular header w ith four upward vertica l cy lindrical branch outlets. The dimensions 

of the header are 10 mm x 40 mm xl 000 mm and the distance between the entrance of 

the header and the fir st branch is 600 mm which is e nough to ensure fully developed 

flow. The branches are connected to the header at intervals of 130 mm. The branches are 
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1000 mm long and 10 mm in diameter. A schematic of the header is shown in Figure 

( 10). The header and the branch pipes were made of transparent acrylic resin to observe 

the flow pattern. 

10 

-'I~ 

,... N (') "<t 
.r: .r: .r: .r: 

0 u u u u 
0 c c c c 
0 !1l !1l !1l !1l 

I... I... I... I... 
~ .n .n .n .n 

header ~ water 
I J 0 10 --. , 

600 mm 130 
I 

130 130 1.- 40 1 T 
~ ~ ~ ~ 

Figure ( 10): Schematic of the experimental header of first validation (a ll dimensio ns are 
in mm). 

A constant static head tank was used to supply the feed water. The water outlet 

flow rates were found by measuring the time needed to accumulate a known amount of 

water. The inlet flow Reynolds number was varied from 8 17.3 up to 4629.5 and 

isotherma l flow was ass umed. The co llected data co nsists of flow rate in each branch 

pipe for each inlet flow rate. Using the flow data, Horiki [11] used a I-dimentional 

model to calculate the pressure gradients along the header. In this study, the CFD 

predictions were compared against the ca lculated pressure. Furthermore, 2 pm alulTunum 

partic les were injected with the inlet flo w in order to visualize the flow pattern and vortex 

formation. CFD predictions were also compared to these observations. 
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In their study, other header sizes were also used, o ne header w ith inlet cross 

section of 40 mmx 40 rrun and two headers with 2000 mm and 10,000 mm branc h 

lengths; respectively. FLUENT was also validated against data obtained for these headers 

to investigate the effect of header size o n the validatio n. The experimental data is shown 

in Appendix A. 

4.2 Circular Header with Horizontal and Vertical Outlets 

In this validation, f low distribution data along a horizontal cylindrical header w ith 

vertical and horizonta l o utlets was collected under varying levels of inlet flow imbalance 

fo r s ing le phase flow o f water. Validation was performed for vertical and horizo ntal inlet 

flows. T he effects o f flow mode ling, grid density, convergence criteria, inlet flow level of 

imbalance, and header geo metry o n the so lutio n were inves tigated. 

4. 2. 1 Experimental Apparatus and Data 

T he experiments were carried o ut usmg 1.0 m long, 3.67 cm ID horizo nta l 

cy lindrical Luc ite header w ith two synunetrically distributed vertical inlets or two 

horizonta l inlets at the two header far edges . E ither the vertica l or horizo ntal inlets are 

selected for a given tes t. T he flo w is distributed to fi ve horizo ntal and fi ve vertical outlets 

a lo ng the header w ith 0.92 c m lD. A sc hematic of the header is shown in F igure (1 1). A 

unique feature o f this experiment is that it allows flow imbalances to be contro lled and 

a lso allows fo r flow injectio n fro m either the top of the header or from the ends. T his 
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allows the experiment to mimic the design of different CANDU headers (Darlington and 

Bruce reactor headers). 

I." -- 33.33cm .. I .... -- 33.33 <Tn ..I.. 3333 <rn--... ~ 1 

verti cal inlet 1 vertr cal inlet 2 

127 em 1. 27 em 

horizontal horizontal 
inlet 'l +- 0,95 e m inlet 2 

6 7 8 9 10 

I+- 16.E6 on +/4- 16.E6on -.\+- 16,E6on -+I+- 16.E6 cm -.\'- 16.E6cm---+"- l6.E6 cm -.\ 

3 .81 em 

F igure (L I): Schematic of the experimental header of second and third validations (length 
measurement accuracy ± 0 .0 I cm). 

T he length of each inlet pipe is 209 cm (from the so urce to the header) and is 

adequate to establish fully deve loped flo w. The inlet flow is measured with two Vortex 

shedding flo wmeters (FV 100 type) with a built-in display with accuracy of ±0.037 kg/so 

T he o utlet flow is measured w ith Vo rtex shedding flow meters (FLR 101 2 type) with 

accuracy of ±0.0025 kg/s, thro ugh a Data Acq uisition System DAS (Keithley 3700 

Series). T he operatio nal fluid was water flowing at a temperature between 8- 12 Dc. T he 

flow rate in each inlet was varied between 0 and 0 .307 kg/so Water flows out to drain at 

atmospheric pressure . T he co llected data co nsists of a set of flow rates in each branch 

pipe for each inlet flow configuratio n. An image of the physical setup is shown in Figure 

(L 2). 
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Figure (12) : Image of the experimental setup. 
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4. 2. 2 Measurement Uncertainty 

4. 2. 2. 1 Inlet Flow Meters 

The operating range of the Vortex shedding flow meters (FV 100 type) is 4.5-45.5 

Llmin with accuracy better than 5% of full scale flow (which equals ±0.037 kg/s) . They 

work best with non-viscous, clean water-like liquids. The inlet flow meters were 

calibrated and the ca libration curves are shown in the Appendix B. 

4. 2. 2. 2 Outlet Flow Meters 

The operating range of the Vortex shedding flow meters (FLRI01 2 type) is 0.2-5 

Llmin with accuracy better than 3% of full sca le flow (±0.0025 kg/s) . They work best 

with non-viscous, clean water- like liquids. 

4. 2. 3 Methodology 

4. 2. 3. 1 Experimental Procedure 

The following procedure was followed to co llect the data: 

l. The power supply of the DAS was turned on, set to 24 V. 

2. The water supply was initiated and the header became full of continuously 

running water. 

38 



M. A. Sc. - A. Muhana McMaster-Engineering Physics 

3. All air bubbles were removed from the system and the header was adjusted to 

be horizontal. 

4. The valves at the inlet lines were used to control the in let flow rates appearing 

on the inlet flow meters displays. 

5. The header was run for 5 minutes to assure steady state conditions and to assure 

stable readings at the flow meters displays. 

6. For the horizontal-inlet header configuration, the data acquisition system was 

used to record the outlet flow rates for I minute. The inlet flow rates were also 

recorded. 

7. The inlet flow rates were then set to zero by closing the water taps for 30 

minutes prior to conducting the next test. 

8. For each inlet flow rate configuration, the procedure was repeated 10 times and 

the average of all tests was determined. For the vertical-inlet header 

configuration, 3 repeat trials were done. 

9. When finished , all water was drained from the header. 

The tests were done for the inlet flow sets shown in Table (3) for the vertical-inlet 

header and in Table (4) for the horizontal-inlet header. 
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Table (3): Summery of experimental runs and inlet flow rate sets (vertica l-in let header 
f .) con 19urat lon . 

Inlet 11 Inlet 2 «kg/s)/(kgls)) (±O.0025 kg/s) 

Run 1 2 3 4 5 

1 0.307/0.307 0.307/0.232 0.307/0.158 0.307/0.083 0.307/0.0 

2 0.232/0.307 0.232/0.232 0.232/0.158 0.232/0.083 0.232/0.0 

3 0.158/0.307 0.158/0.232 0.158/0.158 0.158/0.083 0.158/0.0 

4 0.083/0.307 0.083/0.232 0.083/0.158 0.083/0.083 0.083/0.0 

5 0.010.3077 0.010.232 0.010.158 0.0/0.083 ---

In the follOWIng chapters the Runs will be named accordmg to column and Ime numbers of thIS Table, e.g. 
Run 2/3 represents the shaded cell. 

Table (4): Summery of experimental runs and inlet flow rate sets (horizontal-inlet header 
confi ouration) ·0· 

Inlet 1 1 Inlet 2 «kg/s)/(kg/s)) (±O.0025 kg/s) 

Run 1 2 3 4 5 

IH 0.232/0.307 0.232/0.266 0.232/0.232 0.232/0.199 0.232/0. 166 

2H 0.307/0.307 0.307/0.232 0.307/0.158 0.307/0.083 0.307/0.0 
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Chapter 5 

Results and Discussion 

5.1 First Validation: Header with Upward Flow Outlets 

5.1.1 Geometry and Mesh Generation 

A samp le of mesh created by GAMBIT is shown in Figure (13). Boundary layers 

were created near the walls. The boundary layer tool in GAMBIT allows controlling how 

the mesh is refined near walls and boundaries. Using a boundary layer, the mesh grows 

out from the wall into the domain. It is used to locally refine the mesh in the direction 

normal to a wall or a boundary [29]. The shown mesh consists of 5.88560x105 cells; 

1.798708x106 faces; and 6.24361x105 nodes. Three grid densities (1.51230x105
, 

6.24361x 105 and 2.570242x106 nodes) were investigated to study the effect of grid 

density on the so lution (Section 5. 1.3). Maximum value of cell skewness coefficient is 

0.8 which is the limit recommended by FLUENT. 
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2 

2 

Figure (13) : Samp le of mesh created by GAMBIT consisting of 6.24361x105 nodes. 

5.1.2 Boundary and Operating Conditions 

Table (5) shows the boundary and operating conditions assigned in FLUENT. 

Tab le (5): Boundary and Operating Conditions assigned in FLUENT (for first validation). 

Condition Value Unit 

Operating fluid water ---

Inlet Re (range) 8 17.3 - 4,629.5 ---

Gravity 9.81 I11/s2 

Outlet pressure 101 325 Pa 
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Incompress ible, isothermal flow was assumed and pressure-based solver with 

implicit formulation was se lected. Second-order discretization scheme was selected. 

5.1.3 Sensitivity Analysis 

5.1.3.1 Selection of Grid Density 

Several grid densities were used to study the effect of grid density on the solution. 

A coarse mesh of 1.5 l230x 105 was initially used. The mesh was then further refined until 

no change in the so lution was noticed using two successive grid densities. The grid 

density beyond which no change noticed in the solution was adopted and used in the rest 

of this work. 

The adopted mesh co nsists of 6.24361 x 105 nodes . Figure (l 4) shows the flow in 

branch 2 and branch 3 branch obtained using three grid densities (l.5 1230x 105
, 

6.24361 x 105 and 2.570242x 106 nodes). Very small difference (less than 5%) in so lutio n 

is noticed when using the adopted and the finest meshes. The average run time using the 

finest mesh (with k-E turbulence model) was aro und 12 hours. With the adopted mesh it 

was around 90 minutes using 1. 86 GHz processor. 
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Figure (l4): Effect of grid density on the flow in branch 2 and branch 3 (o utlet flow rates 
are represented as ratios of the total inlet flow rate). 

5.1.3.2 Selection of Turbulence Model 

Laminar, k- £ models (standard, realizable and RNG) , k-co models (standard and 

SST) were investigated. With the k-£ models, standard , non-equilibrium and enhanced 

wa ll treatments were investigated. Other models were tested but provided bad 

predictions, thus they are excluded. Initially, standard k-£ model with standard wa ll 

treatment was used. The wall treatment methods were tested with each turbulence model 

to find the optimum combinat ion of turbulence model and wa ll treatment. 
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The results are shown in Table (6) where the prediction error is calcu lated for 

each combination of turbulence modeVwall treatment. The elTor is ca lculated as the sum 

of the absolute errors of the four branches for each run as follows: 

Error = I 3.L - 3.L 
4 (J (J 

;=1 Q Exp Q FLU ENT 

(12) 

Table (6): Prediction error (d ifference) for each comb inat ion of turbulence model/wall treatment. 

~ 817,3 1217.4 1659,8 2069.0 2389.1 2943.5 3457.8 3915,1 4343,7 4629.5 
Model'" 

Laminar 0.1300 0.1055 0.0621 0.0394 0.0374 0.0436 0.0354 0.0438 0.0406 0.0410 

k-t STD/STD 0.1372 0.0936 0.0588 0.0325 0.0261 0.0336 0.0255 0.0325 0.0230 0.0310 

k-tSTDINEQ 0. 1245 0.0901 0.0528 0.0279 0.0158 0.0223 0.0217 0.0211 0.0230 0.0270 

k-tSTDIENH 0,0786 0.0588 0,0329 0.0181 0.0118 0,0194 0.0138 0.0172 0.0217 0.0221 

k-tRNG/STD 0.11 87 0.0968 0.0579 0.0326 0.0262 0.0324 0.0260 0.0331 0.0242 0.0350 

k-tRNGINEQ 0.1209 -- 0.0546 -- 0.0 167 -- 0.0217 -- 0.0228 0.0238 

k-tRNGIENH 0.1261 0.0978 0.0581 0.0325 0.0256 0.0322 0.0256 0.0324 0.0248 0.0370 

k-t REAL/STD 0.1223 -- 0.0565 -- 0.0232 -- 0.024 1 -- 0.0252 0.0291 

k-t REALINEQ 0.1201 -- 0.0541 -- 0.0173 -- 0.0219 -- 0.0227 0.0264 

k-t REALIENH 0.124 -- 0.0563 -- 0.0207 -- 0.0226 -- 0.0243 0.0303 

k-w/STD 0.1 273 -- 0.0568 -- 0.0 185 -- 0.0277 -- 0.0310 0.0346 

k-w/SST 0.1282 -- 0.0597 -- 0.0230 --- 0.0281 -- 0.0287 0.0356 

" STD: Standard NE : Non-E uilibriull1 ENH : Enh anced, REAL: Reali zable SST: Shear Stress Trans )ort . Q q 
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From Table (6) it is concluded that the k-£ standard model with the enhanced wall 

treatment provides the best data fit among all other models. This combination is used in 

the rest of the first validation work. 

The used mesh can be evaluated by looking at the y + va lue; the mesh-dependent 

dimensionless distance that quantifies to what degree the wall boundary layer is reso lved. 

y + is defined as: 

Where: y +: the non-dimensional wall distance. 

Y: the physical wall distance (m). 

? 
'[ IV : shear stress at the wall (N/m-) . 

( 13) 

In using the enhanced wall treatment with the k-£ model, the reconunended y + 

value is ::::: I and can go up to 5. In Figure (15) the y + is plotted versus the position at the 

wall for Re=4,343 .7. The shown value is around 1.8 < 5 (ignoring the anomalies at the 

inlet) which means the near-wa ll resolution is in the most accurate region to which the 

boundary layer can be resolved [28]. 
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Figure (15): y + value near the wa ll (Re=4,343.7). 

5.1.3.3 Convergence Criteria 

Sensitivity analysis of flow distribution and pressure gradients to convergence 

criteria has been conducted . The to lerance was initia lly set to FLUENT default 's va lue 

(10-3) and then decreased. No significant change in so lution (less than 1 %) was noticed 

whe n it was decreased from 10-5 to 10-6 and thus the to lerance was set to 10-5 in the rest of 

this work as it is precise enough fo r the present study and no significant change in 

so lut ion occurs by further tightening. 
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5.1.4 Flow Distribution Results 

In Figure (16), the experimental and predicted outlet flow rate in each branch is 

plotted (as ratio to the total outlet) versus the inlet flow Re number. Good agreement 

between FLUENT and the experiment is noticed. 
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Figure ( 16): Experimental data and FLUENT predictions of flow distribution in the 
branches as a function of inlet Re number (measurement uncertainty was not reported in 

Horiki 's paper). 
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The flo w distribution in the branches for three selected Re numbers (Re=2943, 

3457 and 4343) are plotted versus the branch number in Figure (17). As Re number 

increases, the f low in the f irst two branches decreases and increases in the last two 

branches. This behavior is du e to the higher pressure pushing the fluid towards the end of 

the header as Re increases. S imilar behavior was a lso noticed for other Re numbers. 

0.28.--- - - - -,---------r----------, 

0.27 

0.23 

• Re=2943 
.... Re=3457 
• Re=4343 

0.22 L...-____ --'-_ ____ '--____ --' 

1 2 3 4 
branch number 

Figure (17) : Flow distribution in the branches for several Re numbers. 

In Figure (1 8) ve locity conto urs are plo tted at five differe nt planes taken around 

the first branch for Re= I,2 17. T he flo w is unifo rm at planes A and B. At plane C, just 

after the branch, the flow is disturbed as a result o f flow separation to the branch. The 

flow returns uniform downwards the branch as shown in plane D. At plane E, just after 

the branc h inlet, the velocit y is high as a result of the decrease in flow area. 
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Figure (18): Velocity contours at planes A, B, C, 0 and E around the first branch 

(Re=I ,217). 

Figures (19) to Figure (22) show the velocity vectors around the four branches (in 

order) for Re=4,629.5 . 

50 



M. A. Sc. - A. Muhana McMaster-Engineering Physics 

0.898 
0.862 
0.835 
0.808 
0.781 
0.75 4 
0.727 
0.70 I 
0.67 4 
0.647 
0.62 
0.593 
0.566 
0.539 
0.512 
0.485 
0.4 58 
0.4 31 
0.4 0 4 
0.377 

~J~3 
0.296 
0.27 
0.243 
0.216 
0. 189 
0. 162 
0.135 
0.108 
0.081 
0.05 4 
0.0271 
0.00 0153 

ann 
. - .--- -----~ iiii1 iiii1. ~~5S iifii ~ 

Velocity m/s 

=. =- =. 
=:l ----

it =r 
iiii .. 

Figure (19): Velocity vectors around branch 1 (Re=4,629 .5). 
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Figure (20) : Velocity vectors around branch 2 (Re=4,629.5) . 
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Figure (21) : Velocity vectors around branch 3 (Re=4,629.5). 
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Figure (22): Velocity vectors around branch 4 (Re=4,629.5). 
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5.1.5 Pressure Gradients 

Horiki et. al. [11] used the experimentally obtained data of flow distribution in the 

branches to calcu late the pressure gradient in the header. Using the measured flow rates, 

flow ve locities VIII and vlII +! at points m and m+ I before and after branch m as sho wn in 

Figure [23] were calculated. The pressure gradient was then calculated by accounting for 

pressure loss due to frict ion and pressure loss due to flow branching. 

q . 
III 

• 
111+1 

Figure (23): Notat ion for calculation procedure in Horiki [11]. 

T he obtained results were co mpared to FLUENT predictions as sho wn in Figure 

(24) where good agreement is noticed with a small over-prediction of P3-4 . Horiki mode l 

provided pressure gradie nts comparable to those fo und by FLUENT. This might be due 

to the fact that these gradients were ca lculated (in their model) from the experimentally 

measured flow distribution in the branches. The pressure differe nces are low for low Re 

numbers and high for higher Re numbers. T his may be due to the increased amount of 

flow separation and vortex formatio n near the e ntrances of the branches as Re number 

II1creases . 
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Figure (24) : Effect of inlet flow rate on the pressure gradients along the header. 

Contours of the dynamic pressure (Pa) at five different planes around each branch 

for Re= I ,2 17 are shown in Figure (25). Plane A shows a developed pressure where the 

maximum pressure is at the center point of the duct. This behaviour continues till the 

pressure starts to increase near the upper wall just before the branch as shown at plane B. 

At plane C, just after the branch, the pressure is disturbed as a result of flow separation to 

the branch. As a result of flow separation, the pressure increases through the branch and 

is maximum at the right wa ll where the flow "hits" the branch as it separates. (p lane E ; 

just after the branch inlet) . The pressure returns developed downwards the header as 

sho wn at plane D. 
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Figure (25) : Contours of dynamic pressure at planes A, B, C, D and E around the fIrst 
branch (Re=1 ,217) . 

Figures (26) to Figure (29) show the contours of dynamic pressure around the four 

branches (in order) for Re=4,629.5. 
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Figure (26): Contours of dynamic pressure around branch 1 (Re=4,629.5). 
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Figure (27): Contours of dynamic pressure around branch 2 (Re=4,629.5) . 
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Figure (28): Contours of dynamic pressure around branch 3 (Re=4,629.5) . 
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Figure (29): Contours of dynamic pressure around branch 4 (Re=4,629.5). 

5.1.6 Flow Separation and Vortex Formation 

At Re=5 ,000, vortex formation inside the header were experimentally observed. 

The largest vortex was found to occur at the inlet side branch pipe. The observed vortex 

shape at the inlet of branch 1 is shown in Figure (30) as well as that predicted one by 

FLUENT (Re number = 5,000). As to the experiment, the vOltex predicted by FLUENT 

has a very similar shape. 
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Figure (30): Velocity vectors showing the vorticity at a cross section of the inlet of 
branch 1 (Re=5,000). 

5.1. 7 Header Size 

Figure (3 1) shows the effect of the header size on the flow distribution. The 

flow distribution in the 10 mrn x 40 mrn header was experimentally measured but the 

distribution in the 40 mrnx 40 mrn header was theoretically calculated by a I-dimentional 

model. FLUENT provided good prediction of the experimental data of the 10 mmx 40 

mrn header. For the 40 mmx 40 mm header, FLUENT over-predicted Horiki calculations 

in the fIrst branch and under-predicted it in the last two branches. This may be due to the 

three dimensional effects of the flow. 
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Figure (3 L): Effect of header size on flow distributio n (Re=4,OOO) where h is the outlet 
branch Length. 

5.1.8 Conclusions of First Validation 

CFD prediction o f flow and pressure distributions in the multi-branch rectangular 

flow header using FLUENT (6.2436 Lx LOS nodes) provided good agreement with 

experimental data under a range of inlet Re number (8 17.3 - 4 ,629.5). Standard k-E 

turbulence model w ith enhanced wa ll treatme nt was fo und to provide best fit of the data. 
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5.2 Vertical-Inlet Header Configuration 

5.2.1 Geometry and Mesh Generation 

As the mesh quality is very important for the CFD analys is, this section 

describes in details how the mesh was generated especially in the reg ion where one inlet 

and two outlet branches connected to the header. T he steps follo wed are summarized in 

Figure (32). A sample of the entire geometry meshed is shown in Figure (33). 

Several grid densities (6.0894 Ix l05
, 2.53 1985x 106 and 3.949979x 106 nodes) 

were investigated to study the effect of grid density o n the solution (Section 5.2.2) . 

Maximum va lue of ce ll skewness coeffic ient is 0 .8 which is the limit recommended by 

FLUENT. 
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Figure (32) : Steps fo llowed to create the mesh at the junction region between the 

header and three branches (one inlet and two outlets) . 
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Figure (33): Sample of mesh consisting of l.01 3489x l06 nodes . 

The y + plot of the mesh is sho wn in Figure (34) for Inletl =O.31O kg/s and 

Inlet2=O.307 kg/so The value is almost < 5 (except at the inlets) which means the near­

wa ll reso lution is in the most accurate region to which the boundary layer can be resolved 

[28]. The anomalies noticed in the figure are usual to occur in FLUENT at the inlets [28] 

and do not necessarily mean that the mesh is not of high quality at the inlets. 
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Figure (34): y + value near the wall (Inlet 1=0.3 10 kg/s and Inlet2=0.307 kg/s) . 

5.2.2 Operating and Boundary Conditions 

Table (7) shows the boundary and operating conditions ass igned in FLUENT. 

Table (7): Boundary and Operating Conditions assigned in FLUENT (vertical- and hori zontal­
inlet header configurations). 

Condition Value Unit 

Operating fluid Water ---

In let flow rate (range) 0-0 .307 kg/s 

Level of inlet flow imbalance Imbalance = 
Inlet 2 flowrate 

---
Inlet I flowrate 

Grav ity 9.8 1 m/s2 

Outlet pressure 101325 Pa 
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5.2.3 Sensitivity Analysis 

5.2.3.1 Sensitivity to Grid Density 

Similar to the validation discussed in section 5.1.3.1, several grid densities were 

used to study the effect of grid density on the so lution. A mesh of 608 k nodes was 

initially used. The mesh was then further refined until no significant change in the 

so lution was noticed using two successive grid densities. The grid density beyo nd which 

no significant change in the so lution noticed was adopted as the reference grid in the rest 

of this work. 

The reference grid co nsists of 2 M nodes. Figure (35) shows the flow distribution 

obtained using three grid densities (6.08941 x 105
, 2.531985x lO6 and 3.949979x lO6 

nodes). Very small difference (less than I %) in so lution is observed when using the 

reference grid and the finest meshes. The average run time using the finest mesh (with 

standard k-£ turbulence model) was around 17 hours. With the reference mesh it was 

around 9 hours using 1. 86 GHz processor with convergence criteria of 10-5 . 
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Figure (35): Effect of grid density on flow distribution (Run 111). 

5.2.3.2 Selection of Turbulence Model 

The laminar, Sparlart-Allmaras, k-E, k-CD, models with standard, non-equilibrium 

and enhanced wall treatments were investigated and their predictions were compared to 

experimental data. 
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Several experimental runs were selected so that they represent various levels of 

flow imbalance and flow rates for the comparison. These runs are shown in Table (8). 

Table (8): Experimental Runs selected to study the sens itivity to turbulence modeling. 

Flow rates 
Run Description 

(kg/s)/(kg/s) 

Run III 0.307/0.307 Imba lance = 1.00, high flow rate/high flow rate. 

Run S/ I 0.307/0.000 Imbalance = 0.00, hig h flow rate/no flow . 

Run 2/2 0.232/0.232 Imbalance = 1.00, moderate flow rate/moderate flow rate. 

Run 4/2 0.232/0.083 Imbalance = 0.36, moderate flow/very low flow rate. 

Run 4/4 0.083/0.083 Imba lance= 1.00, very low flow rate/very low flow rate. 

For the selected runs, the RNG k-£ model with enhanced wall treatment and the k­

co models were found to provide the best fit of the data (most predictions are within the 

measurement error bar) . A comparison between three selected models (the standard and 

RNG k- £ and the standard k-co models) is shown in Figure (36) and Figure (37) for 

several runs. Plots of prediction error for several runs are shown in Figures (38) to Figure 

(40) where the sum of prediction errors for the ten branches are plotted for each 

combination of turbulence modeVwall treatment tested. The RNG model was selected for 

the rest of this work as it is more conunonly used for wide applications in literature. 
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However, to reduce the simulation time for many reference cases, the solution is 

initiated from an initial guess generated from the standard k-£ turbulence model with 

standard wall treatment [10]. 
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Figure (36): Sens iti vity to turbulence modeling (Run \11 and Run 4/4). 
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Figure (37): Sens iti vity to turbulence modeling (Run 2/2). 
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Figure (40): Summation of prediction errors for each combination of turbulence model/wall 
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5.2.3.3 Convergence Criteria 

Sensitivity analysis of flow distribution to convergence criteria has been 

conducted. The tolerance was initially set to FLUENT default 's value (10-3) and then 

decreased. No significant change in so lution (less than 0.2 %) was noticed when it was 

decreased from 10-5 to 10-6 and thus the tolerance was set to 10-5 in the rest of this 

validation work. The results are shown in Figure (41) for Run 111 . 
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Figure (4\): Sensitivity of flow distribution to convergence criteria (Run \1 I). 

70 



M. A. Sc. - A. Muhana McMaster-Engineering Physics 

5.2.4 Flow Prediction Results 

The measured outlet flow rates for all runs were compared to FLUENT 

predictions. Figure (42) shows the comparison for the full balanced flow s (Run 111 , Run 

2/2, Run3/3 and Run 4/4 described in Table (3)). Good agreement is noticed for all 

reference cases. From the fig ure, it is noticed that most predictions are within the 

accuracy of the outlet flow meters (±0.0025 kg/s). 

By comparing the plot of flow in the horizontal outlets (branch No. 1-5) and the 

vertical o utlets (branch No.6-10), better agreement is noticed for the vertical outlets. 

Figure (42) also shows that the error between the computations and measurements 

increases with deCl'easing flow rate. For very low flow rates the influence of the physical 

ex it conditions for each branch was excessive. Therefore the very low flow rates are not 

included in the accuracy assessment. 
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Figure (42): Experimental data and FLUENT predictions for full balanced flows (Run 111 , 

Run 2/2, Run3/3 and Run 4/4 described in Table (3)). 
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5.2.5 Effect of Inlet Flow Imbalance 

The measured outlet flow rates for all runs with imbalanced flow were compared 

to FLUENT predictions. Figure (43) to Figure (47) show the comparison where good 

agreement is noticed. 
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Figure (43): Experimental data and FLUENT predictions of flow distribution in the 

branches (Run!/!, Run 211 , Run 311 , Run 411 and Run 511 described in Table (3)). 
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Figure (44): Experimental data and FLUENT predictions of flow distribution in the 

branches (Run1l2, Run 2/2, Run 3/2, Run 4/2 and Run 5/2 described in Table (3». 
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Figure (45): Experimental data and FLUENT predictions of flow distribution in the 

branches (Runl/3 , Run 2/3 , Run 3/3 , Run 4/3 and Run 5/3 described in Table (3)). 
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Figure (46): Experimental data and FLUENT predictions of flow distribution in the 

branches (Run1l4, Run 2/4, Run 3/4 and Run 4/4 described in Table (3)). 
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Figure (47) : Experimental data and FLUENT predictions of flow distribution in the 

branches (Run1l5, Run 2/5 and Run 3/5 described in Table (3)). 
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The relative errors of flow prediction are plotted versus the inlet flow level of 

imbalance in Figure (48) to Figure (S 1). The upper dotted line was draw n by connecting 

the point representing the larger positive error at the lowest imbalance with that at the 

highest imbalance. The lower dotted line was drawn the same way but for the negative 

en'or points. These lines represent the upper and lower error bounds. The fig ures show 

that the error is almost independent on the level of imbalance. Also, it is noticed that the 

relative error increases by decreasing inlet flow rate (by go ing from Figure (48) to Figure 

(S 1)). The relatively higher error at the lower flow rates is due to the difficulty in 

measuring the low flo w rates. 
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Figure (48): Error in flow prediction versus imbalance level (Inlet 1 kept constant at 

0.307 kg/s) . 
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kg/s) . 

5.2.6 Velocity and Pressure ContoursN ectors 

The ve locity contours alo ng the header are shown in Figure (52) fo r a balanced 

flow case (i .e ., Inlet l = Inlet2 = 0.307 kg/s) . More flow goes to the vertical outlet as it is 

just beneath the headers inlet. Veloc ity vectors around Inletl in cross sectional and axial 

views are shown in Figure (53) and Figure (54); respectively. T he fig ures clearly show 

the vortices formed in the azimuthal and axial direc tions along the header. Pressure 

contours around Inlet I in the axial directio n are shown in Figure (55) . 
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Figure (52) : Velocity contours (m/s) along the header (Inlet 1 = Inlet2 = 0.307 kg/s). 
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Figure (53): Velocity vectors (m/s) around Inlet 1 of the vertical-inlet configuration 

(Inletl = Inlet2 = 0.310 kg/s) (cross-sectional view). 
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Figure (54): Velocity vectors (mls) aro und Inletl of the vertical-inlet configuration 

(lnletl = Inlet2 = 0.310 kg/s) (axial view). 

82 



M. A. Sc. - A. Muhana McMaster-Engineering Physics 

6.75e+03 

6.41e+03 

6.07e+03 

5.73e+03 

5.3ge+03 

5.05e+03 

4.71e+03 

4.37e+03 

4.04e+03 

3.70e+03 

3.36e+03 

3.02e+03 

2.68e+03 

2.34e+03 

2.00e+03 

1.66e+03 

1.32e+03 

9.83e+02 Pressure (Pa) 

6.44e+02 xl 3.04e+02 

3.48e+01 Z 

Figure (55): Contours of dynamic pressure (Pa) around Inlet 1 of the vertical-inlet 

configuration (Inletl = Inlet2 = 0.310 kg/s) (axial view) . 

5.2.7 Conclusions 

CFD prediction of flow distribution in the multi-branch vertical-inlet header 

configuration (2.53 1985x 106 nodes) provided good agreement with the experimental data 

under a range of inlet flow levels of imbalance using RNG k-E turbulence model with 

enhanced wall treatment. 
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5.3 Horizontal-Inlet Header Configuration 

5.3.1 Geometry and Mesh Generation 

A sample of the mesh is shown in Figure (56). Three grid densities 

(5.2981Ox 105
, 2.508623x 106 and 3.949979x 106 nodes) were investigated to study the 

effect of grid density on the so lution (Section 5.3.3). Maximum value of cell skewness 

coefficient is 0.8 which is the limit recommended by FLUENT. The y + plot of the mesh 

is shown in Figure (57) for Inlet 1=0.3 10 kg/s and Inlet2=0.307 kg/so The value is almost 

< 5 (except at the inlets) which means the near-wall reso lution is in the most accurate 

region to which the boundary layer can be resolved [28]. 

Figure (56): Sample of mesh consisting of 5.2981Ox105 nodes. 
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Figure (57): y + value near the wall (Inletl=0.3 LO kg/s and Inlet2=0.307 kg/s). 

5.3.2 Operating and Boundary Conditions 

The boundary and operating conditions assigned 111 FLUENT are previously 

shown in Table (7). 

5.3.3 Sensitivity Analysis 

5.3.3.1 Sensitivity to Grid Density 

A mesh of 5.29810x 105 nodes was initially used. The mesh was then further 

refined until no significant change in the so lution was noticed using two successive grid 

densities. 

The reference grid consists of 2.508623x 106 nodes. Figure (58) shows the flow 

distribution obtained using three grid densities (5.2981Ox 1 05
, 2.508623x 106 and 
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3.949979x1Q6 nodes) . Very small difference (less than 0.1 %) in solution is noticed when 

using the reference grid and the finest meshes. 
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Figure (58): Effect of grid density on flow distribution (Run 1I1H). 
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5.3.3.2 Selection of Turbulence Model 

Similar to the previous validation (Section 5.2.3 .2), several co mbinations of 

turbulence models with wall treatment methods were investigated and the results were 

compared to the experimental data. The runs were se lected to represent vary ing levels of 

imbalance and flow rates . The se lected runs are shown in Table (9). 

Table (9): Ex perimental Runs selected to study the sensiti vity to turbulence modeling. 

Flow rates 
Run Description 

(kg/s)/(kg/s) 

Run 1/2H 0.301/0.301 Imbalance = 1.00, high fl ow rate/high flow rate. 

Run 3/1 H 0.232/0.232 Imbalance = 1.00, moderate flow rate/moderate flow rate. 

Run 5/ 1 H 0.232/0. 166 Imbalance = 0.71 , moderate flow rate/low fl ow rate. 

Run 3/2H 0.30710.158 Imbalance = 0.5 1, high flow ratellow flow rate. 

Run 5/2H 0.307/0.000 Imbalance = 0.00, high flow rate/no flow. 

Several co mparisons are shown in Figures (59) to Figures (62) where the sum of 

error predictions for all branches is plotted versus each model/wall treatment 

combination. The error is defined as: 

10 

Error = "'I(q ·) - (q .) I ~ ) Exp ) f'LUENT (14) 
i=1 

Where qi is: flo w rate in branch i (kg/s) . 
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As the figures sho w, the RNG k-£ model with enhanced wall treatment provides 

the best data fit with minimum deviatio n fro m the experimental data (most predictions 

are within the measurement error bar). T he standard k-co mode l also prov ides good 

predictions. T he RNG k-£ mode l was se lected for the rest of this work. 
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Figure (59): Summati on of prediction errors fo r each combinati on of turbulence model/wa ll 
treatment fo r Run 3/ I H (0.232/0.232 (kg/s)/(kg/s)). 
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5.3.3.3 Convergence Criteria 

Sensitivity analysis of flow distribution to convergence criteria has been 

co nducted similar to that in Section 5.2.2.3. No significant change in so lution (less than 

0.1 %) was noticed when it was decreased from 10-5 to 10-6 and thus the tolerance was set 

to 10-5 in the rest of this work. The results are shown in Figure (63) for Run 1/ 1 H. 
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Figure (63): Sensitivity of flow distribution to convergence criteria (Run lIlH). 

5.3.4 Flow Prediction Results 

The measured outlet flow rates for all runs were compared to FLUENT 

predictions as shown in Figure (64) to Figure (67). Good agreement with the experiment 
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is noticed. Also, most predictions are within the accuracy of the outlet flow meters 

(±O.0025 kg/s). 
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Figure (64): Experimental data and FLUENT predictions of flow distribution (Run 511 H, 
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91 



M. A. Sc. - A. Muhana 

Ii) 

0.09 

0.08 

0.07 

0.06 

~ 0.05 -
~ 0. 04 

u::: 

Ii) 

0.03 

0.02 

0.01 

0.00 

0.09 

0.08 

0.07 

0.06 

~ 0.05 

~ 0.04 
u::: 

0.03 

0.02 

0.01 

0.00 

Horizontal Branches 

t 1 
! , 

2 

Vertical Branches 

1. 1 .. ! 

6 7 

! , 

3 

Branch No. 

! 
! 

8 

Branch No. 

t 
! 

4 

! 
! 

9 

McMaster-Engineering Physics 

--FLUENT 

! 
! • Run 4/1 H 

• Run 211 H 

5 

t --FLUENT 

! • Run 4/1 H 

• Run 211 H 

10 

Figure (65): Experimental data and FLUENT predictions of flow distribution (Run 41 1 H, 

and Run 211 H). 
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Figure (66): Experimental data and FLUENT predictions of flow distribution (Run 112 H, 
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Figure (67): Experimental data and FLUENT predictions of flow distribution (Run 212 H 

and Run 4/2 H). 
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5.3.5 Effect of Inlet Flow Imbalance Level 

The relative errors of flow rate predictions for Run 11 1 H to Run 5/1 H in Table (3) 

are plotted versus the inlet flow levels of imbalance as shown in Figure (68). The figure 

shows that the error is almost the same for all levels of imbalance. This is due to the 

relatively high flow rates in this run (rninimum inlet flow rate was 0.166 kg/s) and due to 

the accuracy in the measurements as ten trials were done and a DAS was used. Similarly, 

prediction error versus the imbalance level is plotted for Run 112 H to Run 512 H as 

shown in Figure (69). The same trend is notices . 
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Figure (68): Flow error versus imbalance (Inlet I kept constant 0.232 kg/s) . 
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Figure (69) : Flow error versus imbalance (Inlet 1 kept constant at 0. 307 kg/s) . 

5.3.6 Pressure Gradients 

Pressure contours along the header axis for both configurations are shown in 

Figure (70). The figure shows that the vertical-inlet configuration encounters higher 

pressure gradient along the header from the inlets to the far edges of the header (the red 

and blue reg ions; respectively). The highest pressure in the vertical-inlet configuration is 

noticed to be just beneath the two inlets and this explains why the outlet flow rates in 

branches 7 and 9 are a lways higher than those in the other branches fo r most of the entire 

flow cases. The low pressure reg ions (blue reg ions) are not noticed in the horizontal-inlet 
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configuration but more uniform pressure gradients exists. This explains why more flow 

uniformity is noticed for this configuration. 
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Figure (70): Contours of dynamic pressure along the header axis for both header 

configurations (Inlet 1 =Inlet2= 0.232 kg/s). 

5.3.7 Conclusions 

CFD prediction of flow distribution in the multi-branch horizontal-inlet header 

configuration (2.508623x 106 nodes) provided good agreement with experimental data 

under a range of inlet levels of imbalance using the RNG k-£ turbulence model with 

enhanced wall treatment which found to provide best fit of the data. 
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Chapter 6 

Conclusions 

l. The analys is of flow distribution and pressure gradients in the CANDU header is of 

great importance for the reactor safety. The one dimensional system codes have been 

successful for the NSA because they use a large database of empirical correlations. 

However, these correlations were formulated mainly from one dimensional separate­

effect experiments and, also, are restricted to their operating conditions. The flow in 

many reactor components (like the headers) is three dimensional in nature, and for 

NSA the three dimensional effects should be accounted for. Therefore, there has been 

a move towards the CFD tools in NSA and reactor design. CFD tools have shown 

promising results for several reactor large and comp lex components. 

2. CFD tools have not been widely used in NSA due to the complexity in analyzing 

transient , two-phase flows usually occur under accident scenarios in addition to the 

issue of the code validation. However, the computational capabilities are being 

improved. 

3. This study validated FLUENT, a CFD code, for the flow distribution in headers with 

two different geometries representing various CANDU header designs. Validation 

using cylindrical header with vert ical/horizonta l inlet configurations showed good 
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agreement with the experimenta l data. The results showed that FLUENT we ll 

predicted the flow distribution under varying levels of imbalance. However, the 

deviation between the experiment and the predictions was fo und to increase as the 

level of imbalance decreases . This is due to the difficulty in measuring the very low 

flow rates and might not be due to the level of imbalance itse lf. 

4. It was found that FLUENT predicted 95.14% of all flow measurements with less than 

9% relative error for vertical-inlet header configuration and predicted 94.0% of all 

flow measurements with less than 5% relative error for horizontal-inlet header 

configuration. The difference is accuracy is believed to result from the quality of the 

experimental data, since 10 repeated measurements were performed for the latter, and 

on ly limited repeats performed for the former. Also, the uniformity in flow 

distribution in the horizontal inlet configuration header makes it easier to be predicted 

by FLUENT. 

5. Those flow measurement predictions with more than 7% relative error are mainly due 

to experimental errors. It is believed that the main experimental error is the difficulty 

in controlling the inlet flowrate and hold it at constant va lue. Thus, CFD has been 

found to be an efficient tool for anal yzing the sing le-phase flow in headers under the 

studied operating conditions. 
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6. Based on the results of this study, the recommended turbulence model to use for 

header geometries under steady state conditions is the RNG k-E model. This model is 

also widely app licable and is commonly used in the literature. The finding of this 

study is in agreement with another published work [10] where the RNG model with 

enhanced wa ll treatment provided best data fit of flow in coupled manifolds (two 

main horizontal tubes connected with three risers) for a range of Re number. The 

RNG model is widely applicable for complex flow behaviors, separating and 

recirculating flow s, curved geometries, and app licable over large range of Re. k-co 

also performed satisfactorily but RNG was favoured since it is more commonly 

applied across a wide range of geometries. 

7. Based on the results of this study and on notes from the literature, the CFD tools are 

capable to predict the fu ll size CANDU header gradients taking the following points 

into consideration: 

(a) In the full size header, some problems might be faced in properly building and 

meshing the complex geometry to get a high quality grid (some detai ls of the 

geometry might be needed to be simplified). Also, large number of nodes is 

required to get the mes h independency. 

(b) In modeling the flow under steady state conditions, the RNG with enhanced 

wall treatment is the more attractive model to use and to start with. However, 
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validation is still recommended on the large scale as the geometry there is much 

more complex and the operating conditio ns are different than those in the small 

scale validation. In this study, k-CD models also showed closed results to those of the 

RNG model but, fro m the literature, the k-CD models show a severe free-stream 

dependency and thus are not recommended as its results are strongly dependent on 

the user input [17] . 

(c) In appl ying the CFO tools fo r the full scale header the boundary and initial 

conditions of the s imulation need to be determined. The recommended way to do 

that is to provide the bo undary conditions from a one dime nsio nal system code and 

to feed the system code with averaged boundary conditions from the CFO code in 

what is ca lled "code co upling". However, the coupling itself can be a source of 

errors in addition to the errors in the system code . 

(d) The transient nature of most scenario s in NSA makes the application of CFO 

too ls more d iffic ult than for steady state scenar ios. Solving the RANS eq uations for 

transie nt conditions might be an additiona l source of erro rs. This is du e to the fac t 

that RANS equations were derived by integrating over a time T large in comparison 

w ith the turbulent time scale. Such averag ing is well de fined only when T goes to 

infinit y [32]. Thus, transient computations using RANS equations may lead to 

errors in the results if the simulated process is fast and requires short time steps. An 

alternative to RANS are Unsteady RANS (URANS), Large Eddy S imulation LES 
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and Detached Eddy Simulation (DES) which are well suited to and recommended 

for transient computations. 

8. Depending on the four points mentioned above, it is expected that the en"or in 

simulating the full scale header to be larger than the error found in this study. 

However, the CFO tools have shown promising results when used to simulate the 

branching flow in lower plenums and in the PWR downcomers and are highly 

recommended for the gradients in the CANDU headers. 

9. The accuracy of a transient CFD calculation depends on the discretization scheme 

(first or second order), grid size, grid quality and time step. If the time step is very 

small, it is expected that the accuracy to be close to that of a steady state calculation. 

However, for a complex geometry like the CANOU header, it will be computationally 

very expensive to use a fine grid with a very small time step. The time step itself is 

also dependent on the grid density. If N3 is the total number of nodes in a volume, 

then the time step is roughly proportional to lIN and the run time is roughly 

proportional to NS [17]. 
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Chapter 7 

Recommendations 

It is recommended to consider the follo wing points in CFD analys is of the reactor 

components: 

1. Validation of CFD tools for NSA sho uld start using simple representing geometries 

[17] (like the header of this study) with limited number of important variables where 

all code input data, initial and boundary conditio ns can be accurately measured. Also 

repeated experimental runs are preferred in order to detect systematic errors. 

2. A balance must be struck between computational accuracy and computational cost. 

Local grid refinement of the geometry is reco mmended. Also, very small time steps 

in specific periods in the entire time do main (like the initial interval of a LOCA 

transient) are recommended. 

As an extensio n of this wo rk it is recommended to study the fo llowing: 

I . CFD analys is of full scale CANDU headers. The analys is wo uld be much more 

complicated clue to the geometry co mplications. However, it wo uld be interesting to 
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investigate the applicability of the CFD techniques for the real header geometry and 

under the real operating co nditions. 

2. CFD analysis of transient single phase flow in the header. The same setup of this 

study could be used. 

3. CFD analysis of steady state and transient two phase flow in the header. The same 

setup of this study co uld be used. 

4. CFD analysis of CANDU headers co upled with I-dimentional analysis of the other 

reactor components and comparison with I-dimentional analysis for all components 

(including the headers); i.e. system code-CFD coupling. 

5. Validation of CFD tools against measurements of velocity and turbulence 

distributions along the header using Laser Doppler Anemometry (LOA). 
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Appendix 

Appendix A: Experimental Data 

AI: Experimental Data of Flow Distribution in the Upward Header 

Table (A I): Experimental data for upward header size I Ox40x 1000 mm [II] . 

Q V 
Re q)/Q q2/Q qiQ q.JQ (m3/s)xl0·3 (m/s) 

0.028 0.071 0.8173 0.3 10 0.246 0. 240 0.199 
0.042 0. 106 1.2 174 0.296 0.245 0. 245 0.2 12 
0.058 0. 145 1.6598 0.273 0. 247 0.255 0.226 
0.072 0.181 2.0690 0. 262 0. 248 0 .253 0.238 
0.083 0.209 2.389 1 0.258 0.250 0.249 0.242 
0.103 0. 257 2.9435 0.261 0 .250 0. 250 0.239 
0. 12 1 0.302 3.4578 0.257 0 .248 0.253 0.241 
0.1 37 0. 342 3.9 15 1 0.258 0.249 0.248 0. 238 
0. 152 0.380 4.3437 2.259 0.249 0.25 1 0. 240 
0. 162 0.405 4.6295 0. 26 1 0.248 0.246 0.243 

A2: Experimental Data of Flow Distribution in the Cylindrical Header 

Vertical-Inlet Header Configuration 

(All va lu es are in Llmin as ex perimentall y measured with accuracy of ±0. 15 Llmin) 

T bl (A2) E a e xpenmenta I d ata 0 f fl d ' 'b ' (I I I k ow Istn utlon n et ept constant at 1850 LI . ) mll1 . 
18.50/18.50 18.50/14.00 18.50/9.50 18.50/5.00 18.50/0.00 

3.7 1 3. 14 2.77 2.24 1. 84 
3.53 3.08 2.7 1 2.22 1.72 
3.59 3.08 2.64 2. 16 1.42 
3.37 2 .93 2.50 2. 15 1.58 
3.68 3.22 2.73 2.29 1. 80 
3 .64 3.07 2.75 2.24 1.75 
4.59 4 .28 3.9 1 3.67 3.27 
3.67 3. 18 2.74 2.27 1.76 
4.53 3.72 3.02 2.48 1.76 

108 



M. A. Sc. - A. Muhana McMaster-Engineering Physics 

Table (A3): Experimental data of flow distribution (Inlet I kept constant at 14.00 Llm in). 
14.00/18.50 14.00/14.00 14.00/9.50 14.00/5.00 14.00/0.00 

3. 12 3. 12 2.24 1. 8 1 1.34 
2.93 2.93 2.02 1. 54 0.95 
3.1 4 3. 14 2.26 1.8 1 1.29 
2.82 2.82 2. 12 1.74 1.30 
3. 12 3. 12 2.24 1. 82 1.32 
3. 17 3. 17 2.26 1. 83 1.37 
3.82 3.82 3.02 2.66 2.30 
3. 15 3. 15 2.26 1.80 1.29 
4. 17 4. 17 2.67 1.98 1.33 

Table (A4): Ex perimental data of flow distribution (I nlet I kept constant at 9.500 Llmin). 
9.50118.5 9.5&14.00 9.5/9.5 9.50/5.00 9.50/0.00 

2.83 2.32 1.9 1 1.53 1.05 
2.73 2.29 1.87 1.44 0.74 
2.63 2.05 1.63 1.1 5 0.46 
2.6 1 1.97 1. 68 1.22 0.83 
2.82 2. 16 1.90 1.45 0.95 
2.70 2.24 1.8 1 1.43 1.0 I 
3. 15 2.65 2.33 2.02 1.76 
2.8 1 2.24 1.91 1.45 0.96 
3.96 3.08 2.27 1. 67 1.04 

Table (A5): Ex perimental data of flow distribution (Inlet I kept constant at 5.00 Llmin). 
5.00118.50 5.00/14.00 5.00/9.50 5.00/5.00 

2.37 1.95 1.52 1. 11 
2.34 1.92 1.53 1.07 
2.1 2 1.68 1.24 0.73 
2. 11 1.71 1.30 0.87 
2.25 1.9 1 1.46 1.06 
2.22 1.85 1.47 1.05 
2.55 2. 12 1. 72 1.34 
2.28 1.88 1.42 1.05 
3.65 2.77 2.03 1.32 
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Table (A6) : Experimental data of flow distribution (Inlet I kept constant at 0.00 Llmin). 
0.00/18.5 0.00/14.00 0.00/9.00 

1. 89 1.32 0.94 
1.80 1.33 0.88 
1.60 1.24 0.66 
1.67 1.06 0.62 
1.9 1 1.4 1 1.02 
1.72 1.32 1.02 
1.77 1.34 0.98 
1.77 1.2 1 0.83 
3.24 2.40 1.59 

Horizontal-Inlet Header Configuration 

(All values are in Llmin as experimenta lly measured with accuracy of ±O. lS Llmin) 

T bl (A7) E a e xpen menta I d ata 0 f f1 d' 'b ' (I I I k ow Istn utlon n et ept constant at 1400 LI . ) mll1. 
14.00/12.10 14.00/10.20 14.10/14.00 14.00/16.20 14.00/18.50 

2.486 2.323 2.652 2.886 3.069 
2.426 2.275 2.583 2.809 3.08 1 
2.464 2.274 2.624 2.829 3.0 16 
2.43 1 2.228 2.733 2.898 3.08 1 
2.384 2.350 2.596 2.8 12 3.077 
2.59 1 2.342 2.796 2.995 3.26 1 
2.654 2.4 15 2.860 3.04 1 3.320 
2.575 2.39 1 2.750 2.98 1 3.238 
2.322 2.2 13 2.5 10 2.687 2.884 
2.532 2.39 1 2.723 2.940 3.2 13 

Table (A8): Experi menta l data of flow distribution (In let I kept constant at 18.00 Llmin). 
18.10/18.10 18.50/14.30 18.10/10.50 18.5017.50 18.50/0.00 

2.323 3. 187 2.784 2.568 1. 896 
2.275 3. 11 8 2.746 2.527 1.924 
2.274 3. 126 2.688 2.432 1.705 
2.228 3.066 2.6 19 2.406 1.685 
2.355 3. 144 2.704 2.44 1 1.690 
2.342 3.270 2.842 2.59 1 1.85 1 
2.4 15 3.264 2.824 2.565 1.826 
2.39 1 3. 14 1 2.723 2.480 1. 80 1 
2.2 13 2.935 2.57 1 2.357 1.755 
2.39 1 3.270 2.828 2.622 1.974 
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Appendix B: Calibration of Flow Meters 

The inlet flow meters were calibrated using a graduated cylinder and a stopwatch 

and calibration lines were generated (measured flow rate versus the flow meter reading) . 

T he plots are shown in Figure (B 1) and Figure (B2) for inlet 1 and inlet 2 flow meters; 

respectively. 
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Figure (B I): Inlet I calibration line. 
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Figure (B2): Inlet 2 calibration line. 

11 2 


