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Abstract 

The unique combination of material properties has led to the extensive use of Sn 

111 a wide range of industrial applications, making it one of the most important 

commercial materials. In this research work, an atomic scale computational model has 

been developed for Sn using Molecular Dynamics (MD). The MD simulation technique 

has proven to be quite effective in establishing quantitative models for different 

materials. But accurately modeling Sn using classical interatomic potentials in MD is 

quite difficult due to its complex crystal structure and phase stability. The Modified 

Embedded Atom Method (MEAM) has been used in this study as it includes angular 

forces present in materials with directional bonding, which can model both the metallic 

and covalent phase of Sn. Using this method, a previously published pure Sn potential 

has been modified to improve upon the melting properties. Some predictions are 

presented for thermodynamic quantities, phase stability, structural properties and elastic 

constants. Good agreement has been found with experiments for the melting point, the 

phase transition temperature and the latent heats; however the predicted elastic constants 

are somewhat greater than those found in the literature. The clystal - melt interface and 

its properties are also investigated with the new potential. The (001)[100] orientation of 

the interface is found to be atomically rough. Capillary Fluctuation Method (CFM) is 

used to compute the crystal - melt interface stiffness in this orientation and the interface 

kinetics is investigated wilh CFM and Free Solidification (FS) technique. The (100)[010] 
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and (110)[110] oriented interface is found to be flat or atomically smooth. Wulff plot is 

constructed to determine the equilibrium shape of a single Sn crystal and an approximate 

measurement of the interfacial energy for the flat interfaces is presented. 
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CHAPTERl 

Introduction 

1.1 Importance of Sn and Its Alloys 

Over the last few decades, industrial applications of tin (Sn) and its alloys have 

increased rapidly making it one of the most important commercial materials. It possesses 

a unique combination of propeliies, which has led to its use in a wide range of 

applications. Sn is rarely used in its pure form because of its softness; it is almost always 

used in combination with other metals, either as an alloying element or as a coating. 

According to a report by the Intemational Tin Research Institute (ITRIPl, world refIned 

Sn usage reached an all-time record level of 363,100 tons in 2007. As can be seen from 

fIgure - 1.1, the two most signifIcant uses of Sn are in solders and tinplate. Roughly two 

thirds of the Sn consumed by the solder market is used in the electronic industry as a 

major component of the next generation lead free solder [2]. The developmel~t oflead free 

solder alternatives was initially driven by impending U.S. legislation and Environmental 

Protection Agency regulations restricting lead usage in the electronics industry due to its 

toxicity. After July 1, 2006, the European RoHS has prohibited the sale of electrical and 

electronic equipment containing Pb and three other toxic elements [3]. Due to that 

legislation, extensive research has been conducted world wide to develop lead free 
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solder[4-9]. The National Centre for Manufacturing Sciences (NCMSP O
] conducted a three 

year long study and evaluated over 79 potential alloy replacements. Based on their report, 

the International Electronics Manufacturing Initiative (iNEMIP I] published a list of alloy 

recommendations for industries to follow. In that list, Sn alloys emerged as the material 

of choice because of its low melting point, manufacturability and reliability. 

u: Worlel refined tin use by application, 2007 «-m~ f1'11 

S.2% 

13.B% 
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Figure 1. 1: Global Sn use in 2007 by market sector [I] 

The non - toxic nature, superior corrosion resistance and attractive appearance 

have made Sn a very popular material for plating and surface finish. Over 90% of world 

production of tinplate is used to manufacture containers (tin cans) for packaging of food 

products and soft drinks, motor oil, disinfectants, detergents and polishes. Terneplate, 

which is mild steel coated with Sn-Pb alloy, offers strength, corrosion resistance and 

good thermal resistance. It is widely used as roofing and weather sealing material and in 
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construction of automotive gasoline tan1es, signs and radiator header tan1es [121. A good 

number of other Sn alloys are also used in the automotive industry for hydraulic breaking 

mechanisms, disc brake pistons, piston rings where good resistance to wear and corrosion 

is required [121. 

The organic and inorganic Sn chemicals account for almost half the total chemical 

usage in different industries. In petrochemicals, compounds of Sn find application in air 

purification systems, in binary oxide catalysts and reforming agents [2, 131. Other potential 

fields of application have been identified in the next generation solar cells, in aerospace 

industries and in production ofbio-diesels and hydrogen [131. 

1.2 Microstructural Characteristics and Phase Structure of So 

The industrial and cOlmnercial importance of Sn, as described in the previous 

section, is basically due to the wide range of its material properties that can be easily 

manipulated according to the user need by simple changes in some process parameters. It 

has been found that the structural, electronic and thermodynamic properties of Sn are 

very sensitive to temperature and pressure changes in the production process. Such 

sensitivity can be related to the position of Sn in the periodic table. Sn sits on the 

borderline between covalent and metallic bonding among group IV elements C, Si, Ge 

and Pb. Above Sn, the elements C, Si and Ge form a diamond cubic structure with 

directional covalent bonding while Pb, sitting below, forms an fcc struchll'e with metallic 

bonding. This transitional behavior can be seen explicitly in the phase diagram of Sn. 

3 
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Below 286 K, Sn possesses a diamond cubic stlUcture with zero band gap [14]; this grey 

colored phase is also known as the a phase or the grey Sn. Above 286K, Sn crystallizes 

in a body centered tetragonal stlUcture with two atoms per unit cell. This white colored 

metallic phase is also known as the ~ phase or the white Sn, which has a melting 

temperature of505 K. The two crystal stlUctures are illustrated in figure 1.2. 

( i ) 

cY1~:~ r) cl.O.;./~.--.--[~ 
/ ~Jlhase .... /a 

)' . Cf 

( i i ) 

Figure 1. 2: Crystal structure of different phases of Sn. i) a phase or grey Sn 

i i) ~ phase or white Sn. 

The metallic ~ phase can be viewed as a distortion of the diamond cubic a phase. 

The transition between these two allotropes occurs at a temperature of 286K at 

atmospheric pressure which was given for the first time by Cohen and Van Lieshot [15]. 

There is a 27% volume change associated with this transition due to the difference in 

lattice parameters, which are: for ~ Sn, a = 5.831 A and c = 3.181 A, and for a Sn, a = 

6.489 N161. This transition, however, does not occur readily; ~ Sn has to be kept below 

this temperature for a sufficiently long time (days to years) before it can transform to a 

Sn. On the other hand, a Sn immediately starts to transform to B Sn after the temperature 
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has been raised to a few degrees above the transition temperature. The a~p phase 

transition is mainly massive in nature, but partially proceeds by martensitic 

transformation [17]. 

1.3 Atomistic Simulation and Molecular Modeling: A Novel Approach 

In recent years, atomistic simulations have proven to be quite effective in 

establishing quantitatively various material properties and processes [18-22]. The insights 

available through simulation of materials from the atomic level to the finite element level 

have significantly reduced wasted experiments, allowing a large number of candidate 

materials to be screened and processes to be optimized for a more efficient production. 

Molecular Dynamics simulation is one such technique, which is used to determine time 

dependent equilibrium and transport properties of a classical many body system. It 

solves the Newton's Law of motion F j = mjaj within any interacting system consisting i = 

1 .... N particles. To study the evolution of the system with time, it is necessary to have a 

knowledge of the force acting upon each particle 

1.3.1 Interatomic Potential 

The interaction between two atoms or molecules in a system is the existing 

attractive or repulsive forces between them. The magnihlde of that force is called the 

potential energy of that system. In order to accurately model any real alloy system, 

information about some physical parameters and equilibrium separation distance of the 

5 
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two interacting species are used to determine the inter atomic potential. The parameters in 

the potential function are fitted to give desired properties of the materials such as 

cohesive energy, lattice parameters, elastic constants and vacancy formation energy, 

which are obtained from experiments or fi·om first principle calculations. When an 

optimum fit is reached, that particular set of parameters is taken to represent the material 

in any further simulation operations. 

An accurate model of the interaction energy or the potential of the system is 

critical for any theoretical or simulation work. The interaction between atoms will vary 

according to the type of material and the nature of the bonding. A single universal model 

can not describe all types of bonding. To date, quite a few methods have been published 

to model different types of materials. A Brief description of some of the major methods is 

given below. 

(aJ Lennard - Jones (LJ) Potential: 

Atomistic simulation in earlier days employed a pair potential of the Lennard -

Jones (LJ) type [23]. It is a simple mathematical model that can accurately approximate the 

non-bonded interactions existing between atoms or molecules separated by a short 

distance. LJ is valid for inert gases such as Ar, Xe. The potential resulting from the 

particle interaction is given by the following equation [24-26] -

(1.1) 

6 
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where () is the finite distance at which the particles experience zero force, E is the depth 

of the potential well and r is the distance between two patiicles. A plot of this function in 

figure 1.3 shows forces acting on such a potential system - a strongly repulsive short 

range interaction, attractive forces at large distances, and weak attractive forces at very 

large distance 

o 

J 
)I 

\: J;r~ 
.' . ....;-- Repulsive 
p. 
I'.. 
{ " \ .~ 

" .,O"¥-__ 

,/ ~-- Attractive 

Figure 1. 3: Forces acting on a LJ system consisting ofpatiicles which are separated by a 

distance r [27] 

Although this is an approximate potential, it has the features needed to describe 

the interactions between closed shell atoms and model "slip" along interatomic planes or 

the transformation of a solid to liquid when the particle motion increases with increasing 

kinetic energy [28-30], but it can not account for metallic and covalent bonding [31]. 

(b) Embedded Atom Method (EA]yJ): 

Daw and Baskes introduced the Embedded Atom Method (EAM) [32, 33] for 

calculating ground-state properties of realistic metal systems. It has enabled a semi -

7 
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quantitative and in some cases, even quantitative description of interatomic bonding in 

metallic systems. Based upon the Density Functional Theory (DFT) [34], this method 

produces different effective interactions between two atoms when they are in a different 

environment in a cluster. The energy of the system is given by -

(1.2) 

were rp(rij) is the pair potential term, F(PJ is the embedding function, rij is the distance 

between atoms i and}, Pi is the spherically averaged total electron density at atom i due to 

all other atoms in the system. Daw and Baskes published the EAM formulation for 

transition metals with fcc structure, which was later extended to metals with bcc crystal 

by Johnson and Adams [35,36]. 

(c) Finnis - Sinclair (FS) Potential: 

Another approach was proposed by Fil1llis - Sinclair [37] in 1984. They employed 

a semi empirical approximation of the DFT and derived a many body potential from the 

tight binding technique. The energy per atom at a given position is written as the sum of a 

N body term and a pair potential term -

(1.3) 

The N body contribution is given by UN = -Af(p) where p is the local electronic 

charge density and the function f is chosen such that it mimics the tight binding theory. 

The core repulsion in equation 1.3 is given by Up =..!.- LV (1';) where ri is the interatomic 
2 i*O 

8 



S. Yasmin - M.A.Sc Thesis - Dept. Mat. Sci. & Eng. - McMaster University (2010) 

distance between atoms. This potential was originally developed for transition metals 

with bcc crystal structures but later Rosato et al. [38] extended it to transition metals with 

fcc lattices and Stutton and Chen [39] introduced variants for hcp transition metals. 

(d) Modified Embedded Atom Method: 

Though the EAM is widely used to describe late transition or noble metal 

systems, it can not account for the directional bonding in group IV elements like Sn. A 

modification to this method was proposed by Baskes et al [40] to include the angular 

forces resulting from directional bonding. The Modified Embedded Atom Method 

(MEAM) is basically an extension to the original EAM fonnulation which includes 

angular contributions to the interatomic force. 

In MEAM, the total energy, E, of a system is also given by the form in equation 

1.2. The embedding function is written in tenns of a simple function of electron density 

and is given by 

F(p) = AEc ~ In(~) (1.4) 

Po Po 

where, A is an adjustable parameter, Ec is the cohesive energy and po is a density scaling 

(0) 
parameter. The spherically symmetric electron density P is used in the EAM to 

compute the average forces, but MEAM introduces angular forces through the angle 

dependent partial electron density j5 , 
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2p(0) 
P =---'------=-

l+exp-r 
(1.5) 

(h) (h) 
where, I' = I 11=1 t (h lcp (h) / p (0) ) 2. The t are constants and the p term is the 

summation of atomic electron density that decay exponentially with separation distance r, 

(1.6) 

/3 (h) 
where the decay lengths are also constants and re is the nearest neighbor atomic 

distance. 

The potential between two atoms separated by a distance r is given by [41) 

¢(r) = ~{Ell (r) - F[po (r)]} 
Z (1.7) 

where Z is the number of first neighbors, 15° (r) is the background electron density of 

the reference structure which has Ell (r) energy per atom. This energy is computed from 

the universal equation of state by Rose et al. [42) 

Ell (r) = -Ec (1 + a*) exp( -a*) (1.8) 

1 * ( r 1) arld a2 -- 9QB 1 . n dB· 1 d b 11 w lere a = a - - lavmg .!.l. an as atomIC vo ume an u <: 
re Ec 

modulus respectively. 
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Accurately modeling Sn usmg classical interatomic potentials presents a 

significant challenge due to its complex crystal structure and allotropic transition. It is 

difficult to develop a single set of parameters which will model directional covalent 

bonding of a Sn and at the same time give fairly accurate interaction of metallic bonding 

of ~ Sn. The MEAM approach is usually employed in such a case as it includes the 

directional dependence of electron density and the resulting angular force. 

1.4 Crystal- Melt Interface Properties and Its Influence on Growth Morphology 

The solidification of crystals from the melt has been subjected to extensive study 

due to its importance from both the technological and industrial point of view. The final 

microstructure plays an important role in determining the quality of the end product in a 

wide range of solidification process [43-50]. Sn alloy solidification has been investigated 

thoroughly due to its important application in next generation lead free solder in 

electronic circuit boards. The integrity of the solder joint entirely depends upon the 

microstructure as it determines the sustainability of the joint under thermo-mechanical 

working conditions [51-55]. In most industrial processes, from casting to welding and 

soldering, the solidification mechanism follows a non - equilibrium path which gives rise 

to a branch like microstructure known as dendrites. The complex morphology of the 

dendritic microstructure, as illustrated in figure 1.4, determines the mechanical integrity 

of the solidified crystal. 

11 
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Figure 1. 4: Dendritic structure of multi phase Ni-21.9Al-8.1Cr-4.2Ta-0.9Mo-0.3Zr 

(at. %) intel111etallic alloy [56] 

Over the years, considerable effOli has been directed towards the development of 

a theoretical understanding of dendritic solidification [57 - 62]. A major contribution came 

form Ivantsov [63] in the form of a solution to the problem of a steady state growing 

dendrite of parabolic shape under the assumption of an isothermal solid - liquid interface. 

It predicts that the product of the dendrite tip radius r times the tip speed V is a constant 

fixed by the degree of supercooling of the melt. The next maj or step was given by the 

advent of microscopic solvability theory of steady state dendrite growth [64]. It 

emphasizes the role of crystalline anisotropy on growth rate and tip radius of dendrites. 

The formation of the branch like morphology is strongly influenced by the anisotropy of 

the solid - liquid interfacial energy y as well as on the anisotropy of the interface kinetic 

coefficient ~l for larger growth rates. Later on, phase field simulation studies on dendritic 

12 
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evolution [65 - 71] have further demonstrated an intimate link between mesoscale 

morphology of dendrites and the nano meter scale interface properties. 

1.4.1 Crystal- Melt Intelface Properties 

There are two solid - liquid interface properties that govern the growth rate and 

morphological development in dendrite fonnation - the interfacial free energy y which is 

given by the free energy per unit area required to create a interface between the crystal 

and its melt and the kinetic coefficient Jl given by the proportionality constant between 

growth velocity and undercooling. The orientation dependence of these properties have a 

profound influence over the interface temperature. The equilibrium crystal - melt 

interface temperature during the solidification of a pure metal is given by the velocity 

dependent Gibbs - Thompson condition [72] -

(1.9) 

where Tu is the melting temperature, L the latent heat of melting per unit volume. In the 

second tenn yen) is the orientation dependent interfacial free energy where n represents 

the normal vector to the growth direction and ()i refers to the angle between the growth 

direction and normal to the interface. This term represents the depression in the local 

temperature at an interface due to the interface characterized by the two principle radii of 

curvature R i . A kinetic undercooling will also result from the growth velocity, V;, with a 

kinetic coefficientJ1(n) . 
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The orientation dependence of these properties will lower the interface 

temperature more in some specific orientation than the other. Such an imbalance will 

result in the breakdown of a planar interface and some orientation will experience faster 

growth resulting in branchlike dendritic structure. Therefore the final microstructure of 

the solidified crystal will depend upon the anisotropy of its solid - liquid interface 

properties. 

1.4.2 Effect of Crystalline Anisotropy on Growth Morphology 

The morphology of grown crystals arises it-om the underlying crystalline 

anisotropy, the fact that crystallographic propeliies depend upon orientation. Since the 

equilibrium shape of a solidifYing crystal is the one which minimizes its interfacial free 

energy 'Y, the morphology of the growing crystal will be an image of its 'Y anisotropy [73-

75]. But this anisotropy is characteristically very weak for dendrite forming systems with 

low entropy of melting and atomically rough interfaces. A precise value of this key 

parameter is difficult to compute or measure experimentally for metallic systems of 

practical relevance [76]. That is why the existing anisotropy measurements remain limited 

to a few transparent organic systems [77, 78]. In recent years, this difficulty has been 

overcome by computing the interfacial stiffness y + y" which is an order of magnitude 

more anisotropic than 'Y itself [72,79]. Figure 1.5 shows this difference of anisotropy of 

surface energy and surface stiffness. The figure (a) shows the surface energy plot of a Si 

surface and figure (b) is for stiffness of the same surface under same condition. This 
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figure, in principle, can also be used to understand the difference in interfacial energy and 

stiffness anisotropy. 
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Figure 1. 5: Synthesis of the experimental results for Si shown as polar plot in the (110) 

plane. (a) Anisotropy of the surface :/iee energy (gamma-plot), (b) anisotropy 

of the surface stiffness(stiffness-plot) [80]. 

Fundamentally, stiffness is the measure of the stability of the interface against 

undulation [80]. A high value of this key parameter infers that the interface will be more 

stable against any perturbations and it will require higher energy for the planer surface to 

breakdown. Anisotropy in stiffness will govern the height of fluctuations of the crystal -

melt interface and in turn dendritic structure formation. 

Over the last couple of decades, phase field models (PFM) have emerged as a 

powerful tool for modeling dendritic evolution starting from solidification of pure 

materials [8\, 82] and later extending into alloy systems [83, 84] These models have 
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benefitted by incorporation of the results of modeling at the atomic level. Atomistic 

simulation techniques like Molecular Dynamics (MD) and Monte Carlo (MC) have been 

developed to compute accurately the crystal- melt interface properties [72,79,85-88]. These 

simulation techniques have made it possible to quantify the diffuse interface and 

understand boundary conditions at the atomic level, which are then incorporated into 

PFM to solve dynamical problems. As it covers a wide range of length scale, the PFM 

has become the model of choice when it comes to modeling dendritic growth in 

solidifying systems. 

1.5 Objectives of the Project 

This research work is focused on developing a computational model for Sn and 

predicting the preferred orientation for growth of dendrites in a pure Sn system. The 

objectives of this project are-

(1) To develop a set of potential parameters for pure Sn and compute its 

structural, elastic and thermodynamical properties within acceptable accuracy. The 

parameters are optimized to simulate the equilibrium crystal - melt interface and to 

compute the solid -liquid interface propeliies. 

(2) To compute the interfacial stiffness of the crystal- melt interface of a pure Sn 

system and dete1111ine the equilibrium shape of a solidifying crystal. The Wulff plot of a 
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single Sn crystal will provide the underlying physics of the interface and anisotropy of 

the crystal melt interfacial energy. 

(3) To determine the kinetic coefficient of the interface growth of a pure Sn 

system and its variation with orientation. 

The rest of this thesis is organized as follows. The subsequent chapter will present 

a review of an existing Sn MEAM potential due to Ravelo and Baskes [89] and will 

evaluate the phase equilibrium behavior of the two crystal phases a and ~ and the liquid 

phase. Simulation techniques are detailed for the computation of specific properties and 

compared with the result of the existing potential. A method is presented to modify the 

potential to improve upon the melting properties and conect the stability of phases. Then 

chapter 3 describes in detail the anisotropic free energy computation and the 

determination of the equilibrium shape of solidifying crystal by constructing the Wulff 

plot. Chapter 4 describes simulation methods to determine the orientation dependent 

kinetic coefficient and interface mobility. The final section will summarize the research 

work and will suggest future work for further improvement. 
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CHAPTER 2 

Inter - atomic Potential Computation 

2.1 Overview of Sn Potential 

It is not always possible to develop a single classical potential that describes the 

interactions of certain systems in all chemical environments. This transferability problem 

is particularly severe in the case of materials for which little experimental data is 

available. To date very few classical interatomic potentials for Sn have been developed 

due to this problem. Berroukche et. al. [90] published a set of potential parameters for Sn 

using the three-body potential of Tersoff [91] which is an empirical interatomic potential 

system used to determine the interactions in complex covalent systems. They performed 

MD computations of the temperahlre dependent structural and thermodynamic properties 

of a Sn but could not extend their Shldy beyond the transition temperature. The chosen 

potential system limits the system to a phase of Sn only, can not account for the metallic 

bonding responsible for the body centered tetragonal phase ~ Sn. 

Ravelo and Baskes [89] chose the modified version of the embedded atom method 

(MEAM) [92] formulation to represent the atomic interactions in Sn. As shown in the 

previous chapter, MEAM includes the directional bonding of the covalently bonded 
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systems and it can as well be used to set up metallic material by assuming a spherically 

averaged electron density. This type of potential system can ideally be used to model Sn. 

Ravelo and Baskes published a set of ME AM parameters for Sn by fitting to the cohesive 

energy, lattice and elastic constants of a Sn, the lattice constants and vacancy formation 

energy of ~ Sn and the energy difference between various forms of Sn at OK. Their 

potential, given in Table 2.1, hereafter will be referred as the RB potential. 

Table 2. 1: MEAM parameters of Sn developed by Ravelo and Baskes. 

Potential Ec A a ~(O) ~(1) ~(2) ~(3) 

RB 3.08 1 1 6.20 6.20 6.0 6.0 6.0 4.5 6.5 -0.183 

This research work will also follow the MEAM fonnulation to model atomic 

interaction in Sn and to compute its different structural, thermodynamic and elastic 

propeliies. 

2.2 Evaluation of RB Potential 

The RB potential is first evaluated for its general applicability; that is whether it 

can be actually used to model the thermodynamic and kinetic properties of the solid -

liquid interface of the two phases of S11. The RB parameters are used to set up a Sn 

system using LAMMPS code [93] and a few of its properties are computed. If those 

properties are found to be within an acceptable error margin, then it can be accepted as a 
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general Sn potential. Computational details of Sn properties are given in the following 

sections. 

2.2.1 Lattice parameter computation 

Lattice parameter or lattice constants are the equilibrium distance between two 

atoms in a unit cell of a crystal lattice. The a Sn has a diamond cube structure, so there 

will be only one lattice parameter a required generate a periodic a Sn crystal. On the 

other hand, p Sn has a tetragonal unit cell structure that requires two parameters a and c 

to be defmed. These parameters will also change with temperature; higher temperature 

will create higher vibration within the crystal resulting in an increase of the distance 

between atoms. 

Lattice parameters of a and P Sn were computed using a Nose - Hoover style 

isothermal- isobaric ensemble (NPT) with pressures in all three dimensions set to zero. 

Equilibrating a P Sn system consisting of 8x8x32 unit cells and 12,288 atoms at different 

temperatures, the total length of the box was measured under the zero pressure condition. 

Dividing the total length in any direction by the number of unit cells in that direction, the 

lattice constant at that temperature was measured. Figure 2.1 (a) (b) shows the trend in 

change of lattice parameter with temperature. Similar result was found in the experiment 

ofa Sn. 
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Figure 2. 1: Change in lattice parameter of ~ Sn at different temperatures. 

It can be noted from figure 2.2 that the ratio of the two lattice parameters for ~ Sn 

remains almost the same for all the temperatures. 
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Figure 2.2: Ratio of the two lattice parameters of ~ Sn 
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The linear thermal expansion coefficient is given by the following relation [941 -

M 
a(!1T)=--

Lo!1T 
(2.1) 

Applying this relation on the a lattice parameter of p phase of Sn generated using the RB 

potential, the linear thermal expansion coefficient a(!1T) was found to be 13.96 x 10-6 
Kl 

at 300 K, whereas in literature it is found to be 23.5 xl0-6 Kl [941. 

The trend of result in this work was found to be pretty consistent with lattice 

parameter published in the RB paper, which were for a Sn a = 6.483 and for p Sn a = 

5.92 and the cia ratio of 0.546. 

2.2.2 Ground state energy computation 

The ground state energy of a system is referred to the energy at absolute zero 

temperature and at zero entropy. In this lowest energy state, the atoms will be sitting on a 

perfect crystalline lattice. 

In this work, the ground state energy was computed through the LAMMPS energy 

minimization command, which performs an energy minimization by iteratively adjusting 

atom coordinates using a conjugate gradient scheme. The total potential energy of the 

system is minimized here, which is given as a function of the N atom coordinates: 

22 



S. Yasmin - M.A.Sc Thesis - Dept. Mat. Sci. & Eng. - McMaster University (2010) 

E(rt ,r2, .. ·,rN) = "LEpail.(r;,rj) + "LEbonAr;,rj )+ "LEangle(r;,rj,rk)+ 
ij ij ijkl 

+ "LEd;hedral (r;, rj ,rk,rl ) + "LE;mproper (r;,rj,rk,rl ) + "LE fix(rJ (2.2) 
ijkl ijkl ; 

The first term in the equation is the sum of all non-bonded pairwise interactions, the rest 

of the term are bond, angle, dihedral, and improper interactions respectively, and energy 

due to additional operations in the system which can act as constraints or apply force to 

atoms. In this experiment, no additional fixes were applied on the system, so the energy 

function excluded the last tenn. The starting point for the minimization is the current 

configuration of the atoms and progresses by iterating atom co-ordinates and evaluating 

energy at each iteration step. It will stop if the energy tolerance, defined as the ratio 

between the energy difference at successive iterations and the energy magnitude, is equal 

to the value set during the simulation run, 1.Oe-4 for this computation. 

The ground state energies as computed from this computation were, for a Sn -

3.1396 eV/atom and for ~ Sn -3.085 eV/atom. Comparing this result with the RB paper 

and other published literature, it was found to be consistent with both RB and other 

experiments. 

2.2.3 Melting point determination 

Computation of the melting point (T M) is a two step process. The first step in 

accurate determination of T M is an approximate estimation by extrapolating the solid -
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liquid interface velocity versus temperature plot to the point where the velocity is zero. 

The second step consists of the co - existence approach [96] that improves on the 

uncertainty ofTM. 

In the fIrst step, Molecular Dynamics (MD) simulations are performed on systems 

containing both solid and liquid phases in an NP zAT ensemble at various trial 

temperatures near the experimental TM . The total number of atoms is kept fIxed in a 

system with a fIxed cross sectional area A; only the direction normal to the interface 

(along z) is allowed to change through out the simulation in order to maintain the isobaric 

condition (P = 0). The growth velocity of the moving interface is monitored by the 

change in the potential energy of the entire system over the course of simulation at each 

temperature. This change is indicated by the slope of the potential energy versus time 

plot. The approximate melting point is obtained by extrapolating the temperature to the 

point where there will be zero velocity of the interface; that is the slope of the potential 

energy curve will be nearly zero. Below this temperahlre, the crystal part of the system 

will grow at the expense of the liquid while above this temperahlre some of the solid will 

melt which will create a velocity of the crystal - melt interface. At the melting point, if 

any fluctuation at the interface results in solidifIcation of some portion of the liquid, it 

will immediately melt back to maintain the equilibrium. As a result, the crystal - melt 

interface will remain stationary. But due to the noise at the fluchmting interface, this 

method will have some uncertainties in its results. 
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In the present work, a ~ Sn system consisting of 8x8x32 unit cells and 12,288 

atoms was set up using the RB potential. The NP zAT ensemble is applied at different trial 

temperatures of 415 K, 420 K, 425 K, 430 K and 435 K and the velocity of the solid-

liquid interface was monitored by the change in potential energy with time. Figure - 2.3 

shows the potential energy - time plot for this Sn system at three temperatures giving an 

idea about the interface velocity. This computation was conducted on two orientation of 

the crystal- melt interface, which were (001)[100] and (11 0)[11 0]. 

Potential Energy Vs Time Plot 
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Figure 2. 3: Potential energy versus time plot of the ~ Sn system in (110) [1 I 0] direction 

at different trial temperatures. 

Plotting the slope of these curves with temperature will result in figure 2.4 (a) and (b) and 

extrapolating the slope to zero gives the first approximation of the melting point as 415 ± 

3K. 
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Figure 2. 4: Slope of potential energy - time curve with respective temperature 

(a) (001)[100] (b) (110)[110] 

In the second step of the melting point determination, a co-existence approach [96] 

is applied. This requires a MD simulation to run in a micro canonical (NVE) ensemble on 

a solid - liquid system at the melting temperature approximated :li0111 the first step. This 

approach is based on the principle that if the solid - liquid system is at equilibrium, then 

the temperature of the system will be at the melting point. If the system goes below its 

melting point then some of the liquid will solidifY to conserve the total energy, resulting 

in release of latent heat into the closed system. This latent heat will increase the 
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temperature towards the equilibrium melting point. Similarly, if the temperature goes 

above the melting point, some solid will melt absorbing some heat from the system and 

will lower the temperature towards its melting point. The pressure of the system will also 

equilibrate and the system will evolve towards equilibrium. 

In this work, the NVE ensemble was applied on a system similar to the one 

mentioned in the first step. The temperature of the experiment was taken to be 415K as 

determined in the first step. The change in temperature was monitored over time and it 

was found that over a time span of 3 ns, there was not much change in the temperature of 

the system. This reconfirms the approximation of the fn-st step that the melting point of 

the RB Sn system was 415 ± 3 K. 

Comparing the result of this work with those of the RB and other published 

literature, a huge difference is found between the established melting point for Sn (505 

K) and that of this work (415 ± 3 K). The RB predicts a melting point of 453 K with a 

±50 K error margin which is due to error in its computation of the free energy of liquid. 

The result of this work falls within that error margin of RB and can be considered as a 

reasonable reproduction ofRB result. 

2.2.4 Gibbs Free Ellergy Plot 

To determine the free energy difference between two phases in an atomistic 

simulation a reference state must first be determined. Although several studies have 
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utilized, for example, a quasi-harmonic model for the fi·ee energy of the crystal at low 

temperatures [97,98], recent investigations [99,100] have shown that the melting point, where 

the fi·ee energy of the solid and liquid are equivalent, can be used as a convenient 

reference temperature. 

The free energy as a function of temperature can be found fi·om the following 

thermodynamic relationship [99]: 

1M 
Jl-JiL = f HS(T')-HL(T') dT' 

T T T,2 (2.3) 

where H represents the enthalpy and the superscripts Sand L refer to the solid and liquid 

phases respectively. Over a wide temperature range the approximation Ils -ilL = L(T-TM) 

I T M where L is the latent heat, was found to be very accurate and the results presented in 

this research work have utilized the simple approximation. 

Latent heat can be defined as the difference in potential energy between the solid 

and liquid phase at the melting point. To compute this energy, a ~ Sn system consisting 

of 8x8x32 unit cells and 12,288 atoms was set up using the RB potential at 415 K. 

Potential energy per atom was recorded for the system at both crystalline and liquid state. 

The latent heat was computed as 0.032 eV/atom, the same as published in the RB paper, 

which is considerably lower than the experimental value of 0.073 e V latom [96]. 
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The free energy of the crystal phase minus that of the liquid as a function of 

temperature is plotted in figure 2.5. The data points indicated by the circles refer to the 

grey Sn phase and the squares denote the thermodynamic behavior of the white Sn phase. 

The results illustrate a main weakness of the RB potential; it predicts that the grey Sn 

phase is always more stable than the ~ phase whereas experimentally there is range of 

temperatures where ~ is the lowest free energy phase. The free energies of a and ~ 

become equivalent only at a very high temperature, roughly 600K, which is above the 

melting point of either crystal. It can be concluded that the RB potential can not predict 

the correct stability of phases in a pure Sn system. 
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Figure 2. 5: Change in Gibbs free energy with temperature for a and ~ phases of Sn. L1G 

is the free energy of the crystal minus that of the liquid 
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2.2.5 Solidification of a single crystal of Sn 

An additional complication was uncovered when attempting to model the ~ 

phase-liquid interface using the RB potential. A ~ Sn system of 30x30x12 dimension, 

consisting of 64,800 atoms, was at fIrst equilibrated at a temperature of 387K. Keeping a 

region in the middle of the system in the solid ~ phase state, the rest was melted at 800K. 

When the temperature of the whole system was lowered to 387 K in 3 ns, with time steps 

of 1 fs, to grow a single crystal of white ~ phase from its melt, the system solidifIed as a 

poly crystal with a different crystal geometry than the parent phase as shown in fIgure 2.6 

However the phase that formed at the original ~-liquid interface was neither a o.r~. The 

new phase, which will be referred to as the E phase, has a body centered tetragonal crystal 

structure with two atoms per unit cell and dimensions of a = 5.18 A and c = 3.32 A at 1K. 

The formation of E, which is not observed experimentally, appears to be closely related to 

the specifIc crystallographic orientation of the solid-liquid interface. As shown in fIgure 

2.6, the E readily forms at the 100 interface of~, but is not observed for other crystal-melt 

faces. 

However, the E phase may be related to the transition between pressure induced 

phase changes mentioned in some literatures [101-106]. The free energy of the new phase is 

plotted in fIgure 2.5 and it can be seen that it is very close in value to the liquid free 

energy over a wide temperature range. 
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a 

Figure 2.6: Unit cells of the Band E phase resulting from the RB potential. The E phase, 

which is not observed experimentally, forms at the B solid -liquid interface. 

Analyzing the results of phase equilibrium obtained from the RB potential, it can 

be concluded that this potential is not ideal for simulating the crystal - melt interface in 

Sn. This model raises some thermodynamic issues not found in the real metal. Therefore, 

this work proposes some modifications of this RB potential, which are detailed in the 

following sections. 

2.3 Modification of the RB potential 

As it has ah'eady been discussed in the previous sections, the propeliies of the Sn 

model will depend upon the potential parameters which will establish the interaction 

between atoms. Modification of the Sn model refers to changes in those parameters 

which will optimize the properties. To modify this potential, six Sn MEAM parameters of 

the RB potential were targeted. The chosen parameters were A, B(o), t(1), t(2), t(3) and the 
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parameter ~ where p = p(1) = p(2) = p(3). A small change in any of the six target 

parameters will vary all of the resulting materials properties of the MEAM Sn. The 

properties chosen to be evaluated were lattice parameter a of a Sn, lattice parameter a 

and c of ~ Sn and their ground state energies. To assess the property changes a series of 

simulations were performed where one parameter is altered by a small (approximately 

5%) amount and the resulting property changes were computed. For example, by 

changing the parameter A, the associated change in lattice constant of the a phase is 

computed according to the relation -

3aa aa,SnX - aa,RB (2.4) 

3A ASnX -ARB 

where snX denotes the new set ofMEAM parameters. 

In order to formulate a Sn potential with improved melting and a.~~ transition 

temperatures, it can be noted that the ground state energy of the a Sn must be increased 

and the cohesive energy of the ~ Sn phase should be decreased (see figure 2.5). In 

addition, to prevent the formation of the non-equilibrium E phase its cohesive should be 

increased. Finally, the original RB potential predicts lattice parameters for the two 

equilibrium crystal phases, ie. a f3' c f3 and aa' in perfect agreement with experiment and 

therefore the modification scheme should result in no change from the RB result. 

Changes in the six materials parameters just described are related to the six target 

MEAM parameters by the following six by six matrix: 
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oaa oaa oaa 
oaa oA OpD ot 3 oA 
oaJ3 OpD 
oeJ3 op 
oED a ot l 

oED J3 ot 2 

oED oED 
" " 

oED 
" ot 3 

oA ot 3 

The matrix is then inverted to obtain any desired change in the properties. The parameters ~(l) 

,~(2) and ~(3) were later varied to get a better approximation of lattice constants. The new set 

of MEAM parameters is given in table 2.2; which, hereafter, will be referred to as the S1129 

potential. 

Table 2.2: New set ofMEAM parameters for Sn 

Potentia Ec A riJ a ~(O) ~(l) ~(2) ~(3) t(1) t(2) t(3) 

Sn29 3.08 1.0386 1 6.20 5.945 6.0 6.0 5.7 4.5 6.5 -0.183 

2.4 Evaluation of Sn29 potential 

Similar to the process followed 111 evaluating RB potential, Sn29 was also 

subjected to scrutiny. Structural, thermodynamic and elastic properties are computed for 

a Sn system generated using Sn 29 and compared with published literature. A brief 

description of the computational details is given in the following. 
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2.4.1 Structural property computation 

Structural properties of any material include its lattice constants and ground state 

energies. Methods of computation of these properties have been detailed in section 2.2.1 

and 2.2.2, so it will not be repeated here. Following those procedures, the ground state 

values of the cohesive energies and the lattice parameters for the Sn29 potential are 

computed and summarized in table 2.3. Also provided is a comparison with experiment 

and the RB predictions. In all cases there is excellent agreement with experiment. The 

main deviation occurs in the cia ratio of the ~ phase, but this parameter is still within 1 % 

of the experimental value. There was improvement on the value of linear thermal 

expansion coefficient a(f"T). 

Table 2. 3: Structural properties of Sn computed fi'om the new potential 

Properties From literature RB potential Sn29 

Ecoh (Grey Sn) (eV/atom) _3.14[107] -3.140 -3.109 

Ecoh (White Sn) (eV/atom) _3.10[103] -3.085 -3.086 

au (A) 6.483[108] 6.483 6.555 

ap(A) 5.8313[108] 5.92 5.916 

cp(A) 3.188[108] 3.232 3.261 

cia ratio 0.546[108] 0.546 0.552 

a(f"T) Kl 23.5 xl 0-6 [95] 13.96 x 10-6 19.19 x10-6 
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2.4.2 Thermodynamic property computation 

The melting point was computed for tIlls new set of Sn parameters following the 

procedure described in section 2.2.3. For Sn29, the melting point was found to be 547 ± 

3K, which is still within a ± 50K range fi'om the experimentally established melting point 

of 505K. Figure 2.7 shows the fi'ee energy plot for the ex, p and E phases using Sn29. The 

improvement over the results of figure 2.5 is clear. Now the white tin phase is stable 

with respect to grey Sn over a temperature range in good agreement with experiment. An 

extrapolation of the a and P free energy curves results in a transition temperature 

between the two, which is 275K. It is in excellent agreement with the 286K value found 

in experiment. 

0.0'15 
__ White Sn __ Grey Sn -6- Epsilon Sn 

0.01 . 

0.C05 

' .... <i 3. ) 000 

·O.co5 -

-0.01 -

-0.015 

Figure 2. 7: Change in Gibbs free energy with temperature for the white, grey and 

epsilon phases of Sn for the potential Sn29 

The transition temperatures are smmnarized in table 2.4. Also evident fi'0ll1 the 

table is the fact that the improvement in equilibrium transition temperatures also results 
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in a considerable improvement in the latent heats of transitions. The latent heat of the 

a-----+~ transfol1nation (.022 eV/atom) predicted by the Sn29 potential is in agreement with 

experiment. The latent heat of melting is considerably lower than the actual value, but is 

much closer than the RB result. 

Table 2. 4: Thermodynamic properties as computed for Sn29. The subscript t refers to 

the a- ~ transition and 'm' refers to the melting of ~ Sn. 

Property From Literature RB potential Sn29 

Tt (K) 286 286 275 

Tm(K) 505 453 ± 50 547 ± 3 

H t (eV/atom) 0.022[109] 0.056 0.022 

Hn (ev/atom) 0.073[109] 0.032 0.0486 

In addition the Sn29 interatomic potential represents an improvement over the RB 

potential with respect to the E phase. The experiment with the single crystal 

solidification, as detailed in section 2.2.5, was repeated with Sn 29 and the formation of E 

at the ~-liquid interface was no longer observed. 
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2.4.3 Elastic property computation 

The elastic properties of a system determine how stress and strain are related. An 

elastic constant tensor Cijkl is defined to establish this relation which is given by Hook's 

Law-

(2.5) 

where CTij is the stress and Ckl is the strain. For anisotropic material, this relation can be 

written in detailed form given in the following -

CTxx =Cllcxx +C12 Cyy +C13 c zz +C14 C xy +CIScxz +C16 C yz 

CT y.y = C 21 lixx + C 22 liyy + C23lizz + C 24 lixy + C 2S lixz + C 26 li yz 

CT zz = C 31 lixx + C32 liy'y + C 33 lizz + C 34 licty + C 3S lixz + C 36 liyz 

CT cty = C41 lixx + C 42 li y.y + C 43 lizz + C 44 licty + C 4S li xz + C 46 li yz 

CTxz = CS1lixx + C S2 liy'y + C S3 lizz + C S4 licty + CSSlixz + C S6 liyz 

CTyz = C 61 lixx + C 62 liyy + C 63 lizz + C 64 licty + C 6S lixz + C 66 liyz 

The solutions to these equations do not require a specification of all 36 ofthese 

constants, the number of independent C terms can be reduced by considering crystal 

symmetry and crystal structures. 

The components of the 6 x 6 elastic constant matrix are computed by the partial 

derivative of the stress tensor with respect to deformation [110]_ 

aCTijl 
Cijkl =-a- T,B(kl) 

likl 

(2.6) 

According to a procedure described by Clancy et al [110], to compute these elastic 

constants, a uniaxial tensile deformation is applied in the [100] direction of the periodic 
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boundary cell in a constant volume - temperature (NVT) ensemble; the other two 

directions are kept fixed. In tIllS work, a 8x8x32 unit cells system of ~ Sn containing 

12,288 atoms at 1K temperature was used to conduct this experiment. A 5% tensile 

deformation was applied over a simulation period of 2ns with a relative deformation rate 

of 1x106 S-l or 9.946x10-5 A fps and the stress tensor was recorded at a time interval of 

1fs. As indicated in the stress tensor equation, the slope of a given component of the 

stress tensor plot vs the corresponding relative deformation will yield the elastic constant 

in that direction. For example, for a deformation in x, the slope of the stress tensor LXX and 

relative deformation txx plot will give the elastic constant C ll . Table 2.5 lists the elastic 

properties of the stable phases. 

Table 2.5: Elastic properties as computed for Sn29. All the computation are done at 1K 

temperature 

Quantity ~ (RB) 
~ (from 

~ (Sn29) a(RB) 
a (from 

a (Sn29) 
literature) literature) 

B (eV fA3
) 0.40 0.356 [95] 0.392 0.263 0.266[95] 0.264 

C ll (eV fA3
) 0.683 0.458[95] 1.105 0.458 0.431 [95] 0.418 

C33 (eV fA3
) 0.673 0.566[95] 0.683 

C I2(eV fA3
) 0.360 0.374[95] 0.161 0.166 0.133[95] 0.182 

C l3 (eV fA3
) 0.217 0.244[95] 0.246 
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The elastic properties represent the main wealmess of the current potential. The 

values of C II, C l2 and C33 vary from both experiment and the RB prediction. Moreover, 

experimentally and also in the RB potential, it is found that Cl2 > Cl3 , but Sn29 shows the 

opposite trend. 

The bulle modulus can be calculated by estimating the change in dimension due to 

the change in hydrostatic pressure on the system [lOll. If a pressure L1P induces a change 

of volume L1 V, then the bulk modulus B is given by -

(2.7) 

where Va is the initial volume of the system. 1 bar was used as the reference state for this 

experiment and 1000bar as the new state on a 8x8x32 unit cells system of ~ Sn 

containing 12,288 atoms at 1K temperature. For the experiment on a Sn, the same 

condition was applied on an 8x8x8 unit cells system containing 4096 atoms at 1K 

temperature. Comparing the experimental results with literature, it can be seen from table 

5 that it is pretty much consistent with published results. 

It can be concluded from the experiments and results detailed in this chapter that 

the new potential Sn29 offers considerable improvement over the previous RB potential 

in terms of the phase equilibrium characteristics, the a~~ transition temperature, the 

melting point and the latent heats of transformation. This new potential can be used to 

model the crystal - melt interface and compute the interface properties to understand the 

dendrite growth direction in Sn. 
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CHAPTER 3 

Interfacial Stiffness and Interfacial Free Energy Computation 

3.1 Complexities in Experimental Measurement of Interfacial Free Energy (y) 

The solid - liquid interfacial free energy (y) has an important influence on the 

microstructural morphologies of a crystal growing from its melt. The underlying 

crystalline anisotropy guides the pattern formation in dendritic solidification by 

preventing the growing tips of primary and higher order dendrite branches from splitting. 

In most of the commercially impOliant materials, the anisotropy in y is usually on the 

order of 1 - 2 % which makes it very difficult to measure experimentally or computed. 

One of the earliest experiments to determine y was conducted by Turnbull [112] in 

1950. The interface energy was estimated from the nucleation kinetics using the classical 

nucleation technique. But this estimation could not explain the orientation dependence as 

the calculated value was orientationaUy averaged and also, the measured nucleation 

frequencies were in error by a factor ~ 104
. 

Gi.indiiz and Hunt [113] introduced an experimental method for determining y from 

the shape of a grain boundary groove (GBG). The shape of grain boundary cusps was 
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measured after annealing in a temperature gradient and rapidly quenching to preserve the 

shape. This technique is based on the direct application of the Gibbs-Thomson equation, 

1· h" [114] W lIC IS gIven as : 

(3.1) 

where, r is the Gibbs-Thomson coefficient, r is the radius of curvature, L1 T,. is the 

curvature undercooling, and L1 Sf is the entropy of fusion per unit volume. The GBG 

teclmique employs a finite difference model to determine the Gibbs-Thomson 

coefficient. But accurately measuring the curvature of grain boundaries of opaque 

materials presents a challenge in itself. Due to this inherent difficulty associated to this 

experiment, only a handful of transparent materials have been subjected to study [115-117]. 

This method, also, does not take into account the crystalline anisotropy. 

Recently, Napolitano et al. [118,119] developed a quantitative method for measuring 

the interfacial energy through an equilibrium shape measurement. They applied the Wulff 

theorem on the crystal - melt interface of Al-eu and an AI-Si alloy. According to this 

theory, the relationship between the interfacial energy function, y (n), and the 

equilibrium shape of a droplet, r (n), embedded within a continuous second phase is 

given by-

(3.2) 
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where the subscripts indicate two arbitrary crystallographic directions. The equilibrium 

shape of the solidifying crystal can be determined :limn the function y (fJ), lmown as the y 

-plot. This method could provide a good estimate of the anisotropy of the interfacial 

energy anisotropy for the materials used in the study. Though it paved the way for 

understanding the crystal morphology, it could not measure the magnitude of the 

interfacial free energy y. 

Though an important cmmnercial material, not many research works have been 

conducted on pure Sn to understand its morphological development and the effect of 

crystal - melt interfacial energies and associated anisotropies. Esin et al. [121] studied the 

crystallographic orientation of dendrites developing on the surface of a supercooled melt 

of pure Sn. They conducted the experiment in the range of 0 - 18° of supercooling and 

produced single crystals by introducing a fine steel needle in the melt as a source of 

heterogeneous nucleation of the solid phase. The orientations of these single crystals, 

which were determined by x-ray diffraction method, were genetically related to the 

orientation of the primary nucleus of the solid phase. The stereo graphic projection of 

these crystallographic orientations is given in figure 3.1. Though their experiment gave a 

good picture of dendrite growth direction, the results are pretty scattered to come to a 

concrete conclusion. 
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Figure 3.1: Crystallographic orientation of the primary branches of dendrite developing 

along the free surface of the melt - triangle)O<ilT<lOO;circle) 10< ilT<l20; 

square)12< ilT<180 [121] 

Nash and Glicksman [122] proposed a steady state dendrite growth model and 

following that model, Trivedi and Tiller [123] described interface morphology during 

crystallization taking Sn as an example. The Trivedi experiment proposed that the 

direction having the highest kinetic coefficient (Ilo) will be the dendrite growth direction 

and measured a specific value of the interface energy y. But they did not consider the 

anisotropy in the interfacial free energy. Poldl0rova [124] studied the time dependent 

growth of a dendrite with a nonisothennic surface considering an isotropic interfacial free 

energy. 
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The difficulty in experimental measurement and complex theoretical calculation 

has paved the way for computational modeling to be introduced in the study of interfacial 

energy and morphological development in dendrite forming systems. 

3.2 Application of Atomistic Simulation in y Computation 

Over the years, two techniques have emerged as probable methods of computing 

crystal- melt interfacial energy, 'Y and its anisotropy from atomic scale MD simulations. 

One ofthe techniques is the cleaving technique, proposed by Broughton and Gilmer [125] 

which was later extended by Davidchack and Laird [126] and the other one is the capillary 

fluctuation method pioneered by Hoyt et al. [127]. A brief analysis of these two methods is 

given in the following sub - section. 

3.2.1 Cleaving Technique 

The cleaving teclmique directly calculates the solid-liquid interfacial free energy 

from MD simulations. This is a four step process that involves the reversible application 

and removal of an external potential in such a way that a crystal-liquid interface is 

formed fi .. om two separate bulk solid and liquid systems. The reversible work of the total 

1\ 

process gives the interfacial energy 'Y. The anisotropy of 'Y (n) can be mapped out by 

repeating the procedure for various crystal orientations. This method has been employed 

to compute'Y for different model systems including hard spheres [128,129], soft spheres [130] 
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and LJ potential [131,132]. The initial formulation of the cleaving technique had a high 

extent of statistical unceliainties in its calculations to give a quantitative estimate of the 

anisotropy. Davidchack and Laird replaced the cleaving potentials with cleaving walls in 

this technique and obtained very accurate results for y. 

3.2.2 Capillary Fluctuatioll Method (CFM) 

The Capillary Fluctuation Method (CFM) is based on MD measurements of the 

height of equilibrium fluctuations of the solid-liquid interface, from which the interface 

stiffness can be computed by employing capillary theory. In this research work, CFM 

will be followed to analyze the crystal- melt interface of pure Sn. 

The CFM analysis begins with taking snapshots of crystal-liquid systems that 

have been equilibrated at the melting point using MD (pure materials) or MC (alloys). 

Periodic boundary conditions are employed in this method; that is, two solid-liquid 

interfaces are located within the simulation box. Snapshots of the simulation box give the 

position of the interfaces at a given time, which is located by a parameter defined as the 

order parameter, ¢ [117] 

In real metallic systems, the crystal - melt interface is always a diffuse one. In 

CFM, the interface is located by labeling an atom as being either in the solid or liquid 
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phase by assigning an order parameter ¢ to each of the atoms in the system. The order 

parameter is defined as -

(3.3) 

-t 

where r ideal is the position of neighboring atoms in a ideal crystalline solid of a known 

-t 

orientation and r. is the instantaneous position of atoms in the simulation box, n is the 
I 

number of nearest neighbors and i is the nearest neighbor position over which the 

summation is taken. If the magnitude of the order parameter is low, that is the atom is 

nearly in the position of a crystalline state, then that atom is counted to be in the solid. 

Similarly, if the magnitude of the order parameter is high, that is the atoms are in random 

positions then it is taken to be in liquid state. 

Snapshots of the interface are recorded in specific time intervals to monitor the 

height of a fluctuation. Fourier transformation of the height fluctuations produces the 

instantaneous value of the fluctuation amplitudes A(k,t) which are averaged over all the 

simulated configurations to yield of the mean-square amplitude of capillary fluctuations 

given by (IA(kx ,ky I
2

) where kx and ky are the wave vectors in two perpendicular 

directions parallel to the interface. For sufficiently large wavelength, the fluctuation 

spectra of a two dimensional fluctuating interface will follow the relation [128] -
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(3.4) 

where, S\X and SYJI are the stiffness of the interface in direction perpendicular to the 

interface and a is the cross sectional area of the interface. 

Crystalline symmetry can reduce the complexity of the computation. For the pure 

metal Sn, the (001) oriented interface has a four fold mirror plane sYlmnetry that 

eliminates the Sxy term, and because Sxx = Syy= S for this condition, the equation 3.4 can 

be written in the following form -

(3.5) 

The anisotropy components are included in the expansion of the stiffness term using 

spherical harmonics -

II (1 &20 Fs 27 &40) y+y =yo -------
J; 2 J; 

(3.6) 

The (110) oriented interface possesses a two fold symmetry and a mirror plane. 

This form of sYlmnetry also eliminates the S"z term but Sn::FSyy. So the expression 3.4 

reduces to the following form -

(3.7) 

The angle dependent stiffness tenns are expanded in the following way -
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(3.8) 

(3.9) 

The (100) interface also possesses a two fold symmetry in Sn. The spherical 

harmonics expansion in tenns of the anisotropic terms for this orientation is given in the 

following -

(3.1 0) 

(3.11) 

In different studies [129,130] of interfacial free energies it was found that for cubic 

materials, a three-term expansion is required to accurately capture the orientation 

dependence of the interface stiffness computed :6:om MD. 

3.3 Simulation Procedure for Pure Material: Sn 

The CFM technique described in the previous section has been formulated for 

quasi 1-D fluctuating interface [117] which was later extended to a 2-D interface geometry 

[121]. In this research work, the 2-D formulation will be utilized to compute the 

independent stiffness values and extract the interfacial free energy and its assm:iated 

anisotropies. In the 1-D computations, simulations have to be performed on three 
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orientations for complete analysis of the interface properties. Due to the body centered 

tetragonal structure of ~ Sn, in this study, simulations have been performed on (001), 

(100) and (110) interfaces. 

Simulation technique in CFM requires an equilibrated interface in a crystal - melt 

system. Sn29 potential has been used here to generate a pure Sn system. Three simulation 

cells were used with the following dimension - for (001) orientation a 23x23x68 

consisting 143888 atoms, for (100) orientation 66x24x24 consisting 152064 atoms and 

for (110) orientation 42-J2x2l-J2x20 consisting 136880 atoms. All the simulations have 

been conducted at the melting point as determined in section 2.4.2. The middle half ofthe 

simulation box was melted at a higher temperature to create a periodic boundary 

condition. After the melting step, the temperature of the whole simulation box is brought 

to the melting point in a NPAT ensemble with the cross sectional area normal to the 

direction chosen for computation kept fixed. The length in that direction was also allowed 

to change to relax the pressure and keep the system strain free. 

After equilibrating, snapshots of the system were taken in a microcanonical 

(NVE) ensemble over a time period of 12 nano seconds in a time interval of 500 femto 

seconds. A total of 24000 configurations were collected for statistical analysis of the 

fluctuation spectrum given by (IA(kx , ky )1 2
) . 
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3.4 Interfacial Stiffness Computation 

The snapshots taken over the simulation period gave statistical infonnation of the 

periodic solid - liquid Sn system. The first step of analyzing the data sets was to identify 

the crystal- melt interface that will give infonnation about fluctuation spectra. The order 

parameter concept, as discussed in the section 3.2.2, was applied on the Sn system. For 

example, the simulation in (001) oriented interface, the simulation box and the associated 

order parameter profile is given in figure 3.2 ( a) and (b) respectively. The computation 

was conducted over 10 nearest neighbor atom position. The deviation from their ideal 

position is computed over all the atoms at each corresponding z positions. It can be seen 

that at the two ends of the simulation box, the magnitude of the order parameter is low 

indicating the area to be in the crystalline state. This is to be expected as the atoms will 

be nearly in the ordered state. At the middle region, the order parameter jumps up 

suddenly as in the liquid region, the atoms will be in a random moving position. The 

interface is taken to be the region which will have an order parameter in the middle of the 

two extremes. Taking the interface order parameter too close to the lowest or highest 

point of the order parameter profile will result in errors in measuring the interface 

fluctuation. In the figure 3.2, the interface is taken to be in a position where order 

parameter ¢ has a magnihlde of 1.25. 

50 



S. Yasmin- M.A.Sc Thesis - Dept. Mat. Sci. & Eng. - McMaster University (2010) 

3 

2.5 

lD 2 
W 
f 
ro 
ro 1.5 
0. 

[001] 

(a) 

Order Pa rarreter (8 n29, <001») 

tN~ 
M \ 

~ ..... ".) ~+.~ 

lD 
-:: ·1 o 

0+-____ .-__ -. ____ -. ____ -. ____ .-____ .-____ .-__ -. 

o 10 20 30 40 50 60 70 80 
z: postion 

(b) 

Figure 3.2: Location of the crystal- melt interface in the Sn system set up 

with the Sn29potential (a) Simulation box with periodic boundary (b) Order 

parameter profile of the simulation box shown in figure (a) 
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The instantaneous fluctuation amplitudes are then measured from the height of the 

fluctuating interface and averaged over all the configurations to compute (IA( kx' ky)r) . 

The stiffiless values are derived from the least square fit of a logarithmic plot of the 

fluctuation amplitude and the wave vector. 

For the stiffness computation in the (001)[100] orientation, the expression in 

equation 3.3 was used. To fit the data, higher Ikl points were excluded due to the fact that 

at higher k points, the fluctuation amplitude might fall within the noise range in the 

system giving rise to uncertainties in its accuracy. Figure 3.3 shows the plot for 

(IA(k )1 2
) versus Ikl of this orientation. 

0.1 

A 

g 
~ 

v 0.01 

0.001 
0.01 k 0.1 

[ 
- ! 

Figure 3.3: (IA(k)12) vs. Ikl plot for (001)[100] in the Sn29 simulated system 
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The slope of the amplitude - wave number plot includes the stiffuess term as given in the 

equation 3.3. From the figure 3.3, the stiffness in the (001)[100] orientation was 

computed to be 126.41 ± 4.714 m J/m2
. 

When the Sn29 system was used for analysis of the (100)[010] orientation, the 

crystal - melt interface showed almost no fluctuation on visual observation. Figure 3.4 

shows the solid - liquid system with periodic boundary conditions and with the interface 

oriented at (100)[010]. CFM technique can not be applied on such an interface where 

there is no visible fluctuation of the interface. 

[100] 

Figure 3. 4: A periodic solid -liquid system set up with Sn29 potential showing 

(100)[010] oriented crystal- melt interface as observed from the [001] 

direction. 
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When analyzing the data for (110)[001] and (110)[110] it was found that 

(110)[ 110] orientation was not following the general equation applicable for the CFM 

technique, as shown in equation 3.4, although (110)[001] showed good agreement. 

The most plausible explanations of such a deviation can be given by the nature of 

interface in those specific orientations. CFM technique was originally fonnulated for 

atomically rough or diffuse interface; it can not explain the layer by layer growth of the 

flat or atomically smooth interface. The interface with (100)[010] and (110)[110] 

orientations in Sn29 potential might posses such a flat interface which is causing it to 

deviate from the CFM general formula. 

The atomically smooth interface shows up as a flat region in the equilibrium 

shape of a single crystal, which, in turn, is determined from Wulff plot of the crystal 

geometry. In the following section, a study on the Wulff plot of a single crystal of ~ Sn 

generated with Sn29 potential is described in detail. 

3.5 Wulff Plot Construction and y Computation 

The equilibrium crystal shape is based upon the principle that a crystal will attain 

a shape that will minimize its surface free energy. In 1901, Wulff [133] proposed that the 

surface free energy of any body is an integral of the form -
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fr(n)ds (3.5) 

where the surface energy r is, for anisotropic bodies, a function of the orientation of the 

unit outward normal n at each point of the surface S. If r is plotted radially as a 

function of the direction n, the plot will be sphere for an isotropic body and for systems 

with facetted interfaces, the surface energy plot will be like the outer surface in figure 3.5 

(b). 

(a) 

crystal silape 

(b) 

) 
/ 

Figure 3.5: Surface energy plot for (a) Materials with rough interface (b) Materials with 

facetted interface [153] 

The deepest cusps in the 3.5(b) -plot are always present in the equilibrium when 

there are singular faces present in the system and the rounded regions are present where 

the interfaces are rough. If a group of vectors is drawn from a common origin whose 

length is prop Oliional to the surface tension of the clystal face (the direction is 

perpendicular the face) and at the end of each vector a plane perpendicular to the vector 

direction is constructed, then the shape enclosed by the planes gives the equilibrium 

shape of the crystal. In the figure 3.5 (b), the dotted line gives the equilibrium shape of 
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the crystal with a surface energy plot given by the outer lines. Experimentally, the 

equilibrium shape can be determined by annealing small single crystals at high 

temperatures in an inert atmosphere or conducting similar experiments on small voids 

. 'd 1 [\\9] 111S1 e a crysta . 

In this study, a simulated experiment was conducted to determine the equilibrium 

shape of a single clystal of Sn with Sn29 potential. A ~ Sn system with a dimension of 64 

x64x8 unit cells, consisting of 131072 atoms, was generated using the Sn29 potential. A 

region with 47.68 A diameters (8 unit cells) was selected in the middle of the system. A 

curvature corrected melting point of that region was estimated to be 531K instead of 

547K for Sn29 potential. The whole system was equilibrated in an NPxAT ensemble at 

531K temperature. Keeping that region in the c1ystalline state, the surrounding region 

was melted at a higher temperature. The whole system was again equilibrated at 531 K 

making a single disk shape crystal to be in equilibrium with its melt at the melting point. 

The whole equilibrated system looked like figure 3.6 . 

[100] 

Figure 3.6: The equilibrated c1ystal- melt system of ~ Sn with Sn29 potential 

56 



S. Yasmin - M.A.Sc Thesis - Dept. Mat. Sci. & Eng. - McMaster University (2010) 

A micro canonical ensemble (NVE) was applied to tIns system at the curvature 

corrected melting point for 4 nano seconds and snapshots of the entire system was 

collected after every 50 pico seconds. The system looked like figure 3.7 after the 4 nano 

seconds nm. 

[100] 
Figure 3. 7: The crystal - melt system after equilibration at 531 K after 4 nano seconds. 

In figure 3.8, the positions of atoms with low order parameter have been plotted 

over many snapshots. The flat interfaces at (100)[010] and (110)[110] orientations is 

clearly visible in the figure. The disk shape single crystal did not change its position in 

the crystal - melt system by the application of any buoyancy force from the liquid. TIns 

fact is evident from the density profile of atoms as shown in figure 3.9. The profile shows 

the density of atoms with low magnitude of order parameter; that is the density profile of 

atoms in the solid. The profile has peak at the middle of the system, indicating that the 

disk shape single crystal stayed stationary at the centre of the crystal- melt system. 

57 



S. Yasmin - M.A.Sc Thesis - Dept. Mat. Sci. & Eng. - McMaster University (2010) 

200 

150 

'100 

50 

o 

-50 

-100 

-150 

-200 

+ +-1; + l' + + *" ++t+ 't. q- oj.-{- + + 
'i-"!i- + + + "'+'< + +.t+t++ +,±'t + 

+ +++ -!tt. + + +-l}. + . 
+ + + :+ + + + . . + '4 + 

+ +++ + ± -i + ++ ';f+ -I- ...L T + \+ 
+ + + -t ~ + L~r' + + -::f!t +, -£ + " + + * + . . 

++ + +t-.l.. #4: "* + -¥ ++ ++ T~::C- '+ *H- + + + T, + ++ 
+ . ':f.+ ;i- +..!. + + -1r+ + '+ + + -t+ -+ + + + 

J.. +-r --I-'"± + . _*- ' -+- + +..L ++ + . + 
-I- I + -it- + :-+':fT + +~r4t+++ +:+ 

++ + T + + :t +t T:j: + 
+ ~f. ++.L.++ -k-T++ 
++ - + + . + -J?, ++ :I: 

+ + ~+~+T++ + +++*++ + + .. 
+ t- ++ + + ,-4-.4- + .,.j... <'. -:i:+ ..L+ +++T' + 

_'., '1"" 1 ++ . + 
=f + + ++ T + $- + ++ ++ + + 

+±+ + + + ;I- + + + + 
+++ +, -I- + + + ~ + + '+ + . -4- + 
+ + :): ++ 4--#- -Jt. + ++{ + + 

,+ ++ ,~'lf.t+ 
+ ++ +:+._!. + ~+ +: + +T+,+ 

+ + + ..rl- + +' 
+' + + -I- + -H- + + ++ 

+ 

..L+t~ ++ +++++ + 
+, + + ++ + t + 

+ 1 ,+ + 
+4 + + .'r ..g.. t+ .p -}- T + + ++ 

±+ 
~+ + :\i-+ 

+ 
+ .'t. 

+ ++ I '"r 
++ T + + + T' + + ++ + + 
+++ ..t..+.L+++ ' 

+ +..... 4-+ + -t-I-+ " :t. + 
• -} T ~TT +"4-

-200 -150 -100 __ -5_0 ___ 0 ___ 5_0 __ .~00 150 200 

[100] 
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Figure 3. 9: Density profile of solid atoms in the crystal- melt system set up with Sn29 
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An approximate estimation of the interfacial energy Y100 and Y110 was 

computed by measuring the length of the sides of the equilibrium shape of the single 

crystal as shown in figure 3.8. The details of the calculation is given in appendix A. The 

estimated value of Y100 was found to be 14.70 mJ/m2 and Y110 was found to be 20 

mJ/m2
. By comparison with literature values, all the published result of interfacial energy 

for crystal - melt interface in Sn was measured without the anisotropic affect taking into 

consideration. The anisotropic solid - liquid interfacial energy measured by Trunbull [112] 

was 54.5 mJ/m2 and the result published by Trivedi [123] gives a value of 36 mJ/m2
. 
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CHAPTER 4 

Computation of Kinetic Coefficient of Crystal- Melt Interface 

4.1 Interface kinetics and growth morphology 

The mobility of a molecularly rough solid - liquid interface is given by the kinetic 

coefficient fl. The kinetic coefficient is defined as the proportionality constant between 

growth velocity and the undercooling at the crystal - melt interface. If the undercooling 

at the interface is given by f...T:c.; TN! (P) - T , where TlvJ(P) is the melting point at zero 

pressure, the interface velocity is related to the undercooling by the following relation -

v = pilT (4.1) 

It is the kinetic coefficient in the equation 4.1. For most dendrite forming metallic 

systems at high velocities, the magnitude and crystalline anisotropy associated with fl are 

very critical factors which govern the growth rate and morphological development is cast 

structures [134 -136]. 

Because of the inherent difficulties, very few studies have been conducted on 

experimental determination of the kinetic coefficient and interface mobility in 

solidification of a crystal from its melt [137,138] In the more recent works to improve the 
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theoretical understanding of this concept and to develop mathematical models, 

computational modeling, more specifically atomic scale molecular dynamics (MD) and 

Monte Carlo simulations are being used most effectively. One of the pioneering MD 

studies was conducted by Broughton, Gilmer and Jackson [139] on crystal growth 

simulation of a Lennard - Jones (LJ) system. Their model described the LJ system by a 

collision limited growth, where the interface motion depends upon the frequency of 

collisions of the liquid atoms on the crystal interface. Though this model contradicted the 

earlier theories of crystallization kinetics, defined by the diffusion governed thermal 

activation model of Wilson and Frenkel [140, 141], it produced good agreement with the 

results published by Turnbull and co-workers (142,143]. The main drawback of this model 

was it did not include the underlying crystalline anisotropy; rather it was governed by the 

differences in d spacing.of the crystalline planes normal to the growth direction. In 1988, 

Burke et al. [144] investigated further the crystallization kinetics ofLJ systems by MD, and 

found that interfaces in some specific orientations were moving faster than other 

orientations of the system. Bragard et al. [145] demonstrated that this difference in kinetics 

at different orientation plays an important role in the selection of growth morphology and 

dendrite tip velocity at high undercooling. Though several models have been proposed so 

far for the kinetic anisotropy for molecularly rough interfaces, a clear understanding in 

this regard has not been achieved yet. 

Very few experimental works have been conducted so far to detennine the 

clystallization kinetics of the pure element Sn. Yesin et al. [140] conducted experiments on 
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Sn at different undercooling to understand the relation between growth rates and driving 

force but their result had considerable amount of scatter to come to a concrete conclusion. 

Trivedi and Tiller [123] proposed a model for determining interface morphology during 

crystallization and computed the kinetic coefficient for Sn. Dvinyaninov and Romanenko 

[146] developed another model for determination of the kinetic coefficient of 

crystallization, matched their model with the experimental results for Sn conducted by 

Kramer and Tiller [147] and found good agreement. But none of the research conducted so 

far on Sn considered the underlying crystalline anisotropys. 

In this study, Molecular Dynamics have been used to model crystal - melt 

interface of Sn and the kinetic coefficient has been computed for specific orientations. 

The details of the computation are described in the following sections. 

4.2 MD study of Sn crystal growth 

Several methods have been developed so far to compute the kinetic coefficient 

using Molecular Dynamics. These methods can be categorized into different classes -

forced velocity simulations, free solidification, imposed pressure simulations and 

fluctuation analysis method. In this research work, Free Solidification Method and 

Capillary Fluctuation Method have been employed to determine the kinetic coefficient of 

the crystal - melt interface of Sn. The Sn29 potential described in Chapter 2 has been 

used in this study to generate the Sn system. In the previous chapter, it was found that in 
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Sn29 potential, the (110)[001] and (110)[11 0] orientation of the crysta1- melt interface 

is flat or atomically smooth. The kinetic coefficient, by definition, can be computed for 

atomically rough or diffuse interface. Due to this restriction, the kinetic coefficient only 

in the (001)[100] orientation is computed in this study. A detailed description of the 

computation process is given in the following sub - sections. 

4.2.1 Free Solidification Method 

The Free Solidification (FS) method is a non - equilibrium MD (NEMD) 

approach to compute the interface kinetics. This method has been applied by a number of 

authors in previous occasions [148 -151]. It involves a solid -liquid system with a periodic 

crystal melt interface, equilibrated at the melting point. Application of a constant 

temperature field below the melting point acts as the driving force for solidification. The 

interface movement during the solidifYing process is monitored through the track of the 

potential energy change which leads to the determination of the growth velocity V as a 

function of under cooling, I1T. 

The solid - liquid system in this method is characterized by two constraints given 

by the constant number of atoms in the whole system and the total potential energy of the 

system is a weighted sum of the potential energy of the solid and the liquid phase. The 

first condition ensures that NT = Ns + NL where NT, Ns and NL are the number of atoms in 

the entire system, in the solid and in the liquid respectively. The second condition states 
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that NTET = NsEs + NUlL where ETJ ESJ EL are the potential energy of the system, solid 

and liquid respectively. Solving the equations for these two constraint, the expression for 

the temperature dependent growth velocity can be given by the following expression -

(4.2) 

where, E is the slope ofthe potential energy per atom versus time plot, NT is the total 

number of atoms in the system, Vs is the volume per atom of the bulk solid phase at the 

melting point, a is the cross sectional area of the simulation cell and ELand E s are the 

potential energy per atom of the bulle solid and liquid phase at the melting point. The 2 in 

the equation is due to the periodic boundary condition; there are two solid - liquid 

interfaces in the system. The kinetic coefficient fl is then computed :5 .. om the equation 4.1. 

To compute the kinetic coefficient ofSn, a 12 x 12 x 42 system consisting 24192 

atoms was generated using the Sn29 potential. The solid - liquid system was created by 

melting the middle half of the system along the z direction at higher temperature. The 

whole system was then equilibrated in a NPzAT ensemble at the melting point of 547K. 

The pressure and temperature was monitored to achieve a steady state and to make sure 

that the system is free from any other from of external driving force. After the 

equilibration stage, an undercooling of 60K was applied over a time span of 10 nano 

seconds on the entire system to initiate the movement of the crystal - melt interface. In 

figure 4.1, the snapshots taken at every 2 ns show the interface moving towards each 

other and after the 8th nano second, the entire system was found to have solidified. 
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t= 0 11S t=211S t= 411S t= 611S t= 811S 

Figure 4. 1: Snapshots of the solid -liquid system after the application of the 60K 

undercooling at 2 ns time interval 
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Figure 4. 2: Potential energy per atom as a function oftiIne during the solidification of 

the (001)[100] interface at 60K undercooling. 
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The figure 4.2 denotes the change in potential energy per atom during the 

solidification process due to the application of the 60K undercooling. From that plot, E 

is measured, and substituting the values in equation 4.2, the magnitude of kinetic 

coefficient in the (001)[100] orientation was found to be 1.4 ± 0.1 cm/s/K. 

4.2.2 Capillary Fluctuation Method (CFM) 

The kinetic coefficient can be extracted from the dynamics of the fluctuation of 

the crystal - melt interface. Fluctuation methods can be applied on a system in 

equilibrium, and thus provide an independent check of values derived from the non-

equilibrium MD methods described in the previous sub - section. In this technique, the 

time dependent fluctuation amplitude is measured to compute the kinetic coefficient. The 

sinusoidal fluctuation amplitude at the atomic scale shows an exponential decay with 

time, which is governed by the following kinetic equation [148] -

* 1 12 t (A(k, t)A (k,O) = (A(k) ) exp( --) 
r 

(4.3) 

where A(k, t) is the Fourier transform of the interface height, A* (k,O) is the reference 

amplitude evaluated at some arbitrary time. The r in the equation is the relaxation time 

which is given by -

(4.4) 

The r in the equation 4.4 is the capillary length, defined as r = (y + y") ™ . The term 
L 

(y + y") is the interfacial stiffness, which is described in detail in chapter 3, T M is the 
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melting point and L is the latent heat per unit volume. The relaxation time r is calculated 

for each value of k by fitting the exponential decay of the autocorrelation function 

(A(k,t)A* (k,O) in the equation 4.3. The Fourier amplitude of the fluctuating interface is 

related to the interfacial stiffuess by the capillary theory [127]. The kinetic coefficient, in 

turn, can be extracted fi·om the slope of the Fourier amplitude with relaxation time plot, 

which can be expressed by the following relation -

<IACk)I') =[/':~~} (4.5) 

where, a is the cross sectional area of the simulation cell. 

In this study, the CFM technique for computing the kinetic coefficient was 

applied on the system that was used to detelmine the interface stiffiless in the (001)[100] 

oriented interface. The detailed description of the system is given in section 3.3. The 

relaxation time r for each k point was detennined from exponential fits of the fluctuation 

data collected over the 12 nano seconds run at a time interval of 500 femto seconds. In 

the figure 4.3, the decay of the autocorrelation function(A(k,t)A* (k,O) versus the 

reduced time i is shown for one k point. 
r 
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From the plot of <IA(k)12
) vs r, as shown in figure 4.4, the kinetic coefficient is 

extracted from the slope of that curve. The kinetic coefficient in the (001)[100] 

orientation as computed from tIlls experiment was 1.75 ± 0.09 cm/s/K 

Comparing the results, it was found that the kinetic coefficient for the (001) [100] 

orientation was very close to each other for the two methods. When compared with the 

results found in literature, as can be seen from table 4.1, there is a wide variation in the 

data in the published experiments. This can be attributed to the fact that none of the 

experiments considered the anisotropy effect in computing the kinetic coefficient. 

Table 4.1: Comparison of results as found in literature with the result of this study 

Results 

Yesin et al. [152] 

Trivedi and Tiller [123] 

Computed from this research 

Kinetic coefficient 

11.62 cm/s/K 

4.0 cm/s/K 

!l001 = 1.43 ± 0.124 cm/s/K 
(Free solidification method) 

!loa 1 = 1.746 ± 0.089 cm/s/K 
(Capillary Fluctuation method) 
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CHAPTERS 

Conclusion 

In this research work, a computational model for Sn has been developed and its 

solid - liquid interface propeliies have been computed utilizing Molecular Dynamics 

atomistic simulation teclmique. The conclusions that can be drawn from this work are 

described in the following -

1. The modified embedded atom method is a classical interatomic potential scheme 

capable of simulating systems exhibiting both metallic and covalent bonding. 

Using this method, a previously published pure Sn potential, by Ravelo and 

Baskes [86], has been evaluated to asses its universal applicability as a 

computational model of Sn. The RB potential was found to posses some 

weaknesses which prevents its use in setting up equilibrium crystal - melt system 

ofSn. 

2. The RB potential has been modified to overcome the complications in its 

computation of melting properties. A new set of potential parameters were 

developed, which is referred to as Sn29 potential. The Sn29 potential was 
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evaluated in the same way as RB potential was evaluated, and it was found to be 

free from the weaknesses of the RB potential. 

3. Structural properties have been computed with the new Sn29 potential. Good 

agreement was found with the results in published literature. The main deviation 

occurred in the cia ratio of the ~ phase, but this parameter is still within 1 % of the 

experimental value. 

4. Thermodynamic propeliies computed from Sn29 agree well with experiments. It 

predicts the correct stability of phases at different temperatures and also improves 

upon the melting prope1iies. The latent heat of melting and heat of phase 

transition is comparable with those of other experimental results. 

5. The main weakness of Sn29 potential was found in its computation of elastic 

properties. The values of the elastic constants vary from the results computed by 

the RB potential and also ii-om the experimental results published in literature. 

But the bulle modulus agrees well with literature. 

6. The crystal - melt interfacial stiffhess in the (001)[100] orientation have been 

computed from Molecular Dynamics simulation utilizing the Capillary 

Fluctuation Method (CFM). 
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7. No fluctuation of the interface was observed on the (100)[010] and (110)[110] 

orientation of the crystal-melt interface, set up with the Sn29 potential. 

8. Wulff plot was constructed for a single crystal set up with Sn29 potential. The 

interface in the (100)[010] and (11 0)[ 11 0] orientation showed up as flat or 

atomically smooth interface the in the plot. 

9. An approximate measurement of the interfacial energy was done from the Wulff 

plot and Y100 was found to be 14.70 mJ/m2 and Y 11 0 was found to be 20 

mJ/m2
. 

10. The kinetic coefficient in the (001)[100] orientation was computed utilizing 

Capillary Fluctuation Method (CFM) and Free Solidification Method (FSM). The 

results were found to be flOOI = 1.43 ± 0.124 cm/s/K for FSM and flOOI = 1.746 ± 

0.089 cm/s/K.for CFM. 
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CHAPTER 6 

Future Work 

From the experiments and analysis conducted in the research work, some scope of 

further study came up which are suggested in the following -

1. The RB potential was modified to produce Sn29 for better melting propeliies of 

pure Sn. Further research is required to improve upon the elastic properties of the 

Sn29 potential to develop an optimum computational model for Sn. 

2. The (100)[010] and (110)[11 0] orientation in Sn29 potential was found to be flat 

or atomically smooth. A better understanding of the atomic scale interaction 

taking place at the crystal - melt interface in those orientations is required to 

understand the growth morphology of Sn crystal. 

3. Addition of alloying elements will have an effect upon the interface properties of 

pure Sn. Further research is required to understand this effect as most of the maj or 

applications of Sn is in the form of Sn alloys. 
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APPENDIX A 

Calculation of YIOO and YllO 
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Figure AI: The crystal- melt system as described in section 3.5 

The system, as described in section 3.5, is shown in figure Al with the crystal-

melt interface outlined to show the change in shape of the single crystal disk on which the 

74 



S. Yasmin - M.A.Sc Thesis - Dept. Mat. Sci. & Eng. - McMaster University (2010) 

experiment was conducted. In figure A2, a schematic diagram of the crystalline solid in 

the system and its approximate measurement is shown. 

[010] 

Figure A2: Schematic diagram of the crystalline solid in figure AI. 

Applying Wulff theOlY on the schematic diagram in A2, the following relation 

can be described -

rlDD rllO -- --

LI L2 

(AI) 

The free energy change in the system due to solidification on the surface of the 

disc shape crystal given by -

(A2) 

If the thiclmess of the disc is t then -
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total volume of the octagon, Vs = 2aLJt + 2baLJt 

total surface area of the crystal- melt interface, ASL = 4at + 4bt 

From figure A2, LBOC+LBa =4S
o 

and LBGe = LBb 

From L'lAOB and L'lCOD, the following relations can be derived-

For, L'lAOB 
a 
-=L[ tanBa 2 
=> a = 2L[ tanBa 

For, L'lCOD 
b 
-=L2 tanBb 2 
b = 2aL[ tan( 4 S - B a) 

b = 2aL[ 1-tanBa 

l+ tanBa 

So, equation A3 and A4 can be written in the following form-

( 

2 2 2 1- tan B J Volume of Octagon, Vs= 4L[ tanBa +4a L[ a t 
l+ tanBa 

(A3) 

(A4) 

(AS) 

(A6) 

. ( 1-tanB J Surface area of the crystal - melt mterface, ASL = 8L[ tan Ba + 8aL[ a t (A 7) 
l+ tanBa 

The equation AS and A6 can be substituted in Al -

Taking derivative of this equation with respect to L[ and setting it to 0, the following 

relation is obtained-

(A8) 
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In the equation A6, the tenn f..G can be written as f..G = Lvf...T . 
T,1l 

For Sn29, Lvis 0.00162 evl A3 and in this experimentL1Tis 16K and Tm is 547K giving a 

value of 4.74xlO-5 evl A3 for f..G in this experiment. 

Approximate measurement of the components in the figure Al gives the following-

LJ = 19.24 A, 

a=22.22A 

b = 14.11 A 

Introducing these values in the expression A5, it is found that a = 1.36. 

So, the expression A8 becomes 

0.57ylOO + 0.36YllO = 9.78x 10-4 (A9) 

Solving equation Al and A9, it is found that-

"( 100 = 20 mJ/m
2 

"(110 = 14.70 mJ/m2 
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