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ABSTRACT 

The concepts of the analogue channel vocoder and 

digital FFT vocoder are utilized in the analysis of a 

Walsh vocoder. The FFT and Wal~h vocoders are simulated 

in Fortran on a CDC9400 computer. The simulations contain 

a simplified·cepstrum pitch detector to simulate a hardware 

pitch detector. The Walsh vocoder simulation is identical 

to the FFT vocoder simulation with the Fast l~alsh Transform 

operation replacing the-Fast Fourier Transform operations 

(Ft4T and FFT respectively) in the channel signal calcula-

tions and transforms into the time domain. 

Sentences of different lengths and speakers are 

processed by the simulated'vocoders and the resultant 

synthesized speech is analyzed for comparative quality and 

intelligibility~ 

An unsuccessful attempt is made to effect a vocoder ... 
which does not require ,a pitch detector with the calculation 

of the time invariant sequency power spectrum replacing 

the channel signal calculations in the vocoder simulations. 

Long term frequency and sequency envelopes are. used to shape 

the frequency and sequency power spectra derived from the 

transmitted time invar!ant seq~ency power spectrum in the 

FFT and Halsb vocoder simulat10ns respectively. , . 
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CHAPTER I: AN INTRODUCTI0I-J 

Digital techniques of vci~e communication have much 

to offer from a transmission standpoint. Dig1tal transmiss-

ions are relatively insensitive to nOise, crosstal}:., distor-

tion and faded signals can be readily regenerated without 

introducing eurnulativ~ degradation. A high degree of sec­

urity can be obtained with digital encryption in which a 

pseudo-random binary sequence is used to scramble the digi­

tal signal. Nodern integrated circuit technology makes all 

such equipmznt physically small and inexpensive. 

Low bit rate digital speech transmission systems are 

required to transmit secure speech over transmission links 

whose bandwidth is only adequate for analog transmission. 

Many ~~iating links such as switched analog telephone net­

works, mobile radio, high frequ~ncy radio etc., only permit 

transmission rates in the order of 2.4 K bit/a. (In some 

cases, 4.8 R bit/s bit rates maintain compatibility with 

multiplexed digital data links). 

~he roost cqmmon digital speech system currently ernp­
t 

loyed in co~ercial telephony has a bit rate ot 64 K bit/s 

which r~quiras high bnnGwidth channels such as satellite 

liru~s, microwave ral~y stationo, anQ optical pipes.. These 

1 
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hew avenues of digital communlcatlons can be more effic­

Iently utilized wlth low bit rate digItal speech transmiss­

Ions by multIpleXIng many transmiSSIons into one channel. 

In order to deterrnlne the lower limit of ':.he blot 

ra.te necessary to tra.nsmit voice information, vaxl.OUS exp­

erimental efforts have been made to assess the human capac­

ity for processing information. None of the experimental 

results indicate the human to be capable of processing 

information at rates greater than the order of 50 bits/s 

{l} .. These resul ts indic~te a redundanc~' in the analog 

speecb waveform and lead to the investigation of methods 

which extract the information bearing parameters of the 

speech signal. This technique is used to attain bit rate 

compression for digital speech communication. Another 

m·athod deals mainly with the transmission of the voice wave­

for,m in a more efficient manner than pulse code modulation 

(P eM). The original speech waveform is matched to the 

transmi tted waveform in a mean square error (r,l S E) sense, 

or some other criterion, but attempts are made to preserve 

the structure of the oriqi~al speech signal. This wave­

form coding m~thod does not utilize knowledge of the phy­

siology of the human vocal and aural apparatus arid consequ­

ently is less efficient than the former techniques' of para­

meter extraction. 

( 



1. 1 WAVEFORM CODING l-1ETHODS 

Two techniques are used in this category to' effect 

,."aveform preservation: voice wave form digi tization metbods 

and orthogonal function expansions of the voice waveform. 

1.1.1 VOICE t'lAVEFORl-1 DIGITI ZATION HETHODS 

i'i~ The most .elementary waveform coding method, ~ C M, 

was invented in 1937 by Reeves {2}. The speech wave form is I 

sampled at the Nyquist rate and these samples are encoded 

into~inary symbols which are t~ansmitted to the receiver 

where the samples are reconstructed with amplitudes given 

by the binary numbers. The number of binary digits used to 

encode tne samples and reconstruct the 'amplitude of the wave-

form determines the accuracy of the sys~ero. 

Due to the large amplitude ~ange of the speech wave-

form, various companding methods have been employed. In 

practical telephone P C M the logarithmic scale is utilized 

al though other nonlinear scales ,are possi-lbe. Voice wave-

form distortion is decreased without increasing the number \ 

of quantization levels. 

,The amplitude- samples of the speech waveform have 

varying degrees of correlation depending on the sample den-. 
sity and on the cutoff fre~uency of the filters used to band­

limit the speech signal prior to digitization {3}. tlJ'hen 

adjacent s~1es are highly correlated, it is clearly 
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redundant to transmit both samples. One method of this 

redundancy reduction is to encode the differences between 

the sample amplitudes instead of the actual sample values" 

~;.lnce the amplitude Varl.atlon from s:l.mplc to sdil1?le t"equl~e3 

fe\'ler blots on the aver age for encodinS}7 than the total ampl-

itude-variation. Differential P C H (D peN) employs this 

general approach to bit rate reduction. It actually encodes 

the difference between a current amplitude sample and a pre­
I 

dieted amplitude value estimated from past samples. These 

past samples ar~ weighted so as to minimize the average ene-, 

rgy of the difference Signal as calculated from long term 

statistics of a representative segment of speech {4}. 

Because speech is a non-stationary process, the long 

term statistics of the signal change. The adaptive predic­

tion coding scheme operates. similarly to a 0 P C M system 

except that the weight Qf the past samples is changed adap­

ti vely to minimize even further the 1-1 S E between, the predic­

ted and true values of the signal {51. 

If the rate at whi9h the speech signal is sampled 

is increased, successive samples become more and more sirn-

ilar and the number of bits required to encode each sample 

can be reduced for a given •. performance until only one bit 

is necessary. This system is called delt,a modulation. 

From an implementational standpoint this system is simple, 

but suffers from slope overload which occurs whenever the 

c 



incoming signal has a rapid amplitude change. This "dis­

advantage l1 of the delta modulation scheme can be used for 

pitch rate aetection and will be mentioned later in Chapter 

II, Section 2.4.2 

1.1.2 ORTHOGONAL FUNCTION EXPANSIONS 

With the use of orthogonal transforms, the time wave­

form can be expressed as a series of coefficients of a com­

plete set of orthogonal functions. Two such transforms are 

the Fourier transform which represents the time waveform as 

~ a summation of sinusoidal functions and the Walsh transform 

which decomposes the sampled time function into a summation 

or orthogonal square waveforms. Another possible transform 

is the Karhunen-Loeve transformhwhich does not have a pre-

, determinsa set of orthogonal functions. Instead the func­

tions form a basis of the transform as derived from the 

diagonalization of the covariance matrix of the speech seg­

ment of samples under analysis. 

The basic aim of the orthogonal function expansion 

is to represent the voice waveform by coefficients which 

ideally are ~correlated, and thereby obtain bit rate comp­

ression. ~he Karhunen-Lo~ve transform coefficients are by 

definition uncarrelated, but the implementation of such a 

transform is impractical. The Fourier and Walsh transforms 

do not yield completely uncorrelated coefficients, but the 
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coefficients are less correlated than the time samples of 

the speech waveform {6}. Hence, bit rate reductions are 

possible, but-are unfortunately modest. Attempts ({6},{7}) 

have shown that orthogonal function expansions of the speech 
• 

waveforms do not yield a high bit rate reduction for the 

complexity involved. The bit rate reduction with the use of 

the Fast Fourier Transform (F F T) is only 10.5 K bit/s and 

the Fast t\Talsh Transform (F l'1 T) yields a 7.5 K bit/s red­

uction when the fidelity criterion is maintained at the same 

level as 56 K bit/s p C M {6}. 

1.2 VOCODER METHODS 

f.1ost of the techniques described under waveform 

coding method produce voice signals of good quality and high 

intelligibility. However, the bit rate requirements_ of 

these systems are of the order of 20 K bit/so This high 

bit rate is the result of their failure to extract the 

information laden elements in the voice waveform. 

Voice coding techniques which make no attempt to 

preserve the original speech waveform are called vocoders. 

The input speech signal is analyzed in terms of standardized 

speech features each of which aan be transmitted in digital 

coded forms. At the receiver, these features are reassem-

bled and the output speech signal is synthesized. 



Two sources of redundancy in the voice signal are the 

quasi-periodicity of the short term frequency spectrum 

due to the presence of ttpitch" and the highly structured 

nature of the envelope of this spectrum. The pitch informa-

tion is determined by different methods. This parameter 

may be isolated and transmitted as an independent feature 

as in the channel vocoder, or it may be contained in the 

baseband of the voice signal as in the voice-excited 
ot"~ 

vocoder. In all cases the pitch information forms an int-

egral feature required for good qualitj speech synthesis. 

The ~tructured nature of the spectral envelope is 

utilized in almost all vocoders to different degrees. The 

formant vocoder utili~e the regular location of humps in 

the spectral envelope and can thus achieve bit rates below 

1 K bi tIs {7}. 

Vocoders built to date are generally large, bulky, 

power consuming machines and only the channel voco~er is· 

presently available as an off-the-shelf device. As large 

scale integrated cirucit technology advances, vocoders ~d 

the promise of low bit rate. hig~ intelligibility, high 

quality digital speech transmission tech~iques. 

1.3 INTENT 9F RESEARCH 

The intent of the present research is to investi­

gate an 'alternative to the existing large, bulky, expens"ive . 
chan,nel vocoder with the us.e of the t1alsh transform. The 

( 



approach will be to replace the bank of filters in the 

channel vocoder with sequency domain energy calculations 

thereby reducing the cost, size, and weight of the channel 

vocoder while maintaining a 2.4 K bitls bit rate. 

The reasons for the use of NaIsh functions stem 

mainly fr6m the implementational ease of the F W T in real 

time with digital hardware. Other reasons are that the 

sequency spectrum of a speech signal "closely" resembles the 

frequency spectrum of that signal, and it .is known that a 

channel vocoder using the F F T is a feasible digital speech 

communication device. 
.. , 
The proposed Walsh vocoder will be 

simulated on a computer and compared with a simulated ver-

sion of the F F T channel vocoder. 

r---



CHAPTER II: THE SPECTRUM CHANNl::L VOCODER 

In 1928, H. Dudley of Bell Telephone Laboratories 

devised a system which reduced the information redundancy 

of acoustical sign\~s derived fr~m natural speech. This 

device was termed "vocodern from VOice CODER. This method 

of transmitting speech signals relies on the extraction of 

signal parameters which influence the intelligibility and 

quality of the perceived speech. There is no attempt made 

to transmit the voice waveform in its generated form, nor 

is the synthesized signal an approximation to this voice 

waveform. A distinction is made between signals and sound$; 

signals are the result of sounds activating a transducer 

which converts air waves produced by sounds into electrical 

signals. It is these~signals SQ derived that contain the 

information redundancy. 1 

. 
The vocoder is an analysis-synthesis system. The 

\ 

speech signal is analyzed to e~tract the info~tion hearing 

parametars in the signal and these parameters are then used 

to synthesize a speech $ignal, the perception of whic~ will 

resemble that of the ~ri9inal speech sounds. Also the qUali-' 

ty of the synthesized speech determines the possibility Of 

speaker recongition. Hence the goals of a vocoder system 
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are to attain highly intelligible synthetic speech of 

acceptable quality while maintaining a-low enough band-

~idth that telephone lines can be used as communication 

channels. 

The extraction of the desired signal parameters 

must be achieved with minimwu complexity to reduce the 

cos~, size, and power consumption of the physical device. 

The parameter extraction is an engineering design problem 

while the choice of parameters has physiological implica-

tions. 

2.1 SPEECH PRODUCTION AND PERCEPTION 

Speech sounds are produced by the conversion of a 

steady flow of air from the lungs into a pulsating acoustic 

wave. This conversion, or excitation function, 'is accom-

plished in the vocal tract, which acts as an acoustic tube, 

by one or a combination of the following mechanisms: 

1) air escaping from the lungs passes through the 

vocal cords which causes the air flow to vibrate 

2) constrictions in the vocal tract create turb-

ulences in the passing air s~~eam 

3) sudden releases of pressure following a closure . 
of the vocal tract 

The first mechanism creates voiced sounds which have 

a quasi-periodic nature. The v.owel sounds are~examples of 
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voiced sounds. Fricative sounds likeus" and"f" are gen-

era ted by the second mechanism. These sounds are termed 

unvoiced. The third mechanism generates unvoiced plosive 

sounds like "p" or "ttl. 

These mechanisms act as sources of wideband a~u-

stic signals and the frequency'spectra of these signals are 

modified b~ the vocal tract which acts as a time varying , 
filter with transmission properties dependent on the natural 

I ~ .. -
I 

frequencies of the vocal tract. 

Three basic properties of the aural mechanisms are , 
utilized in the channel vocoder design. These are: 

1) the ear performs a short-ter.m spectral energy 

analysis 

2) for monaural perception; the ear is relatively 

insensitive to ptlase information 

3) the quality of the speech perceived by the ear 

is closely related to the periodicity (pitch) of the speech 

BOWlds. 

T~1' speech sounds as perceived seem to be highly 
- r ' 

dependent on pitch information and the spectral envelope of 

the acoustic signal. The ch?nnel vocoder utilizes this dep­

endency to reduce the information redundancy of the signals 

representing natural speech. 



2.2 THE SPECTRUM CHANNEL VOCODER 

Because the sound sources and vocal tract shape 

are relatively independent, they provide two parameters 

necessary in the modelling of the speech production and 

perception systems. T~e ~undamental period of the 

glottal excitation of voiced sounds determines the spac­

ing between adjacent peaks in the frequency spectrum of 

the acoustic ,signal. This fundamental period is called 

the pitch period and is the parameter which greatly inf­

luences speech quality. The shape of the vocal tract 

determines the envelope of this spectrum. 

The analyzer in the channel determines the sound 

sQurces and the spectral envelope of a speech segment. If 

~ unvoiced sound is detected then a code is transmitted 

to indicate that the sound so~ce should be modelled or 

synthesized using a noise generator. If a voiced sound 

was observed then the pitch period is determined by some -means (this will be discussed in'.-sec~ion 2.4) The envel-

ope of the spectrum is determined by calculating the energy 

content of adjacent bandpass re9~ons of the frequency 
, 

spectrum. This is accomplished with the implementation of 

a bank of contigous bandpass filters followed by squaring 

. and averaqing devices. Figure 1 depicts a typical channel 

vO",coder an,aly~er. 
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In general, channel vocoder analyzers contains 14 

to 32 channels which are identical except for the bandpass 

regions of the filters. The bandwidths of the filters are 

determined such.that over a long term average each filter 
JI 

will contain the same average energy. The outputs from 

these filters are time varying, but the variation is slow 

enough that the outputs need only be sampled~e"ery 20 ms. 

This analog vocoder analyzer realization typically consists 

of a large number of nearly identical circuits which 

function in parallel to derive the spectral envelope_ 

The logarithmic sensitivity of the ear allows logar­
II' 

ithmic compression of the energy quantities. These channels 

are also highly correla~d and this correlation is exploited 
. 

by a channel to channel delta modulation scheme permitting 

more eff~cient quantization and encoding-

The pitch or voicing information is typically deter­

mined 100 times per second {a}, and is encoded with 8 bit 

words. The net result of this coding is a 32 bit represent­

ation of the frequency spectrum to which,is multiplexed two 

8 bit excitation parameters to form a 48 bit frame every 

20 roB yielding a bit rate of 2400 bits/s. o . ..., 
~ . 

Both the analyzer and synthesizer of a convention~l ... 
channel vocoder employ identi~al banks of bandpass filters 

as ~ndicated in Figures 1 and 2. In an analog vocoder 
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realization one physical bank of filters can serve both 

functions if the machine is of a half-duplex nature. 

In the synthesizer the incoming 2400 bit/s data 

stream is decoded to yield an excitation parameter once 

every 10 ms. The excitation data is used to generate a 

train of pitch pulses at a rate corresponding to the period 

of the voiced sounds. If an unvoiced soUnd was observed \ 

then the pulse rate could be fixed at a high frequency Or a 
\ 

noise generator could be used to excite the bandpass filters. 

The outputs of the bandpass filters are modulated by the 

channel signals determined in the analyzer, and a summation 

of the outputs of the modulators yields the synthesized 

speech signal. 

The disadvantaqes of this analoq realization of thP 

spectrum channel vocoder stem from the implementation of the 

analog bandpass filters. These filters require physically \ 

large inductors and the resulting vocod~r is bulky ~d 

costly (approxtmately 700 cu. in. at $5000 / channel {7}1. 

A completely digital channel vocoder would be desirable to 

reduce the cost and size of th~ vocoder by replacing analog 

components with digital logic wich can be multiplexed to 

eltminate the redundancy of analog hardware. Also the ent­

ire system could then resid~ in digital processing mach­

ines. 
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2.3 DIGITAL CHANNEL VOCODERS , 

There are two different methods of implementing the 

(11)-3.10(_, voeoder descr.ibed w t th eOTnolctely dig i tal techniau~s. 
~ ., -

One method is to replace the analog bandpass filters with 

digital filters or one digital filter multiplexed such that 

each channel sequentially employs the same digital filter 

with a different bandpass configuration~ This can be 

easily accomplished by altering the digital. filter coeffic-

ients as required, but the size ahd cost of the unit are 
. 

still unduly prohibitive. A more promising method ~s the 

replacement of the bank of filters with an orthogonal trans-

form unit. One orthogonal transform employed has been the 

Fast Fourier Transform (F F T). This method will be briefly 

outlined since its structure is similar to the l'1alsh vocoder 

to be described in Chapter V. 

2 • 3. 1 THE F § T VOCODER 

The standard sampling rate of speech bandlimited to 

200 - 3200 Hz is 8 KHz. Let these speech samples form a 
sequence x(j), j t {O,N-l} where N=2m, m E 1+ (m any positive 

integer). The discrete frequency spectrum X(k} is given 

by 

N-l 
X{k)=l/N t x(j) exp{-i2wj ~/N}, k=O,l, .•• ,N-l 

j=O 

where i =;=r-. Once this transformation into the frequency 
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domain has been accomplished, the bandpass filters as 

physical devices are eliminated. To achieve the function 

of the bandpass fi-lters i.e. the spectral envelope'calcul-

ation, the spectral components X(k) are squared and the 

phase information is discarded by adding adjacent squared 

components. This results in a squared magnitude spectrum 

yen) given by: 

Y(n) CI X2 (2n) + x2 (2n + 1) I n=O,1, •• • ,N/2 - 1 {2} 
~ 

Now the spectrum given by Y(n) can be divided into 

the bandpass regions corresponding to the regions given in 

the analog' channel vocoder. The component Y(n) represents 

the squared magnitude of the spectrum at the frequency i 

given by: 

j 

f "" 8000nl,N { 3} 

for the sampling rate of 8KHz. The energy in each bandpass 

region can~be approximated by·averaging the Y(n) that fall 

into tha~ bandpass region. 

Fi~ure 3 indicates a simple configuration for the 
, 

~ , 
spectral envelo~ detection in the analyz~r section of the 

F F T vocoder. At first the spectrum is divided into 32 

channels each of whioh contain a bandwidth of 125 Hz, and 
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the energy in these bandpass regions is calc~lated in a 

multiplexed arithmetic unit that computes the square and 

average operations. Since the frequency discrimination of 
r 

the aural mechanism is greater at low frequencies, the higher 

frequency channels are averaged together by 2's and 4'5 to 

reduce the number of ' channels to 18. This combining of 

adjacent bandwidth leads to a structure equivalent to an 
~, 

18 channel vocoder with non-equal bandwidth fi1ters. It 

is computationally more efficient to first compute 32 equal 

bandwidth F F T parameters and then selectively combine 

them rather than to realize the nonuniform filter character-

istics of the channel vocoder. 

~ The pitch detection in the F F T vocoder can be 

acco~PliShed in the same manner as in the analog channel 

vocoder, independently of the spectral calculations. The 

pitch information can again be multiplexed with the channel 

signals. 

The synthesizer of F F T vocoder is illustrated in 

Figure 4. ~he structure of the ~ynthesi~er is similar to 

the analyzer in reverse. The incoming data stream is demul­

tiplexed and decoded to yield 32 channel signals and a voJc-

ing parameter. 

The channel signals are spread to form an N point 

frequency spectrum where the phase information is set to 
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zero. The \\'eightings of the _spectral coefficients are the 

channel value in the synthesizer. The inverse.F F T 

(I F F T) of this spectrum is then computed and the resulting 

time function is equivalent to the impulse response function 

of a bank of filters. This time function is circularly 

shifted by N/2 samples (or equivalently a linear phase 

added) to allow the major peak to appear at the center of 

the waveform and minimize discontinuities at the edges Is}. 

This is accompli~hed by reversing the phase of every second 

spectral component in the generated frequency spectrum. 

The impulse response so constructed must be convolved 

with a train of pitch pulses generated at a rate given by 

the voicing parameter. If the voicing parameter indicates 

an unvoiced segment then a 1 rns pitch period is used and 

attenuated pitch pulses of random sign are ~roduced. Other­

wise a pulse train o~ unit magnitude is used at a pitch 

rate 9i ven by the voicing parameter. \--

The convolution of the impulse response function and 

pitch pulses is a~compllshed with the addition of output 

components given by·this impulse response and delayed vers­

ions of the same impulse response where the delays are given 

by the pitch period. In this manner, the output at any par­

ticular time is given by the sum of the output components 
• 

at that tima. The impulse response function is updated at 
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one half the rate of the pitch period update since the 

spectral envelope of the speech segments change at approx­

imately one half the rate of excitation changes. This type , 

of synthesizer is called a convolution synthesizer. 

The above convolution could be accomplished with the 

multiplication ~£ ~e generated N point frequency spectrum 

with the F F T of the train of pitch pulses followed by an 

IFF T of this product. Howeve\j the F F T device would 

have an additional computation to perform which could make 

the system too slow for real time operation since the 

F F T device is the slowest resource in the system. 

Modifications are made to the procedure outlined 

for the analyzer and-synthesizer of the spectrum channe~ 

vocoder to obtain smoother transitions between speech seg­

ments. Overlapping data windows are used so that the spec­

tral measurem2nts are obtained by averaging successive 

F F T's in order to achieve smoother spectral estimates. 

The spectral envelope used in the impulse function deter­

mination in the'synthesizer is updated more. often than 20 

ms by linearly extrapolating between successive transmitted 

spectral envelopes. These methods are described by Blally 

and Anderson {S}. 

Tbe F F T vocoder contains the advantages of an all 

digital system. Tbe disadvantages lie mainly in the comple­

xity of the F'F T calculations which require complex arith-
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metic and multiplication operations. It is because of 

this complex~~y that a different transform, which can be 

more easily accomplished in real time with digital proc­

essing hardware, is investigated. 

2.4 HETHODS OF PITCH DETERl-UNATION 

In order to determine the pitch period of a speech 

signal, the time periodicity of the source signal must be 
.. 

obtained from the observed speech signal. Also, voiced­

unvoiced decisions require accurate determdnation of the pr­

esence or absence of periodicity in the speech ~i9nal. 

The design of an accurate pitch detector that works sat­

isfactorily with bandlimited, noisy speech signals remains 

one of the unresolved areas of speech processing research. 

There are many techniques of pitch determination 

designed for software envirolunents. One of the more effic­

ient and accurate methods is cepstrum pitch determination. 

This method is suitable for conputer simulations of speech \ 

processings systems but is' overly complex for hardware impl­

ementation. Hardware pitch detectors ~ave been described 

in literature but are not off-the-shelf devices. Although 

pitch deteotor investigation is not:·,~.:he purpose of this 

work, a few words concernin9 cepstrum pitch determination 

and a hardware pitch detector are in order. 



r 

2.4.1 CEPSTRUM PITCH DETERHINATION 

Since the logarithm of the amplitude spectrum of a 

periodic time signal with rich harmonic structure is per­

iodic in frequency, cepstrum pitch determination consists 

--of spectral analysis of this log amplitude spectrum. The 
, ) 

term cepstrum refers to the spectrum of the log amplitude 

spectrum. 

Basically the procedure for cepstrum pitch deter­

mination can be summarized as: 

1) compute the power spectrum of a speech segment 

2) obt~in the logarithm of the amplitude of this, 

power spectrum C, 

3) compute the power spectrum of the log amplitude 

spectrum.obtained in step ~), obtaining the cepstrum. 

If the speech segment was voiced there will be a sharp 

peak Qccuring on the time scale called the quefrequency scale 

corresponding to the spectral periodicity. 'The location of 

the isolated peak on this axis represents, the pitch period. 

The procedure is complicated with the problems of pitch 

doubling, window size ohoices and peak threshold level adj-

ustments as well as the usual problems associated with acc­

urate digital spectral estimation. Window weighting funct-

ions are co~only used to obtain more accurate spectral 

estimates. 

I 
I 
I 
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Voiced speech signals can be modelled as t~e con­

vOlution of the vocal tract i~pulse response and the signal 

due to the vocal cord vibrations. Alternatively, the spe­

ctrum of the vocal source is mUltiplied with the transfer 

function of the vocal tract. The logarithmic operation 

separates the two spectra such that the spectral periodi-

city of the vocal source can be identified. The effect of 

the vocal tract is to produce low frequency ripples in the 

logarithm spect~um of the log power spectrum while the per-

iodicity of the vocal source is manifested as high frequency 

ripples .. Therefore, the spectrum of the log power spectrum 

has a sharp peak corresponding to the high frequency 

source ripples and a broader peak corresponding to the low 

frequency structur~ in the logarithm spectrum. A complete 

expos~ on cepstrum pitch determination is given in a paper 

by A.M. Noll {9}. 

2.4.2 A DIGITAL PITCH·DETECTOR 

The digital pitch detector described by Frei et al 

{lO} basically compares bit patterns of adjacent windows of 

speech samples. The criteria for waveform comparison are 

slope, curvature and polarity of the speech signal. An 

adaptive delta coder determines the slope and curvature of 

the speech signal by exploiting~e overload features of 

delta modulators and a hard limiter determines the polarity. 
/ 

Based on these criteria, logic operations determine the s~-

; 
j 

l 
I 
I 
! 
; 



ilarlty of the wave'forms for various time delays. This 

Aloorthim produces a peak at a delay equivalent to the 

pitch period that is much sharper than that of the auto­

correlation function {lO}. 

.' 



CHAPTER III: \<JALSH FUNCTIONS 

The fundamental paper on the mathematical theory of 

\valsh functions was published by J. L. t>lalsh (Ill. Based on ... 

thlS foundation, later papers by Paley ([ 12] ) I Fine ([ 13] , 

[l4h), and Pichler ([15], [16» r for example have developed 

a mathematical basis for Walsh functions similar to the 

theory of trigonometric functions. 

3.1 DEFINITIONS OF WALSH FUNCTIONS 

There are basically four different methods of 

f defining Walsh functions. The most common definition 

\ defines Walsh functions as products of Rademacher functions 

(which are a subset of Walsh functions). A different 

definition is the iterative difference equation defined by 

Harmuth [17]. Another definition derives the WalSh functions 

from the exponential functions [131. Still another derivation ~ 

is based on raising the base -1 to an exponent dependent on 

the binary representation of the \'1alsh functions desired. 

The common feature of these definitions is the requirement 

of dyadic representations. This repres~ntation will be 

outlined before the definitions are given. 

) 
28 
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A dyadic number is any number represented by a 

summation of the binary digits nIh or "On modulating 

" . Integ powers of 2. Let u be expressed as a binary number 

give by (3. 1) • 

( 3. 1) 

Now \.I is a dyadic number if lJ_s is a binat;y digit for all 

integers sEl-co,-I. If \.1_5=0 for s>M, HcI+ (M any positive 

integer), then \.I is a dyadic rational. In general dyadic 

rationals can be eA~ressed in an alternative form 

u=(t+l)/~M (3.2) 

where t is an even integer and 1-1£1+" Dyadic irrationals 

have the form given by (3.1) where there is an infinite 

number of terms to the right of the binary decimal point. 

With this notation all real numbers can be expressed as 

dyadic numbers with a one to one correspondence. 

The method of defining Walsh functions as products 

of Rademacher functions ~(k,·) was introduced by Paley {12]. 

If the variable j has the dyadic representation. 

(3.3) 

• 



)0 

ie. j 15 a dyadic integer, then the \valsh-Paley functlon 

'(j,") is defined by 

o 
f(J,")= n [~(-k,·»)jt~ ( 3. 4 ) 

k==-H 

The Rademacher functions ~(-k,'), k£I can be deflned as the 

functions given by 

, (3.5) 

where t is a non negative real number denot~d by 

( ).6 ) 

The relationship between the \-Jalsh-Paley functions 

't' (j,") ~nd the sequencyl ordered \\la1sh funct"ions wal (n,') 

lS given by 

If ( [n/2 ) On, • ) , n==O ,2 ,4 •••• 
wal (n I • )::: 

If ( [ (n-1) /21 en I • ) ,n::: 1,3 15 • •• 

(3. 7) 

where e denotes the modulo-2 addition of dyadic numbers. 

The functions ~(k/·) are different from the functions 

wal (n, .) only in thja numbering of the functions. The 1 

functions wal(n,·) have exactly n zero crossings in the 

lThe ter.m sequency is also referred to as gene~alized 
frequency or one half the nurober of zero crossings [171. 



lnterval of orthogonality of the Walsh functions. If 
• 

tins l.nterval of orthogonality is normalized to un1ty 

then n/2 becomes the generalized frequency, or sequency, 

of the Walsh function wal(n,'}" This is analogous to 

exp [111 f) where £/2 is the frequency of the exponentlal 

functIon. The sequency ordered functions wal(n,") are the 

functions most commonly used because of this correspondence 

W1th exponential functions. 

Just as the expo~ntial functions can be expressed 

as sines and cosines, similarly cal(j,·} and sal(j,O} 

are Walsh functions defined by 

cal (j, ° )=wal.l2j,·} 
(;) (3.8) 
sal(j,·)~al(2j-l,O) 

where j is the sequency of the functions cal(j,") and 

sal(j,O). 

A similar definition of Walsh functions was given 

in a paper by Fine [13), where the Walsh-Paley functions 

l' (y,') iye:R+ (R+ denotes the non-negative real numbers) 

are defin~d by 

• 



H+l. 
't' (y ,t) ==exp [ni L YKt1- k ] 

k::r-L 
(3.9) 

where y, t(R+ have the dyadic representations 

00 

and t= E t
k

2-k 

k=-r-~ 
(3.10) 

ThiS definition is useful in that the Walsh functions are 

defined in terms of the continous parameters y and t so 

that Walsh integrals can be used to represent non-periodic 

functions as superpositions of Walsh functions. 

The discrete Walsh functions wal{j,n) with j,n£I+ 
F 

(1+ denotes the non-negative integer~6an be defined by 

(3.11) 

wher~ M-i 
. ~. 2k 
J= I" Jk 

k.O 

-
and (3.12) 

This definition of {,lalsh' functions is the most common for 

discrete implementations. The Walsh functions are defined 

on the interval Ire [0 ,N-I] and the \'lalsh funct;ions wal (j ,n) , 

j€[O,N-l} all start with a value of +1 such that wa~(j,o}=l 

for j~(O,N-ll, with N=2m. Changing j and n to dyadic 
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representations of real numbers can transform this definition 

of discrete Walsh functions into a continuous representation 

described by Blachman [lB}. 

r (jk +jk+l ) n_k k=-<lO 
(3.13) 

wal(j,n)=(-l) 
<lO "" . . -k -k 

where J= L Jk2 In= t ~2 
k=-oo k:x-IXI 

(3. 14) 

The definition of Walsh functions given in (3.11) 

and (3.12) will be used because of the notational convenience 

of this definition. The first 16 Walsh fUnctions derived 

from this definition are indicated in Figure 5 and the 

Rademacher functions are indicated as a subset of the Walsh 

functions. 

3.2 WALSH FUNCTIONS AND HADAMARD FUNCTIONS 

Hadamard functions had(n,O) are identical to Walsh 

functions wal(k,·) where the binary n~er n can be converted 

to the binary number k by following the procedure: 

l} reverse the bits of neg. for n=lOll + 1101 

2) perform a Gray to binary code conversion of this bit 

reversed number eg. 1101 + 1001. 



Therefore had{ll,') is identical to wal(9,·). 

Figure 5 indicates the Hadamard and \'lalsh functioh 

numbering. Figure 6 depicts a Fortran IV program which 

converts from Hadamard to Walsh function numbering. A 

hardware implementation of this conversion is given in 

[l9}. The advantage of the Hadamard numbering occurs 

in the computation of the FHT (Fast Hadamard Transform) 

1n that the input sequence does not have to be arranged 

1n bi t reversed order as in the computation of the FtVT. 

This is discussed in 4.2. 

3.3 WALSH MATRICES 

The Walsh matrix W(N) is composed of N rows and 

N columns of +l's and -l's in ~ncreasing order of zero 
.. 

crossings. The rows are the Walsh functions in their 

proper order. For example wal(k-l,j-l) can be determined 

by locating the kth row and jth column of the Walsh matrix. 

For length 16 Walsh functions 
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SUBROUl'INE cnNERl' (N ,H) 
C ARRAY nmo C<NrAINS THE WALSH roEFFICIENI'S ill THE HAtW1ARD ORDER. 
C THE OJEFFICIENl'S tmL BE PLACED ill THE \WSH ORDER IN ARRAY Thru,. 

C N KJST BE AN INl'EGER patm OF 2 , I.E. N=2**M. 

1 

2 

NB (l):::() 
NB (2) =N-l 
NN~/2 
00 1 I=2,NN 
J=1-l 
NB(I+J) =NB (I) /2 
NB(I+J+l)~-l~(I+J) 

mNrINUE;, 
00 2 I==l,N 
IWAL(NB(I) +l)=IHAD (I) 
o:NrINUE 
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FIGURE 6 : Fortran IV Subroutine to Convert from Hadamard to 
Walsh Ordering of Walsh Transform Coefficients 
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1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
1 1 1 1 1 1 1 1 - - - ... - -
1 1 1 1 - - - - 1 1 1 1 
1 1 1 1 - - 1 1 1 1 - -
1 1 - - - - 1 1 1 1 - - - - 1 1 
1 1 - - 1 1 1 1 1 .1 
1 1 - - 1 1 1 1 - - 1 1 

\'J( 16 ) 1 1 1 1 1 1 - - 1 1 = 1 - 1 - 1 - - 1 1 - - 1 1 - - 1 (3.15) 
1 1 1 - - 1 - 1 1 1 1 -
1 1 1 1 - - 1 1 - 1 - - 1 
1 1 - 1 1 - 1 1 - 1 1 -
1 - 1 - - 1 - 1 1 - 1 1 - 1 
1 1 1 1 1 1 1 1 
1 - 1 - 1 - 1 1 - 1 1 1 
1 - 1 - 1 - 1 - 1 - 1 - 1 - 1 -

where - denotes -1. Comparing (3.I5) with Figure 5, it 

can be seen that the Walsh. matrix is an equivalent 

representation of a set of Walsh functions. The Walsh 

matrix is symmetrical ie.W(N)=WT(N) where T denotes the 

transpose and W(N}!!(N),!N=I(N), where !(N) is the NXN identity 

matrix. 

M If N=2 , MEI+, the simplest method of generating 

Walsh matrices is to first obtain the Hadamard matrix and ~ 
1 

then rearrange the rows to correspond to the Walsh matrix. 

The Hadamard matrix is easily obtained by an iterative 

equation given by 



H(N) H(N) 

!!(2N) = 

H (N) -H(N) 

1 1 

where H (2) = 

1 

!o 

From (3.16) and (3.17), !! (4) can be determined as 

~ 
1 1 

~ !! (4) = - 1 
1 -

Now H (8) can be determined from (3.16) and (3.18) 

1 1 1 1 1 1 1 1 
1 1 1 1 
1 1 1 1 

!!(B) .; 1 - - 1 1 - - 1 
1 1 1 1 
1 1 1 1 
1 1 - ..... - - 1 1 
1 1 1 1 -

If W(B) is desired then the rows of g(B} are 

interchanged to yield 

(3.16) 

t 
~ 

( 
! 

j 
, 

(3.17) 

1 
I 

(3.18) 

\ 
(3.19) 



I 1 I I I 1 1 I 
1 I 1 1 1 

\ 
1 1 1 1 / 

~ (8) 
1 1 1 1 

(3.20) = I - - 1 1 1 
1 I - I 1 -
1 - 1 - - I - 1 
1 - I - 1 - 1 -

Walsh matrices provide a compact representation 

of discrete Walsh functions. 

3.4 PROPERTIES OF WALSH FUNCTIONS 

Walsh functions have properties similar to the 

properties of trigonometric functions. These properties 

are proven in Harmuth [17]. m In all cases N=2 , m(I+. 

1. ORTHOGONALITY 

For N length Walsh functions defined on the discrete 

time interval {O/N-I] 

-N-I 
t wal(k,j)wal(n,j)=N if k=n 

j=O 
=0 if k,tn 

(3.21) 

with k,n£[O,N-l). The interval of orthogonality is defined 

as [O,N-I] and this discrete interval corresponds to the 



" , 

• 
contlnous interval [0,1) ~~divided lnto N discrete sub-

intervals each of length liN. This property of orthogonality 

ca~ also be expressed in matrix notation as 

(3.22) 

~ • Syz-,1METRY 

\ 
\ , There are two types of symmetry in \'1alsh functions 

corresponding 
\ 

to the symmetry in trigonometric functions. 

The first symmetry occurs between time and sequency with 

wal(k,j}=wal(j,k) for j;kt[O,N-l] 

In matrix notation this symmetry is expressed as 

The second type of symmetry occurs about the 

midpoint of the interval of orthogonality 

wal(k,j)=wal(k,N-l-j) 

wal(k,j)=-wal(k,N-l-j) 

3. MULTIPLICATION 

for keven, k£(O,N-l] 

for k odd, Ke{O,N-I] 

o 
The set of Walsh functions is closed under the 

, 
multiplication ~peration ie. multiplication of Walsh 

.~ functions results in another Walsh function. 

(3.23) 

(3.24) 

(3.25) 
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wal(k,j)wal(n,j)=wal(nek,j) k,n,j([O,N-l] (3.26) 

where $ represents the bit wise modulo-2 addition of n 

and k expressed dyadically. This property Ylelds an 

expression which defines Walsh functions by the multiplic-

atlon of other Walsh functions with evenly spaced zero 

crossings ie. the Walsh functions which are hard llmited 

sinusoids. 

m 
wal(k,j)= n walek 2n,j) 

n=O n 
(3.27) 

m 
where k= r k 2n. 

n=O n 
It should be noted that for k,nt{O,N-l] 

then k0n<[O'~-11' because N is an integer power of 2. 

4. COMPLETENESS 

Walsh functions form a complete orthogonal set over 

a discrete interval of orthogonality {l?}. Hence an N length 

sequence can be exactly and uniquely represented by a finite 

series expansion of Walsh functions. For x(j) any sequence 

with je[O,N-l) then 

n-l 
x(j)= t X(k)wal(k,j), 

k=O 
j=O,l, ••• ,N-l (3.28) 



n-l 
w1th X(k)=l/N r x(j)wal(k,j), k=O,l, ••• ,N"'l 

j==O 

In matrix notation 

(3.29) 

x=-\v(N)X (3. 30) 

X=o\v (N) x/N - - -

where x and X are N length column vectors. 

Any N length discrete sequence 9an be exactly 

represented by N Walsh transform coefficients X(k). 

3.5 MORE ON SEQUENCY 

The sequ~ncy of the cal and sal functions 

is given by ~ in the notation cal(v , 9) and sal(~,e). 

(3.31) 

Sequency is defined as one half the number of zero cross1ngs 

of cal(p,e) or sal(p,e) in a normalized one second'time 

lnterval. If p is not a dyadic rational then cal(u,B) 

and sal(~/e) are not periodic but the interpretation of 

sequency as one half the number of sign changes per time 

interval of 1 second duration still holds true. 

This corresponds to the normalized frequency v=fT of the 

functions cos(2nft) or sin(2nft) where v is defined as the 

number of cycles in a time interval of duration 1. 

'. 

I 

I 
I 



The term "sequency has also been called generalized 

frequency ~ where ~~u/T and has the same dimension as 

frequency Il7]. In trigonometric functions the base T 

drops out. If the normalized variables u and e in 

sln(2nve) are repl~ced by~the non-normalized variables 
" ,---J 

f~v/T and t=eT then 

sln[2nve]=sin{2n(fT) (tiT) 1-sin[2nfT) ( 3. 32} 

A similar form of substitution in the \-lalsh functions 

with ~=v/T and t~eT yeilds 

sal{v,e)~sal(~T,t/T)~sal{~,T} ( 3. 33) 

The only exception to (3.33) occurs when T 15 an integer 

power of 2 with v and e dyadic rationals. In general, since 

walsh functions do not have sequency and the time base 

connected by multiplication, this time base is an added 

parameter in the general form given by 

A sal(gT,(t-t)/T) 
(3. 34 ) 

where A is the amplitude, U is the sequency, T is the tlrne 

base, and t is the time delay. 

1 

r 
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CHAPTER IV: THE NALSH TRANSFORl-1ATION 

In systems analysis the princlple entItles that 

must be dealt with are signals or tlme functlons. Although 

a tIme function is defined by a rule assigning a value to 

a function for each instant of tlme of interest, such a 

descrlption is not always optimum or even adequate for some 

purposes. It is convenient, therefore, to become famillar 

wlth different ways of describing time functions. 

4.1 ORTHOGONAL FUNCTION EXPANSIONS 

Consider a function g(t) on an interval tE{O,T) of 

the time aXIS, with functions wk(t) defIned on this same 

Interval. In order to describe g(t) by specifying a dlscr~ 

ete set of coefficients, consider a series expansIon of the 

form 

N-l 
g{t) = r cktVk (t) ,t£{O,T} 

k=:O 
(4.1) 

, 

1n which the N coefficients c k depend only on the functions 

g(t) to be represented but not on time, and the N functions 

~k(t) are specified independently of g(t). The notation 

g{t) is used to denote that ~(t) is to be considered an 
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, 
apprOXlmatlon to g(t). If g(t) is sufficiently we11-

b~aved and the ~k(t} are chosen in a ~itable way, the 

dIfference between g(t) and ~(t) will hopefully-approach 

The functions ~k(t) 1 k=O, l~ .. , N-l arc orthogonal 

on the Interval {O,T} 1f 

T * I ~J ( t) W k ( t ) d t :c 0 for a 11 J, k, j t k ( 4 . 2 ) 
o J 

where * denotes complex conjugate. The ~k(t), k=O,l, ... , 

N-l are orthonormal if 

T 
~~J(t)~k*(t)dt = 

1 for j:k 

o for j#k 

Suppose get) has a flnite square norm 1.e. 

T , 
<g,g> = fig (t)l7nt<"" 

o 

and the transform coefficients 9k are defined by 

T 
f9(t)Wk*(t)dt o ~ 

The mean square error t can now be deflned as 

(4. 3) 

( 4 • 4 ) 

(4 .5) 

(4.6) 

! 
I 

i 

J

' 



According to the principle of· least squares, the minimum 

mean square error in '(4.6) will occur when the constants 

ck in (4.1) are the transform coefficients defined by 

(4.5) and this minimum mean square error is 

(4. 7) 

If the $k(t) are a complete orthonormal sequence on the 

interval {O,T} then 

lime (N) == 0 
N-+oo<'min (4.8) 

Any function get) of finite square norm can be exactly' 

represented.~ a series of transform coefficients gk defined 

by (4.5) with 

(4.9) 

If the orthogonal functions ~k(t} are suitably 

chosen then a finite number of transform coefficients may 

sometimes exactly represent the function get). .. 
4.2 THE DISCRETE WALSH TRANSFORMAT~ON 

According to the sampling prin~iple any bandlimited 

function get) can be ,exactly represented by a sequence of 
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samples g(~) of that function if g(t) is sampled at or 
. 

above the Nyquist rate of that function. The sequence 

g(n) can be exactly represented by a series of Walsh trans-

form coefficients G(k) given by 

N-l 
G(k) = liN E g(n}Wal(k,n) 

n=O 
k= 0, 1 , ••• I N-1 

Q 

(4.10) 

where wal(k,n) is the kth Walsh function at time interval 

n, and where the function,q(t) is defined on the continous 

interval [0,1). 

The function g(n) can be reconstructed exactly from 

the transform coefficients G(k} with 

g(n) = 
N-l ( 

" t G(k)wal{k,n) n=O,l, .•• ,N-l (4.11) 

k=O 

The functions G(k) and g(n) form a Walsh transform pair and 

this is denoted by g(n)+w+G(k). 

The transformation given in (4.10) can be computed 

with matrix arithmetic f.e. 

G = !!,(N)YN \ 
(4.12 ) 

Where G is an N length column vector whose elements are 

}T ' 
composed of G(k) in the order {G(O) G(l) •.. G(N-l) , 
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FIGURE 7 : Flow Grgph Illustrating the F W T Operation for N-B 



i 
t 
i r , 
! 
! 

I 

l 
f 
I 

f 

I 
! 
i 
f 

I 
I 

I 
I 

i 

I 
f 

I 
i 
I· 
! 

I 
'. 
j 

i 
I 

I 
I 
I 
! 

• 

W(N) is the N x N Walsh matrix described 1n 3.3 and ~ 

is the N length column vector defined by {g(O) g(l) ... 
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T 
9 (N-l}} • (N-l)2 arithmetic operations are required to 

effect (4.12). By a special algorithm the number of oper­

ations can be minimized to 2N lo92N operations if N is 

constrained to be an integer power of 2 i.e. N=2m, mEl. 
+ 

This computationally efficient transformation is called the 
, ~ 

Fas~ Walsh Transformation (F W T) and the flow graph for 

such a transformation is illustrated in Figure 3 for N=B 

This F W T is derived from the discrete Walsh transformation 

given in (4.12). It is based on the decimation in time 

algorithm (described in 0.·91 ) so that the input sequence is 

not in the usual order but the sequence is in the order 

derived from reversing the bits of the binary integer 
~\ 

representation of the sequence numbers O,I, ... ,N-I.respe~~i-

vely. Figure B indicl).tes a Fortran program which computes 

the F W T of a time sequence and Figure 9 illustrat~s a hard 

ware implementation 9£ the F W T as described in {19}. 

Since the Walsh functions have values of +1 

and -1 o~IYI no multiplications or divisions are required 

in the computation of the F W T. only additions and sub­

tractions are required with shifting to effect division by 
\ 

N where N=2m, mEI+. Hence the F W T is extremely fast 

comparea with the F F T. 
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4.3 PROPERTIES OF THE WALSH TRANSFORMATION 

The Walsh transformation has properties analogous 

to the properties of the Fourier transformation. These 

properties will be listed here with proofs where applicable. 

All sequences will be of length N with N=2rn, mel. + 

1. Linearity 
.I 

If x(j)+;+X(k) and y(j)+;+Y(k} then 

aX(j)+by(j)+w+aX(k)+bY(k) ,a,b,real (4.13) 

N-l N-I 
Proof~ ax(j)+by(j) = a r X(k)wa1(k,j)+b I Y(k)wal(k,j) 

k=O k=O 

N-l 
= L {aX(k)+bY(k) }wal(k,j} 

k=O 

Hence ax{j)+by(j}+~+aX(k)+bY(k) 

2. Symmetry 

Due to the symmetric properties of the Walsh func­

tions discussed in 3.2 a sequence x(j) will have a Walsh 

transform composed only of even number walsh function coeff­

icients if x(j) is symmetric about its midpoint. 

Proof: Since~(j) is symmetric about its midpoint then 
" 

--
x(j) = x(N-l-j) for j=O,l, •.. , N/2-1 

, " , 
1 
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Also; 

Hence 

But 

wal(k,j) = wal(k,N-l-j), for keven, KE{O,N-l} 

=-.al(k,N-l-j), for k odd, ktfO,N-l} 

N-l 
X(k) = liN t x(j)wal(k,j) 

j=O 

N/2-1 N-l 
=l/N t x(j)wal(k,j)+l/N r x(j)wal(k,j) 

j=O j=N/2 

N-l N/2-1 
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liN E X(j)wal(k,j)=l/N E X(N-l-)')Yal(k,N-l-)') 
j~N/2' j=O • 

N/2-l 

N/2-1 
=l/N t x(j)wal(k,j) for k eYen 

j=O 

N/2-1 
=-l/N E x(j)wal,(k,j) for k odd 

j=O 

Therefore X(k) = 2/N E x(j)wal{k,j), keven, k£{O,N-l} 
j~O 

'. 

(4.14) 

==6 k odd, kt{O,N-l} 

A similar situation exists for transforms ot sequences 

which are asymmetric with r~~pect to the midpoint of the 

sequence. Here the transform series i~ composed of only 

odd numbered coefficients. 

c 
, 

I 
! 

[ 
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SUBROl1l'INE FW1' (N ,M,n'1AL) 
C ARRAY D'1AL CCA'lfrAINS 'mE DATA, m BE TRANSroRMED INro THE t'D\LSH 
c ro'\fAIN. THE llJALSH TRANSFORt-t OJEF'FICIENrS NIIL BE PLACED IN 
C ARRAY nw.. rn THEIR NA'I'URAL ORDER OF !NCRF.ASING SECVENCY. 
C THE ORIGINAL DATA NUL BE WST. nw.. HAS DIMENSlOO 2N. 
C N?oVST BE :PN INTEGER ro'JER OF 2 I I.E. N=2**M. 

1 

2 
3 

DIMENSlOO ll'~ (1) 
NH=N/2 
Ll=O 
00 1 L=l,t-l 
LP=L+l 
J.M:::L-l 
Ll:::N-Ll 
L2==N-Ll 
NY=O 
NZ==2**LM 
NZI=2*NZ 
NZN=N/NZI 
00 1 I=l,NZN 
NX::NY+l 
NYcNY+NZ 
JS=: (1-1) *NZI 
JDz::J'S{-NZI + 1 
00 1 J=NX,NY 
JS=VS+l 
JWtNH I 
IWM.(Ll-tVS)r:!WAL(L2-hl)+n&(LW2) 
JO=JD-l 
m\L (L1+JD) =DmL (L2+J) -IWAL (I:t2+J2) 
cc:Nl'n-.1OE 
IF (Ll.EQ.O) CD TO 3 
00 2 I==l,N 
~(I)=IWAL(I+N) 
CCNl'D."'UE 
mruRN 
Em 

FIGURE 8 : Fortran IV Subroutine for Implementation 
of the Fast Walsh Transfotm (F w t) 
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3. Impulse Function Representation 

Then 

if 

Define.o(j) == 1 

;: 0 

, 

, 

~(j)+a·w+X(k)+a6(k) 

x{j)+w-+X(k} 

j=O 

j~O 

N-l 
Proof: Define D(k) = liN L 6(j)Wal(k,j) 

j=O 

=l/Nwal (k, 0) == liN 

since wal(k,O) = 1, k£{O,N-l} 

N-l 
similarly L o(k}wal(k,j) = wal(O,j)=l 

k=O 

since wal(O,j) = 1, j£{O,N-IJ 

Hence 

Therefore from the linearity property 

< 

x(j)+a+w~X(k)+ao(k) 

and similarly 
\ 

x(j)+ao (j)+w-+-X(k).+a/N 
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(4.15) 

(4.16) 

(4.17) 

• 

(4.l8) 

(4.19 ) 

r-.L 
l-

f\ 
I 



4. Signal Mean Value Calculation 

For x(j)+w~X(k) I X(O) is the sample mean 

Proof: 
N-l 

X(k)=l/N t X(j)wal(k,j) 
j-=O 

N-l 
X(O)=l/N t x(j)wal(O,j) 

j=O 

But wal(O,j)=l for jEIO,N-l} 

Therefore 
N-l 

X(O)=l/N E x(j)=sample mean 
j=O 

5. Time Shifting 

For x(j)+w~X(k} then 

N-l 
x(j-~)+-+ t Q k d(-T}X(k) 

W kl;:Q I 

where Qk,d(-T) are constants dependent only on T. 

Proof: 
N-l 

x(j)= r X(k)wal(k,j} 
k=O 

, jE[O,N-:-l] 

N-l . 
X(j~T)= I X(k)wal(k,j-t) t£(O,N-11 

k=O 
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J ' 

(4.20) 

(4.21) 

(4.22) 



where the subtraction j-! is accomplished with modulo-N 

arithmetic to effect wrap around shlfting. 

Now, 
N-l 

wal(k,j-T)= t Q k d(-t)wal(d,j) 
d=O ' 

where 
N-l 

a k d(-t)=l/N r wal(k,j-t)wal(d,j) 
, j:=O 

S6 

(4.23) 

(4.24) 

The constants Qk,d(-t) are the Walsh transform coefficients 

that express the expansion of the time shifted Walsh functions 

in t~ of unshifted Walsh functions and are therefore 

independent of the sequency x(j) and dependent only on 1. 

Subst1tuting (4.23) in (4.22) yields 

N-l N-l 
x(j-r)= r X(k) r Qk d(-t)wal(d,j} 

k::Q d==O' 

Rearranging the right hand side summations in (4.24) 

N-l N-l 
X(j-T)= r [ r X(k}ak d(-t)]wal(d,j) 

d=O k::::O ' 

Comparing (4.25) with (4.2I) 

N-l 
xej-t)+-+ t uk d(-T)X(k) 

W k=O ' 

(4.25) 

(4.26) 

(4.27) 

For Fourier transformations, the equivalent time 
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shlfting property is 

(4.28) 

where x(j)+F~X(w). The Fourier transform of the unshifted 

tlme function x(j) can be directly recoverable from the 

shifted time function x(j-t), given the delay parameter 1, 

by multiplying the Fourier transform of x(j-t) with 

exp{iwt}. There is no such inverse operatlon for the Walsh 

transform ie. the phase information cannot be easily 

separated in the Walsh domain. The Walsh transform of x(j) 

can be recovered from the Walsh transform of x(j-y) given 

T by obtaining x(j-t) using the inverse Walsh transform 

and then shifting x(j~t) by +t and obtaining the Walsh 

transform of this function. 

The sequence x(j) can be logically or dyadically 

time shifted as well. Dyadic time shifts are effected by 

rnodulo-2 addition (or equivalently subtr?ction since modulo-2 

subtraction is equivalent to modulo-2 addition) of the time 

parameters expressed in binary form. This dyadic time shift 

is denoted by x(jOt) and G denotes the modulo-2 addition 

operator •. If x{j)~w+X(k) then 



N-l 
x(j~t)~ r X(k)wal(k,jet) 

k=O 

Out wal(k,j$1)=wal(k,j)wal(k,1). Hence 

N-l 
X(J$l)~ r X(k}wal(k,j)wal(k,t) 

k=O 

N-l 
= [ {X(k)wal(k,'T) lwal(k,j) 

k=O 

Therefore x(jG'T)+-~X{k)wal(k,t) 
w~ 
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(4. 29 ) 

( 4 • 30 ) 

The Walsh transform of x(j) can be obtained from the Walsh 

transform of X(jGi), given T, by m~ltiplying the Walsh 

transform of X(jeT) by wal(k,T) since [walCk,t)}2=1 for 

k,tt:[O,N-I}. The dyadic phase info~ation can be easily 
, 

separated in the Walsh transform domain in this manner. 

6. Convolution 

Consider the N length sequences x(j) and y(j). The 

linear arithmetic convolution of these two sequences is 

given by 

N-l 
z(j)= 1: x(j.-"t}yh) (4.31) 

,.=0 

where the subtraction j-T is modulo-N subtraction. 

, 
'I 
I 

~ 



Define: x(j)~-+X(n) w 

Y(1)+---+Y(rn) w 

.-

Now zA{j) can be expressed as 

I~-l 

ZA(j)= r ZA(k)wal(k,j) 
k::::O , 

N-l r-1 N-l N-l 
= I: ""r ran k(-T)X(n)wal(k,j) t Y(m)wal(m,l} 

,=0 k=O n=O ' m=O 

N-l N-l N-l N-l 
= r {t r X(n)Y(m) t an k(-T)wal(m,T) }wal(k,j) 

k=O n=O m=0 T=O .' 

N-l N-l N-l 
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Hence z'A(k): t t X(n)Y(m) r a k(-T)wal(rn,T) (4.32) 
n=O m=0 T =0 n, 

, 

The logical convolution of x(j) and y(j) is defined by ~ 

N-l 
zL(j)=l/N r x(je"r)Y{T} (4.33) 

; 1=0 _ 

where $ denotes modulo-2 addition. 

N-l N-l 
zL (j}=l/N L Y('t){ t X(k)wal(k;'tfaj) 1 

1=0 k=O' 
(4. 34) 



\ 

. 
But wal(k,Tej}=wal(k,t)wal(k,j) 

Hence 

N-l N-l 
ZL(j)=l/N ,1: X(k) t y(-c)wal(k,j)wal{k,t) 

~---
N-l N-l ~ . 

=1/N t X(k)wal(k,j).( I y{-rtyal{k,t)] 
k=O '~O) 

N-l 
= t X(k)Y(k)wal(k,j} 

k:::O 

N-l 
.since Y(k)=l/N L Y(T)wal{k,T} 

T==O 

Therefore 

7. Autocorrelation 

.--

60 

(4. 35) 

The autocorrelation function R (T) is defined by xx 

N-l 
Rxx{T)=l/N.t x(j)~(j+T) 

)=0 . 
, . N-l . 

Substituting x(j)= t X(k)wal(k,j) 
k=O 

'", 

(4. 36) 

• 
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N-l N-l 
x(j+t}= l:0{(n) r C& dh"}wal(d,j} 

n=O d=O n, 1)-

in (4 .. 36) yields 

N-l N-l N-l N-l 
R x(t)=l/N t t X(k)wal(k,j) E X(n) t an d(t}wal{d,j) 

x j =0 k=O ncO d=O' 

..,. N-l N-l N-l N-l 
RXX(T}= E X(k) t X(n) r a d(T)l/N r wal(k,j}wal(d,j} (4.37) 

k=O n=O d=O nr j=O 

N-l 
But lIN t wal(k,j)wal{d,j)= 1 for d=k 

jeO 
=0 otherwise 

from the orthogonality of Walsh functions. 

reduces to 

Hence (4.37) 

(4.38) 

Similarly a cross-correla~~on function Rxy{~) o~ two 

sequences x(j} and y(j) with x(j)+w~X{n) and y(j)+w~Y{m) 

is given by , 

(4. 39) 
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The logical autocorrelation and logical crO$S-

correlation functions are the same as logical convolution 

since modulo-2 addition is an equivalent operation to 

modulo-2 subtraction. 

B. Logical Covariance 

The logical c~variance matrix ~ is formed from 

the logical autocorrelation function L(l) given by 

N-l 
L ('( ) = lIN 1:. x (j fl'h ) x (j ) 

j=O 

(4.4l) 

where r is the row number and c is the column number of the 

N x N covariance matrix £r,. {Note: the row and col umn 

numbers start a 9 and end at N-l. The logical covariance 

matrix thus formed is dyadic ie. it is symmetric with respect 

to both diagonals. For example, 'for N=4 

r-
1 P1 P2 P3 

1 -
~=a~ PI P3 P2 

(4.42) 
P2 P3 1 PI 

P3 P2 PI 1 
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2 2 where Pk= L(k)/a and cr =L(O) 

The covariance matrix is dia~onalized by the Walsh 

matrix, ie. fy==!!{N)£L! (N) ; where £y is an N x N diagonal 

matrix with the diagonal elements given by the Walsh transform 

of L(T),T£[O,N-lj. This arises from the properties of the 

e operation. £LW(N) is composed of SO' Sl""SN_l where 

N-l 
S.= t L(j}wal(i,j} 
~ . 0 J== . 

For N=4 

1 
£~(N)=n 

where 

So Sl 

So 51 

So -s I 
So -s I 

50= 1+ 

S1= 1+ 

'S2= 1-

S3= 1'" 

(4.43) 

(4.44) 

-, 
82 53 

-5 2 -53 

-52 53 (4.45) 

S2 -S3 

PI + P2 + P3 

Pl - P2 - P3 

PI - P2 + P3 

Pl + P2 - p 
. 

3 

\_J 

f 

I 
~' 



By inspection of ~W(N) it can be seen that W(N)CL~(N) 

will be diangonal and the diagonal elements will be 
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So' 51'···' SN-l' which are the Walsh transform coefficients 

of-the logical auotcorrelation function. 

9. Logical Weiner-Khintchine Theorem 

Define the logical autocorrelation Lxx(j) as 

N-l 
Lxx(j)=l/Nt!OX(j$t)X(L) 

From logical convolution properties 

N-l 
Lxx(j)= t X(k)X(k)wal(k,j) 

k=O 

Hence 

N-l 
= r {X(k)}2wa1 (k,j) 

k=O 

L ( j ) +--+ [ X (k) ] 2 
xx w 

(4.46 ) 

(4.47) 

But [X(k)]2=px{k)~ sequency power spectrum of x(j). 

[Note: Px(k) is variant with ~eal arithmetic time shifts 
, 

of x(j~ but is invariant with dyadic time shifts of x(j)]. 

Therefore 

L (j)+-+P (k) xx w x 
(4.48) 



10. Parsevals Theorem 

For a finite sequency x(j) the signal energy is 

given by 
N-l 

E= lIN 1: [x (j) ] 2 
j=O 

N-l N-l 
=l/N r {r X(k)wal(k,j)]2 

j=O k=O 

N-l N-l 
=l/N L [X(k}1 2 t {wal(k,j)]2 

k=O j=O 

N-l 
= r [X(k)]2 

k=O 

N-l 
since liN t (wal(k,j)]2=N 

j=O 
for ke: (0 IN-I] 

Hence the energy in the time signal is 'preserved in the 

Walsh spectral energy •.. 

11. Time Invariant Sequency Power Spectrum . 

The power spectrum defined by Px (k)=[X(k)]2 

is time variant and hence it does not have the desired 

65 

(4.49) 

properties that a time shifted version of a periodic signal 

has the same power spectrum as the original signal. Hence 

it would b~ dasir~le to derive an expression for a ti~ 

invariant sequency power spectrum. 
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The time invariant power" spectrum can be derived 

from the binary orthogonal decomposition of an N length' 

sequency {x(j)} with N=2m, mtI+, in the following way,[201. 

An N- periodic sequence {x(j)} can be decomposed into an 

N/2- pe lodie sequence {A1(j)} and an N/2- antiperiodic2 

B1 (j)} with 

{x(j)}={A1{J }+{B1(j)} (4.50) 

where (Al(j) ~l/2(x(j)+x(j+N/2)} (4.51) 

and (Bl (J)}=l/2{x(j)-x(j-N/2) } (4.52) 

To continue the decomposition, {Al(j)} is further 
, 

decomposed into an N/4- periodic sequence {A2 (j)} and an 

N/4- antiperiodic sequence {B2 (j)} with 

This process is continued until a 1- periodic sequence 

{~(j)} is formed. ·There will then be m antipe~iodie . . 
sequences and one periodic ~equence wi~ 

(4.53) 

(4.54) 

(4.55) 

2. A sequence {x(k)}is said to be M- periodic if x(k)=x(M+k) 
and M- . antiperiod.ic ,f x(k)=-x,(M+k). 
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1 

{ X ( j) } == { 1)0 ( j ) } + { B m ( j) } +. ~ m-l (j) } + • • • + { B 1 (j) } 

rn 
={Arn(j)}+ t {Bk(j)} 

k=l 
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{4.5&) 

(4.57) 

These sequences can be represented as N-length column 

vectors denoted by 

~ .y(O) 8m y (N-I) B y (N/2k -l) 
m-k 

y(O) -y (N-l) y(N/2k ) 

y(O) y (N-I) . 
yeO} -y (N-I) Y(2k-l)N/Zk-l) 

yeO) y (N-t) y( (Zk_ 1 )N/2k ) 

yeo) -y (N-I) _y (N/2k -l) 
(4.58) 

yeo) y(N-l) _y (N/2k) 

y(O) -- -y (N-l) · ,. 
· · 

yeO) y (N-l) · 
y (0) -y(N-I) · · 
y (0) y(N-l) 

k k -y «2 -1) N/2 -1) 

yeo) -y(N-l) _y ((2k -l) N/2~ 

where k=1,2,." •• , m- l • 'l'he components y (n) will later be 

related to the Walsh transform coefficients X(k) by comparing 

~~ 
',--, 

-the average power in the time and sequency domain,s. Inspection 

of the vectors in (4.58) shows th~t they are all mutually 

orthogonal and therefore 
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(4.59) 

Evaluating the norm of each of the sequences from (4.58) 

yields' 

(4.60 ) 

(4,6l) 

with k=1,2 •••• ,m-l. 

T~e Walsh transform· coefficients X(k) can be derived 

fr~ the Walsh transform of the sum of the sequences. In 

vector notation 

where ~(N) is the N x N walsh matrix. From (4.63) and (4.58) 

it can be shown that 

~(O)=y(O) 

X(N-l)=y(N-l) 

. 
(4.64) 

(4.65) 



X(N/2k -l) y(N/2k -1) 

... 
X{N/2

k
) y(N/2k) 

IV( 2k) 

X( (2k -ll (N/2
k
-l) 

~ 

2k Y «2k -l)N/2
k

-1) 

x ( (2K-1) N/2k) y( (2k_1N/2k) 

Wlth k=1,2, ••• ,m-l. Since the matrices ~(2k) are 

orthogonal it follows that 

k r {X2«2n_l)N/2k_l)+x2({2n-l)N/2k)} 
n=l 

with k=l,2, ••. ,m-l. 
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(4.66) 

(4.67) 

(4 •. 68) 

(4.69) 

The average power in the sequency {x(j)} is given 

by 

N-l ~ 
Pav'= lIN I x

2 tj) = 
j:aO 

lIN 11 {x ( j ) { 1 }2 (4. 70 ) 
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From (4.59) and (4.70) 

k 
pav=y2(O)+y2{N-l)+1/2rn- k E (y2«Zn_l)N/2k-1)+y2«2n-l)N/zk)} 

n=1 (4.71) 

Hence from (4.67), (4.68) and {4.69} ;p)' 
~ k .~,~" 

paV=X2 (O)+x2 (N-l)+ 1: {X2 ({2n _l)N/2k -l)+X
2 

«2
n

_l)N/2
k

)} {4.72) 
n=1 

coefficients in the Walsh coefficient spectrum. 

Defining the sequency spectral density as 

and substituting (4.73) in (4.72) yields 

k 
pav=S 2(O}+s2(N/2-l)+ r S2«2n_l)N/2k+l) 

n=1 

(4.74) 

The spectral points of the time invariant sequency power 

spectrum are given by 

PO==S2(O} 

Pl=s2(N-l} 

(4.75) 

(4. 76 ) 

.. 
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, k c 1 , 2 , • • • , rn- 1 

, 
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(4. 77) 

The spectral" points P. represent the average power 
~ 

content of a group of sequencies. Each group contains a 

fundamental and the set of all odd p~rmonies relative to , 

that-fundamental. This power spectrum is inv~riant to any 

cyclic shift of the time sequence but the original time 
"$ 

~equence cannot be recovered from an inverse transfo~m of 

the power spectrum even with a conveniently defined phasee 

spectrum t20}. 

Table 4.1 indicates the sequency components that 

are contained in 'each of the power spectral points for 

N~8/l6 and 32. The average power in the group of frequency 

components which correspond to the sequency components of 
. 

each respective group is exactly the same' as the. average 

power in that 9roUP of sequency components (21]. 

;: 
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TABLE 4.1 

Sequences in P, 
1. 

N==8 N:;::16 
. 

0 0 

4 8 
. 

2 4' 

1,3 2,6 

1,3,5,7 

. 
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, 

N=32 

0 

16 

8 

4,12 

2,6,10,14 

1,3,5,7,9,11,13,15 

The time invariant sequency power spectrum can be utl.lized 
,-

in the detection of harmonic structure in signals. The number. 

of spectral points in the power spectrum is logarithmically , 
dependent on the window size ie. -th-ere are m+l spectral points 

fora window of length N=cm• Therefore the applications of 

this power .spectrum are limited to areas where a Coarse spectral 

resolution is sufficient. One possible application is in the 

pattern recognition field where signals are classified according 

to their harmonic structure. 

, Pitch detection in speech signals was found to be 

I 
J 

\ 
:~ 

" 

I 

, 
! 
I 

J 
: 
! 
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lmpractical using the time invariant sequency power spectrum 

due to the sensitivity of the human aural mechanisms to pitch 

inaccuracies. For practical window lengths of say N=l28, 

there would be 8 spectral points so that the p~tch could only 

be determined from the location of the maximum of these 
" - ~~ 

spectl;af point'S. For' accevtiole speech quali ty, the pi tch 

information is usually quantized to 128 levels whic~.would 
• i:" '': 

~ .... ,,/.,~ 
regtiire a window length of N=2l27 . 

• 4.4 FBEQUENCY & SEQUENCY 

The conversion from the Fourier spectrum of frequency 

limited signals to the Walsh spectrum of these signals has 

been investigated by Blachman- [18], Kitai {22], and other 

authors. It is useful 1:0 t~e understanding of the \'lalsh vocoder ... 

to describe these mapping from the Fourier spectrum to the 

Walsh spectrum for discrete signals. 

Consider a frequency limited time functions x(t) which 

is represented bn the interval tE[O,I) by the discrete 
10 ;r ~~ 

sequence x(j), j=O,I, .... N-I with N~2 , mEI+. The Discrete 

Fourier Transform (OFT) 'of x(j) is given by 
.,,' .. 

N-I 
F(f)= t x(j)exp{-i2nfj/N), 

j;=O 

..,-

f=O,l, ••• N-l (4,. 78) 
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The NaIsh transform of x(j) is given by 

N-l 
X(k)D·r x(j)wal(k,j) , k=O,l, ... ,N-l (4.79) 

j=O 

.. 
If x(t) is frequency limited such that the highest normalized 

frequency component is fu then 

f 
x(j)~l/N ~ F(f)exp[i2nfj/N], j=O,l, ••. N-l 

f=O 

Substituting (4.80) in (4.79) yields 

f 

(4. 80) 

N-l 
X(k)=l/N t 

j=O 
\! F(f) exp(i2nfj/N]wal(k,j) , k=O,l,..,N-Y· (4.81) 

f=O 

If F(f)=c, where c is a constant, then 

N-l 
X(k)=c/N t 

j=O 

f 
{ ~ exp{i2nf./N)}wal(k,j), k=O/l~ .•• N-l 

£=0 - J 
(4.82) . 

Since cos (2nfj/N) has even symmetry and sin(2nfj/N ) has odd 

symmetry over the range j=O,l, ••• ,N-l, therefore from 4.3 

. prpperty 2. 
N-l 

X{2k)=~/N L 
. j:a:O 

{
fU 

L co~2n~j/N)}wal(2k/j),·k=O,1/ .•• N/2-1 (4.83) 
f::;O • 

) and ;:.\I 

N-l' f ' 
X(~k-l)=c/N t {~ain(2;ni; j/N)}wal(2k.-l,j) k=1,2, •• ,N/2 (4.84) 

j=O £-=0 " 



Equations (4.83) and (4.84) define the Walsh 

spectrum of a frequency limited signal the spectrum of which 

is flat with a constant magnitude c. Equivalently, the 

mapping from a frequency band into the corresponding 

sequency band is defined. This mapping illustrates the 

comparison between the FFT and Walsh vocoder envelope detectors. 

If the lower limit in the second summation of (4.83) 

and (4.84) is replaced with fd then frequency bandpass regions 

could be mapped into the sequency spectrum as well as lowpass 

regions. 

Fig~res 10-25 illustrate the meFping of 16 equal 

frequency bandpass regions into the sequency spectrum. The 

energy in the e~uivalent sequency bandpass regions are 

calculated and used to determine what fraction of the total 

energy contained in the frequency bandpass region occupies 

the sequency bandpass regi~n which corresponds to the 

frequency bandpass region. (Note: Frequency and sequency 

have the same units so they are depicted on the same normal-

i~ed axis in FIGURES lO-~5. (~SO, since a log scale is 

employed, -40dB is the artificial zero.) 

Fro:m the inspection of Figures 10":2'5 it is evident 

thcd"'the sequency bandpass region which co.~ncides wi th 'the 
~ 

frequency bandpass region contain~ more of the total energy 
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contained in the frequency bandpass region than any other 

sequency bandpass region of the same bandwidth. 
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CHAPTER V: THE WALSH VOCODER 

-
Since a voooder system operates in real time with .. 

speech signals, the speeds required of the FFT devices in 

the FFT vocoder necessitate hardware parallelism and high 

speed logic in the hardware implemantation. This complex­

ity and cost is reduced if FWT 4evices can replace the FFT 

devices because the.hardw~e implementation of the~WT is 

less co~lex than the FFT implementation. 

The basio configuration of the Walsh vocoder is 
• , 

similar to the FFT vocoder ~~scribed,in 2.3. The synthe-
, 

, , 

si~ed sp~ech siqnals of both voooder systems will be 

analyzed for cpmparative intelligibility and quality in . .' 
order to dete~ne whether or notrFFT d~ViCjS can be 

replaced with FWT .devices in this vocoder confi9~ation. 
" 

5'.1 THE WALSH VOCODE)l SYSTEM 

The Walsh vocoder system 'to be described can b~ 

sepatated, like all'vocoder systems, into an~lysis and 

synthes~s seotions. Some operations p,erformed in the .. 
synthesis of'the'voi~e signals a~e the reverse of the same 

~ , 

operat1~ns perfo~~in the analysis ·of voice signals. 

-

. . 
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Hence the hardware employed in the vocoder system can 
/ ~ ~ 

in some cases be multiplexed for use by the analyzer and 

I synthesizer of the vocoder system. This would be the case 
\ 

where the analyzer and synthesizer are physically approx-
• 

imate to each other in a system that bbth transmits and 

receives vocoer signals in a two way communication system • 
. 

In the computer simulation of the Walsh and FFT 
j 

vocoder systems" this hardware sharing finds expression in 

software subroutines which are called by both the ,analyzer 

and synthesizer sections of the simulation. Parameters are .,. 

lused to indicate whether forward or reverse operations are. 
1 

\ 

required for the analysis or synthesis operations respectively. 

~he input speech signal is sampled at 8KHz after 

lowpass filtering with ~ third ~rder filter w~th a cutoff 

frequency of 3KHz. These samples are stored on a mass 

storage file since the simulation is not in real time. In 

the simulation magnetic tape was utilized as the mass storage 
, 

'i! ,. 

medi~·to more closely approximate the sequential data access ~J 

present in 'ant actual real time vocoder system. -". 

I 
. / I 

5.111 THE ·WALSH VOCODER ANALYZER . ~' 

" . m 
'-"':l .. ",.· ... nee· the N-length FWT is only applicable for N==2 

. I 



m£I+, the Walsh spectra of the speech signals were calculated 
< 

using a 128 length FWT. This allowed spectral envelope . } 
calculations every 16ms (for the 8KH'z sampling rate) which 

is less than the spectrum samplin~ in~erval of 20ms employed 

in the analo~ channel voooder described ,in 2.2. 
f • 

Increasing . . . 
the window length would increase the spectral resolution" 

b~t sin~e the speech signal is not statiopa;y i6: the p'0wer 
. 

sRectrum changes with ti~, ~e.~pectral ~hanges W~U~d be 

missed since in effect longer wlndow lengths result ln a . 
~ 

longer spec~al sampling period, unless unnecessary window 

overlapping is. employed. 
. ' ....... 

The pitch pa~ameters Were determined with ceestrum ' 
\ 

pitch detection techniques in the simulation~sing 32ms 
. 

windows to" obtain adequate pitch d~tection r~solution. ,I 

,i • 
, ' 

The 2§6 length' sampbe wi~dows allow 64 differen~ pitch 

values from 62.SH'z to 4000H'Z on a nonlinear frequency J~ale • .. 
The frequency. scale is the inverse of the linea~ quefrency' 

• 

(or time) sc~e. In effect there are 5S usable pi-tah , 

parameters ranging from 62.5 HZ to 400 HZ (~e ~itch fre~e.noy 
, 

rarely exceeds 400 Hz). In addition, a parameter is needed 

to represent unvoiced~egments and this is set to 1000 Hz. 

These S6 pitCH parameters are encoded wi~ a 6 bit represen-. 

tation every 8ms. The 256 length siUtlple :window.s are over~apped 

, 
" 

I • 

~l 
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wi th the previous sample winqow employed in the pi tch 

detection to obtain pitch parameters every 8 ms. Longer 

sample windows would increase pitch parameter resolution 
. ' 

but the possibility then increases that the longer window 

.will contain multiple pitch parameters ie. the window could 

contain speech segments of different pitch values and the 

cep~trum pitch detector is. not able to distinguish single 

an~ multiple pitch values. , 

The timing sequence for the pitch detec{ion and 

W~lsh spectral envelope determdnation is-illustrated in 

FIGURE 26. /Initiall:( the 256 "length array ITST is filled 

with speech samples in locations 64 to 255 with locations 

o to 63.filled with zeros. The followi~g algorithm defines 

the s~ple transition thrQugh the analyzer: 
i 

1) samples 191 to 64 inclusive in ITST are shifted into 

the 128 length array lHAD in prepat'ation for the FWT 
() 

operation. 

2) the first pitch parruneter PFl is determined from the 

256 $~ples in ITST·by subroutine CPITCH. 

3) the s"ampl~s in iTST are shi fted down ii 4 places ~i th 
. 

SamPles 0 to 63 inclusive' discarded ie. ITST(I)= ... 

ITST(I+64), 1=0,191. 

I 

'/ i 
1 • . 
J 
:1 



4) the nekt 64 speech samples are placed in IT5T in locations 

192 to 255 inclusive in that order as indicated in step 2 

of FIGURE 26. 

5) the second pitch parameter PF2 is now calculated from 

the 256 '&ample~ in ITST by subroutine CPITCH. 

6) repe~t step (3). <:> \ 

7) repeat step (4).1 

8) if transmit switch is $ ilIon, ie. if there ar~ any 

more speech samples, repeat steps (1) through (7); if 

not repeat steps (1) and (2) and then go to (9). 

9) PF2=PF1 

10) STOP 

The above algorithm defines two pitch parameters for 

eve~y spectral envelope calculation without any interference 

of one operation with the other. This is\depicted in FIGURE 

26 where the timing sequence indicates the simultaneous 

determination of PFl from the samples in ITST and the 

computation of the Ft'lT from the samples in IHAO. This was 

necessary to simulate the independence of a ha dware pitch 

detector with speotral envelope calculati~ns 

vocoder sys tem~ , 

From FIGURE 26 it can be seen,that there are three 

I 
i 
\ 
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• • 

possible 128 length sample sets in ITST which could be used 

in the spectral envelope calculatlons. These sets are ~arnples 

o to 127 inclusive, 64 to 191 inclusive or 128 to 255 inc16'sive. 

The only differences in choosing one set ove the others are . 

in the intializ:tion of ITST and the validity f the p~tcH 

parameters associated with ~e spectral envelo eSt Clearly 

the samples used to compute the FWT shoul somewheire 
.. 

near those used in the pitch detection. Choosing the set 64 

. 

to l~l inclusive for the spectral envel~pe ~alcul~ion, we 

calculate PFl with all of the samples used in the FWT operation 
, 

as well as 64 samples of the previous and future sets used in 

the spectral envelope calculations. PF2 is determined from 

the 128 samples used in the present spectral calculations as 

well as the 128 samples from which the next spectral envelope 

will be determined. This sample allocation promotes smoother 

pitch transition from one window to the next in place of 

isolating two pitch parameters with one spectral envelope. 

Once the FWT operation is completed, the 128 Walsh 

transform coeffic;ents are placed in 128 length array IWAL 

,and IHAD is free to accept the next 128 samples to be trans-
~. 

formed into the \-]a,lsh domain, The ~>1alsh sequency power spectrum 

is ~en calculated by squaring and adding Walsh coefficients 

of the same seque-ncy. There are thus 64 sequency power 

\ 

I 

! 
~t­
I 
J 

i!!! • i 
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computt FWT 
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compute PFl 
from aampltS 
in ITST 

shift 64 nEW 
sampl&s into 
I'l'ST 

compute PF2 
from samplES 
in ITST -, 

FIGURE 26 :Sanpl£ allocation and timing SEquence for pitch 
dEtEotion and Walsh transform calculation . ., 
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spectral points which are used in the spectral envelope 

c'alculation. 

The spectral envelope is calculated by the sub­

routine GSPS operating in the forward mode using the 64 
..., 

100 

sequency power spectral points which w~re placed in array 
¢ 

~~s. Subroutine GSPS ~verages tpe spectral points in a 
o 

given sequehcy band yielding the average energy ih that 
~ 

sequ~ncy band. These av~age energies in 14 such bands 

~ form a~et of 14 channel values representing an approxima-
\ -. 

tion to the spectral envelope of that l6ms speech segment. 

These 14 channel values are placed in array BAND for input 

to a log encoder. 
\ 
" The output of the log encoder is not sent to the 

.\ 

usual delta modutator in the simulation of the vocoder 

system since it has been shown that the 14 chqnnel signals 

o 

in a log.· encoded format can be further encoded such that the \' 

output of a channel to channel delta modulation yields a 26 

bit representation of the set of channel values [8]_ The 

two pitch parameters associated with this l6ms speech segment 

are encoded with a 6 bit representation for each. The 6 bit 
I 

codes are then multiplexed with the delta modulator o~tput. 

. ~ 

The result of this encoding would yield a 38 bit data stream 

- ) 
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for each 16ms speech se9~ent or a bit rate of 2375 bits/so 

The analyzer section of the Walsh vocoder simulation 

is depicted in FIGURE 27 in ~lowchart form~ FIGURE 29 lists 

subroutine GSPS which calculates average sequency spectral 
. " 

(; 

the energie4fin the 14 pre4efined spectral channels from 

~alsh ~uency power spectrum in. the forward mode of 

operation ie. the analyzer h~s control of GSPS. The channel. 

bandwidths and locations were determin~d from the long term 

average spectral envelope illustrated in FIGURE 40a. In 

FIGURE 40a the sequency axis represents a scale from de to 
& 

4000 H'z for the 8KHz ,sampling rate. 'There are 64 sequeney 

components for 16ms windows. The spectral envelope indicates 

that most of the spectral energy is located in the region de 

to 2000Hz (0 to 32 sequency) and then a lower energy zone 

between sequencies 32 and 44 odcurs followed by a higher energy 

zone. The 14 channel signals, which represent an approximation 

to the spectral envelope, are calculated in the fallowing 14 
... 

spectral regions: 

6 regions of bandwidth 125Hz (2 sequency components) 

4 r~gions of bandwidth 250Hz (4 sequency componen ts ) 

1 region of bandwidth 750Hz (12 sequency components) 

3 regions of bandwidth 500Hz (8 sequency components) 

.. 

, I 
I 
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• 

The channel signals are calculated by averaging the sequency , 

components whch lie in each of the respective spectral regions' 

as indicated' in FIGURE 29. 

The bandpass regions of the sequency ~pectrum which 
< 

are used in the channel signal calculations are contiguous 
" , 

but not equal. The widths of the bandpass regions were 

de~ermined from the inspection of FIGURE 40a. The regions , 

'of the spectrum which contained more of the average signal 

energy were Ivan harrower band~idths in the channel signal 
" 

~alCulation~. his sequency spectral subdivision is different 
I 

from the subdivis on of the frequency spectrum as indicated in 

FIGURE 28 where subroutine GF~S (which is used in the FFT 

vocoder simulation) is listed. ~~re, the frequency spectrum 

is subdivi~ed into 6 regions of bandwidth 125Hz, 4 regions of 

bandwidth 250HZ, 3 rsgfgns of bandwidth 500Hz and 1 region of 
f 

bandwidth 750H"a •. This subdivision was based on a long term 
. 

average frequency spectral envelope iIlustrated in FIGURE 4la 

wh~re the freque~cy components 0 to 63 represent the frequency 

scale de to 4000Hz for the '8Kliz sampling rate and l6ms_ windows. 

com~arin9 FIGURES 41a and 40a it can be seen why the sequency 

spe~trum is'sub~~vided differently from the frequency spectrum. 



ITST{I)=O,I IItO,63 

ead first 192 speech 
samples into I~ST(I), 

I-64,255 

IHAD(I)-ITST(I), 
1-64,91 

CALL ~iT' 

place sequency power 
spectrum in·array WSS 

NO 

ITST(I)-ITST(I+64) , 
I=0,192 

read in next 64 
samples into 
I';t'ST (I) ,.1-192,255 

103 

IIHAD contains 128 speech 
/samples to be transformed 
/into the Walsh domain by 
/subroutine ~'lT. 
/FWT.places the Walsh,co­
/efficients in array n~AL. 
jCoefficients of the,same 
Ise'quencyOin Il\,AL are 
Isquared&added to form 
/the seqbency power spect-
truro placed in wss. ~ 
/GS~S(O) computes the , 
/channel signals. 

/CPITCa computes PFl from 
/the samples in ITST. -- f'-

/15 transmit switch on? 

/CPITCH computes PF2 from' 
/current s~mples in ITST. 

FIGURE 27:Flowchart of Halsh vocoder analyzer . ' 

I; 
,I 
j . 
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From FIGURES 40a and 4la it is also apparent that 

the signal energy is spread more evenly in the sequency 
I 

spectrum. This implies that a greater number of channel 
I 

signals are required to represent th~ sequency,spectrum than 

-are required to represent the frequency spectrum for a g~ven 

level of accuracy in the sp~ctral enveJope approximations. 
6 

This can be explained by the greater cokrelation ~;tween 
sequency co~ponents th~ frequency components [6] and hence 

the channel signals of theOWalsh vocoder will be more 

correlated and ~ channel to channel de~ ffiddulation scheme 

will be ·~re effec~ive in reducing the bit ~ate required to 
, 

tr~smit the channel s~9nals. However, in order to attain a 

comparison of the Walsh and FFT vocoders, both vocoder 

simulations u~ilized 14 channel signals as indicated in 

FIGURES 29 and 28 for the Walsh and FFT vocoder simulations 
( 

respectively. 

-----In the rever~e mode of operation, GSPS (or GFPS) 

generates a 64 P~ sequency (or frequency) power spectrum 

from the channel values under the control of the synthesiz~r 

of the vocoder. Although the oper?tions performed by GSPS 

(or GFPS) in the forward and reverse modes 'are not identical 

(in the reverse mode GSPS (or GFPS) does not perform 

) 
~ I , I 
,.' I 
l j ) 

I i 
l 
i 
i 

I 
. I 
1 ! . I 
: I 
, 
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, I 

I 

-J 
I 

i 



ari thrnetical operations) it is advant~geous to use the sarrle 

program to compress and generate the sequency (or frequency.) 

power spectrum due to the exactly reverse memory operations. 

In a hardware configuration the sequency power spectrum would 

be stored in shift Jegisters . iorming array WSS and array BAND 

would contain the channel signals. In the forward (or analyzer) 

mode .of operation an operative averaging device would inter­

connect the two \ memory ,arrays. In the reverse (or synthesizer 

mode) the averag~n9 device could operate as a demultiplexer. 
, 

The sequency (~r frequency) power spectral points in WSS·that 
, 

are averaged to yield a channel. signal in BAND, inQthe analyzer, 
• 

will be given that channel vplue in the synthesis of a speech , 

signal. Thistspectrum generation and compression is illust· 
• 

rated in FIGURES 29 and 29. FIGURE 30 illustrates the 

sequency power spectrum of a typical 16ms speech signal and 

the sequency power spectrum generated by subroutine GSPS(l) 

from the channel s1gnals computed by GSPS(O) for this 1 ~ 

speech segment. FIGURE 31 illustrates the frequency spe trum 

of this s~e 16ms speech segment and the corresponding equency 
11-

spectrWThgenerated by GFPS(l) from the channel signals 
, . 

computed .1>y GFPS (ir) • The frequency and s"equency axis of 

FIGURES 3l and 30 respect~v~ly-ar~indicated as components 

o to' 63 wtt1ch represents a scale of de to 4000Hz (in bpth 
f 
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SUBROUTINE GFPS(IAS) 
. COMMON WSS(64),BAND(14) 

C IF lAS=l THEN THE 64 POINT FREQUENCY POWER SPECTRUN IS TO 
C BE GENERATED FRO~t THE 14 CHANNEL VALUES IN ARRAY BAND AND 
C PLACED IN ARRAY WSS. 

, C IF IAS~l THEN THE CHANNEL VALUES ARE CALCULATED FROM THE 
C FREQUENCY POWER SPECTRUM IN WSS AND PLACED IN BAND. 

IF(IAS.EQ.l) GO TO 10 
DO 1 1=1,14 

1 BAND (1)=0 
DO 3 1=1,6 
DO 2 J=1,2 

2 BAND(1)=BAND(I)+WSS(J+(I-l}*2) 
3 BAND (I)=BAND(I)/2. 

DO 5 1=7,10 
00 4 J=l ,4t~ ,,' 

4 BAND (I)=BAND(I)+WSS(J+(I-l)*4~12) 
5 BAND (1)=BAND(I)/4 \ 

DO 7 I=11,13 
DO 6 J==l,8 

6 BAND (I)=BAND(1)+WSS(J+(I-l) *8-52) · 
7 BAND (I)=BAND(I)/8. 

DO 9, 1=14,14 
DO 8 J=1,12 

8 BAND (I)=BAND{I)/12 
GO TO 100 

10 DO,11 I=1.6 
DO 11 J=1,2 

. 11 wSS (J+ (I-I) *2) =BAND (I) 
DO 12 1=7,10 
DO 12 J:::1,4 

12 WSS(J+(I-1)*4-12)=BAND (I) 
00 13 I=11,13 
DO 13 J=l,B 

13 WSS(J+(I-1)*B-52)=BAND{I) 
DO 14 I=1r,4, 14 
00 14 J=1,12 

14 WSS(J+S2)=BAND{I) 
100 RETURN ' 

END 

FIGURE 28: Subr~utine 'GFPS: Simulation of FFT ~ocoder 
channel signal calculations o~ frequency 
spectrum generation for analyzer and . 
synthesizer modes respectively. 

, 



SUBROUTINE GSPS(IAS) 
COMMON WSS (64) , BAND ():4) 

C IF IAS=l THEN THE 64 POInT SEQUENct' POWER SPECTRUl--t IS 
C TO BE GENERATED FROM TaB 14 CHANNEL VALUES IN ARRAY 
C BAND AND PLACED IN ARRAY WSS. 
C IF IASil THEN THE CHANNEL VALUES ~ CALCULATED 
C FROM THE SEQUENCY POWE~ SPE~TRUM" IN WSS 'AND 
C PLA~D IN B~b ". r 

1 

2 
3 

4 
5 

6 
7 

8 
9 

, 
10 

11 

12 

13 

14 

, 

1F(IAS.EQ.l) GO TO 10 
DO 1",1=1,14 

11(1)=0 
~ 3 I=1,6 

~ 2 J=l,2 
BANO{I)=BANO(I)+WSS{J+{I-l}*2 
BANO(I) =BAND (I) 12. 4 

_ DO 5 1=7,10 
PO 4 J=1.4 . 
BAND (I) :; BAND(I)+WSS(J+(I-l) *4-12) 
BAND (1)=BAND (1)/4. 
.00 7 1=11,11 
DO 6 J=1,12 
BAND(I)=BAND(I)+WSS(J+28) 
PAND(1}~BAND(I)=BAND(I)/12. 
00 9 P-=12, 14 
DQ 8 J=l,a 
B~D(I)=BANP(~)+WSS{J+(I-l)*a-48) 
nANO(I)-BAND(I)/S. h 

GO TO 100 
. 00:'11 I=1~6 

DO 11 J=l 2 
WSS(J+(I-I>*2)=SAND(I) 
Do 12 1-7,10 
DO i2 J::::l,4 . 
WSS(J+(1-1)*2) = BAND (I) 

. .DO 13 1=11,11 
DO 13 J=l,12 
W5S(J+28) = BAND (I) 
00 14 I=12,14 
00"14 J=1,8 
WSS(J+{I~l)*8-4a)=BAND{I) 
RETU~ , 
END. 
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"FIGURE 29: Subroutine GSPS: ~ Simulation of ~alsh vocoder 
channel signal 6alculations or sequency 
spectrum generaeion for analy2er and' 

. . :>ecti v~ly . 

1 
! 
• , 
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figures) subdivided into intervals of 62.5HZ The differant 

spectral alloca.tions for the channel signals of the \'lalsh 

and FFT vocodar simulations can be seen from the inspection 

of FIGURES 30 and 31 respectively. Also, a resemblance 

between the frequency and sequ~ncy spectra for this speech 
h\ 

segment can also be nOticed. This resemblance is not the 
... ~' 

general case aef c an be seen from inspection of FIGURES 40a 

and 41a. 

5.1.2 THE WALSH VOCOD~R SYNTHESIZER 

The structure of the synthesizer is similar to the 

analyzer in reverse. The incoming data stream is demultipl~ 

axed and decoded to yield 14 ch~ne1 signals and two pitch 

parametera every 16ms. In th~ simulation the decoded channel 

signals are placed in array BAND and the pitch values in Hz 

are placed in locations PFl and PF2. 

~ , ~he goal now is to convolve a pitch pulse train 

derived from the pitch values and theimp~}se respq\se functionr--__ 
~} , 

obtained by the inverse FWT of the ~alsh s~ectrum'represented ' --
by the 14 cbann?l values. 

Sinca the pitch pulse train is a series of impulses, 

this cQnvolu.ti0lr'is achieved by additions of delayed impulse 
.. ' 
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response functions where the delay is de,termined by -the 
.. 

spacings of the pitch pulses. 

In the simulation of the vocoder the pitch pulse 

generator was s~mulated by means of a 128 bit register 

IPPS which is called the p1tch pulse scale. This pitch p~lse . . 
» 

~cale represents a 16ms time axis with 125us subd~visions . 
. 

The presence of the value 1 in a location in IPPS represents ' 

an impulse in the pitch pulse scale at that point in. time. 

The separation between impulses is determined by the pitch 

values located in PFI and PF2. The pitch pulse sc'ale I~PS 

is set up according to the following algorithm: 

1) ini tiali ze IPPS (1)=1 :-. IPllS (I) =0 ,1=2,12 B; LI:::l 

2) SD1=4000/PFIJ SD2~4000/PF2 

3) NI=LI+SDI 

4) IF(NI.GT.6S) GO TO (9) 

5) 

6~ 
7) 

8) 

9) 

lO} 

11) 

IF(NI.LE.O) GO TO (3) 

IPPS (NI}::;l 

LI=NI 

GO TO (J) 

NI= LI+SD2 . 

IF(NI.GE.129) GO TO (14) 
\ 

IPPS (NI)=l 

( 

I 
• 



110 

12) LI=NI .. 
13) GO TO (9) 

14) LI=LI-128 

15) READ IN NEW VALUES OF PFl AND PF2 

16) WAIT UNTIL READY FOR NE\oJ PITCH PULSE SCALE THEN GO TO (2) 

-The last impulse due to PF1 cannot go beyond IPPS(65) 
. 

beca~se PFl is the pitch parameter associated with the 8ms 

time frame represented· by 1PPS{I) ,1=1,64 and PF2 is asso~iated 

with IPPS(I), 1=65,128. The only overlap all?wed is at the end 

of one and beginning of the other time frame. 

For an example of how the pitch pulse scale is set up 

consider PFl=125Hz and PF2=250Hz. At the cnd of step (14) in 

the above algorithm IPPS(I)=l for 1=1,33,65,81,97,113 and LI=l. 

In order to attain a smoother transition between , 
adjacent spectral envelopes, three more sets of 14 channel 

signals are determined from ~ linear interpolation between 

two adjacent sets of channel signals. In this manner the 
, 

spectral envelope approximations are updated every 4ms. 

Subroutine GSPS", operating in the synthesi zer mode 

creates a 64 point sequency power spectrum from the channel 

signals stored in BAND and places the power spectrum in array 

WSS. This operation is listed in FIGURE ,29. 

I 
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A Walsh coefficient spectrum is now created from 

the Walsh sequency power spectrum contained in WSS. Array 

IHAD is set up with every cal ter,m in the Walsh coefficient 

spectrum given a value determined from the square root of the 

power spectral point of the sarne sequency in WSS. Every second 

cal term was premultiplied by -1 to minimize the discontinui­

ties at the edges of the windows since all cal terms have values 

+1 at t=O. The sal terms in the Walsh coefficient spectrum 
.. 

are preset to zero for simplicity. 
~J 

Subroutine F~<;~nverts the Walsh t~ansform coefficients 

in IRAn into the tilT.e d~in yielding a 128 length impulse 

response function. (The inverse FWT is identical to the FWT 

except for a multiplying factor as shown in Chapter IV). The 

four resulting impulse response functions are stored in 128 

length arrays IRFI, XRF2, IRF3, and IRF4 in chronological 

order. 

The pitch pulse scale corresponding to the lSms time ~ 

frame assoc~ated with the four impulse response functions is 

subdivided into 4 equal 32 longth sections. Each section wiltl 

be associated with the spbctive impulse response function. 

If a 1 appears I 1=1,32 then IRFl is added to the 

current outpnt compo ~ , which is stored in 256 lengtil array 

I 
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lOUT, starting at IOUT{l). SimilarJ-Y if IPPS(J)=1,J==33,64, 

then IRF2 is added to lOUT starting at IOUT(J), and so on, 

IRFl, IRF2 and IRF3 are determined from the inverse transform 

of sequency power spectra }ieterl~l.ned from linear interpola­

tions between adjacent transmitted channel signals to attain 

smoother transitions between spectral windows. IRFl 1S 

associated with the first 4ms segment of IPPS ie. 

IPPS(I},I=l,32 and IRF2 is assoc1ated with the next 4ms 

segment ie. IPPS(I) ,1=33,64. 'These impulse response functions 

are then associated with PFl ~hich is used to set up 

IPPS(I),I=1,64. Similarly IRF3 and IRF4 are associated with 

the next two 4ms se~~nts of IPPS respectively and hence with 

PF2. Recall that PFl was determined from the 128 samples 

used to compute the current set of channel signals as well 

as 64 samples from the previous and future spectral calculations. 

IRFl and IRF2 are also linked with the past spectral calculations 

by virtue of a linear interpolation between the past and current 
", 

< channel values. PF2 was determined from the samples used to ( 

compute the current channel signals and the 128 samples which 

will be used to compute the Qext set of channel signals. IRF3 

is still associated with the past set of channel signals by 

the interpolntion mentioned and IRF4 is determined solely from 

the current channel values. In this manner, there is a 

. . current and future speech samples 
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The summation of impulse response functions as dictated 

by the pitch pulse scale to form the output synthesized speech 

samples is illustrated in FIGURE 33. The format jon of a 16ms 

output component is iilustrated as a summativn of delayed 

impulse response functions. The impulse response functions 

and the output component are truncated at the 16ms time 

interval. Actually, the impulse response functions are all 

of length l6ms (or 128 samples). The truncated portions would 
p 

be added to the output component beyond 16ms. 

This process is continually repeated with the creation 

of a new pitch pulse scale and four impulse response functions. 

The output component array lOUT is backspaced 128 places 

every 16ms. These backspaced 128 samples of lOUT form the 

output synthesized speech samples which are to be des amp led 

for an analog speech waveform output. 

A flowchart of the Walsh vocoder synthesizer appears 

in FIGURE 34. 

5.2 THE FFT VOCODER SIMULATION 

The FFT vocoder is simulated in the exact same manner 

as the Walsh vocoder with FFT operations' replacing FWT ppera­

tions. The terms sequency power spectrum and Walsh coefficient 

spectrum in the Walsh vocoder simulation are replaced by the 
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IOUT(I)~O,I=O,255 

set up IPPS as 
indicated in the 
algorithm in text 

read 14 channel 
signals into 
BAND(I),I:cl,14 

118 

/IOUT contains the 
/current output samples 

/PF1&PF2 are the pitch 
/parameters associated 
/wi th this 16ms speech 
jsegment to be synthe­
/sized(they are used 
Ito set up IPPS,the 
Jpitch pulse scale) 

INC(I)=(BAND(I)-PCS(I»/4, 
1..,1,14 -
K=l /PCS contain e chan-

BAND(I)=PCS(I)+1NC(I) 
1=1,14 . 

CALL 

jnel signals of the 
/previous 16ms segment. 

jGSPS(l) generates a 
/sequency power spect­
jrum in t'lSS. 

IHAD(2*I-l)=W5S(I) *128*(-1)**1 
lHAD(2*I)"O 

1=1,64 

CALL F"WT 

IRF(X;I)-IliAL(I) , 
1-1,128 
K-K+l 

PCS(I)=BAND(I) ,~~1,14 

jY~ converts the 
~ialsh coefficients in 
JIHAD into the ti~ 
/domain samples placed 
jin HiAL. 
jIRF(K,I) is the 128 
/length impulse fesponse 
/function IRFK,K=1,4 .. 

/continued 

.' 
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YES 

transfer IOUT(I), 
I-l,128 to output 
buffer for 8KHz 
desampling 

IOUT(J+I-l)=IOUT(J+I-l}+IRF(L,J) , 
J",1,128. 

\ 

FIGUBE 34 :Flowchart of \'lalsh vocoder synthesizer 
simulation 

~ 

o 



terms frequency power spectrum and Fourier coefficient 

spectrum respective~y in the FFT vocoder simulation. Sub­

routine GFPS (FIGURE 28) is used in place of subroutine 

GSPS (FIGURE 29) because of different spectral subdivisions 

as previously mentioned in 5.1.1,. 

5.3 REMARKS CONCERNING THE SIMULATIONS 

A hardware vocoder system would naturally contain 

a hardware pitch detector as would all real time practical 

vocoder.systems. Pitch detection is ~difficult task that 

has as yet not been resolved. An indication of the pitch 

detection problem, even in software detection techniques, 

can be seen in FIGURE 32 where the cepstrum of the word 

"speed" is shown in a 3 dimensional view. The cepstrum is 

calculated every 81\U;1 for' the 320ms speech segment. The 

cepstrum pitch detector must locate peaks in the cepJtrum 

and the locations of these peaks yield the reciprocal of the 
t, 

pitch. If no peaks above a set threshold value are found, then 

the segment is unvoiced. An ex~le of the cepstrwn of unvoiced 

" speech se~nts can be seen in the first segments of the word 

"speedtt in FIGURE 32. There are no distinguishable peaks. 

Near the end of the ~ime sequence the vowel sounds, which are 

• T 
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voiced, are distinguished'by the cepstra which have prominent 

peaks. However, even these peaks might be located at multiple 

values of the pitch period. The cluttered image of the 

cepstra serves to indicate the difficulty of pitch detection 

even in sophisticated software teehniquei like cepstrum pitch 
- . 

detection. 
,­

• 

FIGURE 35 illustrates a time sequence of the lialsh 

spectra of the word "speed" before synthesis and ~IGURE 37 

illustra~es the Fourier spectra of the same 320ms s9Sech 

~egrnant. FIGURES 36 and 38 illustrate the time sequence 

of the Walsh and Fourier spectra after synthesis in the 

Wal~h and FFT vocoder simulations respectively. In each of 

the above four cases a iSms window (or 128 sample window) 

was utilized in the spectral calculations. The sequency and 

frequency axis represent a scale from de to 4000Hz with 64 

spectral coefficients. 

Comparing FIGURES 3S and 31, the similarities between 

the ,sequancy and frequency spectra can be noticed. ~he first 

spectra ~n th~ sequence are fl~t and contain low energy .. 
. . . 

These spectra are determined from the unvoiced ~rieative sound 

"a" in "speed". The aee" sound produfes jagged spectra an4 

the repetitive peaks in these spectra indicate the presence . 
• • 



of pitch. Another plosive "d~ follows and the flatness of 

this spectrum especially in the low frequency portion of the 

Fourier spect;rum, can also be seen. 

FIGURES 36 and 38 indicate the somewhat preservative 

nature of the spectra of the speech segu:ents of the Walsh 

and FFT vocoder simulations respectively. ~'li thout the pi tch 

informatiQ.', these spectra would contain perfectly flat regions 

in the are~ of the spectrum where the channe 1 signals were. 

-calculated. (see FIGUReS 30 and 31 respectively). The fact 

that the spectra illustrated in FIGURES 36 and 38 do not exactly 
',-

match those of FIGURES 35 and\37 respectively indicates that 

the synthesized speech siqnals are not identical to the oriqinal 

and hence, the synthesized speech oatput will be "different~ 

fro=:1 ~e original stch input. This difference is u~uallY 

cani.fested in a d...~cdatiOll in quality and intelli9ibili~ of 

-the output ~ comtds with· respect to the input speech 

sounds. So::e speech ~ou:n.ds will be distorted rore than others 

as awl be £can fro:l the neqr.ents in FIGURES 36 and 38 which are 

pooxer approxir..atio:tS to the corresponding seqr.ents of FIGURES· 

35 and 37 respect.i vely .. 

\ 
\ 
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FIGURE 3S: Walsh spectra of speech signal "speed" (duration 32Oms) calculated every 16ms. 
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FIGURE 36: Walsh spectra of synthesized speech signal "speed" (duration 32Oms) calculated every 16ms.- -_~ 
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TIME SEQUENCE OF FREQUENCY SPECTRUM OF <SPEED> 

'\ 

10.4000 

Frequency scalc(Hz) 
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, 

Fourier spectra 
magnitude 

-20dS 
320ms 

Time sequence 

FIGURE 37: Fourier spectra of speech signal "speed" (duration 320ms) c.alc.ulated every 16ms. 
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5.4 TIME INVARIANT SEQUENCY POWER SPECTRUM VS 

SPE~TRAL ENVELOPE DETECTION 

The information extracted from input speech signals 

in the analyzers of the Walsh, FFT, and analog spectr~ 

channel vocoders is the spectral envelope and the pitch 

parameters associated with segments of the speech signals. 

An'approximation to the spectral envelope is represented by 

a set of channel signals which are derived by calculating the 

energy in arbitrary adjacent bands of the spectrum. The 

number of channel signals is chosen such that a sufficient 

approximation to the spec~ral envelope is attained with a 

minimum number of channels. The portion of the spectrum from 

which a channel signal is derived utilizes knowledge of the 

human aural mechanisms and long term spectral envelope insp-

ections. For instance, inaccuracies in the lower end of the 

spectrum are more noticable than at higher spectral points 
I 

(and ~ore energy is concentrated at the lower spectral end) 

an~ therefore l the bands at the lower end of. the spectrum are 
\ 

narrower ie. they contain fewer spectral points. 

In Chapter IV the term time invariant sequency power 

spectrum was introduced. This spectrum is a mea~ure of the 

harmonic content of a signal. Instead of approximating a 

'I 
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spectral envelop~ with channel signals derived from the 
• 

128 

energy content of adjacent spectral bands, the time invariant 

sequency power spectrum represents the average power content 

of a group of sequencies (or frequencies): Each group contains 

a fundamental sequency and all of the odd harmonies of that 

fundamental sequency. 

A vocoder which utilizes the time invariant sequency 

power spectrum (T1SPS) was simulated in order to evaluate 

the possibility of bhe utilization of this spectrum in place 

of the spectral envelope approximations. It was not clear 

how the pitch parameters could be used to shape the TlSPS. 

According to the model of the vocal apparatus, the 

/ spectral envelope was determined by the shape of the vocal 

tract and the pitch of voiced sounds was due to glottal 

excitation which consisted of a .series of pulses produced at 

the pitch rate. The relationship between the spectral 
. " 

envelope and the pitch was the convolution of a pitch pulse 

train with an impulse response function determined by the 

inverse transform of the spectral envelope. There is no 

such known model~hich relates the T1SPS to the pitch. 

-Since the TlSPS is easily determined, a Walsh vocoder 

utilizing the T1SPS was simulated. The following hypothesis 

• 
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was used as a basis for the TlSPS Walsh vocoder: 
, 

If speech can be represented by a combination of tones 

of various frequencies (or sequenciesl and their harmonies 

(some musicians can make their instruments "talk") I then the 

T1SPS would approximate "tones" with spectral components 

whose frequencies are a function of the sampling rate. The 
• r 

T1SPS l.S an ~verage. measure of the power in these "tones" 
• such that the spectrum derived from the TlSPS would have 

unlikely symmetries ie. every spectral point in each group 

would have the same magnitude. Hence the spectrum derived 

from the TISPS was "shaped" by a long term average sequency 

spectral envelope. 

The TlSPS was calculated for 32ms speech segments. 

This yielded 9 power spectral points. Subroutine TlPS{O) 
v 

was used to qalculate the TlSPS.in the analyzer mode df the 

TlSPS Walsh vocoder f~om the Walsh sequency power spectrum 

determined from the Walsh coefficients produced by subroutine ~­
FWT. Subroutine TIPS(l) , operating in the synthesizer mode, 

.... :-t ' •• 

generates a shapeduequcncy power spectrum which is then used 

. to create 
\ 

indicated 

a Walsh coefficient spectr~ in the sam~ann~r as 

in ~e synthesizer of the Walsh vocoder. ~Sh 
coefficient spectrum is then transformed into the time domain 

\ 

I 
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by FWT yielding 256 synthesized speech sam~s. 
Since the average power in the group of frequency 

components which correspond to the sequency components 

of each respective group is exactly the same as the average 

power in that group of sequency components, TIPS(I) could 

also be used to generate'a frequency power spectrum. This 

spectrum could then be shaped by a long term average frequency 

spectral envelope. The resulting spectrum could then be 

used to create a Fourier coefficient spectrum which- can be 

transformed into the time domain by an inverse FFT operation 

yielding synthesized speech samples. 

Subroutine TlPS i$ listed in FIGURE 39. and the long 

term average sequency and frequency spectral envelopes used 

in ~e TlSPS Walsh vocoder and TlSPS Fourier vocoder respectively 

are shown in ,FIGURES 40b and 41b. The envelopes used in the 

TlSPS vocoder simulations were normalized such that the largest 

compGnent has a value of 64. This was done to compensate 

for the a~era9ing effect of the T1SPS calCUlation. The 

largest sequency or frequency group of the TlSPS has 64 

components and hence the average power is obtained by 

dividing the sum of the spectral components in that group by 

64. The wind~~s were of length 256 and hence the 128 frequency 

of seq~ency components represent a scale of de to 400QHz in 

divisions of 3l.25H~. 



SUBROUTINE TIPS (IAS) 
COMMON \oJSS (128) ,BAND (9) 
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C IF IASal'THEN THE 128 POINT SEQUENC~ (OR FREQUENCY) SPECTRUM 
C IS TO BE GLNERATED FR''')M THE TISPS POINTS IN BAND 'AND PLACED 
C IN WSS. ' 
C IF IAS#1 THEN THE TISPS POINTS ARE TO BE CALCUL~TED FROM 
C THE SEQUENCY (OR FR:EQUENCY) SPECTRUM IN WSS AND PLACED 
C IN BAND. 

N=256 
NN=N/2 
M=8 
IF(IAS.EQ.l) GO TO 10 
BAND (l)=WSS (1) 
BAND(2)=WSS(NN) 
00 1 I=2,M 
1I=1-1 
.SUM=O 
FIX=FLOAT(2**(M-I» 
JU=2**{M-I) 
DO 2 J-l,JU 
INX=2**(I-2)+(J-L}*(2**II)+1 

2 'SUM-SUM+WSS(INX) 
1 BAND (1+1) =SUMjF1X 'll; 

GO TO 9 
10 WSS(l)=~AND(l) 

WSS(NN)=BAND(2) 
DO 7 1=2,M 
11=1-1 
JU=2**(M-I) 
DO 7 J=l,JU 

~ INX=2**(II-l)+(J-l)*(2**II)+1 
7 W55(INX)=BAND(I+1) 
C SUBROUTINE MODIFY SHAPES WSS BY MULTIPLYING THIS SEQUENCY (OR 
C FREQUSNCY) SPECTRUM WITH A LONG TERM AVERAGE 5~QUENCY (OR 
c;: FREQUENCY)' SPECTRAL ENVELOPE SHOWN IN FIGURE 40b (AND 
C FIGURE 41b) 

CALL MODIFY 
9 RETURN 

~ND 

FIGURE 39; Subroutine TIPS; Si~ulation of the TISPS Walsh 
and Fouri~r vocoder spectral calculations or 
spectrum generation for analyzer and synthesizer 
modes respectively-
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5.S RESULTS OF THE SIMULATIONS 

The vocoders simulated required that thp phase 

information cqntained in the speech signal be redundant 

or unnecessary because only magnitude spectra could be 

considered in the synthesis of the speech signal. All 
~ 

phase information is discarded during the calculation of 

the ma9nitude spectrum in the vocod~ synthesizers "and no 

attempt is made in the analyzers to replace this phase 

information. TO reduce the discontinuities at the window 

edges, every second cosine term in the Fourier spectrum and 

every second cal term in the Walsh spectrum were given a 

negative value and all of the sine terms in the Fourier 

spectrum and all of the sal terms in the Walsh spectrum 
, 

were preset to 0 magnitude in order to reduce the complexity 

of the vocoder systems. If the phase information is truly 

unnecessa,ry for speech intelligibi li ty ({ 2 31 ), then the 

speotra so constructed would be the simplest to implement. 
. . 

In order to establish whether or not the phase infor-

mation was necessary to retain the intelligibility of the 

oriq~nal speech signals, the phase information was removed from 

the original speech si9n~ls and a new speech signal was 
, 

derived from the Walsh and Fourie~ spectra. 



.. 

137 

In the first case, for a discrete Fourier magnitude 

2 spectrumFs (n), n=O,l ••. ,N/2-1, the Foutier coefficient 

spectrum Fc{j), j=O,l, ••• ,N-l is recons~ructed as follows: 

F
C

(2n) ~Fs(n)cos(nn) 

~ 

(cosine terms of frequency n/NT) 

n=O,1 ••• ,N/2-1 (5.1) 

F (2n+1)=0 c 
(sine terms of frequency n/NT) 

, where N=l28 for the l6ms windows utilized with 1/T=8KHz 

sampling rates. This is the same method of ooefficient 

spectrum reconstruction utilized in the FFT vocoder simula-

tiOD.- . (The senten~es used appear in Appendix A) . 
. 

The speech signals derived from the inverse transform 

of Fc(j).had lost a great d~al,of the quality contained in 

the original speech signals and the intelligibility was some-

what reduced. The pitch v~iations in the reconstructed Signal~ 

"" were/suppressed. This was evident from the resultant monotone 

quality of the speech signals~ Voiced sounds seemed more 

distorted than unvoiced sounds. Intelligibility was reduced 

by an echoing effect during vowel sounds and a slight suppression 

of the fricative sounds. Plosive so~ds seemed unaffected. 

In order to establish whether this particula~ method 

of Fourier coefficient spectrum reconstruction was an isolated 

case" another method was employed. The coefficient spectrum 



FC(j),j~O,l .•. ,N-l, was reconstructed from the magnltude 

• 2 
spectrum Fs (n),n=O,1 ... ,N/2-1, ~ follows: 

130 

Fc(2n)=FS{n)cos(nn) 

rr 
(cosine terms of frequency n/NT) 

n=O ,1 , ••• N/2-1 (5.2) 

Fe (2n+l-}=:: F s (n) 

12 
(sine terms of frequency n/NT) 

. 
The speech sig,nal derived from the inverse transform of Fe 

was indistinguishable from the speech signal derived from 

the coefficient spectrum given in (5.1). 

The effect of phase removal in the Walsh domain 

(I will define phase in the t'lalsh domain to have the same 

definition as phase in the Fourier domain ie. ~(n}=arctan 

[W
c

(2h)/li
c

(2n+l»), n:::l;'2, ••• N/2-1 where We is the \'lalsh coeffic­

ient speetrwwand ~ is the phase spectrum to compare with e(n):arct 

IF c (2n+l) IF c/2n») where F ~ is the F~urier coefficient spectrum 

and e is the phase spectrum) was accomplished in a similar 

manner to the phase removal procedure followed in the Fourier ~ 

cases~ The Walsh coefficient spectrum We was derived, from 

the Walsh ma9nitude spectrum W;{Which was obtained by adding 

the squared Walsh coefficients of the same sequency) as 

,follows; 



W (2n+l)=O c 

(cal ~~rms of sequency n/NT) 

n==Q,1, •.• N/2-l (5.3) 

(sal terms of sequency n/NT) 

The speech signals derived from the \'Jalsh transform 

of Wc had similar qualities to the speech signals derived 

from the reconstructed Fourier coefficient spectra. The 

intelligibility seemed to be affected in an almost identical 

manner, but the quality ~id not seem to be degraded as much 

as in the Fourier case. The quality seemed tQ improve when 

the lowpass filter used In desampling was set to 2HKz from 

3HKz in the Walsh case but no such improvement was apparent 

in the Fourier case. 

The above results seemed to indicate that some 

quality and intelligibility of the speech waveforms is lost 

when the phase information is removed from those waveforms. 

However the method of reconstruction seemed to have no effect. 

Hence the FFT and Walsh vocoder simulations utilized the 

reconstructions given in (5.1) and {S.3} respectively. 

, 
5.5.1 RESULTS OF THE FFT VOCODER SIMULATION 

Four sentences were processed by the FFT vocoder 

simulation (see'Appendix A). The synthesized speech signals 

were intelligible and appeared to retain some of the quality 
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of the original speech signals. The pitch varlatlons that 

were lost in the speech signals which were reconstructed 

after the phase information was discarded, seemed to be 

intact even though the pi teh seemed higher than that of the 

original speech sign~ls. There was a slight background nOlse 

that seemed to be the result of a reverberation effect durlng 

voiced sounds. Fricative and plosive sounds did not appear 

degraded. Because of the higher pitch present, speaker 

reco~ition was not possible but speaker differentiation was 

possible. The synthesized speech diq not have a monotone 

machine-like quality. 

5.5.2 RESULTS OF THE WALSH VOCODER SIMULATION 

The sentences processed by the FFT vocoder simulation 

were also processed by the Walsh vocoder simulation. The 

resultant synthesized speech was very similar to the FFT vocoder 

simUlation output. The pitch did not seem to be as artificially 

high in the Walsh vocoder simulation and the background nOlse 

during voiced sounds seemed stronger. However, the same 

natural quality of the speech s~gnals was retained and the 

intelligibili ty was only slightly degraded by ~.e background 
~ . 

noise. It would be difficult to distinguish the synthesized 

speech signal from the FFT and Walsh vocoder simulations. 



Again" in the Walsh case, the speech quali ty seemed to 

improve when the desampling lowpass filter was set to 

2KHz from 3KHz 

5.5.3 RESULTS OF THE T1SPS VOCODER SHmLATIONS , 
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The four sentences processed by the FFT and Walsh 

vocoder simulations,were processed by the Fourier and Walsh 

X1SPS vocoder simulations discussed in 5.4. In both TISPS cases 

the resultant speech was unintelligible and of very poor 

quality. All that remained of the original speech structure 

was the rythm o~the sentence. It appeared to resemble the 

output of a kazoo or some other one note low frequency wind 

instrument if the "musician ll was trying to make the instrument..., 

appear to speak. There was no pitch variation present and. 

the output was very "bassy" ie. no high frequency tones were 

perceptible. r 
5.6 CONCLUSIONS 

The FWT can replace the FFT in vocoder applications 

investigated without any perceptible degradation of the 

synthesized speech output. The replacement of the FFT with 

the FWT can realize simpler hardware logic which can operate 

in real time for speech signals. The bank of filters used 

in the analogue channel vocoder is thereby replaced with 

( 



" 

142 

a 

digital hardware which is com~t_.less expensive, and more 

reliable. All of the disadvantages of tile analogue channel 

vocoder, pitch detection excepted, are solved Wi~l the use of 

the?FWT in the Walsh vQcoder configuration discussed. 

• The reverberant quality of the synthesized speech 

signals of the Walsh and FFT vocoders during voiced sounds 

seems to be due to phase distortions that correspond to delay 

distortions [24] and are perceived as an "electrical accent" 

in the vocoder output. The phase spectrum of a voiced 

excitation signal is pulselike {24] so perhaps in the reconstru-

etion of these signals a less arbitrary phase spectr~ can 

be utili~ed to lessen the effect of phase distortions. 

The cepstrum pitch detector used in the simulations 

appears ~ yield some pitch. values that are higher than the 

true pitch. This pitch error is slightly more noticeable in . 
the FFT vocoder simulation tha~ in the Walsh.vocoder simulation .. 

l 

The quality of the v0coder outputs could also be 

~pqraded with the use of longer time windows to attain a spectral 
~ 

f 

resolution that ~s less coarse. Overlapping windows could be 

utilized to ~ttain longer sample windows without missing sp~ctral 

changes. For example, 32ms windows overlapping the previous 

window by l6ms could be used to double the spectral resolution. 



Although it has been stated that the Walsh vocoder 

oan operate at 2400 bps, the total encoding procedure was 

not simulated. It was proven that 14 channel signals can 

represent the spectral envelope and the pitch parameters 

can be encoded with 6 bit words every 8ms. Further studies 

should be made to investigate word length requirements for 

arithmetical operations given a 64Xbps PCM speeoh signal. 

The T1SPS vocoders as simulated are not practical 

devices. Perhaps their performance can be improved with a 

speotral envelope that is updated at a frequent rate.- The 
~ 

spectral envelope might b~ represented by filter coefficients 

or by adaptive predictive coding techniques4 The long t~rm 

spectral envelop~s ,utilized do not contain enough information 

to yield acceptible speech output or the TlSPS itself does 

not contain the required information. Since the basic rythm 

of the sentence is retained, it would seem that some information 

is "contained in the TlSPS but it is not known at this time what 

additional information is ~equired. 

Generally, MOre precise and definitive speech quality 

and intelligibility measurements should be made on~the vocoder 

speech outputs to more accurat~ly evaluate the vocoder systems. 

It would seem from the subjective test~ performed that the 



Wal$h vocoder is a promising vocoder system in that the FFT 

vocoder has been previously effected with acceptible results 

and the Walsh vocoder output was indistinguishible from the 

FFT vocoder output when both vocoder configurations were 

identical except for the FWT replacing the FFT • 

. ' 

\ \ 
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APPENDIX A 

Four sentences used to evaluate the simulation performance~ 

1) 

2) 

3) 

4) 

"Speed and efficiency were stressed" (2 seconds) 
.. 

"Black pup was a throwback" (2 seconds) 

"Will the rest follow soon?" (2 s~conds) 
I 
I 

"Nature, as, we often say, makes nothing in 'vain, 

and man is the only animal whom she has endowed 

,with the gift of speech; and it is a oharacteristic 

of man that he alone has any sense of good and evil." 

(15 seconds) 
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