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ABSTRACT .

The coﬁcepts of the analogue channel vocoder and
digital FFT vocoder are utilized in the analysis of a
Walsh vocoder. The FFT and Walsh vocoders are simulated
in Fortran on a CDC6400 computer. The simulations contain
a simplified - cepstrum pitch detector to simulate a hardware
pitch detector. The Walsh vocoder simulation is identical
to the FFT vocoder simulation with the Fast Walsh Transform
operation replacing'the~Fast Fourier Transform operations
(wa and FFT regpectively) in the channel signal calcula-
tions and tranéforms into the time domain.

Sentences of different lengths and speakers are
processed by the simulated vocoders and the resultant
synthesized speech is analyzed for comparative quality and
intelligibility.

An unsuccessful attempt is made to 9ffect a vocoder
which does not requifeva pitch detector with the calculation
of the time invariant sequency powér spectrum replacing

5

the channel signal calculations in the vocoder simulations.

Long term frequency and sequency envelopes are used to shape

the frequency and sequency power spectra derived from the
transmitted time invariant gequency power spectrum in the

FFT and Walsh vocoder simulations respectively.
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CHAPTER I: AN INTRODUCTION

Digital technigues of vcice communication have much
to offer from a transmission standpoint. Digital transmizss-
ions are relatively insensitive to noise, crosstalk, distor-
tion and faded signals can be readily regenerated without
introducing cwnulativa degradation. A high degree of sec-
urity can be obtained with digital encryption in which a
pseudo-random binarxry sequence is used to scramble the digi-
tal signal. !Modern integrated circuit technology makes all
such equipment physically amall and inexpensive.

Low bit rate digital speech transmission systems are
required to transmit secure speech over transmission links
whose baﬁdwidth is only adequate for analog transmission.
Many existing links such az switchad analog telephone net-
works, mobile radio, high frequs=ncy radio etc., only permit
transmission rates in the oxder of 2.4 K bit/s. (In soma
cases, 4.8 K bit/s bit rates maintain compatibility with
multiplexed digital data links).

The most common digital speech gystem currently emp-
loyad in cowmercial teleth;y has a bit rate of 64 K bit/s
which reguires high bandwidth channels such as satellite

links, microwave relay stations, and optical pipes. These



new avenues of digital communications can be more effic-
1ently utilized with low bit rate digital speech transmiss-
1ons by multiplexing many transmissions into one channeil
In order to determine the lower limit of “he bat
rate necessary to transmit voice information, various exp-
erimental efforts have been made to assess the huwnan capac-
ity for processing information. HNone of the experimental
results indicate the human to be capable of processing
information at rates greater than the oxder of 50 bits/s
{1}.. These results indicate a redundancy in the analog
speech waveform and lead to the investigation of methods
which extract the information bearing parameters of the
speech signal. This technigue is used to attain bit rate
compression for digitai speech communication. Another
method deals mainly with the transmission of the voice wave-
form in a more efficient manner than pulse code modulation
(P C M). The original speech waveform is matched to the
transmitted waveform in a mean square error (M S E) sense,
or some other criterion, but attempts are made to preserve
the structure of the origipal spegech signal. This wave-
form coding mathod does not utilize knowledge of the phy-
siology of the human vocal and aural apparatus and consequ-

ently is less efficient than the former technigques of para-

meter extraction.



1.1 WAVEFORM CODING METHODS

Two techniques are used in this category to éffect
waveform preservation: voice waveform digitization wethods
and orthogonal function expansions of tﬁe vpice waveform,
1.1.1 VOICE WAVEFORM DIGITIZATION METHODS

gg The most elementary waveform coding method, B C M,

was invented in 1937 by Reeves {2}. The speech waveform is:
sampled at the Nygquist rate and these samples are encoded
into dpinary symbols which are transmitted to the receiver
where the samples are reconstructed with amplitudes given
by the binary numbers. The number of binary digits used to
encode the samples and réconstruct the amplitude of the wave-
form determines the accuracy of the system.

Due to the 1a;ge amplitude\ranée’of the speech wave-

form, various companding methods have been employed. 1In

practical telephone P C M the ldgarithmic scale is utilized
although other nonlinear scales are possilbe. Voice wave-
form distortion is decreased without increasing the number

of guantization levels.

, The amplitude-samples of the séeech waveform have
varying degrees of correlation depending 0; the sample den-
sity and on the cutoff freluency of the filters used to band-
limit the speech signal prior to digitization.{3}. When

adjacent ssmples are highly correlated, it is clearly



redundant to transmit both samples. One method of this
redundancy reduction is to encode the differencés between
the sample amplitudes instead of the actual sample valuesg’
since the aamplitude variation from sample to sample requires
fewer bits on the average for encoding than the total ampl-~
itude "variation. Differential f CHM(DP CHM) employs this

general approach to bit rate reduction. It actually encodes

the difference between a current amplitude sample and a pre-
}

dicted amplitude value estimated from past samples. These

past samples are weighted so as to minimize the average ene-,
rgy of the difference signal as calculated from long term
statistics of a representative segment of speech {4}.

Bacause speech is a non-stationary process, the long
term statistics of the signal change. The adaptive predic-
tion coding scheme operates. similarly to a D P C M system
except that the weight of the past samples is changed adap-
tively to minimize even further the M S E between the predic-
ted and true values of the signal {5}.

If the rate at which the speech signal is sampled
is increased,lsuccessive gamples become more and more sim-
ilar and the number of bits required to encode each sample
can be reduced for a given, performance until only one bit
is necessary. This system is called delta modulation.

From an implementational standpoint this system is simple,

but suffers from slope overload which occurs whenever the

el
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incbﬁing signal has a rapid amplitude change. This "dis-
advantage" of the delta modulation scheme can be used for
pitch rate detection and will be mentioned later in Chapter
II, Section 2.4.2
1.1.2 ORTHOGONAL FUﬁCTION EXPANSIONS

With the use of orthogonal transforms, tﬁe time wave-

form can be expressed as a series of coefficients of a com-

- plete set of orthogonal functions. Two such transforms are

the Fourier transform which represents the time waveform as
a summation of sinusoidal functions and the Walsh transform
which decompo;es the saméled time function into a summation
or orthogonal square waveforms. Another possible transform
is the Karhunen-lo&ve transform which does not have a pre-
detefmined set of orthogonal functions. Instead the func-
tions form a basis of the transform as derived from the
diagonalization of the covariance matrix of the speech seg-
ment of samples under analysis.

. The basic aim of the orthogonal function expansion
is tolrepresent the voice waveform by coefficients which
ideally are uncorrelated, and thereby obtain bit rate comp-
ression. The Karhunen-Lo2ve transform coefficients are by
definition uncorrelated, but the implementation of such a

transform is impractical. The Fourier and Walsh transforxms

do not yield completely uncorrelated coefficients, but the
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coefficients are less correlated than the time samples of
the speech waveform {6}. Hence, bit rate reductions are
possible, but-are unfortunately modest. Attempts ({6},{7})

have shown that orthogonal function expansions of the speech

wavefo%ms do not yield a high bit rate reduction for the

complexity involved. The bit rate reduction with the use of

the Fast Fourier Transform (F F T) is only 10.5 K bit/s and
the Fast Walsh Transform (F W T) yields a 7.5 K bit/s red-
uction when the fidelity criterion is maintained at the same
level as 56 K bit/s P C M {6}.

1.2 VOCODER METHODS

Most of the techniques described under waveform
coding method produce voice signals of good quality and high
intelligibility. However, the bit rate requirements of
these systems are of the order of 20 K bit/s. This'high
bit rate is the result of their failure to extract the
information laden elements in the voice waveform.

Voice coding techniques which make no attempt to
preserve the original speech waveform are called vocoders.
The input speech signal is analyzed in terms of standardized
speech features each of which aan be transmitted in digital

coded forms. At the receiver, these features are reassem-

bled and the output speech signal is synthesized.



Two sources of redundancy in the voice signal are the
quasi-periodicity of the short termhfrequency spectrum
due to the presence of "pitch" and the highly structured
nature of the envelope of this spectrum. The pitch informa-
tion is determined by different methods. This parameter
may be isolated and transmitted as an independent feature
as in the channel vocodexr, or it may be contained in the
baseband of the voice signal as ip{}he voice~-excited
vocoder. In all cases the pitch information forms an int-
egral feature required for good guality speech synthesis.

The structured nature of the spectral envelope is
utilized in almost all vocoders to different degrees. The
formant vocoder utilize the regular location of humps in
the spectral envelope and can thus achieve bit rates below
1 K bit/s (7. |

Vocoders built to date are generally large, bulky,
power consuming machines and only the channel vocéder is~
presently available as an off-the-shelf device. As large
scale integrated cirucit technology advances, vocoders hold
the promise of low bit rate. high intelligibility, high
quality digital speech transmission techniques.
1.3 INTENT QF RESEARCH |

The intent of the présent research is to investi-
gate an’a}texnative to the existing large, bulky, expensive '

channel vocoder with the use of the Walsh transform. The



approach will be to replace the‘bank of filters in the
channel vocoder with sequency domain energy calculations
thereby reducing the cost, size, and weight of the channel
vocoder while maintaining a 2.4 K bit/s bit rate.

The reasons for the use of Walsh functions stem
mainly from the implementational ease of the F W T in real
time with digital hardware. Other reasons are that the
sequency spectrum of a speech signal "closely" resembles the
frequéncy‘spectrum of that signal, and it is known that a
channel vocoder using the F F T is a feasible digital speech
communication device. The proposed Walsh vocoder will be

simulated on a computer and compared with a simulated ver-

sion of the F F T channel vocoder.
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CHAPTER II: THE SPECTﬁUM CHANNEL VOCODER

In 1928, H. Dudley of Bell Telephone Laboratories
deviged a system which reduced the information redundancy
of acoustical signglls derived from natural speech. This
device was termed "vocoder" from VOice CODER. This method
of transmitting speech signals relies on the extraction of
signal parameters which influence the intelligibility and
guality of the perceived speech. There is no attempt made
to transmit the voice waveform in its genexrated form, nor
is the synthesized signal an approximation to this voice
waveform. A distinction is made between signals and sounds:
signals are the result of sounds activating a transducer
which converts air waves produced by sounds‘into electrical ¢
signals. It is these .signals sq‘derived that contain the
information redundancy. ’ '

The vocoder is an analysis-synthesisksystem. The
speech signal is analyzed to extract the information bearing
paramaters in the signal and these parameters are then used \
to synthesize a Spéech.siqnal, the perception of which will
resemble that of the original speech sounds. Also the quali-
ty of the s&nthesized speech determines the possibility of

speaker recongition. Hence the goals of a vocoder systeﬁ

L4
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are to attain highly intelligible s;hthetic speech of
acceptable quality while maintaining a_low enough band-
width that telephone lines can be used as communication
channels. ’

The extraction of the desired signal parameters
must be achievéd with minimum complexity to reduce the
cost, size, and power consumption of the physical device.
The parameter extraction is an engineering design problem
while the choice of parameters has physiological implica-
tions.

2.1 SPEECH PRODUCTION AND fERCEPTION

Speech sounds are produced by the conversion of a
steady flow of air from the lungs intc a pulsating acoustic
wave. This conversion, or excitation function,'is accom-
plished in the vocal tract, which acts as an acoustic tube,
by one or a coﬁbination of the following mechanisms:

1) air escaping from the lungs passes through the
vocal cords which causes the air flow to vibrate

2) constrictions in the vocal tract create turb-
ulences in the passing air stream

3) sudden releases of pressure followiné*a closure
of the vocal tract

The first mechanism creates voiced sounds which have

a quasi-periodic nature. The vowel sounds are.examples of

-
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voiced sounds. Fricative sounds lika"s" and"f" are gen-

erated by the sécénd mechanism. These so;nds are termed

unvoiced. The third mechanism generates unvoiced plosive
sounds like "p" or "t".

These mechanisms act as sources of wideband acou-
stic signals and the frequency spectra of these signals are
modified by %he vocal tract wh}ch acts as a time varying
filter with tranemission properties dependent on the natural
frequencies of the vocal tract.

Three basic properties of the aural mechanisms are
utilized in the channel vocoder design. These are:

l) the ear performs a short-term spectral energy
analysis

2) for monaural perception, the ear is relatively
insensitive to phase information

3) the quality of the speech perceived by the ear
is closely related to the periodicity (pitch) of the speech
sounds.

T§§‘3peec§ sounds as perceived seem to be highly
dependent on pitch information and the spectral envelope of
the acoustic signal. The channel vocoder utilizes this dep-~

endency to reduce the information redundancy of the signals

representing natural speech.
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2.2 THE SPECTRUM CHANNEL VOCODER

Because the sound sources and vocal tract shape
are relatively independent, they provide two parameters
necessary in the modelling of the speech production and
perception systems. The fundamental period of the
glottal excitation of voiced sounds determines the spac-
ing between adjacent peaks in the frequency spectrum of
the acoustic signal. This fundamental period is called
the pitch period and is the parameter which greatly inf-
luences spéech quality. The shapg of the vocal tract
determines the envelope of this spectrum.

_ The analyzer in the channel determines tﬂe sound
sources and the spectral envelope of a speech segment. If
an unvoiced sound is detected then a code is transmitted
to indicate that tge sound source should be modelled or
synthesized using a noise generator. If a voiced sound
was observed then the pitch period is determined by some
méans {this will be discussed inxsection 2.4) The envgi—
ope of the spectrum is determined by calculating the energy
content of adjacent bandpass rég}ons of the frequency

spectrum. This is accomplished with the implementation of

a bank of contigous bandpass filtéts followed by squaring

_and averaging devices. FPFigure 1 depicts a typical channel

vocoder analyzer.



In general, channel vocoder analyzers ¢ontains i4
to 32 channels which are identical except for the bandpass
regions of the filters. The bandwidths of the filters are
determined}guch.that over a long term average each filter
will contain the same average energy. The outputs from
these filters are$time varying, but the variation is glow
enough that the outputs need only be sampled evexy 20 ms.
This analog vocoder analyzer realization typically consists
of a large number of nearly identical cirxcuits which
function in parallel to derive the spectral envelope.

The logarithmic sensitivity of the ear allows logar-

¢

ithmic compreszion of the energy quantities. These channels

are also highly correlated and this correlation is exploited

by a channel to channel delta modulation scheme permitling

more efficient quantization and encoding.

\ The pitch or §oicing information is typically deter-
mined 100 times per second {8}, and is encoded with 8 bit
words. The net result of this coding is a 32 bit represent-
ation of the frequency spectrum to which is multiplexed two
8 bit excitatién parameters to form a 48 bit frame every
20 ms yielding a bit rate of 2400 bits/s.

, Q-
Both the analyzer and synthesizer of a conventionzl

channel vocoder employ identical banks of bandpass filters

as indicated in Figures 1 and 2. In an analog vocoder
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realization one physical bank of filters can serve both
functions i1f the machine is of a half-duplex nature.

In the synthesizer the incoming 2400 bit/s data
stream is decoded to yield an excitation parameter once
every 10 ms. The excitation data is used to generate a
train of pitch pulses at a rate cor;esponding to the period
of the voiced sounds. If an unvoiced sound was observed .
then the pulse rate could be fixed at a high frequency or a
noise generator could be used to excite the bandpass f}lters.
The outputs of the bandpass filters are modulated by the
channel signals determined in the analyzer, and a summation
of the outputs of the ;odulators yields the synthesized
speech signal. .

The disadvantages of this analeq realization of the
spectrum channel vocoder stem from the implementation of the
analog bahdpass filters. These filters require physically
large inductorg and the resulting vocoder is bulky and
costly (approximately 700 cu. in. at $5000 / channel {7}}.
A completely digital channel vocoder would be desirable to
reduce the cost and size of the vocoder by replacing analog
components with digital logic wich can be multiplexed to
eliminate the redundancy of analeg hardware. Also the ent-

ire system could then reside in digital processing mach~

ines.
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2.3 DIGITAL CHANNEL VOCODERS . ,

There are two different methods of implementing the
analog vocoder described with completely digital technigues.
One method is to replace the analog bandpass filters with
digital filters or one digital filter multiplexed such that
each channel sequentially eméloys the same digital filter
with a different bandpass configuration. This can be
easily accomplished by altering the digital filter coeffic-
ients as required, but the size and cost of the unit are
still unduly prohibitive. A more promising method 4s the
replacement of the bank of filters with an orthogonal trans-
form unit. One orthogonal transform empleoyed has been the
Fast Fourier Transform (F F T). This method will be briefly

outlined since its structure is similar to the Walsh vocoder

.~

to be described in Chapter V.

2.3.1 THE F & T VOCODER

The gtandard sampling rate of speech bandlimited to
200 - 3200 Hz is 8 KHz. Let these speech samples form a
sequence x(j), 3 ¢ {0,N-1} where szm, me I (m any positive

integer). The discrete frequency spectrum X (k) is given

by

N-1
X(k)=1/N L x(j) exp{-i2nj k/N}, k=0,1,...,N-1 {1}

j=0

where i = v“1 . Once this transformation into the frequency
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domain has been accomplished, the bandpass filters as
physical devices are eliminated. To achieve the function
of the bandpass filters i.e. the spectral envelope-calcul-
ation, the spectral components X (k) are squared and the
phase information is discarded by adding adjacent sguared
components. This results in a squared magnitude Spectrum

Y(n) given by:
Y(n) = x2(2n) + X2{2n + 1), n=0,1,...,N/2 - 1 {2}

Now the spectrum given by ¥Y(n) can be divided into
the bandpass regions correspoﬁding to the regions given in
the analog channel vocoder. The component Y(n) represents
the squared magnitude of the spectrum at the frequency f
given by: \

»

!
£ = gooon/N {3}

for the sampling rate of 8KHz. The energy in each bandpass
region can,be approximated by averaging the Y(n) that fall
into that bandpass fegion.

Figure 3 indicates a simple configuration for the
spectral en§é10§é~detection in the aﬁalyzer section of the
F F T vocoder. At first the spectrum is divided into 32

channels each of which contain a bandwidth of 125 Hz, and
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the energy in these bandpass regions is calculated in a
multiplexea arithmetic unit that computes the square and
average operations. Since the freguency discrimination of
the aural mechanism is dreater at low frequencies, the higher
frequency channels are averaged together by 2's and 4's to
reduce the number of channels to 18. This combining of
adjacent bandwidth leads to a stxucture equivalent to an

18 channel vocoder with non-equal bandwidth filters. It

is computationally more efficient to first compute 32 equal
bandwidth F F T parameters and then selectively combine
them rather than to realize the nonuniform filter character-
istics of the channel vocoder.

— The pitch detection in the F F T vocoder can be
accofiplished in the same manner as in the analog channel
vocoder, independently of the spectral calculations. The
pitch information can again be multiplexed with the channel
signals.

The synthesizer of F F T vocoder is illustrated in
Figure 4. The structure of the synthesizer is similar to
the analyzer in reverse. The incoming data stream is demul-
tiplexed and decoded to yield 32 channel signals and a voic-
ing parameter. .

The channel signals are spread to form an N point

frequency spectrum where the phase information is set to
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zero. The weigntings of the spectral coefficients are the
channel value in the synthesizer. The inverse F F T
(I FFT) of this spectrum is then computed and the resulting
time fbnction is equivalent to the impulse response function
of a bank of filters. This time function is circularly
shifted by N/2 samples (ox equivalentl§ a linear phase
added) to allow the major peak to appear at the center of
the waveform and minimize discontinuities at the edges {8}.
This is accomplished by reversing the phase of every second
spectral component in the generated frequency spectrum.

The impulse response so constructed must be convolved

with a train of pitch pulses generated at a rate given by

the voicing parameter. 1If the voicing parameter indicates

an unvoiced segment then a 1 ms pitch period is used and
attenuated pitch pulses of random sign are produced. Other-
wise a pulse train of unit mégnitude is used at a pitch

rate given by the voicing parameter.

The convolution of the impulse response function and
pitch pulses is accomplished with the addition of output
components given by ‘this impulse response and delayed vers-~
ions of the same impulse response where the delays are given
by the pitch period. In this manner, the output at any par-
ticular t&me is given by the sum of the output components

at that time. The impulse response function is updated at
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one half the rate of the pitch period update since the
spectral envelope of the speech segments change at approx-
imately one half the rate of eg?itation changes. This type
of synthesizer is called a convolution synthesizer.

The above convolution could ke accomplished with the
multiplication of tpe generated N point frequency spectrum
with the F F T of the train of pitch pulses followed by an
I FF T of this product. Howeve{3 the F F T device would
have an additional computation to perform which could make
the system too slow for real time operation since the
F F T device is the slowest resource in the system.

Modifications are made to the procedure outlineqd
for the analyzer and-synthesizer of the spectrum channel
vocoder to obtain smoother transitions between speech seg-

ments. Overlapping data windows are used so that the spec-

tral measuremsnts are obtained by averaging successive

F F T's in order to achieve smoother spectral estimates.

' The spectral envelope used in the impulse function deter-

mination in the synthesizer is updated more often than 20
me by linearly extrapol;ting between successive transmitted
spectral enveloges. These methods are described by Bially
and Anderson {8}.

The F F T vocoder contains the advantages of an all
digital system. The disadvantages lie mainly in the comple-~

xity of the F F T calculations which require complex arith-
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metic and multiplication operations. It is because of
this complexity that a different transform, which can be
more easily accomplished in real time with digital proc-
essing hardware, is investigated.
2.4 METHODS OF PITCH DETERMINATION
In order to determine the pitch period of a speech
signal, the time periodicity of the source signal must be
obtained from the observed speech signal. Also, voibéd—
unvoiced decisions require accurate determination of the pr-
esence or absence of‘periodicity in the speech signal.
The design of an accurate pitch detector that yorks sat-~
isfactofily with bandlimited, noisy speech signals remains
one of the unresolved areas of speech processing research.
There are mény techniques of pitch determination
designed for software environments. One of the more effic-
ient and accurate methods is cepstrum pitch determination.

[

This method is suitable for computer simulations of speech

“processings systems but is overly complex for hardware impl-

ementation. Hardware pitch detectors have been described
in literature but are not off-the-shelfrdevices. Although
pitch detector invastigatién is not' ‘the purpose of this

work, a few words concerning cepstrum pitch determination

and a hardware pitch detector are in order.

c



2.4.1 CEPSTRUM PITCH DETERMINATION

Since the logarithm of the amplitude spectrum of a
periodic time signal with rich harmonic structure is per-
iodic in frequency, cepstrum pitch determination consists
of spé&tral apalysis of this log amplitude spectrum. The
term cepstrum refers to the gpectrum of the log amplitude -
spectrum,

Basically the procedure for cepstrum pitch deter-
mination can be summarized as:

1) compute the power spectrum of a speech segment

2) obtain the logarithm of the amplitude of this. 3
power spectrum k

3) compute the power spectrum of the log amplitude
spectrum .obtained in steé 2) , ocbtaining the cepstrum.

If the speech segment was voiced there will be a sharp
peak occuring on the time scale called the quefrequency scale
corresponding to the spectral periodicity. The location of
the isolated peak on this axis represents the piich period.
The procedure is complicated with the problems of pitch
doubling, window size choices and péak threshold level adj-
ustments as well as the usual probizms associated with acc-
urate digital spectral estimation. Window wéighting funct-

ions are commonly used to obtain more accurate spectral

estimates.

b r————t
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Voiced speech signals can be modelled as %Be con-
volution of the vocal tract impulse response and the signal’
due to the vocal cord vibrations. Alternatively, the spe-
ctrum of the vocal source is multiplied with the transfer
function of the vocal tract. The logarithmi¢ operation
separates the two spectra such that the spectral periodi~
city of the vocal source can be identified. The effect of
the vocal tract is to produce low frequency ripples in the
logarithm épectrum of the log power spectrum while the per-
iodicity of the vocal source is manifested as high frequency
ripples. . Therefore, the spectrum of the log power spectrum
has a sharp peak corresponding to the high frequency
source ripples and a broader peak corresponding to the low
frequency strudture in the logarithm spectrum. A complete
exposé on cepstrum pitch determination is given in a paper
by A.M. Noll {9}.

2.4.2 A DIGITAL PITCH-DETEQTOR ¢

The digital pitch detector described by Frei et al
{10} basically compares bit patterns of adjacent windows of
speech samples. The criteria for waveform comparison are
slope, curvature and polarity of the speech signal. An
adaptive delta coder determines the slope and curvature of
the speech signal by exPloiting@}he overload features of
‘deita modulators and a hard limiter determines the polarit¥; ’

Based on these criteria, logic operations determine the sim~

- et et i gt it s



ilarity of the waveforms for various time delays. This
aloorthim produces a peak at a delay equivalent to the
pitch period that is much sharper than that of the auto-

correlation function {10}.
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CHAPTER III: WALSH FUNCTIONS

The fundamental paper on the mathematical theory of
Walsh functions was published by J. L. Walsh [11]. Based on -
this foundation, later papers by Paley ([12])), Fine ([13],
[14)), and Pichler ([15}, (16]), for example have developed
a mathematical basis for Walsh functions similar to the
theory of trigonometric functions.
3.1 DEFINITIONS OF WALSH FUNCTIONS

There are basically four different methods of
defining Walsh functions. The most common definition
defines Walsh functions as products of Rademacher functions
(which are a subset of Walsh functions). A different
definition is the iterative difference equation defined by
Harmuth [17]). Another definition derives the Walsh functions
from the exponential functions [13]. Still another derivation (j”
is based on raising the base -1 to an exponent dependent on
the binary repfesentation of the Walsh functions desired.
The common feature of these definitions is the requirement

of dyadic representations. This represgntation will be

outlined before the definitions are given.

28 . ) .
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A dyadic number is any number represented by a
summation of the binary digits "1" or "0" modulating

Sy -
owers of 2. Let p be expressed as a binary number

by (3.1).

-2 -1 0 1

o2tz 2% 2 2% (3.1)

Now p is a dyadic¢ number if Moo is a binaxy digit for all

integers sef{-=,=]. If u_szo for s>M, MeI_ (M any positive
integer), then p 18 a dyadic rational. In general dyadic

‘rationals can be expressed in an alternative form
u=(t+1) /2% (3.2)

where t is an even integer and MeI . Dyadic irrationals
have the form given by (3.1) where there is an infinite
nunber of terms to the right of the binar& decimal point.
With this notation all real numbers can be expressed as
dyadic numbers with a one to one correspondence.

The method of defining Walsh functions as products
of Rademacher functions #(k,’') was introduced by Paley ([12].
1If the variable j has the dyadic representation.

0

j= L jkz
k=~M

2
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ie. J 1s a dyadic integer, then the Walsh-Paley function
¥(3,") is defined by
0 .
F(.7)= 1 {9(-k," )y (3.4)
k==-M
The Rademacher functions §(-k,’), kel can be defined as the

functions given by
Q(—k,t)=exp{nitl'k] , 1:(-1)1/2 (3.5)
where t is a non negative real number denotecd by

t= I t. 2 (3.6)
k=-a

The relationship between the Walsh-Paley functions

1

¥(j, ) and the sequency” ordered Walsh functions wal(n,")

1s given by

¥({n/2)¢n,") ,n=0,2,4.... (3.7)
wal(n," )=

¥ ({(n-1)/2]@n, ") m=1,3,5,..
where © denotes the modulo-2 addition of dyadic numbers.

The functions ¥(k,") are different from the functions

wal(n, ') only in the numbering of the functions. The s

functions wal(n, ) have exactly n zero crossings in the

lThe term sequency is also referred to as generalized
frequency or one half the number of zero crossings [(17].
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interval of orthogonality of the Walsh functions. If
this interval of orth;gonality 1s normalized to unity
then n/2 becomes the generalized fregquency, or sequency,
of the Walsh function wa}(n,‘). This is analogous to
exp(1nf] where £/2 is the frequency of the exponential
function. The sequency ordered functions wal(n,’) are the
functions most commonly used because of this correspondence
with exponential functions.

Just as the expofintial functions can be expressed

as sines and cosines, similarly cal(j,') and sal(j,")

are Walsh functions defined by

(3.8)
sal(j, )=wal(2i-1,")
where j is the sequency of the functions cal(j,’) and
sal(3,7).

A similar definition of Walsh functions was given
in a paper by Fine [13], where the Walsh-Palef functions

w(y,').yeR+(R+ denotes the non-negative real numbers)

are defined by

-



M+1
v(y,t)=explnlk=ELY}5tl_k] (3.9)

where y, teR  have the dyadic representations

y= £y, 27" ande= 1 g2 (3.10)
=-L

k k=-M

This definition is useful in that the Walsh functions are

defined in terms of the continous parameters y and t so
that Walsh integrals can be used to represent non-periodic
functions as superpositions of Walsh functions.

The discrete Walsh functions wal(j,n) with j,nEI+

'(I+ denotes the non-negative integers+aéan be defined by

‘ (3.11)
) -
wal(j,n)=(*l)ZJpnM'1‘P -
whare M"i K M-1 K
j= T j2° and n= % n2 (3.12)
k=0 k=0

This definition of #alsh functions is the most common for
discrete implementations. The Walsh functions are defined
on the interval ne[0,N-1] and the Walsh functions wal(j,n),
je[0,N-1] all start with a value of +1 such that wal(j,o}=1

for je{0,N~1], with N=2", Changing j and n to dyadic
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representations of real numbers can transform this definition
of discrete Walsh functions into a continuous representation

described by Blachman [18].

(=]

o (Gytign 10y

wal (j,n)=(-1)

(3.13)

o0

where j= © 3,2 %= 1 g 27 (3.14)

K= —co

—
5

The definition of Walsh functions given in (3.11)
and (3.12) will be used because of the notational convenience
of this definition. The first 16 Walsh functions derived
from this definition are indicated in Figure 5 and the
Rademacher functions are indicated as a subset of the Walsh

functions.

3.2 WALSH FUNCTIONS AND HADAMARD FUNCTIONS

Hadamard functions had(n,’) are identical to Walsh
functions wal(k,’) where the bina;y nunker n can be converted
to the binary number k by following the procedu;e; |
1) reverse the bits of n eg. for n=101l1 ~+ 1101
2) perform a Gray to binary code conversion of this bit

-

reversed number eg. 1101 -~ 1001l.
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Therefore had{(ll, ) is identical to wal(9,°).
Figure 5 indicates the Hadamard and Walsh functioh
numbering. Figure 6 depicts a Fortran IV program which
converts from Hadamard to Walsh function numbering. A
hardware implementation of this conversion is given in
(19}). The advantage of the Hadamard numbering occurs
in the computation of the FHT (Fast Hadamard Transform)
in that the input sequence does not have to be arranged

in bit reversed order as in the computation of the FWT.

This is discussed in 4.2.

3.3 WALSH MATRICES
The Walsh matrix W(N) is composed of N rows and
N columns of +1's and -1's in’increasing order of zero

-

crossings. The rows are the Walsh functions in their

proper order. For example wal(k-1,j-1) can be determined

th h

by locating the k~ row and jt

For length 16 Walsh functions

o gl e

column of the Walsh matrix.
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Walsh Hadamard
Numbering Numbering

0 0

$(0,+) 14 8

2 12

¢(1,°) 3 b

p——1 — 6

[y— ——14

6 10

$(2,°) 7__—-‘ 2
8__ 3

g} = 11

10— —15

11— —]=

12 5

13 13
1% 9
$(3,4) 15 — 1
: Position ., . .
Number 0 '1 2 3 B 5 6 7 8 9 101112131815 -

L

- .

~

$(n,)=mral (281, .)anth Rademacher function

-

FIGURE 5 : Walsh-Hadamard-Rademacher Function Ordering for N=16
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SUBROUTINE OONVERT (N, M)

C ARRAY THAD CONTAINS THE WALSH COEFFICIENTS IN THE HADAMARD ORDER.
C THE COEFFICIENTS WILL BE PLACED IN THE WALSH ORDER IN ARRAY IWAL.
C N MJST BE AN INTEGER POWER OF 2 , I.E. N=2**M,

NB(1)=0

NB(2)=N-1

NN=N/2

PO 1 I=2,MN

J=I-1

NB(IHT)=NB(I)/2

NB (I+J+1) =N-1-NB(I+J)
1 OONTINUE,

Do 2 I=1,N

TWAL (NB (I)+1)=IHAD(I)
2 . OONTINUE

RETURN

END

£

Y

5 FICURE 6 : Fortran IV Subroutine to Convert from Hadamard to
% Walsh Ordering of Walsh Transform Coefficients




A i S i o i St e s

A TR ke = i e Stnen o e it & e e

g . ot S o e b

1

[o
=
!-‘
(2]
’-J
—
—

e T T ]

1

e
1
1
b
'
1
!

1
|
(-
1
1 o [ =

ol ol e i ad
L N o
I
s
LI A

!
f o}
!
t
Il e B

N N

wee) = (3.15)

!
[ sl |
Nl |

{

'
i
| ot bt et o |
1
P b et b |
(N
I VI S I G R

| B o oo T T B o S A |

P bt b b e bt et pt ped bt i et et fd s
!
S S
¢
1
1
N I VR
I S T SO [ SV
1ot ot | =
A S
I R S A B Y R N TP
[T B O N P I W
LD = b L e ) b ) b ey

i
-

1
-

r—

where - denotes -l1. Comparing (3.15) with Figure 5, it

can be seen that the Walsh . matrix is an equivalent
representation of a set of Walsh functions. The Walsh

matrix is symmetrical ie.ﬂ(N)=§?(N) where T denotes the
transpose and W{N)W(N) /N=I(N)}, where I(N) is the NXN identity

matrix. ¥

If N=2M, Mel,, the simplest method of generating

Walsh matrices is to first obtain the Hadamard matrix and <:j

then rearrange the rows to correspond to the Walsh matrix.
The Hadamard matrix is easily obtained by an iterative

equation given by
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1 ()
H(2N) =
F}N)
L
where H(2) =
}

i

H (N)]

~H (N)

From (3.16) and (3.17), H(4) can be determined as

H(4) =

= bt et
o= 1
I R T SR

o e

Now H{(8) can be determined from

Vot bt s et et et ot e
[ ST R S I TR I
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I1f W(8) is desired then

interchanged to yield

(3.16) and (3.18)

1

the rows of Q(B) are

(3.16)

(3.17)

(3.18)

(3.19)




11111111

1111 --- - !

11----11 )
wiey = (1 2oT o] (3.20)

] --1-11-

] ~1--1-1

1-1-1-1-

Walsh matrices provide a compact representation

of discrete Walsh functions.

3.4 PROPERTIES OF WALSH FUNCTIONS
Walsh functions have properties similar to the
properties of trigonometric functions. These properties

are proven in Harmuth {l17]. 1In all cases N=2m, mel .

1. ORTHOGONALITY

For N length Walsh functions defined on the discrete

time interval [0 ,N-~-1])

‘N-1

£ wal(k,j)wal(n,j)=N if k=n (3.21)
J=0

=0 4if k#n
with k,ne{0,N~1}). The interval of orthogonality is defined

as [0,N-1] and this discrete interval corresponds to the
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continous interval [0,1) ézbdivided into N discrete sub-
intervals each of length 1/N. This property of orthogonality

can also be expressed 1n matrix notation as
T
WIN)W™ (N)/N=1 (1) (3.22)

2. SYMMETRY

i )

\ There are two types of symmetry in Walsh functions
\

cqrresponding to the symmetry in trigonometric functions.

Thé first symmetry occurs between time and sequency with
wal (k,j)=wal(j,k) for j,kel0,N-1] (3.23)
In matrix notation this symmetry is expressed as
T
W{N)=W" (N) : (3.24)

The second type of symmetry occurs about the

midpoint of the interval of orthogonality

wal (k,j)=wal (k,N~-1-3) for k even, ke[0,N-1]
(3.25)

wal(k,j)=~wal(k , N-1-3) for k odd, Kkel0,N-1]

3. MULTIPLICATION
L]
The set of Walsh functions is closed under the
multiplication eperétion ie. multiplication of Walsh

"y functions results in another Walsh function.

N
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wal(k,j)wal(n,j)=wal(n®k,j) k,n,jec[0,N-1] (3.26)

where © represents the bit wise modulo-2 addition of n

and k expressed dyadically. This property yields an
expression which defines Walsh functions by the multiplic~
ation of other Walsh functions with evenly spaced zero

crossings ie. the Walsh functions which are hard limited

sinusoids.
m n

wal(k,j)=n wal(an :J3) (3.27)
n=0
m n

where k= I kn2 . It should be noted that for k,ne([0,N-1]

n=0

then k@n€[0.£-l], because N is an integer power of 2.

4. COMPLETENESS

Walsh functions form a complete orthogonal set over
a discrete interval of orthogonality [17]. Hence an N length -
sequence can be exactly and uniquely represented by a finite
series expansion of Walsh functions. For x(j) any sequence
with je[0,N-1] then
n-1

x(3)= ¢ X(k)wal(k,3), 3=0,1, 4. N=1 (3.28)
k=0




n-1
with X(k)=1/N & x(j)wal(k,j), k=0,1,...,N-1 (3.29)
j=0

In matrix notation
x=W(N)X (3.30)
ﬁzﬂ(N)ﬁ/N (3.31)

where x and X are N length column vectors.
Any N length discrete sequence can be exactly

represented by N Walsh transform coefficients X(k).

3.5 MORE ON SEQUENCY

The sequency of the cal and sal functions
is given by u in the notation cal(y,®) and sal(u,09).
Sequency is defined as one half the number of zero crossings
of cal(u,8) or sal(u,®) in a normalized one second time
interval. If u is not a dyadic rational then cal{(u,0)
and sal(y,0) are not periodic but the interpretation of
sequency as one half the number of sign changes per time
interval of 1 second duration still holds true.
This corresponds to the normalized frequency v=£fT of the
functions cos(2n£t) or sin(2nft) where v is defined as the

number of cycles in a time interval of duration 1.

ern pas
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The term sequency has also been called generalized
frequency § where fF=u/T and has the same dimension as
frequency [17). 1In trigonometric functions the base T
drops out. If the normalized variables u and 6 in
sin(2Mve) are replaced\fz:fhe non-normalized variables

f=v/T and t=06T then
sxnlznve]=sin[2n(fT)(t/T)]zsinIZHfT] (3.32)

A similar form of substitution in the Wwalsh functions

with @=y/T and t=0T yeilds
sal{u,6)=8al(fT,t/T)¢#sal(f,T} (3.33)

The only exception to (3.33) occurs when T 15 an integer
power of 2 with u and @ dyadic rationals. In general, since
walsh functions do not have sequency and the time base
connected by multiplication, this time base is an added

parameter in the general form given by

]

A sal(gT, (t-1)/T) (3.34)

where A is the amplitude, § is the sequency, T is the time

base, and t is the time delay.




CHAPTER IV: THE WALSH TRANSFORMATION

In systems analysis the principle entities that
must be dealt with are signals or time functions. Although
a time function is defined by a rule assigning a value to
a function for each instant of time of interest, such a
description is not always optimum or even adequate for some
purposes. It is convenient, thereforg, to become familiar
with different ways of describing time functions.

4.1 ORTHOGONAL FUNCTION EXPANSIONS

Consider a function g(t) on an interval te{0,T} of
the time axis, with functions wk(t) defined on this same
interval. In order to describe g(t) by specifying a discr-
ete set of coefficients, consider a series expansion of the
form

N~1

§g(t) = L ¢y () ,tef{0,T) _ (4.1)
k=0

in which the N coefficients €} depend only on the functions
g(t) to be represented but not on time, and the N functions
wk(t) are specified independently of g(t). The notation

g(t) is used to denote that §(t) is to be considered an

44
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approximation to g(t). 1If g(t) is sufficiently well-

behaved and the wk(t) are chosen in a Chitable way, the
~

di1fference between g{t) and §(t) will hopefully. approach

-~

zero as N-+e, v

The functions wk(t), k=0, 1:.., N-1 are orthogonal

on the interval {0,T} 1f

T *
Iw}(t)wk (t)dt = 0 for all j,k, j#k
0

where * denotes complex conjugate. The wk(t), k=0,1,...

N-1 are orthonormal if

T 1 for j=k
v (t)wk*(t)dt =
07 0 for j#k

Suppose g(t) has a finite square norm 1i.e.
. T
g = <g,g> = flg(t)lydt«'oo
0
and the transform coefficients g, are defined by
T
gk§<9;¢k> = fg (t)\pk*(t)dt
0 L

N

The mean square error § can now be defined as

2 T 2
callo-gl[® = éjg(t)-@(t)] at

(4.2)

(4.3)

(4.4)

(4.5)

(4.6)




According to the principle of least squares, the minimum
mean square error in (4.6) will occur when the constants
¢, in (4.1) are the transform coefficients defined by
(4.5) and this minimum mean square error is

’2

, N-1
Emin™ = llgll®- ¢ |g. (4.7)

k=0
If the ¢, (t) are a complete orthonormal sequence on the

interval {0,T} then

lim - '
Nowbmin (N} = O | (4.8)
Any function g(t) of finite square norm can be exactly’

represented bx a series of transform coefficients gy defined

by (4.5) with

g{tz = z

g ¥y (£) (4.9)
Koo KTk |

If the orthogonal fqgctions wk(t) are suitably
chosen then a finite numbef of transform coefficients may
sometimes exactly represent the function g(t). =
4.2 THE DISCRETE WALSH TRANSFORMATION

According to the sampling principle any bandlimited

function g(t) can be exactly represented by a sequence of

*

[P E——
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samples g(h) of that function if g(t) is sampled at or
above tﬁe Nyquist rate of that function. The sequence
g(n) can be exactly represented by a series of Walsh trans-

-

form coefficients G(k) given by

N-1
G(k) = 1/N t g(n)wal(k,n) k=0,1,...,HN~-1 (4.10)

n={
¥
* th . - N
where wall(k,n) is the k Walsh function at time interval
n, and where the function,g(t) is defined on the continous

interval [0,1).

The function g(n) can be reconstructed exactly from

the transform coefficients G(k) with

N~ l N M
g(n) = I G(k)wal(k,n) n=0,1,...,N-1 (4.11)
k=0

The functions G(k) and g(n) form a Walsh trans form pair and

this is denoted by g(n)+;ﬁG(k)~

The transformation given in (4.10) can be computed

with matrix arithmetic i.e.

G=WNIg/N « (4.12)

Where G is an N length column vector whose elements are

T .
composed of G(k) in the oxder {G(0) G(l)...G(N-1)]",

e

e e e
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: Flow Graph Illustrating the F W T Operation for N=8
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W(N) is the N x N Walsh matrix described in 3.3 and g

is the N length column vector defined by {g(0) g(l)...
g(N—D}T. (N-—l)2 arithmetic operations are required to
effect (4.12). By a special algorithm the number of oper-
ations can be minimized to 2N logzN operations if N is
constrained to be an integexr power of 2 i.e. N=2m, mel, .
This computationally efficient transformation is called the
Fast Walsh Transformation (F W T) and the flow gféLh for
such a transformation is illustrated in Figure 3 for N=8
This F W T is derived from the discrete Walsh transformation
given in (4.12). It is based on the decimation in time
algorithm (described in{l9}) so that the input sequence is
not in the usual order but the sequence is in the order
derived from reversing the bits of the binary integer
%}epresentation of the sequence numbers 0,1,...,N-l.respecti-
vely . Figure 8 indicates a Fortran program which computes
the F W T of a time sequence and Figure 9 illustrates a hard
ware implementation of the F W T as described in {191}.

Since the Walsh functions have values of +1

and ~1 only, no multiplications or divisions are required
in the computation of the F W T. Only additions and sub-
tractions are required with shifting to effect division by

Y
N where N:Zm, msI+. Hence the F W T is extremely fast

compared with the F P T.

——
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4.3 PROPERTIES OF THE WALSH TRANSFORMATION

The Walsh transformation has properties analogous
to the properties of the Fourier transformation. These
properties will be listed here with proofs where applicable.
All sequences will be oflength N with N=2", mel .

1. Linearity
If x{3)z+X(k) and y(3)+5*¥ (k) then

ax(j)+by(j)+§+aX(k)+bY(k).a.b,real : (4.13)
N-1 N-1
Proof: ax{j)+by(j) = a L X(k)wal(k,j)+b I Y(k)wal(k,3j)
k=0 k=0
N-1
= ¥ {aX(k)+by (k) }wal(k,]j)
k=0

Hence ax(j)+by(j)+%?ax(k)+bY(k)

2. Symmetry ,

Due to the symmetric properties of the Walsh func-

tions discussed in 3.2 a sequence x(j) will have a Walsh

transform composed only of even number Walsh function coeff-

icients if x(j) is symmetric about its midpoint.
Proof: Since x(j) is symmetric about its midpoint then

]

x(3) = x(N-1-3) for j=0,1,..., N/2-1

AM
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Also; wal(k,j) = wal(k,N-1-3), for k even, kec{0,N-1}

=-gal (k,N-1-j), for k odd, ke{0,N-1}

N-1 ‘
Hence X(k) = 1/N & x(j)wal(k,j)
i=0
N/2-~1 N~1
=1/N E x{(j)wal(k,j)+1/N T x(j)wal(k,3j)
3=0 j=N/2
) N-1 ' N/2-1
But 1I/NE  x(j)wal(k,j)=1/N T oz .
. J=N/2 ‘ ! j=p X(N-1-jlwal (k,N-1-3)
N/2-~1
=1/N L x(j)wal(k,j) for k even
J=0
} 3
N/2-1
=-1/N L x(j)wal(k,j) for k odd
j=0
N/2-1
Therefore X(k) = 2/N I  =x{(j)wal(k,j) , k even, ke{0,N~1}
J=0
. .
(4.14)
=0 k odd, ke{0,N~-1}

A similar situation exists for transforms of seqguences .
which are asymmetric with respect to the midpoint of the

sequence. Here the transform series ig composed of only

odd numbered coefficients.

<‘}
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FIGURE 8 : Fortran IV Subroutine for Implementation
of the Fast Walsh Transform (F W T)

SUBROUTINE FWT (N,M, IWAL)

DIMENSION Ival (1)

NH=N/2

L1=0

DO 1 L=1,M

LP=I+1

1IM=1-1

L1=N-L1

L2=N-L1

NY=0

NZ=2%*LM

NZI=2*N2

NZN=N/AZT

DO 1 I=1,NZN

NX=NY+1

NY=NY+HNZ

JS=(I~1) *NZI

JO=JSHNZI+1

PO 1 J=NX,NY

JS=JS+1

J2=T4NH 1
TWAL (L1KJS) =IWAL (L2hF) +TWAL (L2+J2)
JD=JD~1

IWAL (L)-HID) =IVAL (L2+J) ~IWAL (L2+32)
CONTINUE

IF(L1.EQ.0) G0 TO 3

DO 2 I=1,N

TWAL{T) =IWAL (I4N)

CONTINUE

RETURN

END

z

¢
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ARRAY IWAL CONTAINS THE DATA-TO BE TRANSFORMED INTO THE VALSH
DOMAIN. THE WALSH TRANSFORM QOEFFICIENTS WILL BE PLACED IN
ARRAY IWAL IN THEIR NATURAL ORDER OF INCRFASING SBEQUENCY.

THE ORIGINAL DATA WILL BE LOST. IWAI, HAS DIMENSION 2N.

N MUST BE AN INTEGER POWER OF 2 , I.E, N=2**M,
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3. Impulse Function Representation
Define .§(j) = 1 , 3j=0
=0 , 370
Then x(j) +a<-+X (k) +aé (k)
if x{3)+-+X(k)
N-1
Proof: Define D(k) = 1/N I §(j)wal(k,j)
\ j=0
=1/Nwal{k,0) = 1/N

since wal(k,0) = 1, ke{O,N-1}

-

N-1
Similarly I 8(k)wal(k,3) = wal(0,j)=1
k=0

since wal(0,j) = 1, je{0,N-1}

Hence  §(j)*=+1/N and lez»6(k)
Therefore from the linearity property
'x(j)+a+a+x(k)+a6(k)

and similarly

x(3)+ad (3)«=+X (k)+a/N

54

(4.17)

(4.18)

(4.19)
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4. Signal Mean Value Calculation

For x(j)+§+X(k), X(0) is the sample mean

Proof:
N-1

X(k)=1/N £ x(j)wal(k,])
3=0
N-1

X(0)=1/N & x(j)wal{0,3)
j=0

But wal(0,3)=1 for je[0,N-1]

Therefore
N-1
X(0)=1/N £ x(j)=sample mean
3=0

5, Time Shifting

For x(j)+§*x(k) then

x(j--()«‘—;-r

where o) d(--'r) are constants dependent only on T.
[

Proof:
N-—

1

N-1

L
k=0

uk'd(~1)X(k)

x(3)= £ X(K)wal(k,j) , 3Jel0,N=1]

k=

x{3~1)=

0
N

k

L

1
0

X (k)wal (k,j-1) te[0,N-1]

55

(4.20)

(”%
(4.21)

(4.22)
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where the subtraction j-t is accomplished with modulo-N

arithmetic to effect wrap around shifting.

Now,
N-1

wal(k,j-t)= I oy d(-r)wal(d,j) (4.23)
d=¢ 7'

where
N-1

ak,d(-t)‘sl/Njiowal(k.j-r)Wal(d,J) (4.24)

The constants ak'd(-t) are the Walsh transform coefficients
that express the expansion of the time shifted Walsh funct?ons
in £§%ms of unshifted Walsh functions and are therefore
independent of the sequency x(j) and dependent only on 1.
Substaituting (4.23) in (4.22) yields

N~-1 N-1

x(j=t)= ¢ X(k) I «
k=0 =0

k'd(-r)wal(d,j) (4.25)

Rearranging the right hand side summations in (4.24)

N-1 N-1
x(j=x)=2¢ [ X(k)ak d(-r)]wal(d,j) (4.26)
d=0 k=0 d

Comparing (4.25) with (4.21)
Nt (4.27)
X(j=1)+~+ L a {(~t)X(k) .
W ok k,d

-

For Fourier transformations, the equivalent time



57

shifting property is
x()-t)eprX{w)expliv(-1)] (4.28)

where x{j)*§+x(m). The Fourier transform of the unshifted
time function x(j) can be directly recoverable from the
shifted time function x(j-t1), given the delay parameter 1,
by multiplying the Fourier transform of x(j-1) with
expliwr). There is no such inverse operation for the Walsh
transform ie. the phase information cannot be easily
separated in the Walsh domain. Thé Walsh transform of x(j)
can be recovered from the Walsh transform of x{(j-r) given

1 by obtaining x(j-1) using the inverse Walsh transform

and thén shifting x{(j~t) by +: and obtaining the Walsh
transform of this function.

The sequence x(j) can be logically or dyadically

time shifted as well. Dyadic time shifts are effected by .
modulo-2 addition (or equivalently subtraction since modulo-2
subtraction is equivalent to modulo~2 addition) of the time

parameters expressed in binary form. This dyadic time shift
,is denoted by x(jOtr) and O denotes the modulo-2 addition

operatoxr, If x(j)*§+X(k) then

- SNy



58

N-1
x(j@)= ¢ X(k)wal(k,j@r) (4.29)
k=0
But wal(k,j®t)=wal(k,j)wal(k,t). Hence
N-1
x(1®91)= [ X(k)wal(k,j)wal(k,1)
k=0
N-1

= ¢ {X(k)wal(k,1)]wal(k,j)
k=0

Therefore x(j@r)+z+X(k)wal (k,1) (4.30)

The Walsh transform of x(j) can be obtained from the Walsh
transform of x(j®1), given 1, by multiplying the Walsh
transform of x(j®r) by wallk,t) since [wal(k,r)12=l for
k,1e[0,N~1]. The dyadic phase information can be easily
separated in the Walsh transform domain in this manner.
6. Convolution

Consider the N length ;equences x(3) ané y(j). The
linear arithmetic convolution of these two sequences 1s
give;xwg‘y '

N-1 .

z(j)= L x(3-tly (1)

=0

(4.31)

where the subtraction j-1 is modulo-N subtraction.

o s

=
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Define: x(j)«;+X(n)

y(‘[)“‘;*Y(m) e
N-1 ‘
X{j~1)+=> I (-1)X(Rr)
w n=0an’k\
ZA(j)*§+ZA(k)

L

Now zA(j) can be expressed as
N-1
Z, (3)= ¢ Z (k)wal(k,j)
k=0
N-1 N-1 N-1 N~1
=1 - I e, k( t)X{n)wal(k,j) ¢ Y(m)wal(m,x)
t=0 k=0 n=0 m=0
N~1 N~1 N-1 N-1

=£f {z I h(n)‘i(m) I e, k( 1)wal(m, ) }wal(k,j)
k=0 n=0 m=0 =0 .
N-1 N-1 N-1 ,
Hence Z (k)— z I X(n)Y(m) £ an k(—r)wal(m,r) (4.32)
n=0 m=0 =0 7

The logical convolution of x{j) and y(j) is defined by

N-1 .
(J) 1/N % x(jﬁr)y(r) (4.33)
=0 ' )

where ® denotes modulo—-2 addition.

N-1 N-1
z, (3}=1/N £ y(x}( & X(k)wal(k,/t@j)) (4.34)
=0 k=0"
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But wal(k,t®j)=wal(k,t)wal(k,3)

Hence

N-1 N-1
zL(j)=l/N L X(k) £ y(r)wal(k,j)wal(k,t)

k=o——22Q
"'_\—"—\

N-I N-1 »
=1/N ¢ X(k)wal(k,j)[ I y(t)yal(k,t)]
k=0 =0 }

-~
N-1
= £ X(k)Y(k)wal(k,3)
k=0

N-1

.since Y (k)=1/N : y(t)wal(k,t)
=0

Therefore

ZL(k)=X(kQY(k) . (4.35)
where ZL(j)+§+zL(k)

7. Autocorrelation

The autocorrelation functien Rxx(r) is defined by

Nl (4.36)

R, (1)=1/N £ x(j)x(j+7)
j=0 :
. ' N-1 .
Substituting x(j)= I X(k)wal(k,3})
k=0



61

N-1 N-1
x(j+r)= - X(n) I a. d{r)wal(d,;)
n=0 d=0 S

in (4.36) yields

N-1 N-1 N-1 N-1
(1) 1/N L L X(k)wal(k,j) ¢ X(n) ¢ an gf(tiwalid,j)
j=0 k=0 n=0 d=0 "’

N-1 N-1 N-1 N-1
(r)* I X{(k) T X{(n) @ d(r)l/N I wal(k,j)wal(d,j) (4.37)
k=0 n=0 d=0 3=0

N-1
But 1/N I wal(k,j)wal(d,j)= 1 for d=k
j=0
=0 otherwise

from the orthogonality of Walsh functions. Hence (4.37)

reduces to R .
N-1 N-1
L ()= T X(k) £ X(n)a , (1)
k=0 n=0 s
N~1 N-1
L{1)= I I X(k}X(n)a_ (1) (4.38)
k=0 n=0 !

Similarly a cross-correlagéon function ny(r) of, two
sequences x(j) and y(j) with x(j)«=+X(n) and y () «5»¥{m)
is given by |
N-1 N-1

(v)= L L a (t)X(n)Y{m) (4.39)
Y n=0 m=0 m.n '
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$
The logical autocorrelation and logical cross-
correlation functions are the same as logical convolution
since modulo-2 addition is an equivalent operation to
modulo-2 subtraction.
8. Logical Covariance
The logical cgvariance matrix C, is formed from

=1,
the logical autocorrelation function L(t) given by

N-1

L(t)=1/N £ x(jot)x(]j) (4.40)
j=0

Now, {EL}r,c=L(r®c) ‘ (4.41)

where r is the row number and c¢ is the column number of the

N x N covariance matrix C (Note: the row and column

4"
numbers start a 0 and end at N-1. The logical covariance
matrix thus formed is dyadic ie. it is symmetric with respect

to both diagonals. For example, for N=4

- -1 R 7
1 0y ey o3
PR LT

G =e (4.42)
P P3 1 P :

P3 Py Py 1

- ——
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2 2 *
where pkf=L(k)/o and ¢ =L(0)

The covariance matrix is diagonalized by the Walsh
matrix, ie. QY=E(N)QL§_HQ);where C, is an N x N diagonal
matrix with the diagonal elements given by the Walsh transform

of L{t),re[0,N-1}. This arises from the properties of the

& operation. L W(N) is composed of S,, S;,...S, ; where
N-1
S;= & L(jywal(i,j) : (4.43)
i,
j=0 -
{QLE(N))I'C=Scwal(c,r) (4.44)
For N=4 - R
SO Sl 52 S3
1 |So 51782 753
C,W(N)=/4 -S, - .
S Sg =Sy “S; S3 (4.45)
S ~S1 Sz =53

where _ (j*;

So= 1+ Py + Py + P3

§y= 1+ 0y ~ 0y " Py
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By ihspection of gLﬁ(N) it can be seen that E(N)QLQ(N)
will be diangonal and ﬁhe diagonal elements will be
SO' Sl""' Sﬁ~l’ which are the Walsh transform coefficients
of - the logical auotcorrelation function.
9. Logical Weiner-Khintchine Theorem
Define the logical autocorrelation Lxx(j) as
N-1

Loy (3)=1/N T x(3@1) x(1) (4.46)
=0

From logical convolution properties

N-1
L (3)= £ X(k)X(c)wal (k,3)
k=0
N-1 )
= I [X(k)] wal(k,])
k=0
Hence Ly («grIxG)1® - (4.47)

But [X(k)]2=Px(k)5 sequency powef spectrum of x(j).

[Note: Px(k) is variant with real arithmetic time shifts
of x(ji but is invariant with dyadic time shifts of x(j)].
Therefore

P : ) 4.48
L (3)+=+P, (k) ) ( )



10. Parsevals Theorem
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<

For a finite sequency x(j) the signal energy is

given by
' N-1 2
E=1/N T {x(j)]
j=0

=l/N I [ I X(k)wal(k,j)l}
j=0 k=0

=1/N £ [X(k)]® © [wallk,3)]}
k=0 3=0

N-1 5
= I [X(k)})]
k=0

N-1

since 1/N © [wal(k,j)]?=N for ke [0,N-1]
j=0

Walsh spectral energy...

invariant sequency power spectrum.

11l. Time Invariant Seguency Powexr Spectrum

(4.49)

Hence the enexrgy in the time signal is preserved in the

The power spectrum defined by Px(k)=[x(k)32
is time variant and hence it does not have the desired
properties that a time shifted version of a periodic signal
has the same power spectrum as the original signal. Hence

1 it would be desirable to derive an expression for a time
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The time invariant power spectrum can be derived
from the binary orthogonal decomposition of an N length:

sequency {x(j)} with N=2"

’ meI+, in the following way, [20].
An N- periodic sequence {x(j)} can be decomposed into an
N/2- pexriodic sequence {Al(j)) and an N/2— antiperiodic2

seqguence Bl(j)} with

{x(j)}={Al() }+{B1(j)} (4.50)
where {Al(j) =1/2{x(J)+x (j+N/2)} ' , (4.51)
and {Bl(j)}==l/2(x(j)-x(j-N/2)} {4.52)

To continue the decomposition, {A;(j)} is further
decomposed into an N/4- periodic sequence {Az(j)) and an

N/4~ antiperiodic sequence {Bz(j)} with

{Al(j)}={A2(j)}+{Bz(j)} (4.53)
where {Az(j)}=1/2{A1(5)+A1(j+N/4)} (4f54)
and{Bz(j)}=1/2{A1(j)”Al(j+N/4)J (4.55)

This process is continued until a 1- periodic sequence
{a;(3)) is formed. There will then be m antiperiodic

sequenées and one periodic sequence with

2. A sequence {x(k)}is said to be M- periodic if x(k)=x(M+k)
and M- antiperiodic ﬁf x(k)=-x(Mtk) .
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(x(3) )= (A, () 1+(B () )+{B 1 () 1+ .+{By (5)) (4.56)

m
=(A_(j)}+ £ (B ()] (4.57)
m k=1 k

These sequences can be represented as N-length column

vectors denoted by

k
a, -y(0) By y (N-1) B Y(N/2 -1)
y (0) ~y (N-1) y (8/25)
y (0) y (N-1)
y(0) —y (N-1) v (2%-1)n72K-1)
v (0) y (N-1) v ( (2F-1yn/2%)
y (0) ~y (N-1) ~y (8/2%-1)
K (4.58)
v (0) y (N-1) -y (n/2%)
y(0) — -y (®-1)
y (0) y (N-1) .
y (0) -y (N-1) :
‘ k k
y (0) y (N-1) -y ((2 ~1)N/27-1)
v (0) ~y (N-1) g ((2%-18725 <

ASN
-

where k=1,2,.+.,m~1. The components y(n) will later be
related to the Walsh transform coefficients X(k) by comparing
the average power in the time and seguency domains. Inspection
of the vectors in (4. 58) shows that they are all mutually

orthogonal and therefore
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©

Hix) %=1 1A (j)}||2+m;l IQB 1112
3 =[1{a, k=0I { m_k<3{}l| (4.59)

Evaluating the norm of each of the sequences from (4.58)

yields "’
11, (30 1] 1 2=ny? (0) (4.60)
148, (3)}] [Z=ny® (-1) | (4.61)

Lk
|}{Bm_k(j)}|lz=2m K3 (y2 (2B-1n/2%-1) 4y 2 (27-Dn/2%) (4.62)
=1

With k=l,2. [ 'm"lo

The Walsh transform coefficients X (k) can be derived
from the Walsh transform of the sum of the sequences. In

vector notation

=W (N) (A +B B +By_y+t...*B,] (4.63)

where W(N) is the N x N Walsh matrxix. From (4.63) and (4.58)

it can be shown that

X (0)=y{0) (4.64)

X(N-1)=ytué;) (4.65)



69

x(v/25-1) y (/281
" xqns2%) y (8725
) 1w (2) . (4.66)
w(2k-1yv2k-ny T 2K gy ((2K-1yn725-1)
x((2%-1)8/25) g ((2F-1n725)
with k=1,2,... ,m=1. Since the matrices E(2k) are
orthogonal it follows that
x2(0)=y* (0) (4.67)
x? (N-1) =y (N-1) (4.68)
k 2  n K 2,..n k
£ o{Xe((2"-1)n/27-1) +X"7 ((2 -1)N/27) )
n=1
= 1 k 2 1n Kk 2 n k
K I {y ((2 -1)N/2 -1)+y ((2 ~1)N/2 Y} (4.69)
2 n=1

With k":l'Zl s o ,m"l.

The average power in the sequency {x(j)} is given

by

N-1
pav = 1/N I xéTj) = l/Nll{x(j){llz (4.70)
=0 k

I

© pevman 8 o e e
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From (4.59) and (4.70}

o>

(2 2-nnz2k ey (2™ 0n/2%))
1l (4.71)

Paavmyz(0)+y2(N-l)-&-l/zmﬂk
n

Hence from (4.67), (4.68) and (4.69) 2
h_./‘.\ K ‘:0’1“

pav=x2 (0)+X2 (N-1}+ I (x2 (201 n/2%-1) +x2 ((2P-1n/2%)) (4.72)
n=1l ’

the terms x2((2"-1)8/2K-1) and x2((2™-1)N/2") are adjacent

coefficients in the Walsh coefficient spectrum.

Defining the sequency spectral density as

T

52 (k) ox2 (2k-1) +X° (2k) (4.73)

and substituting (4.73) in (4.72) yields
k

aves? (0)4+82 (/2-1)+ ¢ 82 ((2"-1)n/25th) (4.74)
n=1

The spectral points of the time invariant sequency power

spectrum are given by

2
P,=S (0) (4.75)
p,=s?m-1) - (4.76)

A
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s2((2"-1)n/25*1,

P =
«+1
i 1

n

-

H o™X

b

The spectral. points Pi represent the average power
content of a group of sequencies. Each group contains a
fundamental and the set of all odd harmonies relative to
that 'fundamental. This power spectrum is invariant to any
cyclic shift of Fhe time sequence put the originalgtime
sequence cannot be reccveréd from an inverse transfowsm of
the power spectrum even with a conveniently defined phases
spectrum {20]. '

Table 4.1 indicates the sequency components that
are contained in each of the power spectral points for
N=8,16 and 32. The average power in the group of frequency
components which correspond to the sequency components of .

each respective group is exactly thé same as the average

power in that group of sequency components (21].

’ k=1,2,...,m—1 (4-77)

.
-
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TABLE 4.1

Sequences in P,

i N=8 N=16 N=32 d

0 0 0_“ 0

1 4 8 16

2 |2 | 4 8

3 11,3 2,6 4,12

4 1,3,6,7] 2,6,10,14

5 o 1,3,5,7,9,11,13,15

The time invariant sequency power spectrum can be utilized ;»5

in the detection of harmonic structuré in signals. The numbe
of épectral points in the power spectrum is logarithmically

dependent on the window size ie. there are m+l spectral points

»

for a window of length N=2"., fTherefore the applications of

this power spectrum are limited to areas where a coarse spectral

resolution is sufficient. One possible application is in the

pattern recognition field where signals are classified according

to their harmonic structure.

Pitch detection in speech signals was found to be

.

1
.
2
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o —

t1nipractical using the time invariant sequency power spectrum
due to the sensitivity of the human aural méchanisms to pitch
inaccuracies. For practical window lengths of say N=128,
there would be B spectral points so that the pitch could only
be determined from the location of the maximugJof these
spectraf points. For 'acceptiple gpeech quality, the pitch
information is usually quantized to 128 levels whisp,ypuld

. - "'.:"?
re&ﬁire a window length of N=2127.

4.4‘ FREQUENCY & SEQUENCY *

The conversion from the Fourier spectrum of frequency
limited signals £o the Walsh spectrum of these signals has
Jbeen investigated by Blachman- [18], Kitai {22], and other
agthors. It is useful to the understanding of the Walsh vocoder
to descriﬁe these mapping from the Fourier spectrum to the
Walsh spectrum for discrete signals.

Consider a frequency limited time functions x(t) which \
is represented on the interval te[0,1) by the discrete
sequence x(j), j=0,1,...N-1 with N=2m,y;sl+. The Disérete
Four;er Transform (DFT) 'of x(j) is given by

CfN-].

F(f)= ¢ x(j)exp{-i2nfj/nNl, £=0,1,...N-1 . (4.78)
. §=0 ‘
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4

The Walsh transform of x(j) is given by
N-1
X(k)=-I x(j)wal(k,3) : k=0,1,...,N-1 (4.79)
j=0 \
If x(t) is frequency limited such that the highest normalized
frequency component is fﬁ then
£ :
x(j)=1/NfE F(f)exp[i2nfi/N], 3=0,1,...R-1 (4.80)
=0
Substituting (4.80) in (4.79) yields
N-1 £

X(k)=1/N ¥ F(f) expli2nfj/Njwal(k,3) , k=0,1,..,N-}" (4.81)
§=0 £=0

If F(f)=¢c, where ¢ is a constant, then

N~1 f >
X(k)=c/N £ { ¥ expli2nf./N)}walflk,j), k=0,1,...N-1  (4.82)
i=0  £=0 -3
Since cos(2l£j/N) has even symmetry and sin(2nfj/N ) has odd

symnetry over the range j=0,1,...,N-1, therefore from 4.3

. prpperty 2.

N-1 f '
X{2k)=e¢/N £ { % cod2nfj/N))Iwal(2k,j), k=0,1,...N/2-1 (4.83)
T j=0 f£=0> ‘
‘ H
and ' iw

N-1 £_
X{2k-1)=c/N © { ¥ sin(2nf 3/N)wal(2k-1,3) k=1,2,..,8/2 (4.84)
. j=0 f=0 | ~ : -
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Equations (4.83) and (4.84) define the Walsh
spectrum of a frequency limited signal the spectrum of which
is flat with a constant magnitude c. Equivalently, the
mapping from a frequency band into the corresponding
sequency band is defined. This mapping illustrates the
comparison between the FFT and Walsh vocoder envelope detectors.

If the lower limit in the second summation of (4.83)
and (4.84) is replaced with fd then frequency bandpass regions
could be mapped into the sequency spectrum as well as lowpass
regions,

Figures 10-25 illustrate the mspping of 16 equal
frequency bandpass regions into the sequency spectrum. The
energy in the eq&ivalent sequency bandpass regions are
calculated and used to determine what fraction of the total
energy contained in the frequency bandpasg redion occupies
the sequency bandpass region which corresponds to the
frequéncy bandpass region. (Note: Frequency and sequency
have the same units so they are depicted on the same normal-
ized axis in FIGURES 10-25. (Also, since a log scale is
employed, -40dB is the artificial zero.) -

. From the inspection of Figures 10-25 it is evident
that*the seqdency bandpass region which co}ﬁcides with'the_

fre%uency bandpass region contains more of the total energy

~
&
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contained in the frequency bandpass region than any other

sequency bandpass region of the same bandwidth.
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CHAPTER V: _ THE WALSH VOCODER

sincé a vocoder system operates in real time with
speech signals, the séeeds required of the FFT devices in

b}

the FFT vocoder necessitate hardware parallelism and high

séeed logic in the hard;are implementat}on. This complex-
ity and cost is fedﬁced if FWT devices can #eplace the FFT
devices because the.hardw;re implementation of the FWT is

less complex than the ;FT implementation.‘

The basic configuration of the Walsh vocoder is
similar to the FFT vocoder described. in 2. 3. The synthe-
sized spaech signals of both vocoder systems will be
analyzad for comparative intelligibility anp quality in
order to determine whether or not/F¥T dgvifjs can be
teplaced‘with FWT devices in this vocoder cqgfiguration.

. \
5.1 THE WALSH VOCODER SYSTEM

The Walsh vocoder system to be described can be
separated, like all vocoder systems, into analysis and
synthasis sections. Some operations pexformed in the

synthesis of the voice signals are the reverse of the same

operations performed in the apalysis -of voice slgnals.

S e e
T ] .




Hence the hardware employed in the vocoder system can
in some cases be multipleng'for use by the analyzer and
f syntpesizer of the vocoder system. This would be the case
where the analyzer and synthesizer are physically approx-
imate to each other in a system that both transmits and
recaives vocoer signals in a two way communication systeﬁ.
In the computer simulation of the Walgﬁ and FFT
vocoder systems, £his hardware sharing finds expression in
software subroutines which are called by’bbth the analyzer
and synthesizer sections of the simulation. Parameters are
'used to indicate whether forwérd or reverse 6perations are
‘required for the analysis or synthesis operations respectively.
The input speecﬁ signal is sampled at 8KHz after
lowpass filtering with a third order filter with a cutoff

frequency of 3KHz, These samples are stored on a mass

storage file since the simulation is not in real time. In 5
the simulation magnetic tape was utilized as the mass storage
medium to more closely aéproximate the sequential data access (if’“

present in ‘an‘'actual real time vocodexr system. .

=

. . Vd N I
. THE WALSH VOCODER ANALYZER

inca the N-length FWT is only applicable for Ne=2™



mel,, the Walsh spectra of the speech signals were calculated

+f
using a 128 length FWT, This allowed spectfal gnveIOpe
calculations everjzv l6ms (for the 8KH 2 sampling rate) which

is less than the spectrum samplxng 1nterva1 of 20ms employed
in the analog channel voooder descrlbcd in 2.2. Increasing
the'w1ndow length would increase the spectral resolution’

b?t since the speech signal is not statiopary ie. the power
spectrum changes with éime, e Spectral changes would be
missed since in effect longer window lengths result in a ’
longer spectral sampling pariod, uq}ess unnecegshry window '
overlapping is-employed. ! '

The pitch parameters were detexmined with cegstrﬁm"ﬁ
pitcﬂ detection techniques in the simulation ‘using 32ms
windows to obtain adequate pitch detection resolution. .
.The 256 lenghh‘sampép windows allow 64 different bitch
values from 62,5HZ to 4000H'z on a nonlinear frequency s.zéale.

»
The frequency scale is the inverse of the linear quefrency:

™.
(oxr time) scale. In effect there are 55 usable pitch )
parameters ranging from 62.5‘Hz to 400 Hz (the piﬁchlfrequency‘
rarely exceeds 400 Hz) In addltlon, a parameter is needed v
to represent unvcicedtsegments and this is set to 1000 Hz. X

These 56 pitch parameters are encoded w;;h a6 bmt represen-.

tation every 8ms. The 256 length sample_wxndows are overlapped

L ]

'

e nm——



96

with the previous sample window employed in the pitch
detection to obtain pitch parameters every 8 ms. Longer
sample windows would increase pitch parameter resolution
but the poésibility then increases that the longe; window
will contain multiple pitch parameters ie. the window could
contain speech segments of different pitch values and the
cepsgtrum éitch dete&tor ishnot’able to distinguish single
and mﬁltiple pitch values. {

The timing sequence for the pitch detecéion and
wdlsh spectral envelope determination is illustrated in
FIGURE 26. /Initially the 256 length array ITST is filled
with speecch samples in locations 64 to 255 with locations
0 to 63 filled with zeros. The following algorithm defines
the sample transition through the analyzer:

1) ‘saéples 191 to 64 inclusive in ITST are shifted into
- the 128 length array IHAD igbpreparation for the FWT
operation., |
2) the first pitch éarameter PFl is determined from the
256 samples in ITST by subroutine CPITCH.
3) the samples in ITST are shifted down 64 places with
samples 0 t§.63 inclusive discarded ie. ITST(I)=

ITST(I+64), I=0,191.

4



~

4) the next 64 speech samples are placed in ITST in locations
192 to 255 inclusive in that order as indicated in step 2

of FIGURE 26.

5) the second pitch parameter PF2 is now calculated from

the 256 sampleg in ITST by subroutine CPITCH.

[~

6) repeat step (3).
7) repeat step (4).’
8) if transmit switch is still on, je. if there are any

more speech samples, repeat steps (1) through (7); if

not repeat steps (1) and (2) and then go to (9).
9) PF2=PFl
10) sTOP

The above algorithm defines two pitch parameters for

every spectral envelope calculation without any interference .
of one operation with the other. This is depicted in FIGURE
26 where the timing sequence indicates the simultaneous
determination éf PFl from the samples in ITST and the
computation of the FWT from the samples in IHAD. This was (,,;-
necessary to simulate the independence of a haxdware pitch N
detector with spectral envelope calculaticns in &\ hardware
vocoder system.

From FIGURE 26 it can be sgen~;hat there are three

e it



!
possible 128 length sample sets in ITST which could be used
in the spectral envelope calculations. These sets are samples
0 to 127 inclusive, 64 to 191 inclusive or 128 to 255 inclisive.
The only differences in choosing one set ove the'others are -
in the intializgtion of ITST and the validity §f the pitch

parameters associated with the spectral envelo'es. Clearly

the samples used to compute the FWT shoul so be somewhere
near those used in the pitch detection. Ch;osing the set 64

to 191 inclusive for the spectral envelope calculafion, we
ca{culate PFl with all of the samples used in the fWT operation
as well as 64 samples of the previous and future sets used in
the spectral envelope calculations. PF2 is determined from
the 128 samples used in the present spectral calculations as

well as the 128 samples from which the next spectral envelope

will be determined. This sample allocation promotes smoother

pitch transition from one window to the next in place of ]

isolating two pitch parameters with one spectral envelope. (:;\
Once the FWT operation is completed, the 128 Walsh

trénsform coefficients are placed in 128 length array IWAL

.and IHAD is free to accept thé next 128 samples to be trans-

formed into the Walsh domain. The Walsh sequency power spectrum

is then calculated by squaring and adding Walsh coefficients

of. the same sequency. There are thus 64 sequency power

\
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spectral points which are used in the spectral envelope
calculation. o
The spectral envelope is calculated by the sub-
routine GSPS operating in ﬁhe forward mode using the 64
sequency power spectral points which wgre*bygced in array
éﬁss. Subroutine GSPS averages the spectral points in a
given sequeﬁcy band yielding theoaverage energy ih that
sequency band. These average energies in 14 suc:‘bands
form a~set of 14 channel values representing an approxima-
tion to the speztral envelope of that léms speech segment.
These 14 channel values are placed in array BAND for input
to a log encoder.
The output of the log eggoder is not sent to the
usual delta modulator in the simulation of the vocoder

system since it has been shown that the 14 channel signals

in a log-encoded format can be further encoded such that the

output of a channel to channel delta modulation yields a 26

bit representation of the set of channel values [8]. The

two pitch parameters associated with this 16éms speech segment
are encoded with a 6 bit representation for each. The 6 bit

codes are then multiplexed with the delta modulator output.

: . &
The result of this encoding would yield a 38 bit data stream
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for each léms speech segment or a bit rate of 2375 bits/s.
The analyzer section of the Walsh vocoder simulation

is depicted in FIGURE 27 in flowchart form. FIGURE 29 lists

subroutine GSPS which calcﬁlatgs average sequency spectral

Walsh s uency power spectrum in the forward mode of

energifggin the 14 predefineé spectrai channels from the
operation ie. the analyzer has control of GSPS. The channel
bandwidths and locatioﬁs were determined from the long term
average spectral envelope illustrated in FIGURE 4pa. In
FIGURE 40a the sequency axis represents a scale from dc to -
4000 Hz for the 8KHz sampling rate. ﬂThere are 64 sequency -
componenté for 16ms windows. The spegtral envelope indicates
that most of the spectral energy is located in the region dc
to 2000Hz (0 to 32 sequency) and then a lower energy zone ‘
between sequencies 32 and 44 occurs followed by a higher energy
zone. The 14 channel signals, which represent an approximation
to the spectral envelope, are calculated in the fellowing 14 (:
spectral regions: ‘
6 regions of bandwidth 125Hz (2 sequency components)
4 regions of bandwidth 250Hz (4 sequency components)
1 region of banpdwidth 750Hz‘(12 sequency components)

3 regions of bandwidth 500Hz (8 sequency components)
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The channel signals are calculated by averaging the sequency
components whch lie in each of the respective spectral regions -’
as indicated in FIGURE 29.

The bandpass gegions of the segquency spectrum which
are used in the channel signal calculations are contigqpus
but not equal. The widths of the ﬂandpass regions were
determined frgm the inspection of FIGURE 40a. The regions

‘of the spectrum which contained more of the average signal

energy were iven harrower bandwidths in the channel signal

\calculations. his sequency spectral subdivision is different

from the subdivis o; of the frequency spectrum as indicated in
FIGURE 28 where subroutine GFPS (which is used in the FFT
vocoder simulation) is lis;ed. Here, the freguency spectrum
is subdiviled into 6 regions of bandwidth 125H2, 4 regions of

bandwidth 250Hz, 3 regfgns of bandwidth 500Hz and 1 region of 5\

bandwidth 75632. .This subdivision was based on a long term ~
average freguency spectial envelope illustrated in FIGURE 4la

where the freéuency components 0 to 63 represent the frequency
scale dc to 4000Hz for the‘BKHz: sampling rate and léms windows.
Comgaring FIGURES 4la and 40a it can be seen why the sequency '

spectrum is  subdivided differently from the frequency spectrum.
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START

I

ITST(XI)=0,I=0,63

R

amples into ITST(I),

ead first 192 speech
S
I=64,255

R

—l

1364 191

IHAD(I) =ITST(I),

L

CALL FWT

1

place sequency power
spectrum invarray WSS

¥
CRALL GSPS(0)

!

CALL CPITCH

any
more speech
samples

NO

I=0,192

ITST(I)=ITST(I+64),

f

samples into

read in next 64

|

ITST(I) ,-I=192,255

CALL CPITCH

PF2=PF1l [~¢

1

S TOP
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/IHAD contains 128 speech
/8amples to be transformed
/into the Walsh domain by
/subroutine FWT.

/FWT .places the Walsh-co-
/efficients in array IWAL.
/Coefficients of the, same
/sequencyv?in IWAL are
/squared&added to form
/the seduency power spect- "
/rum placed in WSS.

/GS8PS (0) computes the
/channel signals.

JCPITCH computes PFl from
/the samples in ITsST. €

/Is transmit switch on?

/CPITCH computes PFZ from-
/current samples in ITST.

FIGURE 27:Flowchart of Walsh vocoder analyzer
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'From FIGURES 40a and 4la it is also apparent that
the signal energy is spread more evenly in the sequency
séectrum. This implies that a greater number of channel
signals are required to represent the sequency.spectrum than
"are required to represent the fréquency spectrum for a given
level of accuracyoin the spectral envelope approximations.
This can be explained by the greater coérelation Be tween
sequency components than frequency components [6] and hence
the channel sxgnals of the°Walsh vocoder will be more
correlated and a channel to channel de\éa fddulation scheme
will be" more effecglve in reducing the bit rate required to
t;@éaﬁit the channel signais. However, in order to attain a
comparison of the Waish and FFT vocodérs, both vocoder
simulations utilized 14 channel signals as indicated in

FIGURES 29 and 28 for the Walsh and FFT vocoder simulations

C

respectively.

In the reverae*aode of operation, GSPS (or GFPS)
generates a 64 pdint sequency (or frequency) power spectru@
from the channel values undexr the control of the synthesizer

of the vocoder. Although the opergtions performed by GSPS

(oﬁ GFPS) in the forward and reverse modes 'are not identical_

(in the reverse mode GSP§ (or GFPS) does not perform
. P

TS e
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arithmetical operations) it is advantageous to use the same
program to compress and generate the sequency (or frequency)
power spectrum due to the éxactly reverse memory operations.

In a hardware configuration the sequency power spectrum would
be stored in shift‘iegisters_fbrming arrayﬁﬁés and array BAND
would contain the channel signals, In the forward kor analyzer)
mode of operatibn an operative averaging device would inter-
connect the two'\memory arrays. In the reverse (or synthesizer
mode) the averaging device could operate as a demultiplexer.
The sequency (or frequency) power spectral points in WSS -that
are averaged to yield a channel signal in éAND, infﬁhe analyzer,
will be given that chanﬁel value in the synthesis of a speech
signal. This ,spectrum generation and compression is illust-
ratea in FIGURES 28 and 29, FIGURE 30 illustrates the

gequency power spectrum'of a typical 16éms speech signal and

the sequency power spectrum generated by subroutine GSPS (1)

from the channel signals computed by éSPS(O) for this lams <ii
speech segment. FIGURE 31 illustrates the frequency spec¢trum
of this same 16ms speech segment and the corresponding fiequency
';pectxum:generated by GFPS (1) from the channel signals
computed_by GFﬁSfﬁd. The frequency and sequency axis of
FIGURES 31 and 30 respectively are”indicated as components

0 to 63 witich represents a scale of dc to 4000Hz (in both
.. /
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_ SUBROUTINE GFPS (IAS)
COMMON WSS {64) ,BAND(14)
C IF IAS=1 THEN THE 64 POINT FREQUENCY POWER SPECTRUM IS TO
C BE GENERATED FROM THE 14 CHANNEL VALUES IN ARRAY BAND AND
C PLACED IN ARRAY WSS,
C IF IAS#1 THEN THE CHANNEL VALUES ARE CALCULATED FROM THE
C FREQUENCY POWER SPECTRUM IN WSS AND PLACED IN BAND.
. IF(IAS.EQ.1) GO TO 10
DO 1 I=1,14
1 BAND (I)=0
DO 3 I=1,6
DO 2 J=1,2
BAND (I)=BAND(I)+WSS (J+(I-1)*2)
BAND (I)=BAND(I)/2.
DO 5 I=7,10 '
DO 4 J=1,4 .
BAND (1)=BA D(I)+WSS(J+(;—1)*4L12)
BAND (I)=BAND(I)/4
Do 7 1I=11,13
po 6 J=1,8
6 BAND (X)=BAND(I)+WSS (J+(I~1)*8-52) -
7 BAND (I)=BAND(I)/8.
Do 9 I=14,14
DO 8 J=1,12
8 BAND (I)=BAND(I)/12
GO TO 100
10 K - DO.11 I=1.6
Do 11 J=1,2
"1l WSS (J+(I~1) *2)=BAND(I)
Do 12 I=7,10
Do 12 J=1,4
12 WSS (J+ (I-1) *4~12)=BAND (I)
po 13 I=11,13
DO 13 J=IIB
13 WSS (J+ (I~1) *8-52)=BAND(I)
DO 14 I=14,14
DO 14 J=1,12
14 WSS (J+52)=BAND (1)
100 . RETURN .
END

(P53 )

(S0 =

FIGURE 28: Subroutine 'GFPS: Simulation of FFT Vvocoder
: channel signal calculations or fregquency
spectrum generation for analyzer and
synthesizer modes respectively.
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SUBROUTINE GSPS(IAS)
COMMON WSS(64) , BAND(14)
C IF IAS=1 THEN THE 64 POINT SEQUENCY POWER SPECTRUM 13
¢ TO BE GENERATED FROM THE 14 CHANNEL VALUES IN ARRAY
C BAND AND PLACED IR ARRAY WSS.
C IF IAS¥1 THEN THE CHANNEL VALUES ARE CALCULATED
C FROM THE SEQUENCY POWER SPECTRUM' IN WSS 'AND
C PLACED IN BARD . T
\ IF(IAS.EQ.1) GO TO 10
DO 1.,I=1,14

1 BAN(I) =0
D773 1=1,6
2 J=1,2

BAND (I)=BAND (I)+WSS (J+(I~1)*2
BAND(I)=BAND(I)/2.
_po 5 I=7,10
N DO 4 J=1.4 .
BAND (I) = BAND (I)+WSS (J+ (1~1) *4-12)
BAND (I)=BaAND({I)/4.
Do 7 I=11,11
DO 6 J=1,12
BAND (I)=BAND(I1)+WSS (J+28)
BAND(I)=BAND(I)=BAND(I)/12.
DO 9 =12,14
m 8 J=118 .
BAND (I)=BAND (I)+WSS (J+ (I~1) *8-48)
DAND(X)=BaND({I)/8. s
i GO T0 100
10 . . D011 I=146
po 11 J=1,2
11 © yss(3+ (1-1)*2)=BAND(I)
Do 12 1=7,10
DO 12 J=1,4 , .
12 ) WSS (J+ (I-~1)*2) = BAND (I)
. DO 13 I=11,11
po 13 J=1,12
13 WSS (J+28) = BaND (I)
DO 14 I=12,14
' . Do 14 J=1,8
14 WSS (J+ (I-1)*8-48)=BAND(I)
MTURN ld
END.

o N

~J

(TelR..1

'FIGURE 29: Subroutine GSPS:  Simulation of walsh vocoder

channel signal calculations or sequency
gpectrum generation for analyzer and
‘ ; sectively.
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figures) subdivided into intervals of 62.5HZ The differant
spectral allocations for the channel signals of the Walsh
and FFT vocoder simulations can be seen from the inspection
of FIGURES 30 and 31 respectively. Also, a resemblance
between the frequency and sequency spectra for this speech

i

segment can also be néticed. This resemblance is not the

general case as can be seen from inspection of FIGURES 40a

and 4la.

5.1.2 THE WALSH VOCODER SYNTHESIZER

The structure of the synthesizer is similar to the
analyzer in reverse. The incoming data stream is demultipl-
exed and decoded to yield 14 channel signals and two pitch
parameters every 16éms. In the simulation the decoded channel
siénals are placed in array BAND and the pitch values in Hz
are placed in locations PFl and PF2.

The goal now is to convolve a pitch pulse train
derived from the bitch values and theimpgése requ?se functib
obtained by the inverse FWT of the Walsh'gﬁéctrqg‘répresented
by the 14 channel values.,

Sinca the pitch pulse train is a series of impulses,

this convolutioéfis achieved Sy additions of delayed impulse

>

n_ .
™

Y
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response functions where the aelay is determined by ‘the
spacinés of the pitch pulses.

In the simulation of the vocoder the pitch pulse
generator was simulated by means of a 128 bit registe;
IPPS which is called the pitch pulse scale., This pitch pulse
scale represents a l6ms time axis with 125 us subd;visigns.
The presence of the value 1 in a location in IPPS représentg ;
an impulse in the pitch pulse scale at that point in.time.
The separation between impulses is determined Sy the pitch
values located in PFl1 and PF2. The pitch puise sﬁhle I?Pé
is set up according to the following algorithﬁ: |
1) initialize IPPS({1)=l:IPPS(I)=0,I=2,128;LI=l
2) SD1=4000/PFl; SD2=4000/PF2
3) NI=LI+SDl
4) KF(NI.GT.GSQ GO TO (9)

5) IF(NI.LE.0) GO TO (3) ) s
6} 1PPS(NINL l /
7) LI=NI

8) Go TO (3) B
9). NI=LI+SD2 .
" 30) IF(NI.GE.129) GO TO {14)

\
11} IPPS(ND=1
r.
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12) LI=NI

13) GO TO (9)

14) LI=LI-128

15) READ IN NEW VALUES OF PFl AND PF2

16) WAIT UNTIL READY FOR NEW PITCH PULSE SCALE THEN GO TO (2)

-The last impulse due to PFl cannot go beyond IPPS(65)
because PFl is the pitch parameﬁer associated with the 8ms
time frame represented’by IPPS(I),I=1,64 and PF2 is associated
with IPPS(I), I=65,128. The only overlap allowed is at the end
of one and beginning of the other time frame.

For an example of how the pitch pulse scale is set up
consider PFl=125Hz and PF2=250Hz. At the end of step (14) in
the above algorithm IPPS(I)=1 for I1=1,33,65,81,97,113 and LI=l.

In order to attain a smoother transition between
adjacent spectral envelopes, th;;e more sets of 14 channel
signals are determined from 3 linear interpolation between

two adjacent sets of channel signals. In this manner the

(E.,Q

-
<

spectral envelope approximations are updated évery 4ms.
Subroutine GSPS, éperating in the synthesizer mode

creates a 64 point sequency power spectrum from the channel

signals stored in BAND and places the power spectrum in array

WSS. This operation is listed in FIGURE 29.

.
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A Walsh coefficient spectrum is now created from
the Walsh sequency power spectrum contained in WSS. Array
IHAD is set up with every cal terxm in the Walsh coefficient
spectrum given a value determined from the square root of the
power spectral point of the same sequency in WSS. Every second
cal term was premultiplied by =1 to minimize the discontinui-
ties at the edges of the windows since all cal terms have values
+1 at t=0. The sal terms in the Walsh coefficient spectrum
ara preset to zero for §implicity.

N.\-
Subroutine wa%; nverts the Walsh transform coefficients

response function, (The inverse FWT is identical to the FWT
except for a multiplying factor as shown in Chapter IV). The
four resulting impulse response functions are stored in 128

length arrays IRFI, IRF2, IRF3, and IRF4 in chronological

h 4
order.

The pitch pulse scale corresponding to the léms time (,,h~$"

frame associated with the four impulse response functions is
subdivided into 4 equal 32 longth sections. Each section will
be associated with the despective impulse response function.
If a 1 appears in IPPS(1), I=1,32 then IRF1l is added to the

tl

current output compo h , which is stored in 256 léngth array



IE

112

10UT, starting at IOUT(I). Similarly if IPPS(J)=1,J=33,64,
then IRF2 is added to IOUT starting at IOUT(J), and so on,
IRFl, IRF2 and IRF3 are determined from the inverse transform
of sequency power spectra geterwined from linear interpola-
tions between adjacent transmitted channel signals to attain
smoother transitions between spectral windows. IRFl is
associated with the first 4dms segment of IPPS ie.

IPPS(1) ,I=1,32 and IRF2 is associated with the next 4ms
segment ie. IPPS(I),I=33,64. " These impulse response functions
are then associated with PFl which is used to set up
IPPS(I),I=1,64: Similarly IRF3 and IRF4 are associated wfth
the next two 4ms segments of IPPS respectively and hence with
PF2. Recall that PFl was determined from the 128 samples

used to compute the current set of channel signals as well

as 64 samples from the previous and future spectral calculations.

IRFl and IRF2 are also linked with the past spectral calculations

by virtus of a linear interpolation between the past and current

_channel values. PF2 was determined from the samples used to (7

compute the curient channel signals and the 128 samples which
will be used to compute the next set of channel signals. IRF3
is still associated with the past set of channel signals by
the interpolation mentioned and IRF4 is determined solely from

the current channel values. In this manner, there is a

current and future speech samples
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The summation of impulse response functions as dictated
b§ the pitch pulse scale to form the output synthesized speech
samples is illustrated in FIGURE 33. The formation of a léms
output component is illustrated as a summaticn of delayed
impulse response functions. The impulse response functions
and the output component are truncated at the l6ms time
interval. Actually, the impulse response functions are all
of length léms (or 128 samples). The truncated portions would
be added to the output component beyond 16ms .

This process is contiﬁually repeated with the creation
of a new pitch pulse scale and four impulse response functions.
The output component array IOUT is backspaced 128 places
every léms, These backspaced 128 samples of IOUT form the
output synthesized speech samples which are to be desampled
for an analog speech waveform output.

A flowchart of the Walsh vocoder synthesizer appears

in FIGURE 34. _—

5.2 THE FFT VOCODER SIMULATION

The FFT vocoder is simnlated in the exact same manner
as the Walsh vocoéer with FFT operations’ replacing FWT opera-
tions. The terms sequency power spectrum and Walsh coefficient

spectrum in the Walsh vocoder simulation are replaced by the
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for PF1l=125Hz ,PF2=250Hz2

"81 97 113 129

l ‘ ‘ ] ‘ Pitch pulse scale {IPPS)
s
8 12 16 ms

VAN AR
//\\\//f\\\\v//, IRF3

128 length (16ms)

output component from
summation of impulse
response functions
(8KHz .desampling
required for speech
output})

FIGURE 33 t1Synthesized speech output from pitech pulse
. : scale & delayed impulse response functions.
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START
]

IOUT(X)=0,I=0,255

]ﬁiea& PF15PF2 |
' 1

set up IPPS as
indicated in the

algorithm in text

]

read 14 channel

signals into

BAND(I) ,XI=1,14
Y
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/IOUT contains the
/current output samples

/PFl&PF2 are the pitch
/parameters associated
/with this 16ms speech
/segment to be synthe-
/sized (they are used
/to set up IPPS,the
/pitch pulse scale)

I=1 '}.4
K=1

INC(I)=(BAND(I)-PCS(I))/4,

T

A

BAND(I)=PCS (I)+INC(I)
I=1,14

1

CALL GSPS (1)

X

/PCS contain e chan-
/nel signals of the
/previous lé6ms segment.

/GSPS(1l) generates a
/sequency power spect-
/rum in WSS.

IHAD(2*I-1)=WSS(I) *128*(~1)**I

IHAD(2*I)=0
Inl ’64

)

CALL FWT

1

IRF(K,I)=IWAL(X),
: 1-1,128
R=K+1

PCS (I)=BAND(IX) ,1~1,14
2

IL=1

Y

A
2

/EFAT converts the
/Walsh coefficients in
/IHAD into the tithe
/domain samples placed
/in IWAL.

JIRF(K,I) is the 128
/length impulse response
/function IRFK,K=1,4.,

/éontinued

[



L=1
IL=X
transfer IOUT(I), Ig;i
I=1,128 to output
buffer for 8KHz
desampling
L=3
IL=X

*

4

IOUT (J+I-1)=IOUT(J+I-1) +IRF(L,J]},

J=l,128

FIGURE 34 :Flowchart of Walsh vocoder synthesizer
ﬁéimulation . .
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terms frequency power spectrum and Fourier coefficient
spectrum respectively in the FFT vocoder simulation. Sub-
routine GFPS (FIGURE 28) is used in place of subroutine
GSPS (FIGURE 29) because of different spectral subdivisions

as previously mentioned in 5.1.1,

5.3 REMARKS CONCERNING THE SIMULATIONS
A hardware vocoder system would naturally contain

a hardware pitch detector as would all real time practical

' yocoder systems. Pitch detection is L Hifficult task that

has as yet not been resolved. An indication of the pitch
detection problem, even in software detection techniques,
can be seen in FIGURE 32 where the cepstrum of the word
"gpeed" is shown in a 3 dimensional view. The cepstrum is
calculated every 8ms for the 320ms speech segment. The
cepstrum pitch detector must locate peaks in the cethrum N
and the locations of these peaks yield the reciprocal of the
pitch. If‘no peaks above a set threshold value are found, then
the segment is unvoiced. An example of the‘cepstrum of unvoiced
speech segments can be seen in the firgé segments of the word

"gpeed* in FIGURE 32. There are no distinguishable peaks.

Near the end of the time seqdence the vowel sounds, which are
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voiced, are distinguished by the cepstra which have prominent
peaks. However, even these peaks might be located at multiple
values of the pitch periocd. The clutteééd image of the
cepstra serves to indicate the difficult& of pitch detection
even in sophisticated software techniques: like cepstrum pitch
detection. . v

FIGURE 35 illustrates a time sequence of the Walsh
spectra of the word *gpeed" before synthesis and %TGURE 37
illustrates the Fourier spectra of the same 320ms speech
segmant. FIGURES 36 and 38 lllustrate the time sequence
of the Walgh and Fourier spectra after synthesis in the
Walsh and FPT vocoder simulations respectively. In each of
the above four cases a léms window (or 128 sample window)
was utilized in the spectral calculations. The sequency and
frequency axis represent a scale from dc to 4000Bz with 64
spectral coefflcients.

Comparing FIGURES 35 and 37, the similarities between
the sequency and frequency spectra can be noticed. The first
'spectra in the sequence are flat and contain low energy. (:
. These sPectra are aetermlned from the unvoiced fricative sound
"g" in "speed". The “"ee" sound produces jagged spectra and
the rebetitive peaks in these spectra indicate the presence

~

==
Lt



of pitch. Another plosive "d" follows and the flatness of
this spectrum especially in the low frequency portion of the
Fourier speectrum, caﬁ also be seen.

FIGURES 36 and 38 indicate the somewhat preservative
nature of the spectra of the speech segments of the Walsh
and FFT vocoder simulations respectively. Without the pitch
inforratioa, these spectra would contain perfectly flat regions
in the areas of ;ﬁe spectrum where the channel signals were.
calculated. (see FIGURES 30 and 31 respectively). The fact
that the spectra illustrated in FIGURES 36 and 38 do not exactly
ratch those of PIGURES 35 ané\37 respectively indicates that
the synthesized speech signals are not identical to the original
and hence the synthesized speech output will be "different®
from the origiral speech input. This difference is usually
manifested in a degredation in quality and intelligibility of
-the oputput speech counds with respect to the input speecn
sounds. So=e speech gounds will be distorted rore than others (x
23 ecn be ccen fron the scegrments in FIGURES 36 and 38 which are
poorer approxirations to the corresponding segrents of FIGURES -

35 and 37 respectisely.-
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FIGURE 35: Walsh spectra of speech signal “"gpeed" (duration 320ms) calculated every 16ms.
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TIME SEQUENCE OF SEQUENCY SPECTRUM OF<SPEED> RFTER SYNTHESIS
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FIGURE 37: Fourier spectra of speech signal "speed" (duration 320ms) calculated every léms.
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1IME SEQUENCE OF FREGUENCY SPECTRUM OF <SPEED> AFTER SYNTHESIS
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FIGURE 38: Fourier spectra of synthesized speech signal "speed” (duration 320ms) calculated every léms.
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5.4 TIME INVARIANT SEQUENCY POWER SPECTRUM VS

SPECTRAL ENVELOPE DETECTION

The information extracted from input speech signals

in the analyzers of the Walsh, FFT, and analog spectrum

channel vocoders is the spectral envelope and the pitch
parameters associated with segments of the speech signals.

An approximation to the spectral envelope is represented by

a set of channel signals which are derived by calculating the
energy in arbitrary adjacent bands of the spectrum. The

number of channel signals is chosen such that a sufficient
approximation to the spectral envelope is attained with a
minimum number of channels. The portion of the spectrum from
which a channel signal is derived utilizes knowledge of the
human aural rmachanisms and iong term spectral envelope insp-
ections. For instance, inaccuracdies in the lower end'of the
spectrum are more noticable than at higher spectral points

(and wore energy is concentrated at the lower spectral end)
;£d,therefore, the bands at the lower end of the spectrum are
narrower ie. they co;tain fewer spectral points. ‘
| In Chapter IV the term time invariant sequency power =~

spectrum was introduced. This spectrum is a measure of the

harmonic content of a signal. Instead of approximating a

~
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spectral envelogg with channel signals derived from the

energy content of adjacent spectral bands, the time invariant

sequency power spectrum represents the average power content

of a group of sequencies (or frequencies). Each group contains

a fundamental sequency and all of the odd harmonies of that

fundamental sequency. ,
A vocoder which utilizes the time invariant segquency

power spectrum (T1sPS) was simulated in order to evaluate

the possibility of the utilization of this sbectrum in place

of the spectral envelope approximations. It was not clear

how the pitch parameters could be used to shape the TI1SPS.
According to the model of the vocal apparatus, the

spectrél envelope was determined by the shape of the vocal

tract and the pitch of voiced sounds was due to glottal

excitation which consisted of a .series of pulses produced at

the pitch rate. The rela?ionship between the spectral

envelope and the pitch was the convolution of a pitch pulse

train with an impulse response function determined by the '

inverse transform of the spectral envelope. There is no

such known model‘wh;ch relates the T1SPS to the pitch.

‘Since the T1SPS is easily determlned, a Walsh vocoder

utilizing the T1SPS was simulated. The following hypothesis
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was used as a basis for the T1SPS wélsh vocéder:

If speech can'be represented by a combination of tones

of various frequencies (or sequencies) and their harmonies

(some musicians can make their instruments "talk"), then the

T1SPS would approximate "tones" with spectral components

whose frequencies are a function of the sampling rate. The

T1SPS is an average meagure of the power in these "tones"

such that the spectrum derived from the T1SPS would have

unlikely symmetries ie. every spectral point in each group

would have the same magnitude. Hence the spectrum derived

from the T1SPS was "shaped” by a long term average sequency

spectral envelope, s
The T1SPS was c;lculated for 32ms speech segments.

This yielded 9 power spectral points. Subroutine T1PS (0)

was used to calculate the Tlssg.in the analyzer mode Of the

T1SPS Walsh vocoder from the Walsh sequency power specﬁrum

determined from the Walsh coefficients produced by subroutine (f'p)

FWT. Subfoutine TIPS(l), operating in the synthesizer mode, r

generates a shapedﬂ%eéﬁency power spectrum which is then used

.ﬁé create a Walsh coefficient spectrum in the saﬁé\gi::f;}:s

indicated in the synthesizer of the Walsh vocoder. TAe”Walsh

coefficient spectruﬁ is then transformed into the time domain
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by FWT yielding 256 synthesized speech samples.

Since the average power in the group of frequency
components which correspond té the sequency éomponents
of each respective group is exactly the same as the average
power in that group of sequency components, TIPS (1) could
also be used to generate a frequency power séectrum. This
spectrum could then be shaped by a long term average frequency
spectral envelope. The resulting spectrum could then be
used to create a Fourier coefficient spectrum which can be
transformed into the time domain by an inverse FFT operation
yielding gynthesized speech samples.

Subroutine TIPS is listed in FIGURE 39 and the long
term average sequency and frequency spectral envelopes used
in the T1SPS Walsh vocoder and T1SPS Fourier vocoder respectively
are shown in .FIGURES 40b and 41lb. The envelopes used in the
T1SPS vocoder simulations were normalized such that the largest
component has a value of 64. This was done to compensate
for the averaging effect of the T1SPS calculation. The
largest segquency or frequency group of the T1SPS has 64
components and hence the average power is obtained by
dividing the sum of the spectral components in that group by
64. The windows were of length 256 and hence the 128 frequency

of SEquency components represent a scale of dc to 4000Hz in

divisions of 31.25Hz.
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SUBROUTINE TIPS (IAS)

COMMON WSS (128) ,BAND(9) ~
IF IAS=1'THEN THE 128 POINT SEQUENCY (OR FREQUENCY) SPECTRUM
IS TO BE GLNERATED FROM THE TISPS POINTS IN BAND AND PLACED
IN WSS,
IF IAS#1 THEN THE TISPS POINTS ARE TO BE CALCULATED FROM
THE SEQUENCY (OR FREQUENCY) SPECTRUM IN WSS AND PLACED
IN BAND.
. N=256

NN=N/2

M=8

IF(IAS.EQ.1) GO TO 10

BAND (1)=WSS (1)

BAND (2)=WSS (NN)

DO 1 I=2,M

II=1~-1

SUM=0

FIX=FLOAT (2** (M~1))

JU=2%* (M-1)

DO 2 J-1,JU

INX=2%* (I-2)+(J-L)* (2**II)+1
2 T SUM-SUM+WSS (INX)
1 BAND (I+1)=SUM/FIX *

GO TO 9

10 wss(1)=éann(1)
WSS (NN)=BAND(2)
Do 7 1=2,M
II=1-1
JU=2%* (M-1)
po 7 J=1,JU
INX=2#%* (II~1)+ (J-1)* (2**I1)+1 &
WSS (INX)=BAND(I+1)
SUBROUTINE MODIFY SHAPES WSS BY MULTIPLYING Tnxguggggzﬁgi (OR
FREQUENCY) SPECTRUM WITH A LONG TERM AVERAGE S
FREguENCYg'SPECTRAL ENVELOPE SHOWN IN FIGURE 40b (AND <:
FIGURE 41b) .
CALL MODIFY
RETURN
END

OO0 n

P

o GO0~

FIGURE 39: Subroutine TIPS: Simulation of the TI?PS Walsh
and Fourier vocoder spectral calculations or
spectrum generation for analyzer and synthesizer

modes respectively.
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-frequency spectral envelope for léms speech segments

FIGURE 4la :Long term average

bampled at 8KHz.
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5.5 RESULTS OF THE SIMULATIONS

The vocoders simulated required that the phase
information contained in the speech signal be redundant
or unnecessary because only magnitude spectra could be
considered in the synthesis of the speech signal. All
phase information is discarded during the calculation of
the magnitude spectrum in the vocodgr synthesizers and no
attempt is made in the analyzers to replace this phase
information. To reduce the discontinuities at the window
edges, ever& second cosine term in the Fourier spectrum and
every second cal term in the Walsh spectrum were given a
negative value and all of the sine terms in the Fourier
spectrum and all of the sal terms in the Walsh spectrum
were piaset to O’magnitude in order to reduce the complexity
of the vocoder systems. If the phase information is truly
unnecessary for speech intelligibility ({23]), then the )
spectra so constructed would be the simplest to implement. (ﬂh

XIn ordér to estéblish whether or not the phase infor-
mation was necessaf; to retain the intelligibility of the
original speach signals, the phase information was removed from

the original speech signals and a new speech signal was

derived from the Walsh and Fourier spectra.



137

In the first case, for a discrete Fourier magnitude
2
spectrum F_ " (n), n=0,1...,N/2-1, the Fourier coefflicient

spectrum Fc(j), j=0,1,...,N-1 is reconstsructed as follows:

Fc(2n) =Fs(n)cos(nn) {cosine terms of frequency n/NT)
9 n=0,1..,,N/2-1 {5.1)
Fc(2n+l)=0 . (sine terms of frequency n/NT)

_where N=128 for the léms windows utilized with 1/T=8KHz
sampling rates. This is the same method of coefficient
spectrhm reconstruction utilized in the FFT vocoder simula-
tion. .(The sentences used appear in Appendix A).
The épeech signals derived from the inverse transform
of Fc(j),had lost a great deéal of the quality contained in
the original speech signals and the intelligibility was some-
what reduced. The pitch v%iiations in the reconstructed signal
werejsuppreésed. This was evident from the resu}tant monotone <:;
quality of the speech signals, Voiced sounds seemed more
distorted than'unvo;ced sounds. Intelligibility was reduced
by an échoing effect during vowel sounds and a slight suppression
’of the fricative sounds. Plosive sounds seemed unaffected.
In order to establish whether this particular method

of Fourier coefficient spectrum reconstruction was an isolated

case, another method was employed. The coefficient spectrum

o
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Fc(j),j=0,l...,N~1, was reconstructed from the magnitude

spectrum ?i(n),n=0,l...,N/2—1. as follows;

Fc(2n)=Fs(n)cos(nﬂ) (cosine terms of frequency n/NT)
V2 n=0,1,...N/2-1 (5.2)
F.(2n+1)3=F_(n) {sine terms of frequency n/NT)
vy 2

The speech signal derived from the inverse transform Bf Fc
was indistinguishable from the speech signal derived from
the coefficient spectrum given in (5.1).

The effect of phase removal in the Walsh domain
(I will definé phase in the Walsh domain to have the same
definition as phase in the Fourier domain ie. #(n)=arctan
[W, (20) /W_(20+1)], n=1,2,...N/2-1 where W_ is the Walsh coeffic-
ient speétrum)and g is the phase spectrum to compare with 6(n)zarct
[FC(2n+l)/Fc 2n) ] where Fé is the F?urier coefficient spectrum
and 6 is the phase spectrum) was accomplished in a similar
manner to the phase removal procedure followed in the Fourier (f
cases. The Walsh coefficient spectrum W, was derived from
the Walsh magnitude spectrum Wg(which was obtained by adding

the squared Walsh coefficients of the same sequency) as

L}
-

follows:



WC(Zn)=WS(n)sal(N/2,n) {cal terms of sequency n/NT)
ﬂ=0,1,...N/2*1 (SOB)
Wc(2n+l)=b (sal terms of sequency n/NT)

The speech signals derived from the Walsh transform
of W, had similar qualities to the speech signals derived
from the reconstructed Fourier coefficient spectra. The
intelligibility seemed to be affected in an almost identical
manner, but the guality did not seem to be degraded as much
as in the Fourier case. The quality seemed to improve when
the lowpass filter used ln desampling was set to 2HKz from
3HKz'in the Walsh case but no such improvement was apparent
in the Fourier case.

The above results seemed to indicate that some
quality and intelligibility of the speech waveforms is lost

when the phase information is removed from those waveforms.

However the method of reconstruction seemed to have no effect.
Hence the FFT and Walsh vocoder simulations utilized the —

reconstructions given in (5.1) and (5.3} respectively.

5.5,1 RESULTS OF THE FFT VOCODER SIMULATION

. Four sentences were processed by the FFT vocoder

' gimulation (see Appendix A). The synthesized speech signals

wére intelligible and appeared to retain some of the guality
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of the original speech signals. The pitch variations that
were lost in the speech signals which were reconstructed
after the phase information was discafded, seemed to be
intact even though the pitch seemed higher than that of the
original speech signgls. There was a slight background noise
that seemed to be the result of a reverberation effect during
voiced soﬁnds. Fricative and plosive sounds did not appear
degraded. Because of the higher pitch present, speaker
recogaition was not possible but speaker differentiation was
possible. The synthesized speech did not have a monotone

machine-like quality.

5.5.2 RESULTS OF THE WALSH VOCODER SIMULATION

The sentences processed by the FFT vocoder simulation
were also processed by the Walsh vocoder simulation. The
resultant synthesized speech was very similar to the FFT vocoder
simulation output. The pitch did not seem to be as artificially
high in the Walsh vocoder simulation and the background noise o
- during voiced sounds seemed stronger. However, the same
natural quality of the speech signals was retained and the
intelliqibili?y was only slightly degraded by tgf background
noise. It would be difficult to distinguish the synthesized '

speech signal from the FFT and Walsh vocoder simulations.
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Again, in the Walsh case, the speech quality seemed to

improve when the desampling lowpass filter was set to

2KHz from 3KHz

5.5.3 RESULTS OF THE T1SPS VQCODER SIMULATIONS

The four sentences processed by the FFT and Walsh
vocoder simulations were processed by the Fourier and Walsh
T1SPS vocoder simulations discussed in 5.4. In both TISPS cases
the resultant speech was unintelligible and of very poor
quality. All that remained of the original speech structure‘
was the rythm of” the sentence. It appeared to resemble the
output of a kazoo or some other one note low frequency wind
instrument if the "musician" was trying to make the instrumente

appear to speak. There was no pitch variation present and.

the output was very "bassy" ie. no high frequency tones were

perceptible. gﬁ

5.6 CONCLUSIONS

The FWT can replace the FFT in vocoder applications
investigated without any perceptible degradation of ;he
synthesized speech output. The replacement of the FFT with

the FWT can realize simpler hardware logic which can operate

in real time for speech signals. The bank of filters useq

in the analogue channel vocoder is thereby replaced with
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+

digital hardware which is comgZXt,.less expensive, and more
reliable. All of the disadvéntages of the analogue channel
vocoder, pitch detection excepted, are solved with the use of
the. FWT in the Walsh vocoder configuration discussed.
‘ The reverberant quality of the syntheé&zed speech
signals of the Walsh and FFT vocoders during voiced sounds
seems to be due to phase distortions.that correspond to delay
distortions [24] and are perceived as an "electrical accent"
in the vocoder output. The phase spectrum of a voiced
excitation signal is pulselike [24] so perhaps in the reconstru-
ction of these signals a less arbitrary phase spectrum can
be utilized to lessen the effect of phase distortions.

The cepstrum pitch detector used in the simulations

appears to yield some pitch.values that are higher than the

true pitch. This pitch error is slightly more noticeable in

the FFT vocoder simulatioﬁ than in the Walsh.vocoder simulation. '

The quality of the vocoder outputs could also be
upgraded with the use of longer time windows to atEain a spectral
resolu;ion that <4is léss’coarse. .pverlapping windows could be
utili;ed to -attain longer sample windows without missing spectral
changes. For example, 32ms windows overlapping the previous

window by 16ms could be used to double the spectral resolution.
L}

H



Although it has been stated that the Walsh vocoder
aan operate at 2400 bps, the total encoding procedure was
not simulated. It was proven that 14 channel signals can
represent the spectral envelope and the pitch parameters
can be encoded with 6 git words every 8ms. Further studies -
should be made to investigaté word length requirements for
arithmetical operations given a 64Xbps PCM speech signal.

| The T15PS vocoders as simulated are not practical

devices. Perhaps their performance can be improved with a
spectral envelope that is updated at a fﬁequent rate.- The
spectral envelope might be represented by filter coefficients
or by adaptive predicti#e coding techniques. The long térm
spectral envelopes utilized do not contain enough information
to yield acceptible speech.output or the T18PS itself does
not contain the required information. Since the basic ryth?
of the sentence is retained, it would seem that some information
igs ‘contained in the T1SPS but it is not known at this time what
additional iﬁformation is :équired. g;

Generally, more precise and definitive speech quality
and intelligibility deasﬁfements should be made on, the vocoder
speech outputs to more accurately evaluate the vocoder systems.

If woﬁld seem from the subjective tests pérformed that the
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Walsh vocoder is a promising vocoder system in that the FFT

_vocoder has been previously effected with acceptible results
and the Walsh vocoder output was indistinguishible from the

FFT vocoder output when both vocoder configurations were

identical except for the FWT replacing the FFT.

/



APPENDIX A

Four sentences used to evaluate the simulation performance:

1)
2)
3)
4)

"Speed and efficiency were stressed" (2 seconds)
"Black pup was a throwback" (2 seconds)
"Will the rest follow soon?” - (2 seconds)

"Nature, as we often say, makes nothing in‘;ain,
and man is the only animal whom she has endowed
;with the gift of speech; and it is a characteristic
of man that he alone has any sense of good and evil.'

(15 seconds)
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