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CRAPTIR X

INTRODUCTION

The analytic-synthetic distinction has up o this day been
considered by many to be the unproblematic cornerstone of moderun an.
alytic philosophy. And while there has been sowe contxoversy in the
past haviog to do with this distinction, the legitiwmacy of the distinc-
tion itself wag never questioned, Rather, these contsoversies have had
to do with the claiws that th@fe is no symnthetic a prioxi or that all
necessary trvulbh is analytic; there has alseo bzen some quastion as 1o
viiether the statemenis or propositions of mathematics aund the natural
scicnces such as; e.g., *F=MA', shonld be considered analytic or syn-
thetic., But though these questiions have probably never been resalveé
to everybody's satisfaction, it has Dbeen generally accepted that the
analyticesynthetic distinction is a valid one no matter what the outcome
of these other issugs. An analytic statement (it has been widely thought)
is siwply one whose truth is kuown by mere reflection on the meanings of
the terms which occur in the statement without regard to extra-linguis-
tic factsy a statement whose denial is self-contradictory or inconceive
able, Hence, though there may linve been considerable disagreement over
what statements met the above stated criterion, hardly anyone doubted
that some statcements fell into the c¢lass of analytic statements and all
other statements fell into the class of synihsetic ones,

Recently houever, the general charge hes been made that this

(alleged) distinction is mothing more than "an unempivical dogma of



empisicist&“lg an “untenable dualism®

“which can only be wmaintained as
a "metaphysical article of faithw"B The charge in particular is that
all the so-called definitions or explications of analyticity have had
littie or no explanatory value (ov, at best, have been civcular), for
in each case the explicatum or definiens 1s in as much need of clari-
fication ag the moiion of analyticity 1tseino The notion of a meaning,
as some entity between word and object, is as obscure a notion as any.
one will care to find and can bardly serve to make the notion of anal-
yticity any clearer, Similarly, the notion of self-comtradictoriness
in the broad sense needed for an explication of ‘analytic' is in pree

s 2
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s is the concept of analyticity
itsellf, '"The two notions are the two sides of a gingle dubious co:i,n,,"4
Hence, both Quine and VWhite claim that they have no understanding of
what 'analytic' means snd will remain without an understanding until

-

general definition of 'amalytic® is provided which does not rest on
concepts equally as unclear,

n

[

More recently, N,L, Wilson has outdone both Quine and Hhite

professing not to understand wany other semantical terms any better than

. 8
Yanalytic', which, he confesses, he does not understand,” For the seim-
antical terms such as, C.g., 'loglcally true', “true®, 'designates’

‘sentence’, etC., are as badly in need of a general definition as is the

lw V., Quing, "Iwo Dogmas of Buwpirfcism," reprinted in his book,

From a logical Point of View, Harvard University Press, 1964,
&hsrton White, ”Ine fnalyitic and the Synthetic-An Untenable
Dualism,* reprinted In L, Linsky’s Semantics and ithe Philosophy of
Languaye, The Unlversity of It linois chss 1952,
QQmmhhgﬁggwspg“7t Wman5m°C%bpp°20
SMN.Y., Wilson, The Congept of language, Univergity of Yoronto
Press, 1859, Chapter I,




term ‘analytic®, ALl that has been provided so far in semantics, with
respect to any of these terms, is a.definition which holds only with
respect 1o a particular lanpuage: we have no definition of any of these
terms which holds for all languages inm general, not even all artificial
languages, More will be said about this problem in Chapter 1V,

Now before launching into an examination of the objections raided
againgt the analytic-synthetic distincfion, I want to first take up the
move modest task of simply putting the notion of amalyticity jn its trad-
itional context, In doing this, X do aot intend {0 present a history of
the analytic-synthetic distinetion, but rather only a brief skeich which
illustrates the developnent of this distinction and the notion of anal.
yiicity over the last few hundred years, Let me begin this sketch then,
with the ideas vwhich Leibniz expressed on the subject,

Leibnie speke of two kinds of true propositions; there are, he

wh

clajwed, “truths of reason”™ and "truths of fact."? These latter truths

are about the world and true in virtue of the way the world actually

happens to be, Now the phrase 'about the world® is not altogether clear,

It could mean that a given statewment is in the ebject language and hence

is not about language. However, this is a doubtful zmtorp etation of

what leibniz intended by the phrase, What iz 2 more probableg in t arpretae
tion of the phrase 'about the world' is that empirical obsgservation is

required in ogder to determine the truth of the statement, For example,

+

the statement *Salt digssolves in water' is true partly because we use the

- 4. 1

constituent words the way we do and partly because salt does dissolve in

"3

tiorks, translated by
“Bool IV,

reprinted in The Monadology and Other Philosophical
R, Latta, (New York: Oxford University Press, 1940

6 e . .
G.W, von Leibaiz, "Hew lssays Concerning luman Understanding,”
1
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water, Now though it is a fact that salt dissolves in watew, this Ffact
can certainly net be known by an widerstanding of what the words, ‘salt',
‘digsolves', ‘in', and ‘water' mean, prior to experience, What is es-
sential in such a statement is that the denial is not seif-contradictory,.
i,e.;, it is possible in, let us say, another woxld,

Truths of reason, on the c¢ther hand, are true not only of this
actual world but of all possible worlds as we11°7 What Leibniz wmeant by
this is that we cannot consistently conceive of a world in which the de-
nial of any of these statements would be true, The notion of possible
worlds has its wodern counter-part in Carnap's notion of ‘state-descsipe
tion‘ﬁs A state-description is a class of sentences of a language which
containg for every atomic sentence, either the sentence or its denial,
Anconalytic senfence then, is ome which holds in all state descriptions,

'atate-

Now because the notion of ‘possible world® is so similar to that of

descyiptdon', it is not surprising that an objection which has been made

against Carnmap's state-descriptions can also be made against Leibniz'

notion, That is, how are we to know beforehamd whether or net a poge

sible world is one in which, e‘,go9 some bachelors are wmarried? We know

intuitively that the sentence 'Some bachelors ave married® is necessavi-

ly false, but without a eriterion of some sort, we do not know whether

this sentence will hold frxue in a possible world without relying on our

intuition, But we canmnot rely on cur intuition, for that is what we

are trying to get clear about in explicatinmg the phrase, 'truth of reason',
Leibniz does, however, supply us with a criterion, ALl truths

7

of reason are statements which can bg demonstrated by the principle of

7. .. s
Leibniz, Op. Cit,

see R, Carnap's Meanine and Necessity, The University of
Chicago Press, 1947,




al
contradiction or the principle of identity alone, Incxaen"ﬁyp gince
this criterion corresponds to Kant's criterion of analytic truth {(as

is given in the Critique of Puxe Reason), it is probably fain to say

that Lelbniz anticipated the modern view that all necessary truths
(tzuths of reason) are analytic, This criterion, though, is not free
from at least one serious shc-n:tcoming¢

The drawback of the above stated criterion "is that in most
cases the reduction of a necessary truth to an identity, total or par-
tial, presupposes principles of deduction which are themselves neces-
sary truths but cannot be held to be in turn thus reducible,"? HMany
deductions require principles which are equivalences legitimizing sube

tutions, These equivalences must, of course, themselves be shown to

pbe

st:
be necessary, since a contradiction is deducible even from the denial
of a contingent proposition if we use certain contingent propositions
as premises, The problem here is simply that the principle of contra-
diction and the principle of jidentity alone arve not sufficient to
demongtrate all the propositions which Leibniz would have held to be a
truth of reasony other logical truths are neesded as wel}@ This may
tenpt one to reformslate Leibniz' criterion to read: a proposition P
is a truth of reason if a congradiction is dﬁrinb7 from not-T with
the help of logical truths alome, However, even with this reformula-
tion, we are still faced with ihg problem of showing that the logical

.

truths are themselves truths of reason, We trivielize the zbove

9p, Pap, Semantics and Hecessary Truth, Ruew Haven and London:

Yale University Press (19580, | Pe 8,




criterion if we try to show from it that the logical truths ave truths
of reason, for in that case we would siwmply use the negated logical
truth T along with T itself as our premisses. Still, whatever the de-
fects of Leibniz' characterization of the two kinds of true propositions'
which we are apparvently faced with, we must adwit that he did lay the
groundwork on which other philosophers might clarify the apparent dif.
ference of statements in a more satisfactory way,

One such philosopher who attemiped a further elucidation of the
notion of necessary truth (as opposed to contingent truth) is Immanual
Kant, According to Kani, there are two types of knowledge, viz,; a
priori knowledge and a posteriori knowledge, This latter kind of know-
ledge, as the pame would indicate, can only be obtained after or through
experience and the judgments which express such knowledge Kant calls
synthetic. A synthetic a posteriori then, insofar as its truth can be
known only through empirical observation, corresponds to what Leibniz
called truths of fact. A priori knowledge, on the other hamd, is
independent of all experience, 'Necessary and strict universality ase
thus sure criteria of a priori knowledge, and are inseperable from one
another ,""11

But there ave, Kant says, not one, but two kKinde of judgments
which afford a priori kmowledge, Ior, according to Kant, some judg-

ments such as, e.g., 'All bodies are extended', are avalytic a priori,

while other judgments are synthetic a pri

ori such as, e.g., '7+5=12%,

w
)

M fimanual Kant, Critiaue of Pure Reason, transiated by Norman
Kemp Smith, New York: St, Martin's Press (veprinted in 1965), Intreduc-
tion, Section I, p. 44.




An analytic judgment is one in which the predicate B is covertly
contained in the subject A, In conirast to analytic judgments, sy
thetic judgments are those in which the predicate B cannot be found
within the concept of the subject A, Thus the judgment 'All bodies are
extended’ is an analytic judgment om the ground that the concept of
extension ig already conceptually contained (somehow) in the concept of
the subject, While, on the other hand, the statement '7+5=12° ig syn.
thetic on the ground that the concept of twelve is not already thought
by merely thinking of the addition of seven to five, Analytic judg-
ments then, "add nothing through the predicate to the concept of the
subject, but merely brealk it up into those constituent concepts that
have have all along been thought dn it, although canfuse&l?,”lz Fow

it is well known that there has in the past been much controversy over
whether mathematical propositions should be regarded as amalytic or
synthetic; the controversy rages in some quartexs even today, However
that way be, I do not here wish fto pursue the issue, What is of ine-
terest to me here is Kant's use of the word ‘analytic’,

Before going further, we might stop to remark on the cbserva.
tion that Kent uses the terw ‘analytic' with respect to judgments
rather than statements or propositions, And just what Kant meant by
'judgment® is not entirely clear., He may have ugsed it in the sense
that the term 'proposition' is often used, that is, éo account forx

sentences of different languages (or different sentences of the gawme



language) having the same meaning, Alternatively, and what seems more
likely, Kant may have used the term to refer to the mental act of
Judging ., Thus we judge of a particular object that it bas a particue-

lay property, This latter interpretation of 'judgment?, incidently,
wight help us to understand why Fant emphasized so heavily the subject.
predicate form of judgmeﬁtsq' Finally, perhaps Kapt even had béth of
these interpretations in mind (albeit in a confused way) when he used
the term,

But putting aside the problem of intexpreting how Rant used the

word fjudgm

n'*'\

ment ', thenve are other problems comnected with Xani®s exe
plication of ‘analytic', Kaut does not give one straightforward crie
terion for distinguishing analytic from synthetic Judgments, Rather,
he gives two distinct criteria which may or may not be equivalent.,

One of thase criteria we have already mentioned, viz,., 2 judgwent is
analytic if its predicate is (conceptuaily)'conﬁainﬁd in its subject,
The other criterion.which Fant gives is that a judgment is analytic if
it rests on the law of contradiction dionLejg Now the two criteria
given by Kant might be said to be equivalent provided we assume that a
judgment (in EKant's jargon) can be thought of as a statement., Then
we might say that an anaslytic statenent is one in which the predicate
term actually occurs im the subject expression such as in, e.g., the
statement 'nll black cats are black' or, put symbolically,

F ) ((Br&Cx)2Bx)°

Bgant, Op. Cit., p. 49,



Under this interpretation, to deny an analytlc statement would be to
violate the law of contradiction, However, it is doubtful that Kant
intended such an interpretation, For in his own czample of an analy.
tic statement, viz,, "All bodies are extended’, the predicate term does
not occuxr in the subject expression, And so, obviously something else
is required (like a definition) in oxder to extract this statement
from the law of contradiction,t4

In a way though, it is fortunate that Kant provided two criteria,
For his first critexion (that a statewment is analytic if the predicate
is contained in the concept of the subject) is hop(lusjly regstricted,

as there are an indefinite number of statements (or judgments) which do

<k

not have the required subject-predicate form, For examwple, ths nega-

tive judgment 'No triangle has four sides' would undoubtedly have been

*

considered by Kant to be analytic, Yet the predicate is so far from

. -

being conceptually contained in the subject that it actually contra-

dicts the subject.ld Moreover, existential Judguents such as, e.g.,

€

‘There are philosgophers® would havé been considerved synthetic by Kant,

but the only way of construing the judgment as having subject-predicate
form would be to contradict Kant's own thesis that ‘existence' is not
a predicate, Other kinds of judgments lack tbe subject-predicate form

as well, such as hypothetical judgments, Thus, insofar as Kant intended

M pccording to Ayer (Lanvukig, Truth, and Logic), the fwo cri-
teria should be considered not equivalent, for "from the fact that one
can think of the sum of seven amd five without necessarily thinking of
twelve, it by no means follows that ihe propesition '7+5=12° can be de-
nied without contradiction,” p, 78, #And so, it appears that a judz-
ment which is synthetic by one critverion might be enalytic by the otber,

15pap, Op. Cit., p.27.




10
]
the analytic-synthetic distinction to exhaust the entire class of true

judgﬁents, this criterion failsg,

{ant s other criterion (That a judgment 1s amalytic if it can
be extracted accovding to the law of contradiction) seems then to be
more comprehensive, Also, it has the welcome feature of being a lopical
criterion rather than a psychologistic one, However, this second cri-
terion ig open to the same objection which we made against Leibniz'
criterion for distinguishing truths of reason from truths of fact,
That is, the principle of contradiction is not sufficient to demonsirate
all the judgments which we would want to call amalyéiaelﬁ Other logical

5ot 1 2

vell, but the analyticity of these logical truths

ied as

._/‘,}

truths are nee
cannet be shown on the basis of the above critesicn, Hence, we cannot
be satisfied with either of Kant's criteria,

In more recent times, especially since the publication of
Wittgenstein's Tractatus, philosophers (particularlﬁ enpirical philosoph-
ers) have been inclined to refer to analytic statements as tautologies.
And as tautologies, analytic sentences say nothing (factually), Now,
for Wittgenstein at least, the word 'fautology' has a specific meaning,
viz,., a tautology is any truth-functional compound having the truthe
value T regardless of the truth-values of its constitfuent propositions 37
This concept of a tawtologous truth-function, though it has the virtue

of waking all questions of logical truth decidable, is nevertheless

restricted to truth-functional compounds, iaeoP molecular statements

10pgain see Pap, Op. Cit,, p. 29.

17Luuw1v Wittgenstein, Tractat ustogico
by D,F, Pears and B,G, McGuiness, Now York:
4.27-4,46,

icusg trans,
S was.‘r 1961,




such as, e.g., 'If (zoses are red and viclets are blue), then roses

% o

are red'. This statement is irue regardless of the truth of its come
ponent statements, Thus it seems that imsofar as we restrict Wittgen.
stein's definition to the propositional caleulus, there 15 no problem,
But what about statements of the fumetional calculus iu which we fiud
the occurance of quantifiers ranging over individual variables? Truthe
tables will not work when it cowes to testing statements which we
would want to consider logically true such as, e.g., 'G)(Pr)s-(8x)-Px’
Wittgenstein apparently thought that his concept of frautology’
was adeguate for the explication of logical truth even for the state-
ments of the functional calculus because he maintained that all prope
esitions are truth-functions of atomic propositions, And Wittgensiein
was evidently led to this opinion because he thought that he had féumd
a way to define quantification, The notion of tautologous truthefunce
tion is applicable to statements invelving quantifiers if the universal
assertion of a function *8is comstrued 55 the asserticn of the conjunce
tion of its iustantiations, Similarly, an existential statement can

e

have its function reduced to the disjunct of ites instantiations, Thus,
the definitions of '*(x)(Fx)® and *(Fx)(Bx)® will be formulated in the

following way:

n,h

(01) () (Fx)=df FabFbRFc&., . Fn.

02)  Gw)(Bx)=df FaVPLVEeV,..Fn

.
oy
joca
o
Ll
-

But the crucial objection sgainst these definitions dis -

O
1833 ther momadic or dyadic,
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even though the implication from left to right is in accordance with

the principle, 'vhat 1u true of any is true of all,'" the implication

., Iy

from right to left is true only if we assume that the individuals

Y

signified in the righi-hand side exhauyst the ewntire class of imlivide
uals in the undverse of discourse, JPor, "we want the left<hand side

.

of (1) to mean that all imdividuals are F, and even supposing that

a, Dy € oo and n are all the individuals there are, there is nothing
on the right-hand side of the definition to gay that these are all the

individuals there areo"lg

It might be suggested 1hax the right-hand side of the definie

e

tion (D1) cau be improved upon by reformulativg it to read,
(03) ) (Ex)=df ((Fa&Fb&Pc&, , Fn)&{vw) (Fw) weaVsbVuscV, . w=n) .,

The right-hand side of (D3) doss tell us that a, b, €, .., and
n are all the individuals of the univgrse of discourse,. lowevey, une-
fortunately the definition (D3) %s circular because we are using in
the right<hand side the very type of expression which we are trying to
define, viz,., the universal quantifier, Thus, Wittgenstein's definition

of Tanalytic' is not satisfactory because it is not applicable to the

full range of sentences which intuitively we would want to call analytic,
I hope then that by the above X have placed the problem of the

analytic-synthetic distinction in the proper historical perspective,

I think we can fairly say that though the attempts of Komi, Leibmiz,

and Wittgenstein teo clarify the distinction may have provided some pen.

19N . Wilson, Lot, Cit., p. 106; see also Pap, Sewantics and
Necaessaxy Truth, pp, 143149, ’
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etrating insights into the nature of some kinds of statements, none

of their criteria or definitions, with respect to the analytic-synthetic
dissitinction, can be considered to be fully satisfactory. lLet us then,
turn to the problem as it faces us today, that is, is there seally a
clear distinction at all between those statements which we call amalytic

aud those statements which we call synthetic,



CHAPTER 11X

BEHAVIOR , LANGUAGH, and FORMALXZATION

Yn discussing the problem of defininmg analyticity (ox, for
that watter, any theoretical term having to do with languages) we
are faced with a far wore bagic problem, That is, the problem of de-
termining Just how it is we are going to treat languages, Without

(_‘

sounding too obscure, we nust determine the ontological status of a

language before we can set about trying to define any of its semantical
HULE ying

or theoretiical terms, For quite naturally, the method with which we
seek a definition of, let us gay, analyticity or synonywy, will lerge.
iy e determined by our wview of what a language essentially ds, Hence,
it is not at all surprising that Quine, for example, since he under
stamds a languasge to be "first and last a system of dispositions to
observable behavior,"l believes that those who are interested in
understanding theoretical iinguistié terms should concexrn themselves
with definitions of such terms (as that of analyticity) based on lin.
guistic behavioz°2 Nor is it surprising to find that Carnap is puzzled
that Quine should require pragéatic (i.e., behavioristic) definitions
for terms which he thinks {o be semantic in na%ure,g seeing that for

. 4
Carnap semantical rules constitute a semapiical systent, And cven

iy, v, Quine, "On a Suggestion of Katz," Journal of Philosophy
(1967), p. 52, Quine also scews to take this stance in his Look *brd
and Object p, 27, "We are concerned here with language as the complex
present dispeuﬂbjoﬁv to verbal behavior,.."
zQuine, "Carnap and Logical Truth," P.A, Sehilpp, ed., The

i

Phitosophy of Rudolf Carnap (Library of Living Philoscphers), Bvanston,

i4

iﬁa B

A

2

¢ e
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though ngnap does take up the challange of Quine and attempts to give
behavioristic criteria for analyticity and synonymy,® he does not isie
tend to provide a defindtion of analyticity in terms of linguistic be-
iavior but only a criterdon of a behavioristic sort for purposes of
testing when an expression is analytic for a user of a particular lan-
guage, More will be said about this latez,

Still, we must emphasize the point which some philosophers
have apparently gveriaakedoﬁ This is the simple fact that to give a
behavioristic criterion for the purpose of determining, let us say,
when two expressions ave gynonymous is not to define synouymy in terms
of livnguistic behavior, In other words, the definition of synonymy,
if there is one, may still well be on a semantical level, Behavioristic
criteria may well be indispensable for testing the empirical adequacy
of d&finiﬁiaﬂé for such terms as ‘analytic', but this is Ly no means

to say that behavioristic ecriteria are indispensable for the defining

Isee Carnap's reply to "Carvap ard Logical Truth,' which is also
in Schilpp's volume on Cavmap,

See Carnap, Poundations of logic and Mathewatics, Jnternational
Fncyclopedia of Unified Science, volume X, p. 7. identfly, it is
worth meniioning that Carnap, in the same monograph, also says that "a
language, as, e.g., Boglish; is a system of activities or rather, of
habits, i.e., dispositions to certain activities, serving mednly for
purposes of communication and of co-ondination of activitigs among the
members of a group," P. 3. The reason for this appareﬂt digcrepancy 18
perhaps that Cagnap, as 50 many philosophers do, mistakenly or nﬂ?p
makes a distinction between natural languages such as, €.g., Boglish,
ard formalized “artificial’ languages which Carnap prefers to call sem-
antical systems. ¥ would call semantical systems lavguages and vice
versa, but more will be said of that later,

SCarnap, "Meaning and Synonymy in Natural Languages,"” Philos-
ophical Studies, vol, VL (1955), p, 33,

6incinding Quine himself! See "On a Suggestion of Katz.“
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of theoretical terms,

Hevertheless, it does seem to be consisteﬁﬁ for one who thinksg
that a lavguage is {0 be defined in terms of behavicr, to think that
the @ke theoretical terms such as that of analyticity and synonymy will
be defined in terms of behavior also. So, perhaps it can be more easily
seen why a behaviorist such és Quine (and perhaps Morton White as well)
will contend that they do not understand what ‘analytic® weans just as
they do not understand what "synonymous®, ‘necessary', ‘possible’, or
‘contradictory' mean, qunh says this because he has not been shown
how these terms ave reflected in behavior; these terms bave not been

sfined in terms of linguistic behavior, And Quine is not content with,

indeed, he is not even concerned to dispute, the formal corrvectness of
the definitions of these terms in pure semantics, “He doubts whether
there are any clear and fruiltful corresponding pragmatical concepts
which could serve as explicanda,'® It scems then, that it is not so
much that Quine does not understand ‘analytic®; he understands what
Carnap, at least, is saying about anmalyticity., Its just that Quine
refuses to allow that there are any sentences to which we can apply

€ 9 b

the predicate in a nop-arbitrapy way. The woxd ‘amalytic® then, is

not gibberish for Quine, it is more like the word ‘unicorn’; weauingfal

but not true of anyithing,

TWe should, of course, not assume that Quine is saying he does
not understand these terms (whereas most other philosophers do) because
he is xacpt¢9n?3;y stupid, The contention is that nobody else under.
stands them eitber, cven if they thiuk they do.

3

8Carnap, ‘Mﬁmnj ng and Synonywmy," p. 35,

of
1



Converséyg it seens correct for onme whoe does not think a lan-
guage has anything essentially to do with verbal behavior to maintain
that behavioral criteria are really not crucial to definiticns of
semantical terms and certainly the behaviorial criteria (if there are
any) are not thewselves definitions of theoretical linguistic terms,?
This is, of course, not to say that behavioral criteria ave not crucial
in testing the adequacy Gf definitions, Anybody interested in the
analyses of natural languages will certainly want to discover ways of

testing whether or not two expressions ave synonymous, or whether a
) : 2

certain sentence is amalytic, However, what is more to the point

)

dw

at least in semantics) is the formulation of a definition of anale
yticity which will give us the means of deciding whether a given state-
ment in a language, regardless of whether that language is a natural
one or is constructed artificially, is analytic,

Yt is indeed one of the major tasis of philosophy to give a
clear and complete account of just what precisely a language is, and
I bhave no intention of undertaking such a task here, However, I think
we can see¢ that there are certain fairly obvious difficulties in main-
taining either that a language is a system of rules formulaﬁed in the

language ox a system of dlnp ions to obszervable behavior,

Birst of all, let us consider the view thaf a saemantical

%1 am not necessaril 1y attributing this position to Carnap, for,
as has been seen, Carnap's view of natural languages is similag to
that of Qulue However, Casgnap uses avtificial languages, or what he
would call "constructed semantical systems® to define the theoreticsl
concept of analyticity and it is precisely this explication which
Carnap defends against Quine's attack on analyticity.
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system is a system of rules formulated in the metalanguage, Now

.

the rules here being referred to are sentences of the metalanguage

which define 'sentence in L', 'd

C’)

esignates in L', "true in LY, etc.

MHow, as Wilsonm hag pointed out, "if ‘L' jis the (metametalinguistic)

name of a systeﬁ of rules and if ‘L' appears in the rules, then we

have in effect - of all things! - a confusion between use and mention, 10
RFor if 'Lf is the name of {he system of rules, it must be the name

of the conjunction of rules or the class of rules, But in either

case ‘L' should not appear im the rules themselves, It seems more

plausible then, to hold rather that the rules define the language

'-«‘.‘-

1

.,-...

o
-t o

.

rathesr than constitut

To take, however, the view that language is a system of dis-
pusitions or habits to behave in certaln verbal ways is to take up
even move difficulties, although these difficulties may be less reade
ily admitted to, For example, Latin is as éuch a language today as
it was in the time of Cicero, vet we certainly cannot identify the
observable linguistic behavioy of the few professors who speak Latin
today with the behavior of the masses who inhabited Rom@ in 120 B.C,
Moxeover, this kind of identification makes a language vary as lin-
guistic behavior varies, But if language varied so freguently, as
indeed it would if this ddentity held, what would be the point in

ing grammsr books? What is the linguisiic relevance of such feaw

writ

tures of speakers as memory, manners, morals, temperament, health, angd

so on?tl Yet these features affect the disposition o bablitis of the

Oilson, “The Philosophy of Rudolf Carmap," Dialogue Vol 1V,

see J., Katz, “Unpalatable Recipes (uz butﬁuxﬁnﬂ Parsnips,”
Journal of Philosophy, Vol, LXV, No, 2 (1968 8), p. 45.
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linguistic behavier of the spesker,
Behavioristic norms are just not refined enough to adequately

characterize a language, "Ope might say that beshavioristiec, semiotic
sociologism has come to replace memtalistic, epistewological psycho-

logism as the prevalent threat to the dxawxnv of precise distinctions

in logic (and language), wl2 Ard, once again, this is not to deiract from
the importance of socliology or psychology. It is jl st that unamblguous

characterizations or descriptions of languages are not to be obtained

13

merely by behavioristic porms, "If we were to use a logic foumded on

an enpirical concept of (let us say) synonymy, as Quing seensg some.

-imes to suggest, we should be as helpless in trying to prove a mathe

-~

(%N

ematical theorcm as 2 court of law would be in trying to convict a

defendant of tvansgressing a folkwayn"l4

There is a view similar to the one which maintains that a

language 1s a systém of dispositions which is often taken up by the

5]

so-called "ordinary" Jlanguage philosophexs partly because they doubt

the philosophical value of formalized lanruagesgls The view Y refer
to is the one which holds (ox, at least, insinuates) that a language,
e.g., Buglish, is 1he use of Hogliish, This view, which, since Wittgen-

stein, certainly has its adherents, seews to me to be quite wroug,

2 - \ .
1 Herbert Bohuext, "Carnap on Definition and Analyticity,"”

in Schilpp's volume on Cﬂfndp, p. 419, (italics are miuve),

13Quine himself, of course, vealizes this and this is precise.
ly why he wainteins that there is no generic difference beiween analytic
and synthetic stateuments, Verbal bebavior is just too crude to pesmit
of a genﬁ“ic distinction, '

Bobnest, Op. Cit., p. 419,

lslg was, in large part, Wittgenstein's coatention that dis-
course about language involved an attempt to convey something essential-
1y unsayable which prompted Carnap to construet his "artificial'lan.
talanguage,

guages which clearly distinquish the object from the me
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.

The bankruptey of this position can be dec sively demongtrated
by an argument which is a modificaticn of an argument used in an un-
published manuscript by N,L. Wilson, 10 If Lnglish is identical with
the use of Boglish, then if Jones speaks English, Jones speaks ihe use
of English, But if Jones speaks the use of Bpglish, he speaks the use
of the use of Hnglish ... and so on., And this is what the philosophexr
nust say who pfidus hiwself on restricting his attention to the lan.
guage which the man on the street usestt?

Actually, we want to distinguish not only languages and their

but also the competence and the performance, i,e,, the specific
exercises in that competence of a language user or speaker, 'This is
a distinction within use, Neither the competence or the pesformance
of a speaker should, of course, be identified with a language but
since this distinction tends to be passed over it is worth emphasizing.

1t

To use Wilson's analogy, "we want to distinquish the Bach Chaconne,

Menuhin¥s abiliiy to play the Bach Chaconne, and a specific performance
of the Chaconne by Menubin, w18 Correspondingly, we want to distinguist
any language from both the ability to speak the language and the specif.
ic instances of the actual speaking of the language, i.e., -the perform.
ance, And though we perhaps are still no closer to knowing what a
Janguage is, at least we know what it ds certainly not,
Oune might rightly ask at this point just why it is tbat sone
Luyat pre sely is DBoglish?" In this paper Wilson directed
his argument again st ihc view that Baglish is the ability to speak
English,

1770 be fair, we must say that theve certainly are some oxdin.
ary languagze phllosophers of the Oxford variety who trouble themselves
to draw a dl stinction between a language and its use, See, for example,

P.F, Strawson's "On Referring',

N, L, Wilson, "Linguistical Butter and Philosophical Parsnips,”
Journal of Philogphy, Vol, LXIV, Mo, 2, (1967),
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philosophexs are s0 prone to identifying a language with its use, or
with a system of dispositions, or babits, etc. These philosophers
certainly cannot be ignorant of the advances made by Tarski, Carnap
and others in the development of tbe so~-called “artificial' languages,
Yet these languages have never been identified with their use; most
likely because nobody uses them, Carnap himself, as bhasg already been
said, seems to make a distinction between natural languages and arti-
ficial languages, i.,e., constructed formalized languages, Indeed, he
refrains £from even referring to the latter as languages and ingiead
calls then "semantical systems"Q' Other philosophers take an even dim.

Lonmoeiro 11
AOXWEL L,

mer view of the formalization of language such as, ¢.g., Grover Max
who thinks the atiempt to formalize lapguages is little more than a
positivistic pipe dseam, 15t what is the basis for this apparently
widespread view that formalized,"artificial’, semantical systems do
not quite deserve to be called languages with the full strength of the

term?

s =

The objection is raised that whegeas with "artificial® languages
the semantical rules are laid down first, patural languages are spoken
first and then, if a semanticist bhas the inclipation, a natural lan.

guage may be described or charvacterized by laying down the semantical

t

rules of that particular matural language, Thus, the so-called "ration-

o

al reconstruction’” of a lapguage such as, e.g., Buglish, is only,

indeed, can only be unde?iakna after the language is already in use,
P 5]

195ee “The Recessag vy and the Contingent," Minnesota Studies
in the Philosophy of Science, Vol, ILI,
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50, what point is there, after all, in trying to treat natural languages
as one would want to treat a simple artificial language? To pava~
phrase what Wittgenstein once said, we may lay down the rules for
Bnglish if we want to; for nosie bhave so far been drawn, But that never
troubled us before when we used Boglish,

This argument reminds me of an argument I once had with somee
is "Team A cannct compate in the second semi-fipal,” This particular
person held that this statement is synthetic and gave us a pricci
knowledge bgcause though it is universally -and necessarily true, it is
not analytic on account of the fact that the subject term ("team AY)
cannct be seen to include what is asserted in the predicate term
(Fcannot compete in the second semi-final®), This seems to me 16 be a
very superficial view of what is actually happening, For if this
statement is indecd necessaﬁy'and universally true, it nmust be derived
from the rules of some kind of team tournament which is set up in
the following way:

Tearm Bairy oF
Finst Rouwh | ST S CirraL

A V5 Aontd =
g ¥ i AL
B \\y'. \/ Sd .

g"g' ,3-/‘  Cen D C/‘c‘p&‘} 08 (C’Ga b}
" 2ue SElR-E AL AV

FE, v m\‘.\\w ¢ S f; = (EC;,‘;:’) oR (GafiH)
G Y

1‘3 G - Gon W

Now; once we see the schema which explicitly and unawbigucusly sets

out the rules for us, we can understand how somecn2 can hold that the
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statement mentioned above is necessary and universally true, On

the other hand, we can also gain no factual information from the state-
ment (other than the fact that a certain tournament proceedure has

been accepted) simply because by ‘team A' we nean that team which cope
petes with *team B® in a pgame of which the winner competes in the first
and only the first, semi-£final %0 But these rules, even though they had
been tacitly assuwmed all the time, were somehow ignored by the person
who maintained that the seuntence 'Team A cannot cospete in the second
semi-~final' is synthetic,

The similarity Y see between the argument Y have described above
and the objection raised by theose who hold that natural languages are
used before any rules are drawn is that in both cases the fagt that
certain rules (rather than others) are tacitly accepted all the time
is conveniently ignored°21 Of course,. early man did not hold a pow-
wow to lay down the rules of the language they were going to use, Dut
thig does not mean that there was not some agreement about the rules
of their language, rules which are cvident to all of us thzough bew
havior, It is undeniable that there is a very high degree of regu-
larity in our use of, e.,g., English, And this regularity can only be
the result of our acceptance that certain expressions are to signify
certain (non-verbal) entities and no others,

20Needless to say, the rules whic; determine which semi-final
team A can compete in could be such fhat/wgﬁld exclude the 1st seni.
final, The reason why {his simple fact might be overlooked is that we
take for granted the fact that rules are normally contrived for the
sake of simplicity and practicality,

2lperhaps it is more precise to say that we do not accept
rules, but rather adopt a pasticular langusge whose rules we conform to,



24

Of course; with use the words and expressions, or at any xate,
; 22 .
"We warp usage gradually enough to avoid rupture&"“& Because of this
fact a second objection might be raised against the view that we should
treat formalized semantical systems as languages, i,e,, natural lan-
guages, Lt may be argued that a semantical system with formalized

.

semaniical rules should be distinguished from a matural language such

~

25, €.g., Pnglish, Jjust because of the fact that whereas the semantical

rules of a formalized language aré static and fixed so that the exe
pressions of such a s$ystem can never take on new meanings, a language
such as Boglish is continuously in flux, Words take on new secondayy
and ftertiary meanings as the language evolvaes through usage,

The point that natural lavguages chenge with use is a good one
and certainly is not to be dismissed, But whether or not acceptance
of thig point commits us to maintaining an essentiai difference bee
tween artificial and natural lasguages is doubtful, For if we allow,
as I tbink we wust, that all languages (both artificial and natural)
have rules (either explicitly lag%d down or tacitly agreed to), then
the change or evolution.that any natural language undergoes will be
manifested, if that language is rationally reconstructed or formalized,
within the semantical rules, But if we have, after formalizZation of,
let us say, Bnglish, two different scts of semantical rules for time 71

fied in maintaining that what we really

s

and time T2, then we arc just
have are the systems of rules for two different languages, even if we

refer to both languages by the word "HEnglish', Por if semantical
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system A and semantical system B both contain an expression which is
used in system A to signify something different than in system B, then
obviously the vocabularies of the two systems are different, But since
the identity of a language is constituted by, among other things, its
vocabulary, we must consider A and B to be two distinct languages,

"Te give a certaln sign-design a different definition than that alveady
givenr to it in language L is to move t0 a new language Lt na2

I would now like to quickly comment on one last objection
which bas alse been raised against the view that there is no differcoce
in principle between artificial aﬁd natural languages, Xt has been
objected that artificial languages veally cannot be cﬁmpared with

natu

P

al languages because they (the artificial languages) are so siw-
ple, How can we hope, it is asked, to benefit by comparing a natural
language with all its complexities to an artificial language wbich
containg & paltry four or five expressions? In response to this
objection ¥ must say that I really do not see why complexity should

be congidercd an esseuntial property of languagehood. HNatural languages
may be wore complex than some artificial languages but so what? We

use languages to refer to or talk about things of the world; the more
complex the language we use, the more we are able to talk about. But
the fact that a sewmantical sysem has limited rescurces really does not
mean that there is any fundamental difference betwzen it and a wore
complexr semantical system, Wha{ all languzges must have axe such things
as expressions whose meanings are determined by designation rules and
truth conditions, fovmation and transformation rules, But these have
very little to do with questions of simplicity or complexity,

zzBahnerts Op. Cit., p. 426,



After what has been said above in the last few pages, I think
it is indeed probable that "the difference of a formalized language
from a natural language lies not in any matter of principle, but 4in
the degree of completeness that has been attzined in the laying down
of explicit syntactical and semantical rules and the extent to which
vaqueness and uncertainties have been removed from them, n23

However, even if it is granted that there is no difference in
principle between artificial and natural languages, why should we
show so much concern over this point? "ALL right," one might say, "so
pechaps artificial and natural languages are, in principle, alike, If
this contention ls sound, what philosophbical value is there to it?"

If in answer to this question we were forced to reluctantly admit that
really theve is pothing to be gained (philosophically) by showing the
similarity of the languages - its really just a curious fact that we
are able to construct semantical systems which are like ordinary
languages - we would look a bit silly after exerting ourselves so
strenuously to establish the point, Actually though, the situation
is quite the opposite, There is an enormous amount of value in cone
structing formalized languages, especially if they are similax in
relevant respects to natural languages. And there are three important
points, I think, which demonstrate this worth,

First of all, the point previously raised which was that
artificial languages should be contrasted with natural languages

because they are simpler can be turned arcund to show the very value

23A Church, "The Need for Abstract Entities in Semantic
Analysis,” Proceedings of the Awerjcan Acadewy of Axts and Sciences,

Vol, L¥xx, (July, 1951), p, 100-101,




27

of artificial languages (once it is shown that the simplicity of
artificial languages is not a sufficient reason for maintaining that
two languages are essentially different), Fox, because of their
simpiicity, they are far more manageable tban the unwieldy natural
languages in attempting to fqrmulate definitions of semantical terms
or explicating philosophical notions, Most of the work which is done
in semantics requires a language with relatively few expressions and
these expressions can be enumerated quite easily within the well.
defined limits of an artificial Jlanguage, On the other hand, it would
be practically impossible to enumerate all the unitary expressions of
a language such as Boglish,

Secondly, the simplicity of artificial languages allows for
the explicit and unawbiguous semantical rules to be laid down, which,
in turn, allow fox the precise explication of theoretical concepts
such as that of, e.g,., truth or logical truth, Without a division

between the object language and metalanguage, a consistent definition

of truth is impossible 2. 4% But Tarski was able to overcome this diffie

j
sl
7,—6

culty only by construebing am an astific language whose metalanguage

is clearly distinguishable from its object language, Any atteupt to

make such a distinction in a language such as fOnglish would be very
difficult indeed,

The last peint ¥ want to make here with respect to artificial

24see Alfred Tarski, "The Smmantic Conception of Truth,"
geprinted in Feigl and Scllars (eds,), Readings in Philosophical

Analysis, New York: AppletcnmCQHLuzyu\ertsg Inc, (1949),

wsseangormmaco e
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languages is ome which illustrates, I think, the worth that accrues
whett artificial languages are considered to be, in principle, no
different than natural languages, If we can think of a natural lan-
guage as being essentially similar to artificial languages (at least
in their purely logical and descriptive resgurces), then we can o
sider the explications of philosophical concepts, which were formi.
lated only for the artificial languages, to be analogous in the case
of natural languages, whose cumbearsomeness has not permitted explica-
tions of comparable worth, To take an examnple already alludaed to,

Ae

Tarski®s explication of truth, which was possible only within an

artificial language, should perhaps Le considered to be much like an
explication of truth would be for a language such as Bnglish, if we
were able to arrange a h?@ﬁ*?chy of languages for English, i.e., change
the fclﬁsed” nature of Bonglish, which, unfortunately, is very difficult
if possible at all, Similarly, perhaps we are justifiled in congidering
Carnap’s explication of analyticity to be analogous to what an expli-
cation of analyticity would be like in a natural language if the rules
of that language were explicitly and unaubiguously 1a;ed down,

In the above pages 1 have itried to give reasons why we should
not be inclined to make a distinction in kind between the artificial
and natural languages just becausc of the fact that, among other cone
siderations, natural languages are wot formalized, On the other hand,
we cannot just turm our bheads and ignore the obvious difficulty of

formulating the rules, or vather, formulating a description of a

natural language, fHven if th@le are no essential differences between
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formalized artificial languages and natural languages, there are,
nevextheless, some differences whicﬂ deserve attention, I suppose
the most obvious difference stems from the fact that whereas we are
free to stipulate the rules as we please when constructing artificial
languages, we ave not so fre¢ in formalizing the rules of a language
already in use such as, e.g,, Bnglish, if we want adequately to reflect
in our formalization the Bnglish language which is familiar to all of
us fluent in that tongue, ¥The reascen for this, of course, is that
any rational construction of English must be based on linguistic be-
havior, for linguistic behavior is all we initially have when dealing
with natural languages. And this fact leads Quine, for example, to
believe that the notions of synonymy and analytiaity are not at all
clear with respect to natural languages, For, if we will remember,
according to Quine, there are great difficulties which stand in the
way of any explication of these notions which is not circular, i.e.,
which does not rest on other notions equally as uunclear, Let ug now

examine these difficulties,



CHAPTIR IIX

SYNOWYMY and ANALYTICITY

However useful RKant'®s definition of amalyticity may have been,
it is, as we have seen, certainly plagued with some serious shogiw~
comings. Kant's use of the word ‘contained’ is, at best, on a meta.
phorical level, Also, his definition is applicable only to statements
of the subject-predicate form, A more modern and rigorous approach
to define analyticity is givem by Quinel who suggests that statements
which are analy?ic fall into two classes,

First, there are those statements in which only the logical
terms cccur essentially, That is te say, the statement remains true
under any and all interpretations of the descriptive terms, e,5., "No
ummariied man is married", Given the logical constants, which in this
case are 'no', ‘un®, and ‘is, the statement is true umier all inter-
pretations of the descriptive terms 'married® and ‘man', We have scen
that even this formulation is not free of difficulty, for statements
of the form *(3x)(y) (xfy)* are left unadequately accounted for, Here,
only the logical terms occur essentially, yet it is a contingent mattes
of fact, appavently, that there ave at least two individuals, This
has prompted at least one philosephesr to say that a statement is analw

ytic if and only if both the logical teyxms only cecur essentially and

1Quine, "Two Dogmwas of Mmpiricism” D, 22-23.

30
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it is necessary., However, as I think we shall see, the notion of
necessity, if appealed to, as in the above definiticn, creates wmore
problems than it attempts to solveez

A second class of analytic statements which I will refer to,

following N.L, Wilson, as descriptively aﬂa!yuxc are typified by the

following statement,

'No bachelor is marvied',
We see here at once that the logical terms only do not occur essentiale
1y, Ia other words, we can 1ni“~proi the descriptive tesms in such
a way that the statement will be false, Yetl, it is evident also that
it is not just a matter of fact that no bachelor is married, for thbe
statement is known to be true alt once, without empirical evidence, if
only the words ‘Lachelor' and marvied® ave understood,

Bowever, the descriptively analytic s aiﬂmguf *No bachelor ig
married® can be transformed into a logical truth by putting synomnyms
for synonyms; that is, by veplacing the word ‘bachelor’ with the ex-
pression ‘unmarried man', This way seem, then, to be a happy resolu-

ZV L, Wilson, in Chapter VI of his book The Concept of Language,
has offered a {dlfly satisfactory explanation of how theorems can be
bo i logically true and involve existential assumptions., It turns out
that such a theorem is only contingently significant, but if significent,
then it is necessary. Wilson argues that if such a theorem was not
true it would not be false but insignificant, since a condition of janm
guage is a world of individuals, J¢ must be granted that if Wilson’
account is correct, theorems such as *(Ex) (By)(x#y)* are cus zositics
rather thsan serious problems,

5M¢11 deseribed these statemsnts as being true by essential
h (]
predication,
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tion but Quine argues that our notion of synonymy is at least as un-
clear as our noticn of anmalyticity, if we are {0 ﬁxpiainiamalytiﬁity
by an appeal to a preé-analytic notion of synonymy, then what is re-
quired is a clarification of synonymy,

If we axe to rely upon our notion of synponymy to c¢larify anale
yticity, we are not so concerned with iogically true statements as
we are with descriptively analytic statements or those stabements
which can be transfosmed imto logical truths by putting synonyms,
To those who find comfort in asserting that synonymous expressions are
so by definition, Quine presents some formidable arguments,

First of all, bow is &

o=

c that we find *bachelor' teo be defined
as 'ummarried wan®?  If we appeal to the dictionary, we put, accozding
to Quine, the cart beforethe horse, For the lexicographer's veport in
the dictionary is the report of an empirical sclentist who records in
the dictionary those expressions which be believaes are already used
synonymously, How then, can the dictionary be taken as the ground for
synonymy ? |

There is another problem which should perhaps be considered as
being related to Quine's objection regarding the use cf‘the dictionary
as the ground for syponymy, altbough Quine himself does not explicitly
bring the problem up in "Iwo Dogmas", The problem I am referrving o
stems from the fact that not all words oy espressions have synonyns,

even though they are “"defined" in the dictionary, FPor example, the
£ ¥

word fgold! does not have a synouym, yet it is, at least, enterad in

bt

the dictionary, The definition of gold in part, is that it is the



metal with the atomic wedght of 197.2, Does this mean then, that the
statement, 'Gold has the atomic weigﬁﬁ of 197.,2° is analytic? It
seems not, for it is a contingent matter of fact that gold has that
particular atomic weight, Moreover, it is absuzd t¢ suggest that one
must know the atomic weight of gold in order to know what the word
'goldt means, At any rate, éhe statement ‘Gold has the atomic weight
of 197.2" is nelther logically true nor can it, seemingly, be trang-
formed into a logical txuth by putting synonyms for synenyms.4

To get back to the notion that definition is the ground for
gynonymy, Quine argues that even the explicating of a word, although
an activity not limiting itself to the reportiug of pre-existing syn.-
onymies, nevertheless, rests on other pre-existing synonymies, For
any explication must be synonymous with the favored contexts of the
definiendun, taken as a whole in its antecedent usage, Perhaps a good
example of the kind of explication Quine is talking about here is
Tarski®s explication of truth, Tarski, in his explication, was trying
to account for an important way in which people always have used the
word ‘true’,

Accopding to Quine, the only kind of definition which does not
rest on prior relations of synonymy are those definitions which are
created for the sake of abbreviation, Unfsxtﬁnately, howevey, Quine
does not think that an understanding of abbreviation helps in clari-

fying our notion of pre-existing synonywy,

(]

problem,



In response to these objections raised by Quine, I think we
should first make a distinction between definitions and sentences

about definit 8. Quine presents us with three different kinds of
definition and attributes to each a different status with respect to
the analytic-synthetic distinction, He speaks of lexicographical (or
reportive)r xplicative, and. abbreviational definitions., Quine con-
cedes that abbreviational definitions, since they do not rest on
antecedent usage, but rather are stipulations for the sake of conven-
ience, are analytic,” % The analyticity of the other two kinds of defig.
itions is problematic, according to Quine, Decause they rest on ante.
cedent usage; i,e., the allegedly synonymous expressicns which occus
in them ave known only through the ébservation of linguistic behavior,
However, because certain synonymous expressions cannot be
known without the observation of linguistic bebavior, it does uot
follow that the definitions formulated with such synonyious expressions,
viz,, lexicographical and explicative definit @usg are of a different
logical mature than the abbreviational kind, It secems yxathexr that the
different names of tlese definitions point to the fact that definidtions
can be nsed in different ways, "A single definition, e.g., of taspirin'

as acetyl salicylic acid, may bz reportive for the lexicographer, and

jan

abbreviational for the chemist; it may constitute an explanative defin-

b

ition for the student and may not ‘serve as a definition® at all fo

a child,"0 Heuce, the disagreement over the analyticity of these dif.

SQuine, "Iwo Dogmas of Pmpiricism,” p. 26.
Opohnert, Op, Cit., p. 424,
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ferent "kinds" of definition is perhaps really about the uses we may

.

put these definitions to. So, it is not a reportive definition which

is synthetic but rather a report about a definition, e.g., that a
certain com@nniﬁy accepts it « a sentence of very different form than
the definition itself; and it is not an explicative definition whose
analyticity we question, but rwather the contention that a given defin.
ition constitutes an explication@7

All defindtions are not, and should not be, sougbt purely for

purposes of abbreviating longer locutions already in use; but all

definitions, if they are indeed to baz considered definitioms, must have
the logical fealures we are willipng io attribute to abbreviational

definitions, These logical features include complete determination of
the meaning of the defined term by the definiens (witbout regard to
psychological associations carzied over from previcus use), cstablishe
went of synonymy "by fiat", aﬁd eliminability in favor of defining
terms with no loss (or gain) of expressive pow In the sciences
there seem to be some definitions fbr abbreviational purposes such

as, €.g8., 'conductance' defined as the reciprocal of resistance,

There seems to be little or no disagreement over the analyticity of
such definitions and fhase;defﬁﬁitiobs, which ave admittedly analytic,
cann be taken as the logical core or, at least, as part of the logical

core of science, The analytic status of other, more disputed, defini.-

tions would be determined as the sciences are more explicitly formalized,

{f 1d
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Quine sanctions synonymy when "the definiendum becowes syt
onymous with the definiens simply because it hag been created expres-
sly for the purpose of being symonymous with the definiens,"® And this

sort of synonymy by fiat seems to act more easily on words previcusly
unfamiliar, Appasently then, Quine does not object to definitions
used for purposed of sheer abbreviation because of the lack of priox
psychological associations for the word being defined, But meanings
are not psychological as is evidenced by the fact that words are inter
subjective, Rather, words are meaningful in vigtue of the semantical
rules governing their use, And these rules are objective,

Not content with definition ag the key to synonymy and anily-
ticity, Quine attempts a second time to determine the nature of synonw
yuy by examining the suggestion that synonyuy, or rather, the gynonymy
of two linguistic forms, consists simply in their interchangeability

in all contexts salva verifate, The question which we must now ask

ourselves is whether or not imterchangeability salva vesitatce is a

strong enough demand to make of_synonymyo

Of course, we can easily construct contexis in which we can-
not preserve the truth of a statement by iunterchanging what appeas
to be synonyms, For ewample, the statement "*'Bachelox' hés fewer

1

than ten letiers," when we substitute '"Unmarried adult male®'’ for

Yiachelor 't becomes “'Unmarried aduli male® has foewer than ten letters,'

which is clearly not true, even though we started with a true state-~

2 - ¥ -
®Quine, "Two Dogmas," p, 260,

%
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ment, However, I think we will all grant that ‘bachelor® is a differ-
ent word than '‘*bachelor'’, And even though 'bachelor’® may be syn-
onymous with ‘ummarried adult male®, we are by no means justified in
asserting that *’bachelor®' is synonymous with '‘unmarried adult male'’,
At any rate, Quine, if only for the sake of argument, does not comnsider
this to be a telling argument, though he does count on our priox
conception of wordhood to present difficulties of its own, Indeed,
there are other problems beside those having to do with the names of

A

synonymous egpressions, For example, is the word 'brothers® in the

title of the novel Brothers Karamazov synonymous with the expression

‘male sibling®? If so, then because the sentence "Male Siblings
Faramazov is the title of a Russian novel" is false, we arve faced
with ancther context in which tyruth is not preserved after substitui-
ing synonyms for synonyms. But leaving aside these problems, it is

still doubtful, according to Quine, whether interchangeability salva

Quine tells us that interchangeability salva veritate 1s mean-

ingless uvntil relativized to a language whose extent is specified in
relevant respects, If we consider a language which contains one-
place and many-place predicateé with variables which allow us to con-
struct atomic sentences, and further, that fhe rest of the language
is logicaly, complex sentences being built out of atomic ones through
the use of truth functions, we find ourselves with an extensional
Language, ‘This means that any twé predicates which have the same

extension, i.e,, range over the same individualsg, ere interchangeable
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says, intevchangeability

salva veritate, v
But in an extensional language, Quine
we are dealing with

fumparried

veritate does not necessarily mean that
"bachelox® and

salva
s Quine says, "Tha

extensional language

synénymsus expressions,
man' are interchangeable salva vexitate iun an
11 and only bachelors are unmarried
‘bachelor® and

assures of no more than that
is true,"® In an extensional language, the words
than the espressions ‘creature

mern®
unmarried man' need be no more synonyuou
with a heari® and CLPétuie with a kidney
It appears > i not
a strong enough demand to make of synonymy,
are unmarried wment

All apd only bachelors

then, that interchangeability salva veritate
We do not want merely that

to be itrua,

the statement,
but to bs anzlytic as well,

Now it might be dmportant to spote that we can explicate the
notion of synonymy quite easily if we assume analyticity, For then,
to say that ‘bachelor® and ‘unmanried man® are synonymous is only to

ay that the statement ‘ALl and only bachelors are unmarried men' ig
hat we need an account

3

Quine's contention, of course, is
analyt i ity.
an ade

snalytic,

of synonymy which does not presuppose
e would be

salya veritate
rator

Similaxly, interchangeability
if we could use the modal opes

7 synonymy

noox
ALl and only bachelers are un.

equate explicatio
'‘necessarily Then the statemant !
n' would be nccessac and ceuld thus be distinguish

111y irue,

marvied me
from statemenis which are only factua

QQuine "Two Dogmas,' p. 31.
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However, this is, once again, only to chase ouyr tails, for fto use

the advesrdb °*

necessarily® lg to presuppose the notion of analyticity
and that is precisely what we ave trying to explicate,
It seems thep, that any aitempt to explicate synonymy by

appealing to the notion of interchangeabilitly salva veritate is going

to be frustrated simply because we cannot draw a line fine enough to
sep#rate or distinguish difference of extension from difference of inten-
sion or meaning, The problem, in other words, is that even though

any two terms which have the same meaning will have the same extension,
two terms may have the same extension and yet not have the same mean-
ing, So, it seems either we must continue our search for those myse
terious entities called "meanings" in that realm which lies batween
words awd their extensions, or we must look for some other way to ek
plicate gynonymy, Let us then, examine an attempt by Nelson Goodman, 20
in which the explication of synonymy rests on extensions vather than
on intensions or meanings, He argues in the following way:

Since there are no unxcesns or centaurs, all unicorns are
centaurs and all centaurs are unicorns, For two classes are ideniical
if and only if they bave the same members. And unicorns and centaurs
belong to the same class, nawmely, the null class, Mcreove%, since we
have a theorem in logic which says that if all A's are B's, then all
the things tbat bear the relation R to an A ave things that beaxr the
relation R to a B, it appears that *All uncles Qf.centaurs are pucles:s

of unicorns® aid *All feet of centaurs arve feet of unicoruns' ave irue

10nNeison Goodman, "On Likeness of Meaning, c;zjgted in Linsky's-
Semantics and the Philosophy of Language, The U 5 rsity of Illinois

Press at Urbana, (LO52), p, 67-74,
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statements,

However, we cannot say that all pictures of unicorns are
pictures of centaurs, Goodman argues that this is not to say that we
have violated the above cited theorem of logic, but rather goes to
show that *picture of' is not always a relation term like 'foot of' ox
funcle of*, If x is a foot of a centaur, then x bears the relation
‘*foot of ' to some y that is a centaur, Hence, if there is anything
which is avfoot of a centaur, then there is a centaur, But "if there
is something which is a picture cf;a centaur - as indeed there is -
we cannot infer that there is somé centaur - as there certainly is not,"1d

Now the expression ‘centaur-picture’ diffesrs from 'unicorn.
picture' for we apply them to different objects just as we apply to
differvent object the terms '‘chair® and ‘desk®, So then, the terms
tunicorn® and 'centaur® are applied to no objects arnd hence have the
same extension; Goodman calls'this the Bgi@ggx extension, DBut the terms
'unicorn-picture' and ‘centaur-picture' have different exteiisions;
this is the secondary extension,

Guodman's claim is that any two expressions which differ in
neaning will edther have different primary extensions or differcnt
secondary extensions or both, -In other words, if two terws have the
same extension and if we compound these terms with identical predicates
which make up expressions which also have the same extension, then the

two simple terms have the same meaning,

H@oodman, Op. Cit., p. 70.



41

What is unusual, and perhaps unsatisfactory, is that Goodman
claims to have shown that no two different words have the same meaning,
For, given any two predicates, we can always show that their secondary
extensions differ, To use one of Goodman's examples, the secondary
extension of the words 'acrid' and ‘pungent®, even though their prie
mary extensions are the same, will d.iffera For, to the inscription of
‘a pungent odor that is not an acrid oder', the predicate *pungent odor
description' applies, while the predicate ‘acrid odor description® does
not apply. Alse, since Goodman claims to have shown that no two pred-
icates are interchangeable in all non-intensional contexts salva veri.

Eﬁﬁgjlz it may be that not only is interchangeability salva veritate

too weak a condition, as Quine>ba$ shown with respect to extensional
languages, but is also too stroung a condition,

The startling conclusions drawn by Goodman, viz,, that no two
terms are synonymous and no two distinct terms ever have the same
extension, are, however, mitigated by the following considerations,
First, Goodman has succeeded in demonstrating these revolutionagy
propositions only by changing the meaning of "extensional interchange-~
ability"” in such a way that the term ranges over the seéondary extension
of the predicate term as well as (what Goodman refers to as) the pri-

"extension” the sum of the pri.

mary extension, Hence, if we mean by
mary and secondary extensions, then perhaps distinct terms cannot have
the same extensiocn, And it is only against such a background that

Goodman can avgue that, e.g., the terms 'triangle’ and ‘trilateral’

lZGcodma,nP Op. Cit., p. 73=74,
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have different extensions and hence are not synonymous, Por, since
the class of triangle descriptions includes the description *triangle
that is not trilateral' which is not included in the class of trie-
lateral descriptions, 'triangle' and 'trilateral' differ in secondary
extensions,

Actually thaﬁgh, Goodman has proved nothing except that two
digtinct terms are, after all, distinct (and even on Goodman®s hypothe-
sis, that's a tautology). For to assert that 'triavgle that is not
trilateral' is a triangle description and not a trilateral description
is to beg_ihe question whether of not 'triasngle’ is synonvious with
ftrilateral®, Tor if these terms are indeed synonymous, then the above
inscziption is both a triangle and a trilateral description,

Goodman, on the other hand, might intend the terms ‘'triangle
description’ amnd "trilateral description' to be regarded as syntactic
sign.designs, This approach might explain why Goodman seems to beg the

question of whether the termg '

triangle' and *irilsteral’ are synonyw
mous, DBut if this is Goodman's intention, then, since the terms are
syntactic, they bhave no extension at all and Goodman is only talking
about the actual configurations of ink marks, i.e., he is making the
very trivial claim that ‘triangle® is distinct from ftrilateral’,
Goodman's éttempi, then, to show that mo two different ewpressions ave
ever completely synonyuous, is not at all Successfu1ﬂ13

And to regress a bit, we may even question Quine's conclusion

that intexrchangeability salva veritate is not a strong cnough a demand

Lpthese points against Goodman were made by Pap in Semantics
and Necessary Truth, p. 295-301,




to make of synonymous expressions, For, as Benson Mates azgues, "In
genaval, it seems natural to rsgard two expre s&zcns as synonymous in
a language if there is no way in the language of distinquishing be-
tween thelr meanings, Thus it is natural to regard synonymity of terms
as relative to the language in which the terms ocour "4 Probably, the
reason we find it so odd thai espressions such as, e.g., ‘creature
with a heart' and ‘creature with a kKidney' should be considered synonye
mous in an extensional language, is that we are accustomed to using
such expressions within a language that is rich encugh to provide
modal or intentional contextso. And, of course, in such contexts, or
rather, in such a 1anguage, these expressions would not be synonymous,
for we could find contexts in which we could not preserve truth aftex
interchanging one expression with the other,
Judging from what has been said so far in this chapter, it

seems as if Quine has failed to show the inédequacy of either defini-

tion or interchangeability salva veritate in explicating synonymy,

For, as we have seen, all definitions must share the logical properties

] -

of abbreviatory defini nsg and since Quine admits that abbreviatory

- °

definitions create syponymy by fiat, it seems that all definitions
might be considered to be analytic, Also, it is not clear that ex-
pressions which are cowextensive in an extensional language should not

all be regarded as synonymous, Perhaps this does not mean that we have

found an adequate characterization of synonymy, but, at the very least,

14Benson Mates, " Synonynity," veprinted from Uni§g§s% ty of

California Publications in Philosophy, Vol, 25 (1950), in Linsky's
Semantics and the Pnijocophy oi Language, p, 123,
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we can say that 1{ is an entirely open question as to whether or not
analyticity can be explicated by an appeal to symonymy, So, Quine
notwithstanding, it does not seem implausible both that interchange-

ability salva vertate is a satisfactory criterion of synonymy and that

descriptively analytic statements can be reduced to logical truths by
definition,

Nevertheless, Quine does seem to have a point in demanding
that empirical, behavioral criteria be given for the testing of such
conceptis as synonymy (and analyticity)o For even supposing, as we
have argued, that there is only one kind of definition; trough defini
tions may be used in different ways, low are we to determlne for a

language such as, e.g., Boglisk, that *All and only bachelors ave uite
married men® is true by definition on ibe basis of linguistic behavior?
Al Jet us not forget that linguistic behavior is all that is given
to us in our initial investigation, Also, though it might be the case
that the expressious ‘creature with a heart' and *creature with a kid-
ney’ are synonynous in an extensional language, surely we do not re-
gard these expressions as synonymous in Bnglish, But how ds a lexicow
graphey, who ig investipgating a commnity of pecple who speak English,
t0 determine on the basis of linguisiic behavior that ‘creature with a
heart® and ‘creature with a kidney', tlough ranging over precisely the
same individuals, are not alike in meaning? If there is indeed a
difference in msening between ithese two expressions, how does this

ntains that

Tt
-

differcnce reflect itself in linguistic bebavier? Quine ma

to assign an intension or meaning to an expression on the basis of a
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possible préperties which coincide with the extension of the term,
Because there may be several alternative intensions which can be
assigned to the term, all of which fit the extension, we may be guided
in making our decision by a consideration of simplicity. But our age
signment of intensions can never be at odds with the facts, according
to Quine, for there are no facts to be at odds with, "The finished

lexicon is a case evidently of ex pede Herculum, But therve is a dif-

ference, In projecting Hercules from the foot we risk erzor but wea

may derive comfort from the fact that there is something to be wrong
about, In the case of the lexicon, pending some definition of synonymy915
se have no statemwent of the problem; we have nothing for the lexico-
grapher to be right or wrong abaut,"10

Carnap, however, believes that it is possible to provide a

oy

bebavioristic, operational proceedusre for the testing of syponymy and
analyticity, although he does.not hold that a semantical concept (such
as, e.g., synonymy) nust necessarily possess a prior pragmatical counter-
part in order to be fruitfull? Semantical concepts may produce results
solely through its application in the development of language systens,
However, since Carnap believes that there is a prior pragmatical con-
cept corvesponding to the semaﬁtical concept of synonymy (even if it is
a somewhat vague one), he thinks it worthwhile to show a way to em.

151 think Quine here means by 'definition' behavioral criterion
or, perhaps, pragmatic definition (as opposed to semantic definition),

OQuine, "The Problem of Meaning in Thguistics,” reprinted in
From a Logical Point of View, p. 63,

LR, Carnap, "Meaning and Synonymy in Netural Languages,"
Philosophical Studies, Vol. VI, 1955, p. 33-47,
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pirically test such concepts, Aud this might be done in the following

Suppose that two linguists, after studying the sﬁeech bekavior
of ‘a person, who for convenience sake, we shall call *Karl', disagree
over a translation, One of them writes inm his dictionary:

(1) Pfexd, horse
while the other linguist writes:
(2) Pferd, horse or unicorn,
Now, since there are 1o unicorns, even though the two iﬁtenSions which
have been assigned to the words fPferd' are different,; the extensions

A Litd b

are identical, Apparently then, Quine maintaing that since the exten-
sion is the same for both (1) and (2), Karl could make no response
which would confirm one hypothesis while infirming the other, And
hence, there would be no empirical way to test for the corvectness of
either (1) or (2), Carnap maintains, however, that we are not limited
to actual cases in our investigation of Karl's linguistic behavior,
We must find, according to Carnap, the responses Karl would make to
possible cases as well; we must determine some of the possible cases
in which Karl is willing to apply the predicate 'Pferd®. This can be

omplished by putting questions to Narxl using wodal expressions
corresponding io the Bnglish expression ‘possible casef

Now as we have mentioned, Quine will not be satdsfied with

any explication of synonymy or apalyticity which must rely on terms

such as 'necessary’® and its modal countervarts, 'possible’ and Iim.
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possibla’, The reason for Quine's dissatisfaction

that theis very use presupposes the distinction in question, viz,,



the analytic-synthetic digﬁinctioﬁo So perhaps we may immediately
feel inclined to wonder just how adequate Carnap's proceedure will be,
On the other hand, it may be that Quine's conditions of adequacy are
so strong that no adequate definition is possible., He will not allow
any definiens of ‘anmalytic'® to contain any term belonging to a fawmily
ciréle of terms such és, €.y 'ﬁecessaxy’ (and its modal counter-
parts), 'meaning', ‘understanding', ‘conceivable', e¢t¢,, unless that

term is itself defined independently of terms within the circle, But

is this not like trying to define {he word ‘ought' in ethics without

r.

using the terwms ‘good', 'bLad', ‘right', ‘wrong', 'duty', ‘moral ap-

rovall, etc? 18

I
x

Actually though, Carnap does not think we need to get embroiled
over the use of wodal expressions. For {though he finds no objection
of principle against their use, he maintains that they are not necessazry,
A1l that is necessary is that.the Jinguist merely describe a unicorn
(in German) as a thing similar to a horse but having only one horn in
the middle of the forbead; or the Iipguist might just point to a horse
and describe the modification, Alternatively, the linguist may just
point to a picture of a unicogn, After any of these three approaches,
the linguist could test the embirieal hypothesis of (1) and (2) by
asking Karl (in German) if he would be willing to apply the term 'Pferd’

to such cases, An affirmative or negative answer will constitute a

2

185ee Benson Mates, "Analytic Sentences," Philosophical Re-
view, Vol, 60 (195L), p. 525-534,
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confirming instance for (2) or (1) respectively, And this illustrates
the empirical nature of such hypothesis,

Once we have a proceedure for the testing of a given hypmfhesis
concerning the intension of a predicate for a speaker, we may give a
concise charactérization>of the concept of intension, Carnap charac-
terizes this concept roughly as follows:19 the intension of a predicate
Q for a speaker X is the generalicondiﬁion which an object ¥ must fule
£ill in onder for X to be willing 1o ascribe the predicate Q to Y,
Also, since this testing preceedure for intensions is not only applic-

able to predicates, but to expressions of other types, including whole

sentences, Carnap is able to formulate pragmatic definitions for 'anal-
viic' and ‘synonymy® based on his characterization of the concept of

intension,

Two expressions are synonymous in the language L for X at
time T if they have the same intension in L for X af T,

A sentence is analytic in L for X at T if its intension (or
range oy truth-condition) in L for X at T comprehends all possible
cases,

The objection might be raised here that, with respect to
empirically testing a speaker X to determine the intension of a pagx.
ticular predicate, it is not cleaxr that X's answers to the questions
put to him by the lingulst will not be based on his knowledge of the
facts, FPor example, suppose a linguist wgnts to determine the inten-

sion for the predicate ‘gold’ for X, Let us suppose that the linguist
¥ I I g

19Carnaps Op,_Cit., p. 42



has already determined the extension of 'gold®; he bas found thaf X
applies this word to any object which has the atonic weight of 197.2.
But, as Qe have seen, to determine the extension of a word is not to
determine the intension, Aad so, if the linguist wants to find {he
intension of "géld‘, he must further question X by asking him of pos-
sible cases, The linguist might ask X, "Suppose I have a metal which
is like gold in all respects except it does not have the atomic weight
of 197,2. Do you apply the word ‘gold' to this metal?" Now X might
answer in two ways, IXf he is a physicist or a chemist, he might
answer negatively, O the othéx hand, if X does not know much of the
relationship between metals and their atomic weight; X mi
in the affirmative, thinking that other properties are more essential,
Now if the answer to the linguist’s guestion is negative, the
iinguist can conclude (fentatively, at least) that the intension of
'gold® is, in part, ‘atomic weight 197.2°%, .Aﬂd it does not matter that
tl:e negative response given by X was formed on the Dbasis of past ex.-
perience as a physicist or clemist, What does matter, though, is that
he would apply the word fgold® to no object which dees not have that
atomic weight, i.e., he will not allow of any case imn the past, present,
or futuge in which he would not apply that pfediaate only to metals
with that atomic weight, On the other hand, 3f the answer 1o the
linguist®s question is in the affdirmative, the intension of 'gold’
is not ‘atomic weight 197.2°%,

Now it is not clear whother or not Quine accepts Carnap

solution to the proeblem of testing empirically for intensions (or



meanings), What is apparent though, is that Quine's objectionz to

synonyny have, to at least some extent, been mitigated and the anal-

tic-synthetic distinction still seems ¢o be a plausible one, Also,
y ¥ 5

the notion of synonymy seems to be, contrary to what Quine says, an
understandable one, even on the pragmatic level, Pulting aside syn-
onyny then, let us examine the attempt to define ‘Tanalytic' on the

basis of semantical rules,



CHAPTER IV

SEMANTICAL RULLS

During the thirties and forties, Carnap devoted much of his
time to the working out of an adequate explication of analyticity via
J-tzuth (or logical truth), His explications were generally formie
lated for a constructed semantical system defined by semantical rules
which are themselves formulated in the metalanguage, The metalanguage
itself is a suitable part of the linglish lénguage containing translae
tions of the sentences and other expressions of the object languag@b

Now semantical concepts are defined in the metalanguage, and so, it

[
o

to the metalanguage we must go for Carnap's explication of analy-
ticity or Letruth,*

Carnap's most recent definition of Le-trutheis formulated with

the help of what are called state-descriptions, As we remavked in the

YTotroduction, the notion of state-description was anticipated by Leibniz®
concept of possible worlds., A state-description is defined by Carnap
as a class of sentences in a language L which contains for every atomic

sentence either it or its negation, but not both, Thus, a state-~

5

1As Quine points out (in "Two DOﬁmdu') there is a difference
between analyticity and Letruth which raises special difficulties,
Carnap attempts to neet these difficulties by introducing whalt he calls
"meaning postulates”, However, for tre moment, let us ignore both the
difference and the difficulties which it gives rise to,
e Cﬁlnap Meaning and Necoqs1§y (Chicago: University of

25ee
Press, TGD;xthd in 1060), Section 2,

Chicago
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description in L is a complete description of a possible world with
respect to all the properties and relations expressed by the predicates
of L, -

Now semantical rules are needed to defermine whether or not a
given sentence holds in a given state-description, To say that a sen.
tence S holds in a given state-description is to say that S would be
true if that state-description (that is, the c¢lass of all sentences
belonging to it) were true, Carnap gives, as examples which show the
nature of these rules, the following:

(1) An atomic sentence holds in a given state-description if

and only if it belongs to it.

(2) Not-$ helds in a given state-description if and only if

S does not hold in it,

(3) SiVSj holds in a state-description if and only if either

§i bolds in it or $j or both,

(4) SizSj holds in a state-description if and onlylif either

both Si aind Sj or neithes of them hold in it,

(5) A universal sentence (e.g,, '(x)(Px)?) holds if and only

if all substitution instances of its scope ("Pa', fPu*, 'Pct,

etc.) hold in it,?

ALY of the semantical rules %ogether (of which we have just
listed five) determine, wbat is called by Carmap, the range of any

£

sentence of L, The vange of a sentence S is defined as the class of

all those state-descriptions in which S holds, To distinguish the



rules which determine ranges from other semantical rules such as,
Ae.g,, designation rules, the former are called rules of ranges, Tow
gether with the rules of ranges, the rules of designation for the
predicates and the indi§idual constants provide an interpretation for
all sentences in L, "since to know the meaning of a sentence 1s to
know in which of the possible cases it'wauld be true and in which not,'

Now though Carnap is providing a formal explication far more
precise than txaditional-cmesﬁ his explicaticn turns out to be in
accord with what has often been given as an informal characterization
of analyticity, viz,, truth baéed on meaning alone, For the meaning
of a sentence, i.e,, its interpretation, is determined by the semanti.
w2l rules alone, And it is for this reason that Carnap requires of
any explicatum of analyticity that it fulfill the following condition:
Convention: A sentence S is Letrue in a semantical system L if and
only i€ 8 is true in L in such a way that its truth can be established
on the basis of the semantical rules of the system L alone, without
any reference to (extra-linguistic) facts,

Let us keep in mind that the above convention is not a defini-
tion but rather an adeguacy condition, The actual defiﬁitign is ine
spired by Leibniz'® conception that a necessary truth must held in all
possible worlds, Since state~descriptions represent all the possible
worids (with respect to all properties and relations expressed by

predicates of the system L), the following definition suggests itsclf:

".}

Definition: A sentence S is Lefrue (in L) =df § holds in every state.

description (in L),
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Te illustrate that this defiuition fulfills the condition
required by the given'conveﬂtion, let us consider this example,
Suppose we ave given the sentence *PaV-Pa’, Now we know from the
rules of range listed above that singce *Pa’ holds in certain state-
descriptions and '=Pa' in all others, the disjunct 'PaV.Pa' holds in
every state-description, And if the sentence 'PaV.Pa' holds in every
state-description, then it holds in the true one, i,e., that state-
description in which all sentences ave true, Hence, the truth of the
sentence *PaV.Pa’ is established on the basis of the semantical rules
of L alone,

If Svis a sentence which does not hold in every state~descripe
tion, then we koow that there is at least one state-description in
which it does not hold, i.e., in which S would be false if it weré the
true one, Now since we camnot tell which state-description is the true
one without knowledge of the facts, we cannot determine whether S is
true solely on the basis of the semantical rules of L, lHence, S is
not L-true but rather, it is synthétic,

Now Quine raises several objections against semantical rules
and does mot restrict his attack to the kind which are given in Meaning

and Necessity., The first of the various forms of semantical rules

which Quine examines are those, which in a language L, specify (by
recursion or otherwise) all the analytic statements of L, Quine main-
taing that the trouble with this kind of semantical rule is that it

contains the word ‘analytic®, which is what we are trying to understand.

Quinets point is that before we can understand a rule, (in this case,
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‘A statement § is analytic for language L if and only if ,..°), we
must understand the words or expressions which couastifute the rule
(and in this case, we do not understand the expression 'amalytic® or-
'analytic for' except, perhaps, in a pre-analytic way, i,e,, intuit-
ively).

Against this objection, I think two things may be said, Pirst
of all, a semantical rule of the form 'S is analytic for I if and only
if ,..' is essentially different from sules which give an explicit
enumeration of the sentences of L which are to be called ‘analytic',

If the rule was of a kind which simply enumerated the analytic sentences,
Quine would be rxight in maintaining that we have no undesrstanding of the
term *analytic®. For then, the list of sentences which are to be called
tanalytic' would scem to be just an arbitrary selection and we would

be in the dark as to why these sentences, rather than some othexs, have
been so specified. Carnap, however, does not simply give an enumer-
ation, but provides a criterion for the application of the fezm Yan~
alytic', And since this kind of semantical rule is not enumerative,
the class of analytic sentences for 1. will be much less determinate,
That is, the rules will not give us with a nice, c¢lear, closed list of
the analytic sentences for L, Quine seems to lose sight of this point
wvhen, for examplc, he says that he dozs not know whethes the sentence
'Byexrything green is extended' is analytic or not on account of the
fact that he does not understand *analytic’, Quine is not forced to
make such a claim, for "one may undexstana a predicate without being
able to decide whether given cases fall undex ito“4 For example,

4Benson Mates, "Analytic Sentences," p, 525.529,
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consider the term 'theovem® which is defined as ‘the last line of a
prooft, Given this dgfinitioﬂg we would be able, given a complete

set of proofs in a system, to select all the theorems of the systen as
well, Hence, the criterion for applying the term 'theorem' is that
there be a proof of the statement@in question, But although the
proof proceecdure for general quantification theory is complete,” we
do not have an effective decision procecdure for that thQOfy.é And so,
we may never flod out whether sowmé sentences are theorems or not, For
if a sentence is a thecorem, we shall eventually find a proof of it,
but if it is not a theorem, we héve no way of knowing that it is not

Just our lack of ingenuity which keeps us from discovering the appro-

R.Aq

priate proof, Yet, this in no way means that we do not understand the

term "theoremn’, Similarly, with the term *analytic', alithough the
criterion for its application does not enable us to decide in all
cases whether or not a given statement is analytic, it does tell us
vhat would constitute>an effective test for analyticity,

Secondly, Quine's charge that appeal to semantical rules is
useless in gaining an understanding of ‘analytic' because it presup-

poses such an understanding seems to be a bit unreasonable, Fox we

are not trying to obtain an understanding of auvalyticity from the sem-

antical rules, What is sought is a c}ari{Lca*ion of the term ‘analytict,

tan

a term already in use, Hence, an appeal to prior understanding seems

relevant, if not necessary, if we arve to determine the adequacy of an

Sgee Leon Henkin, "The Couwpleteness of the Pirst-Order Iunc-
tional CaiculuS, Jouxnal of Symbolic Logic, Vol. 14 (1949), p. 159166,

G5ee A, Church, "4 Note on the Fntschacduﬂv,pfcblem," Journal
of Symbolic Logic, Vol., 1 (1936}, p. 40-41.




explication orv definition,

The second major objection (and perhaps a more telling one)
made by Quine, aml applied in a TOr e general way be N.L, Wilson,7 is
that the expression ‘analytic-for-L' is a unitary phrase which should
be taken as a single word which is totally distinct from the expregsion
tanalytic' or 'amalytic for', Wilson ﬁoints out that we can 1no more
replace 'L' in the expression ‘amalytic-for-L' with the vaziable 'Ly’
than we can replace the '6' in 047 with a numerical Vaxiableog 7
this is the case, and I think it is, then we might aeruine points out,
gimply use the letter *K° (unténdentiously) instcad of t{he expression
‘avalytic-for-L° so as not to seem as if we are really explicativg the
interesting word ‘analytic'eg To quote Quine, fo saying what state-
not ‘fanalytic for®, We do noé begin to explain the idicem 'S is apal~
ytic fer LY with vardable 'S8% and *L°, even.if~we limit the range of
'LY to the realm of artificial lamguages,'10

What we are looking for then, is a definition of 'S is analy~
tic for L' with variables 'S' and *LY', L' ranging over, at least, all
artificial languages, That is to say, we wani a defini%ion that does
not eliminate ‘analytic-for'. and 'L’ at the same time,; as is the case
when we define "amalytic-for-L' as a unitary expression., Wilson calls

?Sec The Concept of Langupge, Chaptes X.
8Ibid

Yquine, "Two Dogmas," p, 33.
O0fbid,



this the double~climination difficulty and points out that we not only
have this problem with ‘analytic' but with other important semantical
terms as well such as, e.g., ‘designates', *irue®, ‘sentence’, ggggli
Mosre will be said about the double~elimination difficulty latexr but
for the moment X will make only one cowment which might mitigatc agweswes
the objection that we should replace the unitary expression 'analytic.
for-L' with the untendentiocus expression 'K' in order not to mislead
people into thinking we are shedding light on the old philosophical
notion of analyticity.

Perhaps it should be conceded ihai because our explication of
tanalytic®, in so far as it mugi be relativized to a pasrticular Jlane.

‘he generality of a completely satisfactory explication o

-

guage, lacks
defindition, But this, it seems to me, is certsinly not to say that we
bave gained nothing from our explication of ‘amalyvtic-for-L', Camnot

we say that by explicating cven the unitary expression "analytic-for.

L' we have bettered our understanding of analyticity in general? Cawnap,
in his explication of ‘analyticwfofNL', has drawn an aaa1ogy which
carries over to languages in geneval. 7To be an aunalytic sentence in
some language is to bear a relation to the rules of that language sim-
itar to the way certain senteuées in L bear a relation (analytic~for-

L) to the rules of L% Of course, Carnap could, if he wanted, replace
the expression 'analytic.for-L' by ‘K° (or some such other expression),

but Carnap wants to

indicate by his particular choice of expression that
Hlwitson, Op. Cit,

12See Benson Mates, "Analytic Sentences,
Martin, "On ‘Analytic',”

1

Pe 533 and R_M,
Philosophical Studies, Vol, 3 (1952}, p. 42-47,




he is emplicating the familiar philosophical notion of fanalytic',
“S$imilar remarks apply equally well to the semantical truth concept,
We could call the precise new term *frue' as Tarski suggests somewhere,
rather than ‘true’, so as not to seem to throw light on the age-old,
hoary concept of truth, But this would be to miss the poiut of the
explicative power of the new definitio%,"13

The third major difficulty is brought out by Quine when he cone

siders the kind of semantical rule Carmap uses in Meauning and Necessity,

This is the semantical xule which says not that such and such state-
ments are analytic but that suéh and swvch statements are included

among the truths. This kind of rule does not have the drawback of con-
taining the un-understood word ‘analytic', but since this rule stipu-
lates that only a certain multitude of statements axe true, analyticity
is ewplicated in the following way: a statewment is apalytic if ii is
(not merely tyue but) ftrue according to thé semantical rules, The

difficulty here, Quine contends, is that now we ave appealing to the

he

uncxplained expression 'semantical rule', "Semantizal rules are dis-
tinguishable, apparently, only by the fact of appearing on a page undes
the beading of 'Semantical Rules®; and this heading is itself then mean-~
nl4

ingless, Purthermore, not every true statement which asserts that

sentences of a certain class are true can be counted as a semantical
To this last objection, it has been replied that the semantical
rules of a system do not provide a bLasis for determining all the tyue

Lkaztin, Op, Cit,
l4Quine, "Two Dogmas;". p. 34,
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sentences of that system, but only those sentences whose txruth can be
showsnt through the resources of first-order 1ogic.15 If, however, we
take Quine's suggestion and view semantical rules as being analogous
to postulates, then the selection of any set of semantical rules is

only significant in relation to a given inguiry, "But from this point
of view no one sign#lization of a subclass of the truths of L is intrin-
sically more a semantical rule than another; and, if 'analytic' means
‘true by semantical rules', no one truih of L is analytic to the ex-

clusion of anothex,"10

With regarxd to semantical rules, Martin also says that even

x-\s

though Quine claims not to understand what semantical rules a
sisting that the? are in need of clarification, Carnap is, nevertheless,
quite explicit in what he regard semantical rules to be. They are
either (i) definitions in the metalanguage, or (2) semantical axioms

in the metalanguage, Thus, séyS.Martin, "in either case, we know quite
well what the semantical rulesdreTo object to them in the sense (1) is
to object to semantical :truth definitions of the Tagski kind, And to
object to them in the sense (2) would seem tantamount to objecting to
the very kind of general semantics Quine is demanding!"l7

The above remarks by Martin and Quine’s reply would seem to

o

indicate that the two are talking past one another, Martin is anxious
to make clear precisely what a semantical rule is and how we can demnon-

strate the truth of analytic sentences thiough the resources of firstw

- order logic on the basis of semantical rules, in ordcer to show why it

13M1:i5n, Op. Cit,
bQuinﬁ Op. &ihof p. 35.
Mg tin, Op. Cit.
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is that not all true sentences which saye that sentences of a cértain
class are true can be considered to be included among the semantical
rules, Quine, on the other hand, not disputing the validity of what
Mayrtin is saying, simply does not see why we should recognize some
sentences as semantical rules and not others, i.e., Why should some
sentences be axioms in the métalanguagé and others uot; If this (what
I have just said) is an accurate characterization of the dispute, then
it seems to me that Quine is confusing the issue by saying that be does
not understand the term ‘semantical rule'. Certainly Quine understands
what 'semantical rule' means as is evidenced by his reply to Martin,
Quine does not seem to want a clarification of ‘'semantical rule'®, but
sather a rationale for accepting one set of sentences as semantical
rules instead of other sets, Now whether or not we can give reasons
for adopting a certain set of semantical rules, ¥ I think it should be
clear that this is not a question that can Ee answered within semantics,
Andd vegardless of whether or not we can give reasons for the adoption
of a certain set of semantical rules, we should not lose sight of the
fact that we do know what semantical rules are and what they are sup-

.

posed to do,

lgﬁor a discussion of this problem see Carnap's "Empiricism,
Semantics, and Ontology,' seprinted in Linsky, Semantics and the
Philosophy Qﬁ'Language? p. 208~-228, The considerations which will be
relevant to the adoption of a particular set of semantical xules will
depend upon the task we will want them to satisfy. We might adopt them
arbitrarily if the choice we make is irrelevant to the study of a par-
ticular lansuage, Alternatively, we wmight want the semantical rules to
be of a certain kind in defining a language which is used in a techni-
cal field such as, e.g., physics, Also, in the case of natural lan.
guages, we may adopt a certain set of rules becausc we believe it pre-
serves and reflects a prominent usage already in czistence, As was
mentioned earlier, however, we must keep in mind that considerations of
this kind takes us beyond the bounds of semantics into pragmatics,
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Of the three mdjor difficuliiles pointed out by Quine which we
have discussed, the one I find {to be the most forceful is the one re-
lated to the doublewelimination difficulty.' Because this difficulty
seems to be the basis of Quine's most forceful objection and because
the obhjection is applicable (with some modification) not only to analy-
ticity but to semantical concepts in general, it will be worthwhile to
examine the nature of theAdiffiéulty ih‘greater detail,

Apparently, the semantical rules of any language are required
to fulfill two functions, First, they are to implicitly define sem-
antical terms such as, e.g,, 'true', 'designates', ‘analytic', ‘sen.
tence', etc, for the language in question, But, in addition to
semantical rules must alsoe function as contexiusl definitions for the
connectives and quan%ifiers;lg And this is more than can reasonably
be expected of semantical rules,?0 In general then, semantical rules
are to specify the meanings of signs in the object language and also
serve as postulates whiclh implicitly define various semantical terms
occuring within them, The problem is that we need a way to define the
semantical terms such as, e.g., ‘'analytic', independently of semantical
rules,

1

If we could use, for example, ',.. designates-in.L ,,.' as a

three place predicate ('L' ranging over languages), then we could be

2

19861 example, the rule 'Si&Sj is true if and only if Si is
true and Sj is true' interprets, i.e., contextually defines the sign

I&!o

205ee N L. Wilson, The Concept of Language, Chapter I, for an
excellent exposition of this problem,
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satisfied with a general definition of 'designates in', However, just
as is the case with 'analytic-for-L', the 'L' cannot be replaced, And
so, we really have only defined the two-place predicate '.,, designates-

in""lﬂ LR !

y 1.6e., 'designates® has only been defined for a particular
langusge,

Another problem that 'is broughf up by the doublewelimination of
the expression 'designates-in.L' is that since a language is never
specified apart from its designation rules, any attewmpt to define
‘designates', rather than the unitary expression 'designates-in-L',

. & . A
will ultimately depend on an antecddent understanding of the term 'desig-
nates', Por if we {ry to define 'designates', a valid question for a
person to ask would be, "Which is the language for which you are de.-

fining ‘designates'?’ The answer would have to be something like, "It

jais}

is the language 3n which - among othes things - 'a' designates Chicago."
And the provlems here with 'designates' are also problems for other
semantical terms such as, e.g., ‘analytic',

In passing, we may make Wilson's point that logical truth,
even if we retreat into syntax, is not free from the doublewelimination
difficulty, For the initial rules are supposed to defiﬁe a particulax
calculus, say K, and the expression ‘direct consequence' for that.calm
culus, But this does not give us a general definition of ‘direct cone
sequence for K where 'K ranges over all calculi, So we see that the
doublewelimination difficulty can be viewed not only as a semantical
problen, but as a syntactical one as well,

|

a .
There is, incidentflly, another problem which Wilson brings up



which is related to ihe double-glimination difficulty,zl This problem,

referved to as the pedagogical difficulty, reveals a major obstacle in

the way of anybody who hopes o understand such terms as ‘analytic’
Ytrue', ‘designates', and Tlanguage' in a philosophic way. That is,
in a way that does not presuppose an antacedent understanding of these
above terms, Letl us illusirate this problem with the term 'designates',
Suppose we wish to teach a German (who, for convenience sake,
we shall c¢all 'Herwann') the language L, which is, in fani, a recoin.
struction of English, We have the rule book for this langnage, but it
is wediten in EBnglish, And so, we have to translate parts of it into

German for Hermann's benefit., Now we should no

4"2'

yave to translate ihe

t

e

word ‘designates' because it is defined in M (the metalanguage for L),

So we begin giving Hermann an enumerative definition of ‘designates’

for L, tclling Hermann, "*Cologne' designates 3in der Sprache J. Kéing
‘the moon' designates in der Sprache L den Mond," and so on, When we
have f£inished with our enumeration, it is doubtful whether or not Hex.
mann understands what ‘designates’ meansy for all he knows, it may be
Just an arbitrary relation in exteunsion, If we give him a hint and say,
"Hor mal zu Hermann, jedes mal wir benutzen das Wort 'designates' das
heipt ‘bedeutef’," then we are trading on Hermann's antecedent under-
standing of 'badeuteg'® and this kind of understanding is not the philow
sophical kind we are lcoking for when we try to explicate ox define

-

: 22 s ;
' in Le? And so, lermann has really not been taught our

‘designates

2lwilson, Op, Cit,
22 Bohnert may have something like the pedagogical difficulty in

mind when he says, "We may, i we wish, make stipulations or comnands to
' Speak Buelish' or *Spesk Lo’ but t;e commands will contain a curious
regression if what [bnglish is or vhat 10 is cammot itself be specified

by simple declaratives,” ("Carnap on Definition and Analyticity," p, 418)
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semantical definition of ‘designates' and this shows our apparent ine-
ability to explicate a semantical term without xeiying on some inftui-
tive notion of the term that is being explicated,

R, M, Martin makes a similar comment to the one that Wilson
makes regarding the double.elimination difficulty,23pointing out that
what Quine is demanding of aﬁalyticicy, yiz., a general definition,
has not even been given for truth, The difference is that whereas
Wilson seems to be saying that Quine should have demanded ﬁore, Martin
maintains that Quine is asking for too much,

Martin argues that sincé we do not have a general defdinition of
truth, even for artificial languages, Quine should be willing to say
that our distinction between truth and falsity is a myth, anotber dogna,
appacently not only of empiricists, but of people generally, Indeed,

R
at least a definition of fanalytic' is not bound to be inconsistent in
a natural language (as is a definition of tfuth). To ask for a defini.
tion of analyticity for natural languages is exorbitant, Martin says,
while it is at best prematurc to.demand a definition of ‘analytic' for
even artificial languages,

We have, up till now, examined what I think to be tpe three
most important objections raised by Quine with respect to the use of
semantical rules in explicating ‘avalytic®, And I think we can fairly
say that two of his objections are indecisive, However, tie objection

which raises the problem of the double-elimination difficulty seems to

23Ma3:tins Op. Cit.



be both valid and crucial., And, in itself, this objection would cast
more than a shadow of doubt on the notion of ‘analytic', if it weie
not for the fact that the double-elimination difficulty is an obstacle
which stands in the way of an adequate explication of the other seman-
tical terms as well. But since this difficulty is one which plagues nOi
only fanalytic®, but other; more respectqble, semantical terms as well,
we would not be any more justified in dismissing, as a "metaphysical
article of faith," the analyticwsynthetic distinction than we would be
in dismissing the distinction Biween truth and falsity, However, if we
are going to imsist on bringing ‘analytic® to court to answer to the
charge of "unintelligible," then it is going to drag a lot of its (sem-
antical) cronies aloug in the process, So, it seems as if the notion

of fanalytic® has squiggled out from under the noose of Quine's ob-

ections or, at least, it does not have to face up to the charges

Lo

alone, However, there is one further difficulty which must be over.
come if the esplication of *analytic' (as is offered by Carnap) is to be
considered satisfactery,

The difficulty X am referring to stems from the fact that,

rictly speaking, Carnap does not define ‘analytic' (in eithexr

duction to Semantics or inm Meaning and Necessity) but rather 'l-true’

In Meaning and Necessity, for example, Caruap's definition of

Letrue' seems to provide a perfectly good explication of logical truth,

However, if Carnap wants to make this definition do for 'analytic' as
well, then the definition can only work for languages whose atomic
statements are, unlike 'John is a bachelor' and 'John is married’

mutually independent, "Ctherwise thexe would be a state-description
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which assigned truth to 'Jobhn is a bachelor' and to 'John is married?,
and consequently ‘No bachelors are married' would out to be synthetic
rather than analytic under the proposed critericnn“24 To put the maf~
ter in another way, following the above explication; how are we to
determine beforehand that a state-description containing both of the
atonic sentences 'John is a bachelor' and "John is married’ is impose
¢ible? How are we to know that the properties which are desiguated by
the predicate terms ‘bachelor' and 'married' are logically incompate

ible without some prior knowledge? We have no way of knowing that the

terms ‘bachelor' and ‘married' are deperndent, let alone in what way
they are dependent, There are also problems with relational tesms

stuch as, e.,g., 'warmer than', How deo we know whether or not a statew
description is possible which contains the atomic sentence *Wzz', whese
WY is interpreted as 'being warmer than'? Relation terns are even
more serious than one-place predicates due to the fécﬁ that'the logi-
cal dependencies of the one-place predicate terms can be avoided by
replacing them with independent predicates with the same expressive
power, whereas this cannot be done with many-place predicate terms,
Carnap recognizes the problem and attemplts to overcome the

above stated difficulty by introducing into L what he calls "meaning

2

5 »
postulates" ,“” In order to show the logical dependeuncy of the onew

place predicates ‘bachelor® and 'married®, the following meaning

2 3 i 3
postulate is lawed down:

Z?Quine, Op. Cit., p. 23,
“R, Carnap, "Meauing Postulates,
Vol., ITI (1952), p. 65-73,

Philosophical Studies,
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(P1)  "(x) (Bxoubx)',
Notice that the designation rules are not given for 'B’ and ‘M7,
According to Carnap, the designation rules are not necessary fox the
explication of analyticity. All we need to know about the meanings of
"B and M’ is that they are predicates of logically incompatible
properties,

Now with regard to the two-‘-place'predicate'h”F which designates
the xelatioh Warner than, it will have to be shown that the statements
"Wab & Wbe & ~Wac', ‘ng & Wba®, and 'Waa' aye false in virtue of
their meanings; since ‘W' is transitive, irreflexive,band hence, a-
symetric in virtue of its meaning. So then, three postulates will be
required for the predicate 'W':

(P2) (a) "G y)(z) (Wxy & Wyz niixz)f
(b) "G (y) (Wxy o dyx)!
(c)  *(x) -bxx',

Now in using the meaning postulates to define ‘analytic®, we
let P be the conjunction of all the meaning postulates which have been
accepted for the system L, Then, keeping in mind the definition of
'Lotrue’ given at the beginnming of this chapter, we define ‘analytic'
in the following way:

(D1) A sentence S in L is Letrue (analytic) with respect to

P =df $ holds in all state-descriptions in which P holds,
Alternatively, we may let L be the system without meaning postulates
and L' be the system constructed out of L by adding the meaning postu-

jates P, In that case fthe state~descriptions in L' will be def

ged as

Beta



* the dependency of *bachelor’ and ‘maxried

those state~descriptions in L in which P holds, And we may define
'analytic’ as follows:

(D2) S is Letrue (analytic) in L' =df S holds in every statew

description of L',

Carnap seems, then, to bave found his way out of the diffi.
culty of reflecting in the sfstem,L the logical dependency of one
place predicates and the structural properties of primitive two-or-
more-~place predicates, But how do we lknow when there is a meaning
relationship betweean two or more one-place predicates? Or how do we
know when a primitive relation predicate has structural properties
which nust be mirrored in the object language with ihe help of meaning
postulates? It seems we are back {o thé same old problem the meaning
postulates were employed to solve, viz,; that without prior knowledge
we have ne way of determining whether or not predicates such as, e.fg.y
'bachelor' and 'manried’, are logically dependent., Carnap, however,
can avoid (or.at least he attempts to avoid) getting into this bind
again by claiming that the determining of whether or not a predicate
or a group of predicate terms require a meaning postulate is not a
matter of lnowledge at ail, but of decisionb26

According to Carnap, if our wish in cénstructing a systew is
to reflect some of the meaning relations of EﬁgliShs then ourkknowledge
or belief that the predicates 'bacheloxr’ and ‘married' ave usually
understood to be incompatible will influence our decision, However,

[ . .
is relatively clear and in

Postulates,” p, 68,
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other cases the dependency will be far more problematic, Fox ekampleg
if in our system the predicates '"Bl' and 'R' correspond to the woxds
*black' and *raven', then because the dependency between the {two predie
cates is not so clear-cut, we will just have to make up our mind (in a
somawhat arbitrary way) whether or not ws want to give ‘R' a meaning so
strong that it cannot possibly be predicated of any nonablack.thinge

It is obvious that Carnap is not too concerned with the problem
of how te find a pragmatic criterion to test the correctness of our
decision to use a particular meaning postulate, And because Carnap
would remain ummoved by the charge that 1ho choice of meaning postulates
(and hence his definition of "l-true') is arbitrary, it does 1little or
no good to point out the oddities which result from the adoption of
certain statements as meaning postulates, which are, indeed, to bg
found in abundance, We cannot force Carnap to do pragmatics when his
interest is only in semantics énd lets not criticize semantics for not
doing the job of pragmatics,

Still, can Carnap simply ignore the pragmatic issue, i.e., the
demand to prowvide critervia for the testing of sentences to determine
whether or not they should be included in the c¢lass of meaning postu-~
lates and, at the same time, hope fto shed any light on natural languages?
We are supposcd to distinguish declarations which are to count as
meaning postulates from thosge which do not, Bui apparently, this is
done simply by attaching the label "meaning postulate” over some sen-

snces and net over others! How are we to reflect in our description
of, e.g., Inglish, the necessary truths when our decision proceedure, as

to what are to count as meaning postulates, seems so arbitrary?



This is indeed a difficult problem, but I think Carnap does

71

have an answer, Namely, we just have to ask ocurselves whether we want

to make a resolution to the effect that we will apply no predicate
term to any object unless that object satisfies a cewvtain condition,
Our decision must take into consideration not only actual cases, but
possible cases ag well, The'reason the meanings of words ave unclear
to us, at times, is that we have not considered all the (logically)

possible cases and hence, have not fully determined in our own minds

how we would apply the term under unusual circumstances ox conditions,

This lack of clarity does not normally bother us because we become

3

aware of possible cases only rarely, and they have Iittle practical



CHAPTER V

GRADUALTSH

.

Quine, in bringing the analytic-synthetic distinction under
suspicion as a mere dogma of empiricists believes also to have thrown
the notions of meaning and cognitive synonymy under an unfavorable
light as well, Quine has argued, with respect to meanings, that
probably on account of a confusion between meaning and reference,
there resulted a felt necd for meanings as.entities, Howevesr, “‘once
the theory of meaning is sharply seperated fyom the theory of reféience?
it is a short step to recognizming as the primary business of the theoxy
of meaning siwmply the synonysy of linguistic forms and the awnalytdcity
of statements; meanings &hemgelves, és obscure entities, may well be
abandoned 'l This point, though Qell taken, does not, however, get
at the way many empiricists bave attempted to explicate (cognitive)
neaning, Modern empirisists have spoken of the meaning of a statement
as the method of empirically confirming or infirming it; two statements
are synomywous, according to th@s view, if the method of verification
is the same for both and an analytic statement is one which is conw
firmed no matteg what,* As is to be expected, auny theory, such as the

Louine, "Iwo Dogmas" p,22, see also "On What There Xs" p,ll
and “"The Problem of Meaning in Linguistics' p.48, both in From a
logical Point of View , .

2As Quine points out, though this is an account of  synonyumy fozx
statements only, we can derive the concept of synonymy for other linge
uistic forms on the basis of this account; any two linguistic forms

are synonymous.when the putting of the one form for an occurance of the
other in any statement yields a synonymous statement,
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verification theory of meaning, which pretends to explicate syﬁcnymy
as well as analyticity, is going to be viewed with a very critical eye
by Quine, For if the verification theory of meaning is correci, then
the notion of analyticity is saved after all,

Now what is essential to the wverification theory of meaning
is a relation which holds between statements and the experiences which
increase or decrease the likelihood of their truth (and thereby estabw
lishing the cognitive meaning of any particular statement), The

nature of this relation is seen by Quine as the other dogma of empipe

icism, viz,, radical reductionism, Actually, radical reduciionism,
inkts naive form, antedates the verification theory of meaning, fox

the view that &1l ideas originate in gense experieince is characteristic
of the early DBritish Empiricists, DNow, ¥ do not have the space or
time, nor do I care to report on the vicissitudes of reductionismi
howéver9 the view held by many wmodern empiricists that there is a
unique set of experiences, which together constitutes the cognifive
meaning of any parvticular statement, takes for granted, according

to Quine, that the meaning of a statement can be determined in isolation
from other statements of the language in which it ccours, It seems
then, as though we are led frowm reductionism via the verification
theory of meaning to the analytic-synthetic distinction, FPoxr if we
can speak of confirming or infirming statements in isolation, it seewms
plausible to posit a kind of statement which is confirmed no matter
what cxperiences we have; awml such statements are analytic, The

Fe

Lty of this view derives from the fact, evidently, that the

Inte

plausibili
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truth of statements depends not only upon extra-linguistic facts,
but upon language as well, "Even so factual a sentence as ‘'Brutus
killed Caesar' owes its truth not only to the killing but equally to

"3 An analytic sentence, then,

our ﬁsing the component words as we do,
is one which ras no factual gomponenta
As we have seen, (uine maintains that the distinction bet..
ween the analytic and the synthetic resists any sﬁch straighteforward
drawing, And, what is more, Quine argues that a clear line will never
be drawn because the alieged distinction is based upon the two velated
but mistaken notions that (1) there are two distinct amni sepdzable
components to a statement upon which its truth rests and (2) the
meaning of any statement can be determined in isolation from other
statements of a language, Philosophical progress was made when the
term by term empirvicism of Hume was discarded and the statement was
made the unit of ewpirical meaning and confirmation, But even in
taking the statement as the wnit of meaning, we bave, according to
Quine, drawn our grid too finely, The unit of cempirical significance
is the whole of science - "our statements about the external world
face the tribunal of sense experience not individually but only as
a corporate body,"4
¥ have argued in the precceding chapters that the arguments
leveled by Quine against the analytic-syntbetic distinction are by

3Quine, “"Carnap on Logical Truth", p,.386,
Quine, "I'wo Dogmas',; p.41,



no means so devastating as he would have us believe, I have tried

to show in a clear way. Carnap®s method of distinquishing analytic

from synthetic statements and, in so far as I have succeeded, I

think we can view Carnap's explication of the notion of analyficity

as a fruitful and enlightehing enterprise, And so, although, according
to Quine, the reductionist “dogma" is, at root, iQentical with the
other dogma of empicicismgs viz,, the analytic-sgynthetic distinction,

I feel no inclination to windicate either the verification theory

of meaning or veductionism, I would, of course, maintain that in so
far as Quine is correct in linking the anal&ticmsynthetic distinction
with the verification theory of meaning and reductionism, the 1atfe;
alleged dogma is every bit as valid as the former, for I do believe
that the analytice-synthetic distinction is a vglid one, However, it
has certainly not been decisively sho&nﬂ Quine not withstanding,

that the reductionist thesis andvthe analytic~synibetic distinction
are so intimately comnected as to be identical, At any raje, it is by
no means obvious, that Carmap must zely on the reductionist thesis

in ordexr to ewplicate the concept of analyticity, Hence, what I hope
to accomplish in this chapter is not a furxther defense of the analytice
syntbetic distinction by trying to show the soundness of the verification
theory and reductionism, but rather, I intend to ezamine the thesis
which Quine presents in place of the view that we éan isolate any

true statement and determine to what extent its truth is factual and

to what extent linmguistic, This thesis, which Quine (along with others)



argues for has come to be called the "gradualist thesis',

The gradualist thesis is so~called for it asserts that there
is really no generic difference between statements which we call
tanalytic! 5nd statements which we say are syﬁthetica Rather, there
is a gradual cohtinuum which includes all statements; some statements
are held to be more certain than others but none are solely analytic
or solely synthetic, i.e,, factual, The only indication that a statement
is closer to the analytic side of the continuum secems to be the rew
luctance we rave in abandoning it as true, 7Thus, the analytic-syn-

thetic distinction is seen from tle point of view of the gradualist

-
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to be only a matter of degree, What it is a depree of
to say, since the thesis is argued for in a variety of ways, Both
G

It

s 7 . . i
Morton White  and Nelson Goodman,  for exawple, present their grad-

wvalignm in a different way than Quine does, White apparently bases
his.gradualism on the contention that we have no sufe way to determine
(helavioristically) what terms are not just co-extensive, but also
co-intensive, Goodman, on the other band, is a gradualist because
he thinks that no two distinct terms are ever identical in meaning,
i.e,, cognitively synonymous, but only approach synonymy in degrees,
We have seen thougl (in chapter 3) that Goodman's argument
supporting his claim that no two termsg are gynonymous does not stand
up after analyses, And in so far as his argument fails, so does his

gradualism, For he claims thati we can only have degrees of synonyny

brephe Analytic and the Synthetic - an Untenable Dualism,"

in Linsky®s Semantics and the Piilosophy of La guase,

"Un Likeness of Meaning,' in Linsky,
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Y

nd degrees of analyticity (in non-repetitive stalements) just because

ar

we have no two distinct terms which are fully cognitively synonymous ,

i,e,, which can be interchanged in all non-intentional or belief contexts

salva venitate, So much then for the graduslist thesis as proposed

by Nelson Goodman,

The gradvalism positeé by Morton White also seems to the result
of a confusion or two, At one poin‘up8 White offers the statement,
"if we were presented with something which wasn't a2 rational animal,
we would not call it a man', as an example éf the kind of statements
some philosopbers use to clarify the notion of analyticity. White
suggests we test tle effectivencss of such a statement in distinguishing
analytic statements from synthetic ones by trying it on,"All men are
featherless bipeds'", which is by hypothesis, not analytic, He then
says that those who use this statement ("All men are featherless
bipeds') as a criterion would have to deny {hat if we were presented
with an entity which was not a biped or not featherless we would not
call it a man,? But since we do withhold the term ‘man' from those
things which we know to be either non-bipeds or non-featherless, White
supposes that this criterion must be faulty, What is faultyp though,
is White's analyses, For in accepting that fhe statement “All men
are featherless bipeds" is not analytic, we are not forced to deny
that if we were presented with an entity which was not a biped or

not featherless we would not call it a man, What we would be forced

8white, Op. Cit. p.326,

i

“White, Op. Cit. p.326,
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to deny is the utterly diffcrent assertion that for any cntity which

is neitber featherless. nor bipedal, it is necessarily not a man,

In developing his “argument,” this same kind of error crops
up again, White envisages a tribe which has im its vocabulary the
words ‘man', ‘rational®, ‘animal®, *featherless', and 'hiped'. After
being informed (or rather, told) by anthropologists, who have visited
this tribe previously, that ‘man' is synonymous with ‘rational animal®
for that tribe, where as "featherless bhiped® is merely co-extensive
with ‘man', we set out to confirm.the anthropologists® report, Now
because the people of this tribe withhold the term 'man® when presented

with entities which are not

*

ational animals; aud, woreover, all

o
o

those entities presented which are not rationasl animals are not featherw
less Lipeds either, White concludes that we are no more justified in
holding that ‘man' and frational animal® are synonymous than we are

in maintaining (on tle basis of our test) that ‘man' is SYNONYMOUS

with ‘*featherless biped?, However, at the risk of repeating what

was said earlier (see chapter 3), we must point out that the intension
or meaning of a term can never be determined on the basis of actual
cases alone:; the people of this hypothetical tribe must be asked
whether or not they would apply the terms ‘rational animal' and ‘*feather-
less bipeds® to precisely the same possibie10 cases as well, If an
entity can be described to which a member of the tribe would apply

the one term while witholding the other, then the terms ave obwviously

101 use the model term fpossible! here only for conveniences
as was said in Chapter3, this term can be eliminated if it is thought
to be objectionable,
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not alike in meaning,

But White, mnot able to determine the intensions and hence
the synonymy of the terms ‘man® and ‘*yational animal' because he regtricts
himself unnecessarily to only the actual cases, finally does, ap-
parently, resort to possible cases, He allows that in pursuing the
natives in another way, we might ask them: '"Would you call something
a man if it were not a featlerless biped? To which they answer in the
negative, Would you call something a man if it weren®t a rational
animal? To whiclh they answer no againgﬂ‘ Since there is no difference
in the natives response to the questions put to them, White presses
tre natives further by asking thewm, "Aven't you surer in concluding
that something is not a man from the fact that it is not a rational
animal, than you are in concluding it from tbhe fact that it is not a

o i
featherless biped? i

If in response to this question, the natives
answer affirmatively, then, White asserts, though we have a criterion
to distinguish the difference between synonymous terms and other terms,
it is a distinction omly of degree, "Not being a rational animal is
simply a better sign of tie absence of manhood tran is the property

of not being a featherless biped, just as the latter is a better sign

”13 Thus we see the

than the property of not wmwearing a derxby hat,
vgradwlisncf Morton White against which I would like to make two

points,
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to answer negatively in response to both the questions "Would you
call something a man if it were not a rational andmal?" and MWould
you call something a man if it weren*t a featberless biped?", then
thexe is good reason to suppose that both the expressions ‘rational
animal® and ‘featherless biped® ave synonymous with the term 'man®,
and the anthropologists® report is incorrect, This is assuming, of
course, that the natives understand very well that we are speaking

of all logically possible cases as well as what might be called
physically possible cases, Once the natives are clear, though, as

to what is meant by logically possible caseé? i.8., cases which can
be described without regard to factual considegations, then, if théy
5till refuse to apply the texm 'man' to all possible entities which
are not featherless bipeds or rational animals, then we have no otﬁer
alternative than to conclude that the.said terms are synonymous with
‘man', And it is completely heside the point (in sofar as we are
concerned with synonymy to ask the natives, "are not your reasons
for not calling something, which is not a featherless biped, a man
different than youxr reasons for not calling something which is not

a rational animal a man?" Of course the reasons are different, In
one case, the term *man® is not applied because the supposed or given
entity is not a rational animal, whereas the reason for withholding
the term in the othercase is that the supposed or given entity is not
a featherless biped, This brings me to the second point X wish to

make against White's argument,
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White asserts that because the natives say that they are surer
in concluding that something is not a man from the fact that it is not
a rational animal than they are in concluding it from the fact that
it is not a featherless biped, we have the makings of a criterion,
"though it is a criterion which makes of the distinction a matter of
degree,"l4 Yet, I cannot see why this criterion should have any.
thing at all to do with synonymy, It is as if someone were to claim
that 'bachelor® is only synonymous witl: funmarried man' to a'degree
because in some cases it is very difficult to find out whether a
particular man is married or not! Contrary to what White says, if
all and only featherless hipeds ave rational animalg, then even though
the property of being a rational animal is essential to manhood (wherew
as the property of being a featherless biped is not), it may still
be easier to use the fact that a certain entity is a featherless biped
as 5 criterion for testing whether or not it is a man, This is so

just because, as a matter of fact, most or all men are featherless

bipeds am! this property may be more obvious than the property of being
a rational animal, Similarly, we may check the marital records at city
hall to find out whether a man is married or not, though ‘'bachelox?

and fname not listed in marital records' are certainly not synonymous,
Nor does it mean that *bachelor' and ‘ummarried man' are only synonymous
to a degree. I think we may then, in light of the above, conclude that
the gradvslism as propounded by Morton White is a bit misguided, So

let us now turn to a look at the graduslism of Quine which is, by far,

24 1bid



bolder and more interesting,

It is not easy - to give a clear picturé of what Quine is asserting
in maintaining his graduwlist thesis, for unfortunately he himself does
not meet the standards of clarity which he demands of the proponents
of the analytic.synthetic distinction, but rather, velies heavily on
metaphorical description, Qur knowledge, he says, is a "man-made
fabric which impinges on experience only along the édges, Or to
change the figure, total science is like a field of force whoée boundary
conditions are experience,'}9 When we have a conflict, then, between a
prediction, call it P, and experience, readjustments must be made

¥y

somewhere in our cenceptual scheme; aund in veevaluating P we must

;

reévaluate other statements insofar as they are connected or inter..
twined within the fabric of our conceptual scheme, However, according
to Quine, there is no question of right or wrong when it comes to tle
readgustment of statements within our conceptual scheme, occasioned

by conflict at the periphery of experience, Rather, we are guided

16

only by considerations of simplicity and consexrvation, anl hence,

we have a wide choice as to which statements we will adjust, i.e.,
give new truth values to, especially as we wmove to arecas within our
gsystem whiclh are net directly connected wit! sense experience, But
aside from simplicity, there is no more to ask of a theory otber Thia

that it be able to explain facts and predict futurc events; there is

1o other criterion to test the "“truth"of a thcoryﬂll

)

lSQuine, "Iwo Dogmas' p.42.
L6y Dogmas'" p, 43,
"Thus Quine believes that the only difference between a theory

which points physical objects and one which posits Homer's Gods is that
one is morve effacacious in explaining the factis,
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Naturally, when a prediction concerning a particular set of
sense experiences fgils more than a few times, we view that theory
with suspicion which led us to make our prediction and we strive to
revise those statements within our theory upon which the prediction was
baseqd. And so it is that theories are rejected or revised when their
predictions fail, However, Quine also points out that a theory may
consiat in such firmly conditioned connections between the statements
of that theory and the predictions it gives rise to that it Qithstands
the failure of a prediction or twb,lg We are always more inclined to
explain the failure of a prediction as due to a mistake in observation,
unexplained interference; or even hallucination, rather than give up
the theory, even though it idievcloped in order to save appearances,

In such cases, '"the tail thus comes; in the extremity, to wag the
doge"lg

Quine®s point then, is that it is senseless to speak of the
empirical content of a statement, especially a statement which is
remote from the experiential periphery of tle conceptual field, for
the weaning of any statement can only be delermined within the context
of a theoretical system which includes logical laws as well as sentences
reporting immediate experience, And if we accept that within every
statement the factual and&he Jogical are intimately and inseperably
connected in proportions depending upon the systematic import of other

statements in the conceptual scheme, then the analytic.synthetic

< . -
1°Qu1ne, Word and Object p,18,
Quine, Word and Object p.19,
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distinction appears to be one of degree and not of kind, For a state-

ment is only analytic because it happens to be central to our conceptual
scheme, i,e,, it is not 1inked‘direct1y to sense experience; and hence,
we are more likely to change the truth values of {tlose statements
which are more directly associated with a recalcitrant experience,
However, if for the sake of over all simplicity we find it wmore fruit-
ful to give up even the central statements as true, then we are certainly
Jjustified in doing so, analytic statements ox not, ”Physicai laws
can be challanged, and revised without ever being themselves subject
to test in any particular expefimentg”zo S0, Quine argues ig%s very
difficult, if not impossible, to show how tlese plysical laws which
apparently have the status offinalytic definitions, differ in any
essential way from other scientific hypothesis, TFor while physical
laws such as, e.,g., F=MA, do have a preferred status epistemclogically,
they can, as any bypothesis can, be overthrown if we adopt a system
(for the sake of overall simplicity) which includes statements in.
compatible with other statements previously held to be truec by definition,
€.8es 'IF=MAY, Even revision of the law of the excluded middle, Quine
argues, has been proposed in order to simplify quantum ﬁechanicso

The net result of Quine's thesis is twofold, On the one'handp
fany statement can be held true come what may, if we make drastic

. 21 .

enough clanges elsewhere in the system," As was mentioned above,
we may even hold on to the truth of a statement which is relatively
close to the periphery of experience such as, e.,g., ‘There are 1no

20. - . \ .
Oﬂutnam? "The Analytic and the Synthetic'.
lQuineP “I'wo Dogmas' p,43,



flying saucers from otber planets', by pleading hallucination in the
face of conflicting experience, On tle other hand, Quine maintains
that no statement is immune to revision, Thus, if what Quine says
ig correct, the distinction between iruths by stipulation, 1,2,
analytic statements and truths by experiment, i,e,, synthetic statements,
is one which can scarcely be as ¢lear as Carnap makes it out to be,
Now, we will want to examine these extraordinary, if not to say revow
lutionary, conclusions very carefully, buy first I want to make a few
preliminary remarks,
To begin with, we have seen that because Quine does not believe
we can attribute meaning to single statements, be argues that we must
view the whole of ‘scientific knowledge as the unit of significance,
But why should we think that the whole of our scientific knowledge
is so closely related as to be considered the hasic_unit? Why not
a part? "In what way, for dinstance, does my discovery that I bave
forgotten whether I boarded the train at 12:12 or 12:13pm, affect the
sunspot theory of economic c:ises?”ZZCertainly the onus is on Quine
to show the relationship between the statements of our language(which
are at first sight totally unrelated) in more detail,
Also,; just because a statement is synthetic on Tuesday, it
does not mean that the same statement was not analytic on Monday;
Just because a statement "becomes" syntletic, it does not mean trat

there is no distinction between the analytic and the synthetic, and

,) T 1381, 3 -
2”Albe::t Hofstatder, 'The Myth of the Whole", The Journal of

Philosophy (1954) Vol, 5, p.397-417, o
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it may Dbe an unblurred one at that, For thougl once we have explicitly
reconstructed a particular language Ll’ and hence, are ablg to deter-
mine all the amalytic sentences of that language, the reconstruction of
Ly (ﬁnj hence the ability to determine all the analytic sentences ofLq)
does not mean that we cannot give up Ly and adopt another language,

say Ly, in its place, even though though the analytic status of some

or all of the sentences of L; will be changed, FPurthermore, strictly
speaking, a sentence S; in a language I, will never change its analytic
status, for a sentence can only. be defined wi £ respect to a given
language, And so, the nmost we would be justified in saying is that a
certain sign-design is common to two different languages Ly and Ly;

in Lt e sign-design along with its interpretation is tle sentence

Sl' while in Lz it is tre sentence S2¢ And thougi both S1 and &5

may e analytic or synthetic, they are not identical sentences, More
will be said about tlis in the concluding chapter hut let us say,

in passing, tlat Quine does not seem to he taking tlese factors into
account wlen arguing for tle gradualist thesis,

Guine maintains that an analytic statement is really only a
statement whic! is central to a conceptual system, But a guestion
which needs to be angwered is why it is just these particular state.
ments have been deemed central; for after all, there is a great deal
of agreement over which sentences are or are not analytic, If all
Quine can say in answer to this question is that we choose those
statements as central which afford the simplest Conceptua%%cheme

consistent with tie facts, then the gradualist is open to his own
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questions, viz., what determines what the facts are? Hoﬁever let us
pass over this question anl see whether or not the thesis that any
statewent can be held true come what may or that no statement is
immune to vevision can really stand up after closer examination,

First, let us consider the claim that any statement can be
held true come what may, In asserting that any statement can be leld
true come what may, provided we make drastic enougl adjustments else-
where in the system, Quine is subscribing to the Duhemian thesis that
every empifical statement S is Linked inductively witl an auxiliary
set of assumptions A, which makes it impossible to counslusively refute
8023 This means, in effect, that if an empirical statement S linked
together with A entails a cextain set of olservational consequences
0, then the failure of O to appear, i,e,, some other set of observalional
consequences are tle result instead, say Ol, does not by itself entail
the falsity of S, Ulor supposedly, we may be able to modify A in such
a way that together with S, the adjusted A, call it Al, does entail
Ol, The most drastic cases of adjustment are, witl respect to central
statements; revision of logical laws, whereas, with respect to statements
cat tie periphery of experience, the plea of hallucination,

Of course, fiis tlesis can be wade trivial if we count as an
alteration of assumptions the changing of the meanings of words widich
occur in §, The statement 'Gold dissolves in water', for example,

can be maintained as true if our "adjustment" is tle stipulation that

ZdPierre Dubem, The Aim and Structure of Physical Theory,

N, J., Princeton University Préss, 1954, p. 183-190,
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by ‘'gold® we mean table salt, But certainly, Quine is not concerned
with cases such as these, This thesis can also be made trivial if we
are forced to plead hallucination to an excess, for any theory which
can be maintainced only at the cost of people constantly pleuding.
hallucination is, Quine will certainly concede, hardly to be regarded
as useful,

Incidently, Quine's use of the word 'hallucination' seems to
be a bit extraordinary, Normally, when we speak about ballucinations,
we are talking about somebody's impression of an entity (ox a property
of an entity) which nobody else has, If a person sces pink elephants
and nobedy else does, we say he is hallucinating., Thus cur evidence
for saying that somebody is hallucinating is largely that nobody else
has the appropriate impression, However, an occurance of the kinq of
halluciﬁation Quine is suggesting we plead (to save a particular theory)
is not coufirmed in such a way; His kind of hallucination everybody
would suffer and the only "evidence" (if we can call it that) which we
have is that it does not contradict theory., Furthermore, whenever
anybody does suffer an hallucination, there is a cause for its occurance
which many times can be determined, But what kind of explanation can
be given for an occurance of the kind of hallucination Quine speaks of?
There seems to be no explanation even though we would especially want

one in a case where gzcrggggx_suffered the same hallucination¢24

24These points were suggested to me by N.I, Wilson in conversation,

gl
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To return to the Duhemian thesis, Quine is apparently main.
taining that for any § and A which imply or entail 0, if a disconfirm-
ing set of observational results O' is encountered, then there is a

(non-trivial) A' which, together with S, theoretically explains ox
implies O', The important question here is not the psychological one
of whether or notl scientists possess the ingenuity to discover (or
construct?) such an A', Ratﬁer, the crucial question is the theoreti-
cal one of whether or not there is, in principle, for every S a non-
trivial A' which in all cases preserves the truth of $ im the described
mannar, Judging from what has been said, such a claim appears to be

a non-sequitur, For it does not follow from the Duhemian thesis that

§ cannot be conclusively refuted on the basis of conflicting observa-
tional data, that there is such an A, i.e., a modified set of auxi-
liary assumptions, which can preserve the truth of S in all cases.
Evidently, Quine takes it on faith that there always exists such a
modification of theoxy, But this question cannot be counsidered closed
and the onus is again on Quine to show in greater detail how it is that

the truth of any sentence can be preserved "

come what may,"

et us now considef the claiw that no statement‘is immune to
revision, It is Quine's contention that since analytic statements,
i.e., definitions, act as premisses in predictive inference, the dew
cision to alter these in the face of a conflict between prediction and
observation differs in no essential way from our‘decision to alter
an ewpirical hypothesis, However, as Bohnext asks, "What can it be

to disconfirm or revise a definition (on any rounds)?”25l acgree with
ARty ) 2 (=]

25pohnert, "Carnap on Definition and Amalyticity,' p. 420.



Bohnert that it cannot be done. For since every definition of a term
in a language L figurés indirectly in the formational and transform-
ational rules constitutdng that language, to assign that tegm, i,ec,,
sign-design, a different definition than that assigned to it in L.is
to move to a different language L', And although it may seem a bit
eccentric to maintain that we move to a different language when dee
fining a sign-design in a different way, it is as simple an explana.
tion as any other consistent alternative, Now in denying that, strict.
ly spealking, definitions can never be revised, we do not mean to say
that physicists, for example, do not aim af the same intuitive concept
in adopting a new definition to replace one that, for some reason, is
unsatisfactory. It is just that to adopt a new definition is to adopt
a new language, 1 hope to make this point clearer later on in the
conclusion,

This brings up the question as to whether we ever revise log-
ical laws. Quine contends that revision of the law of excluded middle
bas been proposed as a way of simplifying quantum mechanics, Let me
say at the outset, first of all; that ¥ have not been convinced that
there is any observational data in guantum mechanics, or anywhere
else, which would necessitate, or even indicate, that we should re-
vise or abandon the law of the excluded middie, But for the sake
of argument, let us assumg that some experimental cvidence has motivated
a scientist to declare the law of c¢xcluded middle faise; In this case,

the law would not be revised but abandoned, or to be more precise,
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the language in which the law is taken to be Letrue would be abandoned,
The scientist would adopt a different language which retter serves his
purposes, i.,e,, does not contain an L-true sentence which has lLeen
empirically disconfirmed, This would not mean, though, that the
deductions made on the basis of this law within that language (in

which it is included) have been invalidated any more tran the proéfs

of Huclidean geometry have been invalidated with {le advent of non-
uclidean geometries, even trougt Luclidean geometry has been empirically
overthrown,

On the otlwer hand, our scientist may merely want to say tlat
the law of tie excluded middle bhas to e vestricted, tlat is, it can
not be applied in certain contexts sucl as, e.g., in quantum mechanics,
here thougl, I camnot see how sucli a restriction can be considered a
revision, if by ‘'revision' we mean a change in the truth value of a
sentence (which is what 1 take Quiné {0 mean when ké says that no
statement is immune to revision),

Perhaps it will be argued, to take a differeat line, trat
apparent revigions or disconfirmations of definitions Frave really
been revisions or disconfirmations of hypotleses, These hypotheses
sucl as, e.g,, ‘ensrgy = %MVZ', were simply so highly confirmed em.
pivically that trey had come to te spoken of (wrongly parhaps) as dee
finitions. This tendency to call scientific hypotleses 'definitiong®
is probably the result of an unsound analggy hetween mathematics and

.. . 26 , . . -
the empirical sciences, But due to tle empirical naturc of trese

zoﬁvhnert, "Carnap on Definition and Analyticity' p.427,
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so~called "definitions' they should not be treated as immune to revisi&n
if observation calls for it. In fact no sentence not purely logical,
i.e,, one in which only the logical terms occur essentially stould

be treated as immune to revision, but rather should be treated simply

as an empirical hypotleses,

In regsponse to tlis argument, let us say first of all, that
even if we do decide to treat only logically true sentences as analytic
(anl regard all others as empirical Fypotleses), the analytic-synthetic
distinction is in no way destrqyed or even "blurred"™, If anything,
the distinction becomes slarper than ever; all and only logically
true sentences are analytic and all the rest are synthetic, The dhove
argunent, if valid, could only slow trat more sentences are syntretic
than previously supposed,

However, there are good reasons wiy we slould not decide to treat
only logically true sentences as analytic, "Not only does there seem
little to be gained by holding open the possibility of disconfirming
the hypotleses that a meter is a Mundred centimeters in length or that
electiric field strengtl is the gradient of electrical potential, but
a serjous loss of control in communication would result from tle
abandomment of definitions or other devices for producing analytic
sentences otler than logical trutls,"*7 If a language las certain
rules whiclh are immune from revision, the language, to an extent is
frozen, and this enables the speakers of a language to communicate better

A — , 23
because tley slhare a common basis intrinsic to their language, ™



Another attraction, related to tle above, is that witl fixed rules the
. language is more easily taught, Finally, it is just more convenient
to use a word like,e.g., ‘bachelor®, wather than,e,g,, 'unmarried,
adult, male, never married before, etc,®

But entirely aside from the above considerations, what could
possibly motivate anyone to revise a statement such as, e.g., ‘all
bachelors are unmarried!'? What kind of theoretical adjustments does
Quine envisage which would prompt a revision of such statements, We
will never find any natural laws conflicting with such a statement
because the class of bachelors is defined by ignoring all aspects
except a single legal one, It seems that any kind of revisgion of .
these kinds of statements will only be the trivial sort which arises

) - 29

from vwnintended and unexplained ristorical clange in the use of language,

It seems then, that even if we grant that many statements which
are now thouglt to be analytié are yeally synthetic oxn; at least, are
not immune to revision, we still rave statements such as, 'No bachelor
is married,! to keep the distinction in‘jact, Hence, I conclude on
the basis of what has been said that the gradualist thesis, as pro-

pounded by Quine, in no way "blurgs" the analytic-syntltetic distinction,

ZgPutnam, 92; Cigﬁ



CHAPTER VX

CONCLUSION

In chapter IX we'remarked that the so-called '"natural"
languages lack the precision and intensional clarity of those
languages which lrave been explicitly coanstructed, Undoubtedly,
part of the problem in ascertaining whether a given statement is
analytic or synthetic in, say, Bnglish is due to the fact that
Inglish is not in all respects unambiguous nf; at any rate, the
"meanings" of all its expressions have not been specified to a
sufficiently high degree to allow for an easy determination in all
casegﬁl

Trhis problem is Compouﬁded wien we consider that Bnglish,
because it is used, is constantly evolving, that is, tle meénings
of the expressions are not static, Ratrer they clange with usage,
so that even if we can precisely describe Bnglish at time t1 on the
basis of the usage of speaker P(and thus be able to determine for
every sentence whether it is analytic or synthetic in English fox
P at tl), there is no guarantee that that description would be correct

lPerbaps it would be more correct to say, following Wilson,

that it is not Pnglish which lacks precision and intensional clarity
but our use of Bnglish; IDnglish itself is as precise as any other

language, See The Concept of Language, Chapter VII,

93
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for the language P uses at time tz,z A new description may very

well be required of the language P ﬁses at tz or, if not a new desw
cription, at leasf a wmodification of the initial one, Now this does
not mean, as we have tried to show in the last clhapter, that a state-
ment can be analytic at ty; and syathetic at tp, But it may mean that

a certain statement may appear to be analytic at tj and synthetic at

t,. Actually, if a statement appears to be analytic at ty and synthetic
at t, on the basis of observing P's linguistic belavior, it is a good
indication that P is using a different language,

One migﬂt think that X must be awfully desperate, in wanting
to maintain the analytlic s&nthetic distinction, if I have to resort to
the plea that though a sentence appears to have changed its analytic.
status, it is really only that P has adopied a different language,

I can rear someone saying that this is an awfully fine point on whick

to rest suck a case., My response to these doubts is however, that

fine thougl our point may be, the fineness of it in no way detracts
from its force, And the force of the point comes from the fact that
anyway you look at it, the "meanings'" of the expressioﬁs of a language
are governed by trhe rules formulated in the metalanguage; - the meaning
postulates precipitate out of the metalanguage, If of two metalinguistic
systems one sanctions the use of a certain meaning postulate while

Zand this is assuming that P is not a person we would ordinarily
describe as being bilingual,



the other has no such meaning postulate, we are totally justified in
concluding trat these two distinct metalin&ﬁistic systems define two
giﬁgigg§>object languages,. And it makes no sense to say that a sentence
which occurs dn one of thre object languages is identical with a sentence
whick occurs in the other, since a sentance can only be defined with
vespect to the language in which it occurs,

Let us illustrate this.point by an example, Suppose a lexicographeg
is studying a community of speakers (whiclh, for convenience sake, we
shall call §) in an attempt to determine which statements for thess
speakers are analytic and whicl syntbeticg. Now to deternine which
statements are analytic and wbich synthetic for § at ty, the lericoge
rapler proceeds by tre method outlined at the end of Crapter ITL,

That is, itbe lexicograpber puts the appropriate questions to § and

takes note of tleir verbal re§ponses'in order to determine the intension
of any given predicate term whicl § uses, Thus the lexicograplers

can find out the general condition any entiiy wmust meet in oxder for

S to be willing to apply a particular predicate to that entity, Now

let us suppose further that at t;, on tle basis of the linguistic
responses of §, it is establisked that in ovder for $ to apply the

term ‘Raven' {o any object, that object must be, among other things,
black, The lexdcograpber will note then in ris description of tre
language of S (Ls) that the statement

(1) All vavens are black,

2

is analytic, and since the sentence is descriptively analytic, i.e.,

one or more of its descriptive terms occus essentially, the meaning
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relationship of the predicate terms ‘*raven® and *black® will have to
be described alse, So the lexicograpber, accordingly, records that
for S at t; the sentence

(2) (x)(RxaBx),

is a meaning postulate, i.e.,(in the language of Meaning and Neccessity)

it holds for all state~descriptions or, in other words, its necessity
is simply a congequence of its metalinguistic translation which tells
us that (2) is true,

After asking many more questions and noting the responses of S,
our lexiéog:apher finaily arrives at a fairly complete description
of Lg at t1, This description, let us not forget, inéludesg amnong
other things, the sentence (2) as a meaning postulate, Now we may
xemagk here that there are at least two ways in which the sentence(l)
has come to be analytic for S at tq. It may be that S has a priof
conception of what it means to be a raven in much the same way that
we lave a prior conception of what it means to be a unicorn, That is,
prior to our ever having seen anything which we would call a unicorn,
we know that if we were to calllsomatking a unjicorm, it would have to
have one horn in tre middle of its forchead, Similariy-s may know or
Fave known prior to ever having seen a raven, that if anything is
correctly to be called a raven, it must be black, Undoubtedly, this
is the ground for a great many statements being leld true "come what
may,"” howevesr, it is not the reason wlen it comes to the analyticity
of other statements, It may be, aund is more likely, that S bad no
idea of what a vaven is prioi to seeing one, l,e,, S had no prior

conception at all of even the accidental propertics, let alome the



essential ones, of a raven, But at some moment or othe, § discovered
this particular kind of object which was notbaltogether like anything
it had seen before and so § decided to use a tern which was not applied
to any other kind of object, Hence, S used the term 'raven' to refer
to entities of such a kind, Now S may not have been verv interested
in tle first ravens they.saw; not even interested enough to notice
that all tle ones they bhad seen were black in color, But gradually
S became aware of tle fact tlat every raven which it had observed was
black; the blackness of the ravens was indeed one of the few properties
whicl was common to all rawvens, And so, that property became so closely
associated with ravenlood tlat (1), conscicusly or not, ‘became'
analytic, Or, to be more precise; S adopted a language, consciously or
not, in whichk (1) is analytic,

Now let us suppose that one day § came across an object, call
it f, whicl was like a raven inrall the essential respects except
that it was not black; ratter it was brown, BEBxcept for thé color
thouglh, anything whiclh could be said about a raven could be said about
v. The probdblem then for §, is what are they to call y? If seems as
if there are two alternatives open to §, FRither $ can stand by its
previous convention signified by (2) and classify y in a different
category as an object wiick is very near to beipg a raven but not quite,
or S can abandon (2) and decide that y should be classified along with
other rvavens, If 5 chooses the latter alternative, $ is conceding
that the property of being black is uot(e;sential to heing a raven,

ge in whkiclh (1) is amalytic,

o

and so they will have no use for a langua
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It so happens that S is not particularly prone to standing
by its conventions, and so (2) is given up as a meaning postulate,
But to give up (2) is to give up a language, vigz., that language in
whicl (2) is a meaning postulate, If our lexicographer returnsg to
study Lg once again and, after putting guestions to and receiving
responses from S, finds that (1) is not analytic, his completed dese
cription of Lg at t2 will not include (2) among the meaning postulates,
This is to say that ke will lFave described a different languagec Fence,
thougl (1) is analytic for S at ty and synthetic at tp, we have no
Justification to conclude that (1) at ti is identical to (1) at 2,
They are sentences of differené languages just as the sentence “ich
bin krank™ in German is different, i,e., not identical, with the

sentence "“Saow is white ¥

&
i

in Bnglish, I hope then that we are clear

to why a statement can never become dnalytic or become synthetic,3
Now the charge has been made that the choice of meaning
postulates is arbitrarye4 This charge, though, is only partially

valid, Indeed, the cloice of meaning postulates can and may be arbitrary

if we are constructing a language solely for the purposes of

semantical investigation, In such a case we are free to cloose any

(&)

weaning postulates at all only on the condition that their adopiion

31t should go almost witlout saying that Lg before S discovered
ravens was also different than Lg at t1, since at that time (1) was not
a sentence at all for S,

4See N L,Wilson, The Concept of Language p,132, "Where do
these meaning postulates come from? Do we just pull them out of tle
air?'' What makes Wilson's charge particularly stzange is trat on the
same page bhe seems to approve of Carnap®s methed for the behaviorigiic
testing of sentences to determine whether or not they ave analytic,
Actually, this is the same method which would bz employed to determine
which are the meaning postulates for a speaker,
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does not result in an out and out contradiction, OF course, we mﬁst
forfeit this freedom if our formalization of a 1aﬁguage is to be
presented as an accurate description of a language already in use,

But to forfeit our freedom, in this wespect, means that our selection
of meaning postulates cannot be.arbitrary, For example, in our hy-
pothetical case presented aboﬁe, I don't seebhow we can call the chdicé
of (2) arbitrary,., Our lexicographer has come to seleci (2) only

after many hours of hard work observing the responses of S to questions
which he has carefully thought out and put to S, And so, his choice |
of that meaning postulate is reélly no more arbitrary than is the

.

decision of a touri:

e

t visiting Germany to translate 'Wasses'

$o]

into the

g

English word 'watez',
To conclude, let me give a short summary of the conclusions

I have come to in light of the previous chapters, First, and most im-
portant, there is an analytic-~synthetic distinctioﬁ. This distinction
reflects the difference between sentences which are true solely in
virtue of the semantical rules (and since the semantical rules, along
with meaning postulates, specify the meanings of the primitive descrip-
tive words, it is correct to say that these sentences are true solely in
virtue of the meanings of their terms) and sentences which are true
pattly because the world is the way it is, i,e., the truth of these
lattesr sentences depends not only upon their meaning, but also upon the
facts being what they are, Aund thougﬁ it is true thalt we cannot, as of
yet anyway, provide a general definition of analyticity, as "Tanalytic'can

only be defined with respect{ to a given language, this in no way shows

MCMASTER UNIVERSITY LIBRARY
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that the analytic-syntbetic distinction is a myth, For all the other
semantical terms, which are defined in such a wey that the double-
elimination difficulty is not avoided, ave in tle same need of a

; s s 5
general definition,

What Quine seems to be gaying then, though I think he could
have been clearer in saying it, is not soimuch that there is no analytice
gynthetic distinction, but rather that there is no sure way of deterw
mining, for a speaker, what sentences are analytic and what sentences
are synthetic, In other words, Quine believes that it is not possible

. s s M s . . . .
t¢ provide behavioristic criteria, if no definitions, for the testing
of semantical concepts such as, e.g,, analyticlty and synonymy, X
think, however, that though Quine is probably pointing to the weakest
spot in semiotic, in his demand for befavioristic criteria of semautical
notions, he is not justified in believing that the task of providing
these criteria can not be fulfilled, Por I think that Carnap has cutliued

SWe should point out here thai apparently wilson has, in
The Concept of Language, provided us with general definitions for a
number of semantical terms not including Yanalytic®, He does this
by defining his language witbout uging semantic tecrms, thus avoiding
the double elimination difficulty, However, because he is evidently
suspicious of meaning postulates, he did not attempt to incorporate
them into his system, And since meaning postulates, or something
like them, seem to be essential in order to specify the meaning .
relationships of differvent primitive terms, it is not surprieing to
find that no general definition of ‘fanalytic® is forthcoming fxom
Wilson, Wilson's suspicion of meaning postulates arises primarily
from the Ffact that we bave no "requirements, comparable to the
completeness and consistency requirements for légic” (p.132), for them,
It is significant thougl, thai Wilson does not conglude that there is

no analyticegynthetic distinction, but rather that something is wrong
with designation rules!
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a proceedure which, even if it is not developed in enough detail, is
at least a step in the right direction towards a clear pragmatic criterion,
And though the technical difficulties are enormous which stand in

the-Way of correctly applying such a method as Carmap has outlined,

there is nothing, in principle, which should keep us from carrying

it through, Thus, I think Quiﬁe;s main contribution in coming out .
against the analyticwsynthetic distinction is neither his belief that

the distinction is a myth nor his proposal that we accept the gradulist
program; rather it is the effect his attacks have had in spurring

out of complacency all those philosophers of language who mistakenly

thought they had a sound pragmatic foundation for descriptive semantics,
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