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Abstract 

Track-Before-Detect (TBD) algorithms are far more efficient over standard Detect­

Before-Track (DBT) target tracking approach for tracking targets in low Signal-to­

Noise-Ratio (SNR) environment . \ iVith low SNR scenario the target amplit ude may 

never be strong enough to exceed threshold value and under classical setting such 

cases will not lead to detection. This might be the case in spatially diversified mul­

t iple sensors network like iVlultiple-Input-lVlult iple-Output (MIMO) radars. T hrough 

letting the t racking directly on the unthresholded data, TBD techniques exploit all 

the information in the received measurement signal to yield detection and tracking 

simultaneously. \ iVith TBD framework an efficient mult itarget , non-linear filtering 

algorithm is an issue to extract information from target dynamics. In this thesis 

Probability-Hypothesis-Density (PHD) filter implementation of a recursive TBD al­

gorithm is proposed. The PHD filter , propagating only the first-order statistical 

moment of the full target posterior , is a computationally efficient solut ion to mult i­

target tracking problems with varying number of targets . Furthermore a PHD filter 

based t racking algorithm avoids the pre assumption of the maximum number of targets 

performing the state estimation together with number of targets. 

T he PHD fil ter based TBD algorithm is applied to mult itarget tracking with 

MIMO Radars . \ iVith widely-separated transmitters and receivers of MIMO system 
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the Radar-Cross-Section (RCS) diversity can be utilized by illuminating the target 

from ideally uncorrelated aspects. Multiple sensor TBD is proposed in order to pro­

cess the measurement signa.ls from different multiple transmitter-receiver pairs in the 

MIMO Radar system. In this model target observability to the sensor as a result 

of target RCS diversity is taken in to consideration in the likelihood calculation. In 

order to provide a benchmark for testing the proposed algorithm performance, Pos­

terior Cramer-Rao Lower Bound (PCRLB) for widely-separated MINIO radar is also 

presented. Monte Carlo simulations have been done on multitarget scenarios with 

various SNR values and target motion models. Performance evaluation on simulation 

results demonstrates the improved performance of the proposed tracking algorithm. 
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Notations 

A Area of surveillance region 

Ck(Z) Distribution of false alarms 

ET Total average received energy 

I E (.) Expectations 
1 

~ Ie Carrier frequency 

F (.) Target motion model function 

g( .) N on-linear range measurement function 

HI Target present hypothesis 

Ho No target present hypothesis 

H Channel Matrix 

10 (.) Modified Bassel function of second kind 

Jk Jew born part icles 

k Time step 

lmn Likelihood ratio 

L N umber of t argets 

Lp N umber of part icles per target 

IVI Number of transmitters 

JVIm N umber of Monte Carlo Run 

N Number of receivers 

Np Number of particles used in part icle fil ter 

Nt Estimated number of targets 

PS+ N Probability of signal plus noise measrment 

PN Probability of noise only measrment 
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Pc Probability of target survival 

PE Probability of target birth 

PD Probability of target death 

Pd Probability of detection 

I Pja Probability of false alarm 

j Q Covariance matrix 

Range bin T 

r ( t) Received signal 

R Total number of range bins 

s( t) Transmitted signal 

T Sample t ime 

V k Process noise 

ilmax Maximum target speed 

\!;nax IVIinimum target speed 

w( .) \iVeight of particle 

w (t) Additive white gaussian noise 

X k Target state vector 

Xk Estimated target state vector 

I Complex amplitude measurement 

( Target scatterer 

R Rayleigh distribut ion 

(JA Rayleigh parameter 

ex: Proport ional to 

E Element of 
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Chapter 1 

Introduction 

Target t racking has been playing a prominent role in today's world. In the past 

decades tracking has been in a wide area of applications in both military and com­

mercial systems. These applications include Global Position System (GPS), inertial 

navigation system, missiles guidance and control, air traffic control, satellite orbit de­

termination, marit ime surveillance, fire control system, automobile navigation syst em 

and underwater target tracking syst ems. 

Tracking involves estimating unknown dynamic quantities of the target of interest 

on the basis of observed dat a from sensors. In most t racking applications the priori 

knowledge of the underlying phenomenon can be modeled. Once the phenomenon is 

modeled , based on the measurements, it is possible to apply statistical methods in 

order to opt imally estimate quantities. The process of ext racting information from 

the dynamics of a system is generally referred to as filtering. There are well studied 

fil tering techniques, e.g., t he Kalman fil ter , in the case of a single target and a single 

set of linear measurements. 

Most real world problems involve multiple targets with multiple sensor networks in 
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densely populated clutters. It is a challenging problem for a Mult iple-Target-Tracking 

(IVITT) algorithm to determine from this noisy data how many targets are present 

and where t hey are located. The usual approach to mult iple target tracking involves 

tracking each target independently with a single target stochastic filter such as a 

Kalman fil ter , extended Kalman filter or particle fil ter. These fil ters require that t he 

correct measurement is fed to them to ensure that they are estimating the correct 

t rajectory which leads to hard data association problems. 

This thesis investigates the problem of multitarget tracking in low Signal-to-Noise-

Ratio (SNR) environments using mult iple sensors. In widely-separated multiple sen-

sor networks , e.g. , MIMO Radars , depending on the target orientations to the sensors , 

t he received ampli tude may vary from one transmitter to receiver path to the other. 

In addit ion, due to low SNR environment the received signal may be very weak. In 

such scenarios detection based tracking algorithms fail due to miss detection. The 

most convenient approach under such cases is to implement a track before detect 

algorithm. Compared to conventional TBD methods such as Hough transform , dy-

namic programming and maximum likelihood estimation, the recursive Bayesian TBD 

algorithm is shown to be computationally efficient. 

Part icle filters can be used to implement Bayesian TBD algorithm. In this ap-

proach a modeling setup is used to accommodate t he varying number of targets where 

a mult iple model SlVIC based TBD approach is used to solve the problem conditioned 

on the number of targets. Thus the algorithm only deals with limited number of 

targets. Also it is limited to the assumpt ion that the maximum number of target is 

known at each t ime step. T herefore a PHD filter based track before detect algorithm 

is proposed in this t hesis to counter the aforement ioned limitations. In a mult itarget 
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environment in which both t he states and the number of targets vary as a result of 

target birth and disappearance, PHD fil ter can effectively perform t he state estima­

tion together with number of targets in each t ime step . Furthermore a PHD filter 

algorithm avoids assuming known ma.ximum number of ta.rgets . 

In this thesis the PHD fil ter based track before detect algorithm is proposed 

and applied to MIIvIO Radars. PHD filters propagate only t he first-order statistical 

moment of the full target posterior in which the number of targets in the surveillance 

region is estimated by integral of t he PHD or t he total weight of the samples. IvIIMO 

Radars are chosen due to their improved performance over t he phased array system. 

IvIIMO Radars are new generation of radar system that bring many advantages 

with them. MIMO system improve detection and localization performance of targets 

by exploiting independent signals at the array elements. Tracking mult iple targets 

with MIMO radars in a widely-separated sensors architecture is a nonlinear estima­

t ion problem. The available information that can be extracted from MIMO radar 

signal model about target states in t he given scenario is amplit ude measurement in 

each range bins for each transmitter-receiver combination. Thus the target states 

signatures will be mapped to the received amplitude measurement in each range bin 

by a non linear function bi-static range only measurement. 

In order to process all t he raw signal measurements together a multiple sensor 

TBD is also proposed. A mult iple sensor TBD puts each likelihood of target exis­

tence for t he possible t ransmitter to receiver path all together in centralized tracking 

manner. As a result , t he sensor with better observability to t he target will gain more 

weight in the resultant likelihood calculations. Simulation results on different scenar­

ios demonstrates t hat the proposed algorithm is efficient in detection and tracking 
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targets in low SN R. Here the proposed PHD filter based TBD algorithm, not limited 

t o NIIMO Radars, can also be adapted to mult i-static radar systems. 

The rest of the paper is organized as fo llows: In chapter 2, a literature survey 

on t-,/II NIO Rada.rs, MIMO Rada.rs classification and performance , tracking techniques 

(both detection based and TBD approaches) and a background on PHD fil ters are 

presented. A detailed signal model of widely-separated MIMO Radar, which is used 

as measurement tool, is introduced in chapter 3. Also, the target dynamic and mea­

surement models are presented in this chapter. The Posterior Cramer-Rao Lower 

Bound (PCRLB) for widely-separated MIMO radar is derived in the same chapter. 

Chapter 4 discusses the multiple target TBD with particle filters framework. Multi­

ple sensor TBD is proposed in this chapter. A Track before detect PHD fil ter t hat 

discusses both the theory and implementation is presented in chapter 5. Simulation 

results of the proposed PHD filter based TBD algorithm and the performance of t he 

algorithm in different scenarios is described in Section 6. Finally, chapter 7 concludes 

with the results achieved and suggestions for further research directions. 
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Chapter 2 

Literature survey and Problem 

Definition 

2.1 MIMO Radars 

2.1.1 Introduction 

Radar is a system used to detect , locate, t rack and ident ify distant objects. A Radar 

- Radio Detection And Ranging operates by radiating electromagnetic energy and 

detecting the echo returned from reflecting objects called targets . Radars play a 

very important role in areas such as air t raffic cont rol, surveillance, target t racking, 

ship navigation and related applications. Depending on the area of application radars 

come \-vith a variety of configuration in the t ransmitter , receiver , wavelength and scan 

strategies. 

Mult iple Input Multiple Output ( ~tIINIO ) radars employ mult iple transmit wave­

forms and jointly process signals received from mult iple receive antennas. Inherited 

5 



I 
j 

M.A.Sc. Thesis - Biruk K. Habtemariam 1cMaster - Electrical Engineering 

from from MIMO communication systems, MIMO Radars overcome the effect of fad-

ing in t he wireless channel by t ransmit ting redundant streams of dat a from several 

uncorrelated transmitters (E. Fishler and R.Valenzuela (2004), E. Fishier and Valen­

zuela (2006), Li and P.Stoica (2009), Bekkerman and Tabrikian (2006), N. Lehmann 

and Cimini (2006)). 

Obviously multiple t ransmit systems like MIMO and mult i-static radars have more 

degrees of freedom than systems with a single transmit antenna. Mult iple t ransmits 

from several decorrelated transmitte,rs to overcome target RCS scintillations. In ad-

dition , unlike a standard phased array radar , which t ransmits scaled versions of a 

single waveform , MIMO radar system can t ransmit mult iple independent orthogonal 

waveforms that can be chosen freely. The mult iple independent ort hogonal waveforms 

illuminate t he target from ideally uncorrelated aspects. 

Each t ransmitter in a MIMO radar transmits independent waveforms resulting in 

an omnidirectional beam pattern to create diverse beam patterns. This can be done 

by controlling correlations among transmitted waveforms, (Godrich and Blum, 2008) . 

Thus the received signal will result in independent fading paths, which keeps t he av-

erage SNR more or less constant. This is remarkable advantage over t he convent ional 

radar t hat suffers under large variations in t he received power of target models. Also 

waveform diversity enhances t he separation between clutter and t arget returns. Two 

possible configurations are possible for the lVIIMO radar: with antennas co-located or 

widely distributed over the surveillance area. 

6 
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2.1.2 Co-located Antennas 

\ iVith co-located transmit and receive antennas, MIrvIO radars performance has been 

shown to offer improved parameter identifiability, enhanced flexibility for transmit 

beam pattern design and direct applicabili ty of adaptive arrays for target detection 

and parameter estimation (Li and Stoica (2007), Li and P.Stoica (2009)). From a 

parameter identifiability aspect , which refers to the maximum number of targets that 

can be uniquely identified , it is shown that with a MH/IO radar , it is possible to 

uniquely identify NI targets t imes that of its phased array counterpart , where ]1.1[ is 

t he number of transmit antennas. 

Flexibility of transmit beam pattern design makes it possible to apply waveform 

optimization for better performance. Also linearly independent waveforms that can be 

t ransmitted simultaneously via the multiple transmit antennas of a rvIIIvIO radar and 

t he result ing different phase shifts allow for the direct application of adaptive array 

algorithms. Direct application of adapt ive techniques help to achieve high resolution 

and enhanced interference rejection capability. 

2.1.3 Widely-separated Antennas 

\tVith widely-separated antennas, }./IH/IO radar has the ability to improve radar perfor­

mance by exploiting Radar-Cross-Section (RCS) diversity, handle slow moving targets 

by exploiting Doppler estimates from mult iple directions, and support high resolut ion 

for target localization (E. Fishier and Valenzuela (2006), A.M. Haimovich and Cimini 

(2008), N. Lehmann and Cimini (2006)). In this MIMO radar realization, the widely­

separated antenna configuration has an advantage of using the spatial properties of 

extended targets . In such a model, the propagation paths from the transmit array 
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to t he target, which is composed of independent and identically distributed (IID) 

scatterers, are represented by stochastic fading vector. 

For localization of mult iple targets the estimation of angles and fading matrix 

can be performed using Maximum Likelihood (ML) method (Li and P.Stoica, 2009). 

The significance of t ransmit diversity on the error of direction finding techniques has 

been explored by theoretical considerations based on the average Cramer Rao Lower 

Bound (CRLB) derivation (H. Godrich and Blum, 2008). Most works done so far 

on MIlVIO radars focus on waveform design , signal processing and target localiza­

t ion with MIMO radars while litt le attent ion has been given to t racking algorithm 

development (Biruk and T. Kirubarajan , 2010). In this t hesis MIMO radar with 

widely-separated antennas is used as a measurement tool. 

2.2 Target Tracking 

\ iVhenever a radar data is collected, besides reflections from the target of interest 

it also consists of noise e.g. , thermal noise, clutter, and background noise. Tracking 

refers to processing of noisy measurements obtained from a radar in order to initialize 

and maintain estimates of targets states. Several work fo cus on the estimation theory 

considering various sensor and target models (Bkackman and Popli , 1999). 

The tracking technique, based on the processing chain of measurement to yield 

final track outputs , can be classified as Detect Before Track (DBT) and Track Before 

Detect (TBD) approach. As the name implies DBT technique is based on detections, 

which are made by applying thresholds on the received measurement. Data associ­

ation and fil tering are done after detection for final track output. However in TBD 

techniques the decision is made at the end of t he processing chain after all information 
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from t he radar data has been used and integrated over t ime. Figure 2.1 demonstrates 

the steps involved in the tracking process and the deference between detection based 

and track before detect approaches. 

Received 
Signal 

Apply 
thresho ld Cluster 

Data 
Association Filter 

1.-----+1 Track Before Detect (TBD) 1-------...1 

Figure 2. 1: Tracking processing chain. Detect-Before-Track (D BT) approach follows 
the step by step processing, represented by small boxes , on the received signal to 
output tracks. Track-Before-Detect (TBD), represented by big box, processes received 
signal with out thresholding and outputs detection and tracks simultaneously. 

2.2.1 Detect Before Track 

In detection based t racking algorithm threshold is applied to t he measurement . DBT 

technique follows a step by step processing chain of detection and clustering, data 

association, and fil tering to yield final track output. 

Detection 

\iVith DBT approach , detection decision is t he first step in t he tracking process. if t he 

envelope of t he received signal exceeds a predefined threshold, a detection is made. 

Depending on the target 's signal to noise ratio and background clutter the detection 

made can be a target or a clutter. In t his stage, clusters are made from detections 

close to each other that probably originate from the same target . The center of t he 
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cluster is taken as the center of t he possible target. \iVit h detection and clustering 

t he output is the measurements of t he cells in which a target is located. Detection 

based algorithms produce two types of error. 

• r'/Iiss detection: t his type of error occurs when t he signal reflected by the target 
I 

-I 

does not reach the threshold value. This is the case when the target is with low 

SNR. 

• False alarm: occurs when a target is declared while there is no target is present. 

Tracking 

After detection is made based on the threshold level, the next step is to construct 

t racks from the detection. Because of t he errors int roduced in t he detection previously, 

not all of the measurements are from the target . Commonly a measurement originated 

from other t han targets are refereed as clutter. 

In most cases t here are t hree opt ions available for a measurement : 

• t he measurement originates from an existing target 

• t he measurement originates from a new target 

• t he measurement is a false alarm (originated from a clutter) 

Data Association 

Data Association is an algorithm to handle measurement uncertainty by determining 

·which t rack a measurement should belong to. It is also called measurement to t rack 

association. Several methods have been discussed in t he literature with t he issue of 

10 
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target init iation , existing target update and t rack termination (Bar-Shalom and Li 

(1993) , Bkackman and Popli (1999)). Among t he strategies available to solve the 

data association problem, the Mult iple Hypothesis Tracker (MHT) attempts to keep 

track of all the possible association hypotheses over t ime. MHT can be computation­

ally complex as the number of association hypotheses grows exponent ially over t ime. 

The nearest neighbor method associates each target with t he closest measurement in 

t he target space. T his procedure has a shortcoming of pruning away many feasible 

hypotheses. A more appealing Joint Probabilistic Data Association Filter (JPDAF) 

uses a gating procedure to prune away infeasible hypotheses. 

Filtering 

Tracking filters output t he Probability Density Function (PDF) of t he state of the 

target given all the available information. This pdf is denoted by p(xkIZk) , where 

Zk is t he set of all measurements up to t ime step k . The pdf p(xkIZk) contains all 

information about t he state and can be used to obtain estimates of the state. In 

common practice for linear Gaussian systems a Kalman filter is used. For non-linear 

non Gaussian systems Extended Kalman filter or particle fil ters can be used. 

2.2.2 Track Before Detect 

Track before detect algorithms simultaneously detect and track targets without ap­

plying a t hreshold on t he measurement signal. Standard t racking algorithms use a 

DBT, section 2.2. 1, approach in which they process clustering and fil tering based on 

t he detection. Detection output is formed by applying the t hresholds on the output 

of t he sensors signal, which in t urn depend on t he choosen t hreshold level. With 
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respect to computational load and complexity, detection based t racking methods are 

b etter in the scenario where the t arget originated measurement are strong compared 

to the background clutter. 

However , In low SNR tracking scenario the amplitude of the signal reflected from 

t he target might not be strong enough to be above the detection threshold. This 

might be the case of t racking multiple targets with widely-separated sensor networks, 

e.g., MIMO Radars, in which target visibility to a specific senor might be degraded 

due to its orientation with respect to the sensor. In such cases one possible solution 

is to decrease the level of the threshold in order to detect low SNR Targets . But this 

will result in high number of false alarms in the measurement space. The high density 

of false alarms caused by the clutter in the regions of interest leads to difficult ies in 

measurement to t rack associations and t rack splitting. 

A TBD approach , in contrast , uses the ent ire output of the raw signal processing 

st age as the measurement input to the filter , which retains as much of the sensor 

information as possible. Hence, t he TBD construct provides t racks and detection 

results simultaneously in spite of this excess of false alarms, by only considering those 

false alarms that occur in sequences that are spatially and kinematically consistent 

with t he expected mot ion model of targets in the region. 

TBD is a well studied t racking approach. TBD implementation by using the 

Hough transform is presented in (B. D. Carlson and Wilson, 1994). This approach 

integrates the data for several t ime fr ames along all possible paths. Also TBD 

techniques such as dynamic programming algorithm in (J. Arnold and Pasternack 

(1993), Y. Barniv (1985)) and maximum likelihood estimation (Tonissen and Bar-

Shalom, 1998) are computationally demanding due to processing of several scans of 
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received signal. A recursive TBD algorithm which uses particle fil tering was therefore 

presented in (Salmond and Birch , 2001 ) and a recursive TBD with target amplitude 

fluctuations in (M. G. Rutten and Maskell , 2005) . 

Particle fil ter based TBD algorithm is extended to mult itarget t racking in (Boers 

and Driessen, 2004). In this approach a modeling setup is used to accommodate 

the varying number of targets where a mult iple model Sequential Monte Carlo based 

TBD approach is used to solve the problem condit ioned on the model, which is the 

number of targets . The main limitation of this algorithm is that it can only deal with 

a limited number of targets and it was assumed that the maximum possible number of 

targets is known. Furthermore the algorithms does not consider the case of mult iple 

sensors. 

2.3 PHD Filter 

In a multi target environment in which both the states and the number of targets vary 

as a result of newborn targets and disappearing ones, it is necessary to estimate how 

many targets are present , as well as their location. A Probability Hypothesis Density 

(PHD) filter (Mahler (2003) , H. (2003) , L. lin and Kirubarajan (2006)) is the most 

convenient approach in order to extract target state information from the dynamics 

of the system as well as the number of targets at a given time step without assuming 

the maximum number of targets. PHD fil ters propagate only the first-order statistical 

moment of the full target posterior in which the number of targets in the surveillance 

region is estimated by integral of the PHD or the total weight of the samples. 

In mult i target finite set statistics (FISST) approach, similar to single target case, 

there is a prediction and update step. In mult itarget prediction each individual target 

13 
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is predicted according to the single target motion model. Also the multitarget predic­

t ion incorporates statistical models for target appearance and disappearance as well 

as target spawning. Just as t he Kalman filter approximates the single target Bayes 

F ilter by using only two moments (mean and covariance) a PHD filter approximates 

for t he mult itarget Bayes filter by propagating the probabili ty hypothesis density 

which is first moment of t he mult itarget Bayes filter. As a PHD filter approximating 

t he multitarget Bayes, integrating the PHD over a region of t he state space will give 

t he expected number of targets in t he region. 

In t his t hesis a PHD fil ter for recursive TBD algorithm is presented. Implemen­

tation wise Sequential lVlonte Carlo (SMC) (Vo B. and A. (2003), Ba-Ngu Vo and 

Doucet (2005)) approach is chosen as PHD filter involves mult iple integrals \\Tith no 

closed forms in general. The PHD filter proposed in this thesis for TBD framework 

does not require a modeling setup to handle varying number of targets and is com­

putat ionally efficient when t he number of the targets is high . Instead target birth, 

continuity and disappearance probabilities are used in t he fil tering process. Also the 

proposed algorithm does not have a restriction on the m aximum number of possible 

targets in t he scenario. T he PHD filter based TBD algorithm is applied to multitarget 

tracking with widely-separated lVIIMO Radars. 

14 
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Chapter 3 

MIMO Radar Signal Model 

3.1 Signal Model 

Based on the general signal model of l\IIIr..!lO radar , a radar system with arrays of M 

antennas at the transmitter and N antennas at t he receiver is assumed. In contrast 

to the commonly used point source assumption for modeling in the radar theory 

for closely spaced sensors and large range between the target and the array, a more 

detailed model proposed by E. Fishier and Valenzuela (2006) is used for widely-

separated MIMO radar as every element in t he system observes a different aspect of 

t he target. 

In this model , it is assumed that L number of targets are located at arbitrary 

points in two dimensional space of t he surveillance region. The notation (xl, yl) is 

used to denote t he location of t he lt h target in t he surveillance region. Further , 

t he target is assumed to have a rectangular shape whose dimensions are dx and dy. 

The MIMO radar system is composed of Jill transmitters and N receivers. In t he 

following (Xtm , Ytm) , m = 1, ... , 111[ and (xm , Ym) , n = 1 ... , N denotes the transmitter 

15 
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y 

dy 
dx 
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Tr-1 
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Re-N 

Tr-M 

T 
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Figure 3.1: Widely-separated MIMO radar with M transmitters (Trl' .. . , TrM ) and N 
receivers (Rel' ... , ReN ) 

and receiver locations respectively. Here each target is modeled as composed of an 

infinite number of random, isotropic and independent scatterers uniformly distributed 

over target dimension [Xl - dx /2, xl + dx / 2] x [yl - dy /2 , yl + dy /2]. In the model 

each scatterers ((cx , {3) located at (Xl + cx, yl + {3) such t hat (cx, {3) E [-dx/2 , dx/2] x 

[-dy /2 , dy/2] modeled as zero mean, white and complex random variable. It is also 

assumed 

E{I((cx , {3 )12} = (l /dxdy) (3. 1 ) 

which normalizes the average energy returned from the target to one. The narrowband 

signal from the kth transmitter is denoted by V(Er/M)Sk(t) , where 1\ Sk(t) 1\2= 1 

and Er is the total average received energy. 

The received signal at the nth receiver due to the signal transmitted from the m th 

t ransmitter and reflected by the scatterers in the zth target is denoted by r~n' It is 

16 
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the superposit ion of signals reflected from all t he scatterers which is 

where w(t ) is t he addit ive noise. Equation (3 .2) can be simplified by t he fact t hat 

target dimension is much smaller t han t he target range from the sensors (a 2 + (32 « 

(Xtm - XI)2 + (Ytm - yl )2) and with narrow band signal assumpt ion as 

where 

and Ie is t he carrier frequency. Here ')';nn is a complex amplit ude measurement from 

the target . As shown in (3.4) t he received amplit ude information is a function of 

t he target range from the sensors, t he carrier frequency and the complex random 

reflectivity field ((a, (3 ). 

The received signal from the i'/IIMO system at the n th receiver is t he superposit ion 

of all t he signals originating from the various transmitters plus t he addit ive noise. 

Denoted by Tn (t ) is t he received signal and by Wn t he addit ive noise at t he nth 

17 



1 

IvI.A.Sc. Thesis - Biruk K. Habtemariam McMaster - Electrical Engineering 

receiver , Tn(t ) is given by 

(3 .5) 

Having N sensors at t he receiver end the collection of the received signals can be 

stacked to vector r (t ) = [Tl (t ), .. . , TN(t )JT and s(t) = [SI(t ), ... , sJ\J(t )r to represent 

the collection of the t ransmitted signals from the M t ransmit ters. Also denoted 

by w (t) = [WI (t ), ... , WN(t )JT is an N x 1 vector representing white, zero-mean and 

complex Gaussian noise. 

(3.6) 

the transmitter to the target and from the target to the receiver. H is an N x M 

matrix, which chi1ri1cterizes the channel matrix such that 

1 "Il 1 "Ill 12 "I1lv! 

1 1 

H = 
"121 "122 

(3.7) 

1 
"IN 1 

1 
"IN N! 

In Ml r-./IO radars spacial diversity is implemented by configuring transmit and receive 

elements to satisfy the independent fading coefficients 

j =!-i (3. 8) 
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and M x N independent rad ars are synt hesized to overcome deep fades. The elements 

of t he fading matrix H are independent and ident ically distributed complex Gaussian 

variables with zero mean and unity variance. Thus, t he channel matrix H has full 

column rank. 

For mult iple targets, t he received signal at a given t ime is t he superposit ion of all 

cont ribut ions due to each target present. For L target (3.6) can be re-written as 

L~ r(t ) = L - Hs(t - T) + w (t) 
1= 1 NI 

(3 .9) 

In t he received signal equation 3.9, T;nn denotes t he signal delay path from t he mth 

t ransmitter t o t he nth receiver reflected t hrough t he zt h target . From t he signal t ime 

delay the target states can be computed t hrough t he basic electromagnetic propaga-

t ion equation given by 

(3.10) 

where c is t he speed of light and 9 is a nonlinear function t hat maps t he target states 

t o t heir associated t ime delay from m t h t ransmitter t o nth receiver path. 
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3.2 Tracking Model 

3.2.1 Target Dynamics Model 

Considering a two-dimensional t racking scenario , the predicted state of the zth target 

moving in the x - y plane is given from the generalized dynamic target model 

(3 .11 ) 

w here xi = (xi, xL y~ , 1'0 is t he zth target state vector at the k t h scan. F (.) is t he 

targets dynamic model function and V k is the process noise of the known covariance. 

Also (xL yi) ,(xL yi) denote position and velocity of zth target respectively. 

3.2.2 Measurement Model 

At each discrete t ime k the received signal (3.9) is synchronized with transmitters to 

provide a new set of measurements Z k. The measurement data provides amplitude 

measurement signatures of t he targets at each R range bins. 

The measured amplitude with in a specific range bin can be due to targets or noise. 

'When a target is present in the range bin the corresponding amplitude measurement is 

proportional to the expected target reflectivity, t he target bi-static range with respect 

to the sensors and the size of range bin. The expected target reflectivity is a function 

of target SNR. Thus the measured amplitude ZiT) at the range bin (1') is given by 

~:t;t (g (xU + 1'bs(1 - 1')) + WiT) 

(1') wk 
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where i'mn is the expected target reflectivity, Tbs is range bin size, T = 1, ... , R is range 

bin number and WiT ) is t he measurement noise, which is Rayleigh distributed with 

Rayleigh parameter of (J~ . 

The complete set of sensor measurements at t he t ime step k is denoted by 

Zk = { ZiT) : T = 1, ... ,R} (3.13) 

and the set of complete measurements collected up to the time st amp k is denoted 

by 

Z 1:k = {Zi : i = 1, ... , J(} (3.14) 

3.2.3 Posterior Cramer-Rao Lower Bound (PCRLB) 

The optimal estimator for MIiVIO radars cannot be built in general , and it is necessary 

to turn to the suboptimal filtering techniques. Assessing t he achievable performance 

may be difficult , and simulation has to be done to compare proximity to lower bounds 

corresponding to opt imum performance. Lower bounds give an indication of perfor­

mance limitations, and consequently, they can be used determine whether imposed 

performance requirements are realistic or not. 

In time-variant st atistical models, a commonly used lower bound is t he Posterior 

Cramer-Rao Lower Bound (PCRLB). PCRLB is given by the inverse of t he Fisher 

Information Matrix (FIM). It is independent of t he fil tering algorithm employed , and 

is t herefore not constrained by any par t icular fil tering methodology. Therefore in 

order to evaluate the performance of t he proposed PHD filter based TBD algorithm, 

PCRLB of widely-separated MIMO Radar is derived in this section. 

For the random state vector X k to be est imated and for the unbiased est imate 
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Xk( Zk) based on the measurement data Zk, t he peRLB is given by the inverse of t he 

FIM, Jk, on the lm.ver bound of the error covariance matrix. 

(3. 15) 

A recursive formula for t he evaluation of t he posterior FINI is given by 

(3. 16) 

\ t\There 

J1:+1 D 22 _ D 21( J . + D ll)-l D12 k k k k k (3. 17) 

Dll E{ fJ2 
(3. 18) k 8 8 ln p(xk+llxk)} 

Xk Xk 

D12 (D~l)' = E{ 82 

(3 .19) 8 8 ln P(Xk+1Ixk)} k 
Xk+1 Xk 

D 22 E{ 82 

ln P(Xk+1Ixk)} (3 .20) k 
8Xk+18xk+1 

and t he measurement cont ribution factor is given by: 

(3 .21) 

For JVJ x N independent MIMO radar pairs, J'k+1 is given by 

M N 

J~+ l = L J~+ l , i (3 .22) 
i= l 
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where 

(3 .23) 

At each t ime step, R number of amplit ude measurements in t he corresponding range 

I 
bins are available. Thus the Probability Density Function (PDF) of the measurement 

1 
Zk+1,i, given (Xk+1) is given by 

R 

P(Zk+1,i lx k+1) = II p(zk11,i IXk+d (3.24) 
1' = 1 

For each target originated measurement t he amplitude measurement in t he range 

bin is Rayleigh distributed around expected target return amplitude with Rayleigh 

parameter (J A. Thus the measurement PDF is given by: 

(3 .25) 

where R(.) represents a Rayleigh Distribut ion. Thus for t he rnth transmitter to nth 

receiver, the measurement contribut ion to t he FIM is given by 

(3.26) 

Here the likelihood of t he measurements in each range bins is the function of the target 

SNR, which also depends on the target orientation with respect to t he specified sensor 

combination. As a result , t he FIM is also function of t he target SNR. Substit ut ing 

equation (3 .1 2) in (3.26) 

(3.27) 
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t hus for the state vector x 

J xl,xl 0 J xl ,yl 0 

0 0 0 0 
J:+ 1,i = (3.28) 

J yl,xl 0 J yl,yl 0 

0 0 0 1 

where 

J = ~ 1k,i E { (Xtm - x l)2 + (xrn - xl? } (3 .29) 
xl ,xl ~ , 2 ( , 1)2 ( 1)2 ( , 1)2 ( 1)2 

1'= 1 1 bsO" A Xtm - x + Ytm - Y Xrn - X + Yrn - Y 

(3 .30) 

(3 .31) 

J ="" ')'k,i E Ytm - Y + Yrn - Y R - { (1)2 ( 1)2 } 
yl ,yl ~ 2 I 2 I 2 I 2 I 2 

1'=1 rbsO" A (Xtm - X) + (Ytm - Y ) (Xrn - X) + (Yrn - Y ) 
(3.32) 
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Chapter 4 

Track Before Detect 

4.1 Theory 

Tracking mult iple targets with widely-separated MIMO radars is a non-linear prob­

lem. As it is shown in the measurement model (3.12) t he available information that 

can be extracted from MIMO radar signal model about target states in t he given 

scenario is amplit ude measurement in each range bins for each lVI to N t ransmitter-

receiver combination. Thus t he t arget state's signature will be mapped to the received 

amplit ude measurement in each range bin by a non-linear function 9 that is shown 

in (3. 10). 

In widely-separated MIl\IIO radar architecture t he received signal extracted from 

specific path vary depends on target orientation with respect to t he respective trans-

mitter and receiver. As a result there are cases where t here may be weak signal if 

t he target is located far wit h respect to t he sensors. A recursive TBD approach can 

approximate the target state directly from the ampli tude measurements in each range 

bins. TBD is applied on t he raw measurement from the MINIO receivers. 
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4.1.1 Single Target 

It is assumed that at each t ime stamp k , A grid of R range bins are read simultaneously 

from the measurement received and that an individual range bin r has an intensity of 

ziT). There are two possible measurements in each range bins. One is t he measurement 

originated from a target and the other is a measurement originated from a clutter or 

noise only. In TBD methods, t he likelihood of t he current measurement data under 

a target present hypothesis is compared with t he likelihood of the measurement data 

under a noise only hypothesis. 

Here t he background noise is modeled as Rayleigh dist ributed with Rayleigh pa­

rameter of ()~ for all range bins (r) such that t he probability of noise only mea­

surement in the range bin (r) is PN(ziT)) = R (ziT); 0, (}~) . However if the target 

source is located with in t he range bin the measurement will be Rice distributed, 

PS+N (zt ·) ) = Rice (ziT); I , (}~) , where I is the amplitude intensity due to the target 

reflection. The resultant likelihood for t he m th transmitter and nth receiver will be 

( 4.1) 

Here, by comparing the signal plus noise with noise only hypothesis for each range 

bin (4. 1) computes t he likelihood of target present in each range bin. 

4.1.2 Multiple Target 

?\/Iultiple target TBD is an extension of the TBD method above. According to the 

above TBD methodology it is assumed that it is only possible for a measurement 

source target to influence t he amplit ude measurement of the range bin in which it is 
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located or the region surrounding the true target location. In this case, it is considered 

that the targets reflections behave independently when they are not closely spaced 

and t racking in this scenario will be similar to a single target case. As the targets 

originated measurement function affects t he neighboring range bins, t he probabili ty 

of target originated measurement for L targets present is given as 

Under: Hl 
( 4 .2) 

Under: Ho 

Here pS+N (zk1' ) I x~ , ... , xt) is t he likelihood of superposition of targets present signal 

plus noise in the range bin (1'), given that t he targets are in states (xL ... , xt ), these 

probability density functions can be expressed as 

(4 .3) 

R· ( (1' ) - 2) lce Zk ; "'ik ,mn, ()' A 

This is t he general case for unknown number of targets based on the hypothesis 

testing. For t he case of known L targets t he Hl hypothesis will be considered with 

number of targets of interest and the corresponding probability of density PS+N can 

be evaluated. 

Thus the likelihood under t he hypothesis that L targets present becomes 
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exp { 

where 10 (-) denotes the modified Bassel function of second kind (Abramovitz and 

Stegun, 1965). Here a target located in one range bin only affects the neighbor-

hood range bins. In t hose range bins t hat are not affected by t he target , t he target 

originated signal measurement signal approach to zero. Thus t he likelihood can be 

approximated as 

P( Zk I xf) = II pS+N(zk
r
) I xf) II PN(zk

r
)) ( 4.4) 

rED(x) rr/:D(x) 

where D(x ) is the set of range bins affected by t he target with state x. In order to 

restrict t he cells actually affected by t he target t he likelihood ratio is defined 

II lmn(zk
r
) I xf) ( 4.5) 

r ED (x ) 

Thus t he total likelihood of rn th to nth t ransmitter- receiver combination will become 

the product of t he likelihoods in t he range bins which are affected by t he target 

presence. 
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4.1.3 Multiple Sensor TBD 

In MIMO radars multiple sensors at both t ransmitting and receiving end have to 

be considered. \ iVith widely-separated receivers t he target in the surveillance region 

will have different observability to each receivers. Thus, here it is important for 

a measurement originated from sensor , which better sees the target, to be given 

more weight while combining t he likelihoods for each sensors in a centralized tracking 

model. Target ReS is used as a measure of observability, which is proport ional to the 

function of the target distance from t he prospective transmitter and receiver. 

In a centralized t racking fashion each likelihood can be computed individually 

according to equation 4.5 and for all JilIN combination the likelihood of each receiver 

can be combined as 

MN 

l (Zlk ' Z2k··· Z(mn)k I xf) = II li (Zk I xf) (4.6) 

T he above resultant likelihood combines all available NI N combination in a way that 

the transmitter receiver path with better observability to t he target contributes more 

to the resultant likelihood. 

Once the resultant likelihood is obtained , since it is proportional to t he prior 

probability, i. e., l (Z k+l I x t+l) ex: P(Zk+l I xt+l) ' the likelihood ratio can be used 

instead of the prior probability in optimal Bayesian estimation equations given by 

(4.7) 
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Thus the over all IvIH/IO signal measurement will be utilized in the likelihood calcu-

lation and the centralized likelihood computed. The final likelihood will be used as 

weight ing factor to t he part icle fil ters discussed in t he next section. 

4.2 Particle Filter Implementation 

P art icle fil tering is a suboptimal way of solving the nonlinear non-Gaussian estima-

tion problem (Boers and Driessen , 2004). A part icle filter performs Sequent ial lVlonte 

Carlo (SMC) estimation based on the particle distribut ion. It is subopt imal because 

its ability to represent the posterior density is heavily dependent on the number of 

part icles. In t heory the particle fil ter approximation of t he posterior density ap-

proaches t he t rue posterior density as t he number of part icles approach infinity. Each 

part icle is a hypothesis of t he state of t he model, associated with a weight determining 

just how likely t hat hypothesis is. All the part icles together become a set of random 

samples t hat represent t he posterior density function. 

In part icle filter implementation of t he proposed mult iple sensor TBD algorithm 

part icles are used to extract information from the dynamics of t he system. As with 

all fil ters the output of the part icle fil ter becomes the probability density function 

P(Xk I Zk) of t he target state Xk, where Zk contains all t he measurements up to t ime 

k . Then from posterior probability density P(Xk I Zk) an estimate Xk is made. 

Thus the required posterior density function is represented by a set of random 

samples with associated weights and t hen compute estimates based on these samples 

and weights. The likelihood l(Zk I xt), which is proport ional to P( Zk I xt) is t he prior 

information that assigns weights to particles init ially spread on the state space. 

Steps: 
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• Uniformly distribute part icles over the possible state space 

• Propagate part icles forward through mot ion model 

Np 

I 
P(Xk+l I Zlk) = LP(Xk+ l I Xk)P(Xk I Zlk) (4.8) 

j • \ l\Teight particles by the likelihood for Z k+l 

(4 .9) 

• Resample to obtain particle population to w 

The particle fil ter results in populating the particles to high-likelihood region of t he 

state space. 

The particle filter based TBD algorithm presented above is suitable for properly 

initialized and known number of targets . But this might not be always t he case in 

practical tracking problems. A robust algorithm is needed that can handle variable 

number of targets estimate both the number of targets as well as t heir respective 

state. A PHD filter based TBD algorithm is presented in the next chapter, which 

estimate the number of targets together with target's state. 

4.2.1 Simulations 

Two dimensional target trajectories are considered for testing the performance of t he 

particle fil ter based TBD tracking system. The TBD algorithm uses t he raw received 

signal from MH./IO radar system to estimate target states. In t he simulation of particle 
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fil ter base TBD algorithm it is assumed that the number of targets is known at any 

given t ime. 

The surveillance region consists of a 1500 m by 1500 m square region in which 

two targets are placed. The first target is located at [100 200]T with initial velocity 

[11 lOV and the second target at [1100 900V with init ial velocity [-8 5]T . The 

widely-separated MIMO radar system consists of two transmitters (M = 2) and three 

receivers (N = 3). For the given scenario MIMO radar generated signal is simulated 

for each M ----t N transmitter-receiver pair. Details in MIMO radar measurement as 

well as the MIMO Radar used for simulation purpose can be found in section 6.1.4 
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Figure 4. 1: Particle fil ter based multi-sensor TBD t racking (k=7). 

32 



I 

I 

M.A.Sc. Thesis - Biruk K. Habtemariam McMaster - Electrical Engineering 

In the simulation, for the init ialization of targets larger number of part icles (Np = 

5000) is used and the number of part icles is reduced (Np = 2000) in the subsequent 

t ime steps after target init ialization. In figure 4.1 , a typical t racking scenario for two 

targets based on single Mote Carlo run is shown. The targets SNR is 4dB. It shows 

t he t rue trajectories, the part icles distribut ion and t rack results at t ime T = 7 s. In 

figure 4.2 Root-Mean-Square-Error (RMSE) for each target is shown. 
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Figure 4.2: RMSE of targets 
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Chapter 5 

Track Before Detect PHD Filter 

For t he non-linear , non-gaussian bi-static range only measurement from MIiVIO radars, 

A PHD fil ter is t he most convenient approach available to extract target state infor-

mation from the dynamics of the system. In a mult i target environment in which both 

the states and the number of targets vary as a result of target birth and disappear-

ance, PHD filter can effectively perform the state estimation together wit h number 

of targets in each t ime step. The above ment ioned PHD fil ter capability avoids t he 

assumpt ion of t he maximum possible target numbers in t he surveillance region. In-

stead t he filtering process requires a properly chosen models for target birt h and 

disappearance probabili t ies . 

Vlit h t he aforement ioned TBD algorit hm t he raw measurement signal is processed 

in order to compute t he likelihood of target presence in t he range bins. \ l\1hile ut i liz-

ing all signals in continuous measurement space wit hout applying thresholding, t he 

probability of detection approaches unity. Thus t he original PHD fil ter prediction 

and update step t hat propagate the intensity function recursively in t ime is modified 

according the TBD framework. 
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5.1 PHD Filter Theory 

The finite-set statistics formulated PHD filter (iVlahler , 2003) handles the difficulties 

associated with mult isensor multitarget t racking problems by directly extending the 

single sensor single target statistical calculus. The first moment density PHD is given 

by 

(5 .1 ) 

Here f klk(Xk[Zk) is the mult itarget posterior density at kth time step. The expected 

number of targets in region A will become the sum of the PHD over t he area, which 

is given by 

The Predicted PHD is t hus 

where 

and 

bk+llk(X) - t he PHD of target birt h 

dk+11k - probability of target serviva.l 

f k+l lk(Xk+ l [Xk) - transition probability density 

bk+ llk(Xk+l[ Xk) - PHD of target spawning by existing target 

(5.2) 

Since t hresholding is not applied and all signals in cont inuous measurement space are 

ut ilized the probability of detection approaches unity. For the next set of measurement 
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data at t = k + 1 the update PHD equation are given by 

where 

and 

J lk(zlxk) Dk+l lk(XkIZk) dx 

lk(zlxk) Dk+1Ik(Xk I Zk) 

Dk+1(Z) 

Ak - is the average number of false alarms per scan 

Ck(Z) is the distribution of each of t he false alarms 

lk( zlxk) is the sensor likelihood function. 

(5 .5) 

(5 .6) 

(5.7) 

Therefore, at each t ime step the PHD fitler propagates both the PHD and expected 

number of targets . Consequent ly, estimation of t he multitarget state is accomplished 

by searching for t he lVt,klk largest peaks of Dk+ l lk+ l (Xk+lIZk)· 

The characteristics of a PHD filter to operate on t he single target state space avoids 

t he data association problem that arises from multiple target tracking. However , in 

terms of implementation, the PHD recursion involves multiple integrals t hat have 

no closed form solutions in general. Therefore, a sequential Monte Carlo approach 

is chosen to implement t he algorithm, which provides a mechanism to represent t he 

posterior density by a set of random samples or particles. 
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5.2 PHD Filter Implementation 

The integral of the PHD over t he mult i target state space provides an estimate of 

t he number of targets in t he state space, while t he peaks of t he distribution can be 

used to estimate the target states. The PHD fil ter itself is an unending recursion, 

hence there is a need for techniques to be adopted for t he practical implementation. 

The PHD fil ter can be implemented with Gaussian Mixture, which provides a closed 

form solut ion , or with Sequent ial Monte Carlo methods. A Sequent ial Ivlonte Carlo 

implementation is adopted for t his t hesis work. 

Sequent ial iVlonte Carlo or particle fil tering methods have been found to be more 

appropriate for implementation and for more degrees of freedom in the background 

noise model (Vo B. and A. (2003), Ba-Ngu Vo and Doucet (2005)) . This approach 

provides a mechanism to represent t he posterior density by a set of random samples 

or part icles. Each Part icle consists of a target state wit h an associated weight . Using 

t he PHD recursion, a part icle approximation of t he intensity function at t ime step 

k > 0 can be obtained from a part icles distribut ion at the previous t ime step. The 

mult iple targets states in t he PHD filter are estimated by taking the part icles with 

t he highest weights. For init ialization, importance sampling can be applied to obtain 

a particle approximation of t he init ial intensity function. If no prior information is 

available, t hen a random value of t he number of target JVt,k=O is used and set t he 

init ial function to a uniform intensity with total mass of JVt,k=O' 

5.2.1 Prediction 

Importance sampling is applied to generate part icles t hat approximate t he predicted 

density. Particles qk(.lxk- l , Zk) are generated from the proposal density { X~ lk_ l }~~·tl. 
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Also to represent new spontaneously born targets ident ically and independently dis­

t ributed samples {X~Ll }~~'~-l +h are generated from anot her proposal density Pk( .I Zk)' 

p = 1, ... , L p,k- l 
(5 .8) 

P = Lp,k- l + 1, ... , Lp,k- l + Jk 

Then , t he weighted approximation of the predicted density is given by substit ut-

ing linear t ransit ion density f k+ l lk, target existence probability Gk+1lk and t he birth 

intensity ~k into the PHD prediction as 

where 

L p, k - l 

D k+ llk(Xk+llkIZu) = L w;;~ lc5 (Xk+ l lk - x~+ l l k) (5.9) 
p=l 

8 ( )f ( ( p ) I ( p )) b ( p) I ( p ) ) 
- k+ l lk X k k+ l lk x k+ 11k X k + k+ l lk X k+ 11k X k 

(k(X~1 1 I k ) 
Pk (X~~ l l k I Zk) 

( ( p ) I ( p ) z ) 
qk x k+ 11k X k ' k 

P = 1, .. . , L p,k- l 

P = L k- 1 + 1, ... , L p,k- l + Jk 

(5 .10) 

Here 8 k+11k(Xk) denotes the probability t hat a target with state Xk will survive 

at t ime step k and bk+ l lk(Xr~ l l kl x;;) ) denotes t he PHD of spawned targets at t ime 

step k from a target with state Xk. The PHD of t he newborn spontaneous targets 

at t ime step k is denoted by ~k(X~~ l l k)' The samples for newborn targets are drawn 

as follows: interims of target posit ion components, t he proposal density is uniform 

over t he regions of the surveillance area. For target velocity component t he density 

is uniform between (Vmax , V;nin) where V;nax is t he maximum target speed. 
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5.2.2 Update 

For each time st ep t he grid of measurements is read in each range bin for all possible 

combination of JVI - N of the NlIrvIO system. The importance weights are computed 

using the likelihood ratio of target presence t o noise only hypot hesis for all range 

bins. The likelihood ratio , t he target state X k in the Tth range bin and at the kth t ime 

st ep is given by 

(5.11 ) 

For each range bin t he likelihood coefficient is computed as 

h lk- l 

Ck(T) = L lr, k( Z l x~))wtL l (5. 12) 
p= l 

In t he track before det ect the entire measurement space is evaluat ed wit hout thresh-

olding. This zero thresholding level corresponds t o unity probability of det ection. 

Here t he updat e equation (5.5) will be reduced t o (5 .13) considering Pd = 1. Thus 

t he weight of each particle is updated by: 

(5.13) 

where ]{k(T) is the false alarm coefficient. 

5.2.3 Resample Procedure 

As t he weights are not normalized t o unity in PHD fil ters, the resampling step is done 

b ased on t he expected number of targets at each t ime step. The procedures follmved 
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in t he resampling are 

Total Weight 

Compute t he total weight of part icles 

Lp. k+h 
~ "" (p) JVt •k 1k == ~ lUk (5 .14) 

p = l 

Here t he number of part icles L p,k may increase over t ime even if the number of targets 

does not. This is very inefficient computationally as more particles are deployed in 

t he search of a target that does not exist . Also if Lp,k is fixed there may be an 

insufficient number of particles to resolve the targets. Thus the number of particles 

are adaptively allocated at each t ime step. 

Resample 

Resample t he particles to L p,k , which correspond to the number of estimated targets 

times the number of particles per target. 

(5.15) 

Dithering 

Although the state of each particle consists of posit ion and velocity, from widely-

separated MIMO Radars only bi-static range only measurement is available i.e non-

linear posit ion. The updated particles have positions close to t he target locations 

while velocity values are random. Dit hering t he process noise is a convenient way to 

initialize the t arget s with appropriate particle st at es and to robustify the particles 
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in general. This can be done by introducing a noise on the resampled part icles. 

The approach will allow the part icles to cover around t he target region so t hat it is 

highly likely to get part icles in the next t ime step t hat will correspond to the received 

measurement. Applying dither at each t ime step will significant ly degrade the overall 

R lVISE of the t racking. So the approach used is to propagate the lifetime of t he 

part icles and to apply dithering only for part icles that are younger t han t hree t ime 

steps. 

Clust ering 

After resampling the part icles will populate around target regions. Clustering (Tapas Ka­

nungo and ' ''Iu, 2002) has to be done as procedure of peak extraction in a PHD fil ter. 

The number of clusters will correspond to t he number of targets estimated . 
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Results and Discussions 

In order to determine the behavior and evaluate the reliability as well as performance 

of the proposed PHD filter based TBD tracking algorithm it is necessary to run a 

number of simulations. The algorithm is applied to multiple target tracking with 

widely-separated MIMO Radars. The performance of the algorithm is tested by gen-

erating different scenarios with different number of targets, variety of target motion 

models and different values of the SNR. Performance evaluation is performed accord-

ing to standard performance measures like Root Mean Square Error (RMSE) of t he 

state estimation and the number of targets detected compared to the ground truth. 

6.1 Simulations 

6.1.1 Scenario 

Two dimensional target trajectories are considered in t he simulation. The surveillance 

region consists of a 1500 m by 1500 m square region. The tracking algorit hm uses t he 
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raw received signal from MIMO radar system to estimate target states. Two scenarios 

(Scenario 1 and Scenario 2) that demonstrate the performance of the algorithm with 

different mot ion models and SNR are presented . In each scenario the number of 

targets is unknown to the t racking process at a given time step and observation is 

made in cluttered environment with a sampling interval of 1 s. The state of each 

target consists of posit ion and velocity, while only bi-static range only measurement 

(i. e non-linear posit ion) are available. 

6.1.2 Motion Model 

Each target is moving according to (3.11) with kinematic model defined the state 

t ransition matrix F . In the first secario a standard constant velocity is assumed and 

in the second scenario a constant t urn mot ion model is assumed. Also the process 

noise V k in (3.11) given by a zero mean white Gaussian distributed with covariance 

matrix Q . 

6.1.3 Target Birth and Disappearance Model 

In the scene, targets can appear or disappear at any time. The goal of t racking 

is most often to keep track of all t argets while not significantly overestimating the 

number of t argets. For simplicity target spawning is not considered in the simulation. 

Each existing target has probability of survival (Pc) . Also it is assumed that targets 

have a birth rate of (PB ) and the disappearance rate of (PD ) . All target existence 

probabilities are invariant t o posit ion and t ime step. 
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6.1.4 MIMO Measurement Generation 

For t he given scenario MIMO radar received signal for each NI x N transmitter-

receiver pair is generated. The widely-separated MIMO radar system consists of two 

I 

1 

transmitters (NI = 2) and three receivers (N = 3). In each pair we have target 

originated or clutter background amplitude measurements in t heir associated range 

bins. The size of range bin is related to t he bi-static range measurement resolution. 

Table 6.1 shows the t he parameters of t he widely separated MIMO radar used in the 

simulation. Each transmitter-receiver path in the MIMO radar system contributes to 

Table 6.1: Parameters for MIM 0 radar measurement generation 

Parameter I Symbol I Value I 
N umber of Transmitters M 2 

Number of Receivers N 3 
Inter Elemental Distance dt , dr ~ 

Carrier Frequency Ie 100MHz 
l\lIaximum Range R 4500(m) 

Range bin size T s 15(m) 

the measurement . Figure 6.1 plots an example of t he received signal from the first 

transmitter-receiver MIMO radar pair. It can be observed that the range bin in which 

t he target is located correspond to t he peaks of amplitude measurement. 

6.2 Results 

In evaluating the performance of the proposed algorithm, the following issues are of 

interest . 

o The performance of the PHD filt er on the TBD framework in estimating the 
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Figure 6.1: Received signal form the first transmitter-receiver (M = 1, N = 1) HMO 
Radar pair (SNR = 5dB) 

available number of targets at each t ime step. 

• The accuracy in the target state estimate of the estimated number of targets 

using the PHD filter algorit hms . 

• Comparing the performance of the algorithm with P CRLB. 

6.2.1 Scenario 1 

In the first scenario two targets appearing at different t ime steps are considered. 

The first target starts at the first time step from the position [200 , 400]T moving 

45 



M.A.Sc. T hesis - Biruk K. Habtemariam McMaster - Electrical Engineering 

t o northeast at constant velocity. The second target appears at k = 7. It starts 

from posit ion [1200 ,700V and moves northwest with constant velocity. For constant 

velocity state t ransit ion matrix F and the covariance matrix Q is given by 

1 T OO 

o 100 
F = (6.1 ) 

o 0 1 T 

000 1 

'2T3 
3 

'2T2 
2 0 0 

ap T 2 
CJpT 0 0 

Q = 2 (6 .2) 
0 0 aPT 3 

3 
ap T 2 
2 

0 0 '2 T 2 
2 CJpT 

The process noise level in t he target motion is CJp = 1. 5. For t he PHD fil ter 

algorithm the parameters are shown in table 6.2. 

Table 6. 2: Parameters for PHD fil ter 

Parameter I Symbol I Value I 

Probability of target survival Pc 0.9 
Probability of target birt h PE 0.1 
Probability of target death PD 0.1 

N umber of Part icles per target Lp 2000 

Targets init ializing step is displayed in figure 6. 2. Note that in t his scenario t he 

SNR = 5dB . Due to low SNR the background clutter amplit udes are close to t he 

target originated ones, which is resulted in significant part icle population in t he non-

target region. Also for t he first three t ime steps dit hering is applied after resampling 
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Figure 6.2: PHD filter particles distribution at (k = 2). Note that there is significant 
particle population in the non-target region due to background noise. 
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step to the resampled part icles in order to init ialize t he target tracking with the 

correct posit ion and velocity part icles. 

The total number of targets is estimated from the sum of the weights of the 

part icles after the update step. At the fourth t ime step, plotted in figure 6.3, the 

part icles tend to populate only around the target location. This is the case as the 

algorithm assigns more weight to those part icle, which follow the expected target 

kinematic model compared to particles that follow background clutter. In this t ime 

step also there is no dithering because dithering applied in the previous t ime steps 

correct the particles state to correspond to the t rue target states. 
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Figure 6.3: PHD filter part icles distribution at (k = 4). The part icles are populated 
over target location. 
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Figure 6.4: New target birth scenario at (k = 8). Green particles correspond to the 
existing target (target-I) and red particles correspond to the new target (target-2). 
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Newborn target scenano is plotted in figure 6.4. As it is shown the newborn 

part icles during the target birth t ime step will populate the new t arget region while 

the old particles from the proposal density sill keep the first t arget. Since no record 

of target identity is kept , the PHD fil ter does not perform data association. HO'wever , 

it was observed that the role of peak extraction in a PHD fil ter is similar to the 

target t rack extraction role of data association in conventional mult i target t racking. 

Similarly since a nevv target dithering is done selectively to only those part icles which 

are born in the current t ime step and are going to initialize the newborn t arget. 

A complete scenario that shows two targets being tracked, one coming at the 

seventh t ime step is shown in figure 6.5 , which is based on single Mote Carlo run. 

Here as it is shown in the figure the mult iple sensor TBD is capable of t racking targets 

with low SNR. The number of t arget estimates compared with the t rue number of 

t arget is shown in figure 6.6. 

Figure 6.7 plots RMSE error of the t arget for different SNR values. The t racking 

at SNR values 4dB, 5dB , 6dB and 8dB for hundred Monte Carlo runs is simulated. 

For 111m number of lVlonte Carlo runs the RiVISE is calculated as 

RJl1SEk = (6.3) 

where the estimated state of the target at t ime step k is denoted by Xk. As it 

is shown in figure 6.7 the probabilistic hypothesis density fil ter based t rack before 

detect algorithm is effective in t racking and detecting targets with very low signal to 

noise ratio. 
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Figure 6.5: Final tracking output at (k = 20, SN R = 5dB). 
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6.2.2 Scenario 2 

In this scenario a target moving with a constant t urn is considered . The state t ran-

sit ion matrix F for a constant turn t arget motion model is given by 

1 sin(wT) 0 -( l -cos(wT )) 
w w 

0 cos(wT ) 0 -sin(wT ) 
F = 

0 (l -cos(wT)) 1 sin(wT) 
(6.4) 

w w 

0 sin (wT ) 0 cos(wT ) 

T he covariance matrix Q given by 

a PT 3 
3 

a pT 2 
2 0 0 

a p T 2 
CJpT 0 0 

Q = 2 (6.5) 
0 0 ~T3 

3 
~T2 
2 

0 0 ~T2 
2 CJpT 

Figure 6.S demonstrates the performance of the tracking algorithm in constant t urn 

motion model. Here, in order to reduce the error due to the motion model 3000 

part icles per target are used . The probabili t ies associated with t arget birth , cont inuity 

and disappearance are similar to scenario 1. 

T he performance of the PHD fil ter based TBD algorithm on single target is com-

pared with the P CRLB formulated in section 3.2.3. The comparison , which is based 

on hundred Monte Carlo runs for each of twenty t ime steps, shows that the results of 

the tracking algorithm is very close to the P CRLB. The comparison results for S JR 

values 4dB , 6dB , SdB are shown in figures 6.9 , 6.10, 6.11 respectively. 
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Table 6.3: PHD fil ter based TBD algorithm tracking performance compared with 
Localization Results for different SNR values 

SNR Position RMSE(m) 
Loca.liz-;aLion(ML) TBD-PHD 

. 3dB - 17.0704 m 
4dB - 6.7523m 
5dB 8.2352 m 4.9399m 
6dB 5.7102m 2.7721 m 
8dB 3.5611 m 2.3958 m 
10dB 2.5045m 2.1487m 

Finally comparison between PHD filter based TBD tracking and localization re-

suIts is shown in table 6.3. In Imv SNR targets like 3dB or 4dB localization algorithms 

fail to detect targets while the proposed algorithm waits several t ime steps to cluster 

the particles around the targets posit ion. For 5dB targets the localization approach 

detects only one of the targets while the tracking before detections approach is able 

to detect and track all the targets with improved accuracy. 

59 



I 
i 

Chapter 7 

Conclusions and Future Work 

7 .1 Conclusions 

In this thesis a Probability Hypot hesis Density (PHD) fil ter based recursive Bayesian 

Track-Before-Detect (TBD) t racking algorithm is presented. The algorithm is applied 

in mult iple target tracking problem with lult iple-Input-Multiple-Out put (MIMO ) 

radars. Using the raw signal received from lVIIMO radar without applying threshold-

ing, TBD algorithm handles targets in low Signal- to-Noise-Ratio (SNR) environments . 

PHD fil ter is implemented in TBD fram ework , which estimates the number of targets 

in each t ime step together v"ith their states. Furthermore mult iple sensor extension 

to TBD algorithm is proposed in which the sensor with bet ter observability to the 

t arget gains more weight in the resultant likelihood calculation. Simulation results 

showed that the proposed t racking algorithm performs with improved accuracy in 

very low SNR situation while t hresholding based localization algorithms fail to detect 

t he target presence. 
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7.2 Future Work 

There are potential extensions to this work. In this thesis it is assumed that the 

targets are widely-separated in a sense of LhaL no two ta.rgets fall in the same resolu-

I 
t ion cell in the measurement space. Hence there was no measurement origin uncer-

I 

i tainty with regard to the targets. Extensions to handle closely spaced targets can be 

the subj ect of future research, which can utilize tracking performance capability of 

TBD algorithms at low SNR. Also future work should also look to implementation of 

Gaussian-rvIixture PHD fil ter in TBD framework. 
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