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ABSTRACT 

, 
This thesis is concerned with the study of interpolation 

theorems involving certain Orlicz spaces and spaces of functions of 

Bounded Mean Oscillation. In addition t we consider the Orlicz spaces 

in a weighted sense by applying weight functions satisfying certain 

growth conditions. 
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CHAPTER I 

Let T be a linear operator which maps a linear space X into a 

linear space Y. Suppose that 'Xl and X2 (respectively YI and Y2) are 

Banach subspaces of X (respectively Y), such that T is a bounded, (that 

is continuous), linear operator mapping Xi into Yi for i - 1,2. Often, 

using the boundedness properties of T, one c~n determine other pairs 

(X',Y') of subspaces (X'c X,Y'c Y) sucp that T maps X' into Y' 

continuously. Theorems concerned with the above are called 

inter~olation theorem~. 

, The first significant steps in interpolation theory were made 

by Marcel 1esz [15J in 1926. In his paper "Sur les lllaxima des formes 

bilineaires et sur les fonctionnelles lineaires", Riesz considered the 
. ~ ! 

• Banach spaces 'LP(X,M,p) of real-valued Lebesgue measurable functions, 

th defined on X, whose p power is integrable. 

In 1939, G. o. Thorin [21] extended and modified the 

interpolati~n or convexity theorem of M. Riesz. Thorin showed that a 
" ,Pi ' . qi 

linear operator T, which maps L (X,M,p) continuously into L (XiM,P) 

(i - 1,2), can be extended to a c~ntinuous linear. operator (without 

change of norm) from LP (X,M, p) to L q(X,M, \1-); where p ~ [Po ~Pl] and 

I 
To illustrate this result, consider the Fourier Transform, 

" defined by Tf - f., where, for f E: l)(R) n L2'(R), . 
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f( ) 1 J eixtf(t)dt. 
x - {2rr ,... 

-00 ~l 

From the definition of f, it follows that 

and from Plancherel's Theorem, 

An application of the Riesz-Thorin Convexity Theorem then shows that 
. 

the Hausdorff-Young Inequality, ' 

IITfllq S Mllfllp' 
where 1 S P S 2 and q - -E-

1
, hOlds. 

p-

For many operators, the hypotheses of the Riesz-Thorin 

Convexity T~eorem are too strong t~\ be applicable. The question then 

arise~ whether the continu~ty of T at the endpoints can be replaced by 

some weaker cond1tion. Also, on~ might ask if the operator T could be 

sublinear or quasi-linear. 

J. Marcinkiewicz [11] optained the first major results 

concerning these questions. He considered quasi-linear operators 

which satisfied certain "weak" boundedness conditions at the endpoints 
• 

\ ~ ,,. 
and he obtained an interpolation t~eorem. It should be noted that the 

, i 
, I 

Maroinkiewicz Interpo~ation Theorem does not imply the Riesz-Thorin 
I 

Theorem, although fOf certain p and q it is more general. 

For example, we look4t the Hilbert Transform H. defined by 

, 

(Hf) (~)' ' •. ill. I f (t) dt 
11' x· ... t t -

where the integral is considered in the Cauchy prin~~pal value sense. 
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Using Plancherel's Theorem, it. can be shown that H maps L2 onto itself 

.. continuously. H is not, however, bounded from Ll to Ll', although it 

1s weakly bounded in the sense of Marcinkiewicz (see again, [11]). 

Thus, we can apply the Marcinkiewicz Int~rpo1ation Theorem to obtain 

IIHfl1 :s; M 11fll p p 
1 < P :s; 2. 

\ A duality argument shows that the norm estimate holds then for all 

p e (l,co). 

In 1957, Elias M. Stein and Guido Weiss [19] presented 

interpolation theorems for analytic families of operators. In 

particular~ they extended the Riesz-Thorin Theo~m by replacing the 

single operator T by an analytic family of operators {Tw}w _ x + iy' 
. / 

o S x S 1. Yoram Sagher [16] obtained a ~cinkiewicz Theorem for 

analytic families of operators by wor,king with torentz spaces. These 

results made it possible to interpolate between LP-spaces hav~ng 

different measures. 

The proofs of Some of these interpolation theorems involve the 

concept of the non-increasing equimeasurable rearrangement of a 
, 

measurable function. This in turn led to the introduction of the 

Lorentz spaces, L(Q,q), and thus quite naturally to the development of 

an abstract theory,. This work was largely pio.neered by, J. "!--. Lions t 

J. Peetre, A. P. Calder6n and E. Gagliardo. They developed methods of 

constructing linear spac~~ which wer~ intermediate to arbitrary Banach 

spaces. For characterizations of intermediate spaces and their 

application t~ boundar~ value problems, we refer to Gagliardo t3] and 

J. L~ Lions,and E. MSgen~s [10]. 
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This thesis concerns itself with the study of interpolation 

theorems-specifically the Marcinkiewicz Theorem-for certain Orlicz 
. 

function spaces and for spaces of functions of Bounded Mean Oscillation. 

The primary object is to obtain an interpolation theorem involving the 

p + s 
spaces L (log L) and the Lorentz spaces L(p~q). Such a theorem was 

introduced by Richard O'Neil [14] in terms of the distribution of a 

function. Our proof is different in that the distribution function is 

replaced by the nort-increasing equimeasurable rearrangement of the 

fUnction. In addktion, we introduce a weight in the spaces LP(log+L)s 

and prove an interpolation theorem involving these and certain weighted 

Lorentz spaces. 

, ~ Interpolation theorems involving the function spaces L were 
p 

previo~sly given\ by G. Stampacchia [17]. A The spaces L ,are more general 
p 

than the spaces of functions of Bounded Mean Oscillation and they were 

extended in [4] to the spaces LA(p,q) which are Lorentz spaces of 

functions of Bounded Mean Oscillation. In the last chapter~ we give an 

interpolation theorem involving functions of Ll(log+L)~ and the s~ces 
>. L (p,q). 

\ 

~) 

! 

/ 

" 

,; . , 

, 
" , 



. . 
.. 

CHAPTER II 

Section A. Notations and Definitions 

The following is a collection of definitions and notations to 

which we will adhere throughout this thesis. We will consider measure 

spaces (X,M,p) which are either totally finite or a-finite. The 

measures are all Lebesgue measures and the functi'ons considered are 

complex-valued Lebesgue measurable functions. 

We begin by defining the Lebesgue space~, LP(X,M,p) 

'(0 < p ~ ~») of p-integrable functions defined almost everywhere (with 

respect to p) on X. Keeping in mind that the Lebesgue integral does 

not distinguish functions which differ only on sets of measure zero, 

we will refer to functions when in fact. we are discussing equ~valence 
o 

classes of functions modulo a set of measure zero. 

c 

Definition 2.1: (i) For 0 < p < ~, LP(X,M,p) consists of 

those complex-valued Lebesgue measurable functions_f, de~ined almost 

~verywhere on X, for which Ifl P is integrable, 

(i:1.) ,For P - ~, LO){X,M,p) consists of those 

:complex-valued ~Lebesgue measurable functions f, defined a1most-

everywhere on X, which are almost everywhere bounded. 

i 
i Remark 1: (i) For 0 < P < ~, we define 

\lfll p - (' r Jf(x)I}}dl1{x»)l/p, 

X 

< 5 

.. . --

.:.. 

l 
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For p ~ 1, 11·11 is a no~ and LP(X,M,u) is a normed linear space, 
p 

which is complete by the Riesz-Fischer Theorem [5, p. 192J. Thus, 

-LP(X,M,u) (1 S p < ~) is a Banach space. If 0 < p < 1, then 

d(f,g) = I If - gJ IP defines a metric, under which LP(X,M,u) is 
1> 

complete. Therefore, LP(X,M,u) (0 < p < 1) is a Frechet space. 

where 

(ii) For p a ~, we ~efine 

Ilfll"" == ess sup If(x)\, 
x E: X 

ess sup If(x)1 = io£ {a E: [O,~); u({x E: X; If(x)1 > ~}) = O}. 
x E: X 

I 1·1 I~ is a norm and, by the Riesz-Fischer Theorem, L""(X,M,u) is a 

Banach space. f 
I 

We note here. that the above definitions and remarks can be 

found, for example, in Hewitt and Stromberg. [5]. 

A larger class of spaces is the class of Orlicz spaces. This 

class is larger in the sense t~a~ the Orlicz spaces are Banach spaces 

and that the LP-~paces, for 1 ~ P < =, are particular examples of 

Orlicz spaces. The following development of Orlicz spaces can be 

found in Zygmu?d [24, Vol. I, pp. 170 - 175J. 

For a non-negative funct~?n ~ defined on (0,+""), and a measure 

space (X,M,u), we denote, by Lt(X,M,U), the class of those complex

valued Lebesgue measurable functions f, defined almost everywhere on 

X, for which ~.( I f I) is integrable on X. , That is, 
, • J 

J t()f~X) DdJ(x) < -t-. 

X 

·f r 
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Consider two functions ~ and ~ which are defined on [O,~) 

and satisfy the following conditions: 

i 
(i) ~ and ~ are continuous. 

! (ii) 

/),-\iil 
> ~v) 

If we set 

HO) = ~(O) = o. 

~ and ~ are strictly increasing. 

<H~(x» = 1b(4)(x)) = x. ' 

and 

then we have, for any xo, Yo ~ O. Young's Inequality: 

. 
$ and f are called complementary functions tn the sense of • 

Young. 

We note here, without proof, that for any ~ defined on [O,~), 

with ~ beins non-negative, convex, zero at the origin and such that 

lim ~ a +=, there exists a function f which is compl~entary to ~ 
x-+--+- x '",_ 
in the sense of Young. The proof of this may be found in ~ysmund [24, 

Vol. I, p. 25]. 

Definition 2.2: Let ~ be defined. on [0,+=), such that ~.~s 

non-negative, convex" zero at the origin and satisfies lim ~ II: += • 
x-+-+-x 

We d~note, by L;(X.M,~), the set consisting of those complex-valued 

LebeJ&ue measurable functions f, defined almost 'eveFYWhere.on X, for 
~. 

/ 
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which Ifgi is integrable over X, for any g € L~(X,M,~). 

Remark 2: (i) By setting 

Ilfll~ a s~p IJ f(x)g(x)d~(x)l, 
X 

where the supremum is taken over all those g € L~(X,M,~) with 

f V(lg(x)l)d~(x) s 1, 

X 

L;(X,M,~) becomes a complete normed linear space. That is, it is a 

Banach space. 

(ii) Clearly, LP (X,M,,}.I) is an Orlicz space for 

p ~ 1~ where ~(x) = xp • 

(iii) In Chapter ,I~I we will discuss the 

interpolation of certain operators in connection with the Orlicz spaces 

p + s L (log L) (XJM,~) where X ~ [0,1], 1 S p < ~ and 0 S s S 1. We define 

these spaces as follows: 

" 

consists of those comp1~x-va1ued Lebesgue measurable functions f, 

defined almost everywhere on [0.1], for which 

r IfeJ) IPelog +1f(x}bBdx < ..... 

o 
+ ' 

where log I f (x).! - log 1 f (x) I if I f (~) I ~ '1 and 0 otpeNise. 

, It is obvious, frOm the above definition. that if s - 0, then 

LP(log+L)O[O,lJ - LP[O,1J. 

A 

,. . , 

8' 

,.. 
- "t'" 

~~~ 

0' 

, . , 
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Definition 2.4: If f is a complex-valued Lebesgue measurable 

function defined almost everywhere on X, the distribution function D
f

, 

of f, is defined by 

Df (y) = ll({x € Xi If(x)1 > y}) y > O. 

We note that the distribution function D
f 

is non-increasing and 

continuous on the right. Also, for y > 0, we have 

Df + g(2y) ~ Df(Y) + Dg(Y). 

This inequality follows from the set inclusions 

{x € X' , If(x) + g(x)1 > 2y} c (x € X; I f (x) I + Ig(x) I > 2y} 

g 

c {x'e X; I f (x) I > y} u {x € X; I g (x) I > y}. 

Applying the measure II to both sides of the above inclusion yields the 

desired inequality. 

Closely connected with the distribution function is the 

non-increasing equimeasurab1e rearrangement of a measurable function. 

Definition 2.5: If f is a complex-valued Lebesg,ue measurable 

function defined almost everywhere on X and Df its distribution on 

(O,~), then the non-increasing eq~imeasurab1e rearrangement f* of f 

onto (O,~) is defin~d by 

f*(x) = inf {y > 0; Df(Y) S x} x > o. 

The non-increasing equimeasurab1e rearrangement f* of f is 

also a non-increasing fun~tion and is continuous on the right. If 
, 

Df is strictly decreasing, then f* is the inverse of D£ and 

f*(Df(y» - y. It should be noted that f* is called the 

"equimeasurable" -rearrangement of f because D
f 

- Df *. We will show 

<, 

1 
I 
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this later on. 

Remark 3: (i) An useful property of the non-increasing 

equimeasurab,le rearrangement f* of f is that, for x > 0, 

(f .+ g)*(2x) ~ f*(x) + g*(x). 

This inequality follows from the similar inequality for the 

distribution function Df and the fact that f* is the inverse of D
f 

if 

1>;1 exists. 

(ii) We also have that if E is a measurable subset 

of X (E c X) and ~(E) S t < ~, then 

I If(x)ld~(x) s Jtf*(X)dX. 

E 0 

In Chapter III we will also deal with spaces which are related 

p + S ~VE to the L (log L) -spaces defined ab~e. 

and are defined by: 

) 
Definition 2.6: For 0 < p < ~, 0 ~ s < ~, th~ spaces 

p + s ' 
K (log K) (X,M,~) consist of those complex-valued Lebesgue measurable 

functions f, defined almost everywhere on X,for which 

J
l 1/ x p 

o 

Definitio~ 2.7: If X and Yare function spaces and T maps X 

into Y such that T(~ + g) is uniquely defined whenever Tf and Tg are 

defin~, then T is called a quasi-linear operator if there exists a 

constant K (> 0)" independent, of f and g, such that 

IT(f + g)1 ~ K(ITfl + ITgl). 

10 
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If K a 1, then T is called a sublinear operator. 

When discussing the interpolation of operators on the above 

spaces, we will, for the sake of brevity. deal with, linear operators, 

although the results hold also for quasi-linear and sublinear 

operators. 

Definition 2.8: A linear operator T is said to be of strong 

type (p,q) (0 < p,q S ~) if 

IITfl1 S Allfll q p 

for some constant A (> 0). 

Definition 2 .. 9: A linear operator T is said to be of weak 

11 

type (p,q) (0 < p,q < +-) if there exists a constant A (> 0) such that, 

for any y > 0, 
All f II q' 

DTf (y) S ( Y P) . 

If 0 < p < += and q a ~, we define weak type (p,q) to be the same as 

strong type (p,q). That is, T is of weak type (p~~) if 

1·ITfIICD S Allfllp' 
where A i1a onstant (> 0). 

R ark 4: (i) In terms of non-inc~easing equimeasurable 

rearrangements, a linear operator T is of wbak type (p,q) 
I 

(O < p,q < ~) if there exists a constant ~ (> 0) such that 

(11) 

I , 

(Tf).*(t) s Al1f~lp 
'11~ t ' 

,I 

strokg 
! 

'If T 1s of type (p,q) then1t 1s of 

/ 

• 

( 

I 
I 

" .' 

, 
t· 
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weak type (p,q), but not conversely .. For an example that the converse 

does not hold, consider the .operator T defined by 

Tf(x) = ~ ~\f(t)\dt~ 
o 

x > o. 

This operator 1s of weak type (1,1) but is not of strong type (1,1). 

Proof: We can consider f(x) a (x + 1)-2. Then 

That is, f ~ Ll(O,~). However, 

II Tf III - r 1 ~f (x) \ dx 

o 

-r I! JX I£(t) \dt I~x . 
o 0 

_ ~Ix-l JX(t + 1)-2dt \dx 

o 0 

_ ~lx-1(_(t + l)-ll:>\dX 

o \ 

- ~lx-l(_(X + 1)-1 + 1)( dx 
o . 

r -1 -1 
. - Ix (x(x + il~ ) I dx 

o 

1'2 

\ 

, 
, 

• I 

.. ... 
... J" 
,>", 



- rex + l)-ldx 

o 

_ 00. 

Hence, there does not exist a fini~e positive constant A such that 

I ITfl 11 ~ AI If I 11' In other words, T is not of strong type (1,1). 

On the other hand, 

(Tf}*(x) ~ ! fXf*(t)dt 

o 

~ ~ ff*(t)dt 

o 

Bence, T is of weak type (1 1 1). 

;r ~ 

(ifi) We note here that throughout the thesis we 

will denote constants by the letter A. ~ different appearances, A 

may take on different values. 

I 

The last chapter will deal with the interp~lation of certain 

A sublinear operators defined on the L (p,q)-spaces (A ~ (-00,+00); 

p,q > 0) introduced by H. Heinig [4]. These spaces are defined by 

combining the notions of Lorentz spaces and the L(p,A)-spaces 

(A € (-00,+00); p ~ 1) of G. Stampacchia [17] as follows: 
\ 

Definition 2.10: For 0 < p,q ~ ~, the Lorentz spaces 

i(Ptq)(X,M,~) cpnsiS~ of those complex-valued Lebesgue measurable 

functions f, defined almost everywhere on X, for which Ilfll* is . p,q 

1S 
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finite, where 

Ilfll* .. p,q 

1 

sup t P f*(t) 
t > 0 

o < p,q < of-

o < p S of-, q - +=. 

We will show'later that II f II ... II f* II and hence p p 

Ilfllp - Ilfll~,p' From this we have that 

LP(X,M,~) = L(p,p)(X,M,~). 

In addition, we have that the L(p,q)(X,M,~)-spaces are, for 

14J 

o < p,q S~, complete metric spaces (Freehet spaces). For 1 < P.s ~ 

and 1 ~ q S ~, the spaces L(p,q)(X,M,~) are Bansch spaces under the 

norm 11·11 defined by p,q 

Ilfll -p,q 

, . 

1 . 

( 
q fQ) -
p (tP f**(t» q 

o 

1. 
sup ~P f**(t) 

t > \) 

wheJ;'e f** is defined by 

1 < P S ~ 

lSq<+co 

1 < P S ~. q .. +co, 

r 
\ 
1 

t. · , 
; 

I. 
, 
, 

'1 
"f' 

;'f 
> • .:: 

ti 
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For further details consult, for example, Hunt [6J. 

To define the L(P,A)-spaces, we consider a cube Co in the 

, n 
n-dimensional Euclide~n space R , where n is a p,ositive integer. We 

, . 
note that ,R 0:: (-<>0,+0», the set of real numbers, and Rn .. R x Rn - 1 

n That is, R is the Cartesian product of n copies of R. 

For any element x of Co a~ for any positive real number p, 

we consider C(x,p) to be the parallel subcube of Co with centre x € 

and with side length p. ,Without loss of generality, we can and will 

Co 

assume that Co'i~ centred at the origin and ha~.side 1ensth a. We then 

have the following: 

Definition 2.11: For 1 S P < ~ and A € R, the spaces 

L(P,X)(Co) ~ L(Pt A) consist of those complex-valued Lebe~~ue measurable 

functions f, defined almost everywhere on CO, such that Ilfll ( A) is 
L p, 

finite, wnere 

[
,sup 

C(x,p) c 
pA - n f If(y) 

CO' \ C(x,p) 

o 

1,5 

In the above integrals, f is the mean value of f over the subcube C(x,p) . 
c 

of CO-

Re~rk 5: We not~ here"that 11·1 I ( A) is not a norm because 
L p, ' , 

Ilfl riL(p,A) - 0 implie~ o~ly that fey) - fc ,almost everywhere on C(x,p). 

That is, only th~t f is constant almost ~verywhere on the subcube 

/C(x,p). The spa'ces L (p,A) can be normed by setti~ 

IIfl~ A - IIfll . + II f "L(p,).)" 
p, Li(Co) , 
, 
J 

I 
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For" details, see G. Stampacchia [17]. We also have two special cases 

for particular values of A. 

Cas.:; 1 A < O. If A is negative, then a function f 6 L(P.,A) is equal, 

almost everywhere, to a Holder continuous fupction. See Meyers [12]. 

Case 2 A - O. If A - 0 and n - 1, L(1,0) coincides with the space of 

functions of bounded mean oscillation which are defined below. 

Definition 2.12: If f is a complex-valued Lebesgue measurable 

16 

n function defined almost everywhere on R (n a positive integer), then f 

is said to be of bounded mean oscillation (BMq) on Rn if there exists a 

constant A (> 0) such that 
'V 

~~C) J If(y) - fe l dy ~ A 
C 

.for every 'cube C in Rn. In ~he above integral, f is the, mean value of 
c 

f over C. 

Remark 6: . Fr~m the last ~efinition, it is clear that every 

bounded complex-valued Lebesgue/measurable function is of BMO. However, 

the converse is'not true. F. John and L. Nirenberg [8J provide the 

follo~ing e In R2, the function f(x,y) - loglx - yl ia not 

bound-e 

of the 

A L (~,q}(CO)-spaces. If we write ecall the 

definitions of the L(p~q)-spaces and we have the 

following: 

DefinitiQu:2.13: For -w < A < ~ an~ a < p,q S ~, the spaces 

-~:' ! \ . 
'! 

r -. 
\ , 
j, " 

\L 
lL 
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LA(p.q)(CO) = LA(p,q) consist of those complex-valued Lebesgue 

measurable fu~ctions f, defined almost everywhere on Co~ for which 

I If I I A is finite, where 
L (p,q) 

I 
IIfll ). 'j 

L (p,q) 
• 

sup 
C(x,p) c Co 

1 

(p A - n JO>(tP F~(t»)q 
o 

o < p,q < -1-0> 

1i 

sup sup o < p S -I-o>~ q = +x>. ' 
C(x,p) C Co t > 0 

A Remark 7: For p a q ~ 1,. we have that the L (p,q)-spaces 

reduce to the L(p,A)-spaces of G. Stampacchia [17J. 

Section~. Preliminary Results 

nris section consists of results which will be used at later 

stages of the thesis. The first two theorems are proved for arbitrary 

measure ~paces even though we will' deal only with measure spaces which 

are totally finite or a-finite. 

Theorem 2.1: (Zaanen [22. p. 127]) If 1 ~ p < ~ and q is 

such"that ~ + ! - 1, then for any f ~ LP(X,M,~), where (X,M,u) is an 

arbitrary measure spaca, 
~ i' 

'.:" 
" 

. , 

<, 

" 

,,' 

r 
! 
I , 
~ 
\ 
} ., 

;. 

! 



\ 
- sup f If(x)g(x)ld~(x). 

g X 

where the supremum is taken over all functions g € Lq(X.M.~), such 

Proof: For 1 < P < +00, Holder's inequality shows that 

x 

~ II rll p if II g II ~ 1. q 

If p = 1, then the inequality follows trivially. 

To complete the proof, we need to produce a function for which 

equality holds. For complex z, define 

z 
fZI o < Izl < +00 

sgn z = 

1 Izi ,.. +00. 

Now define hex) x Sgn
1

f(x)6 Clearly h € L~(X,M,~) and Ilhl I~ = 1. 

For p ,.. 1, we define ~ = hex). Then 

I J f (x)g (x)'d lJ (~) I 
X 

- If If(x)ld~(x)1 
X 

- -f I,f(x) Id~(x) 

X 
/ 

- t I flit'· \ 

,,' 

, -
"' 
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, 

If 1 < P < ~, then we define k(x) by 

Since 

P - 1 
k(x) :: If(x)1 

sgn f(x) 

P 

Ik(x)l q - Ik(x) IP - 1 

- [lf~X)IP -
I sgn rex) 

If~x}IP 

1 J IP 

Isgn f(x) IP/(P -

- If(x)I P , 

E 
- 1 

1) 

Note also that Ilkll - IIfII P/
q

• 
q P 

Thus, if we set 

g(x);: k(x) 
IlfII P /

q
' 

P 

\ 

\ 

where f t 0, we have that g € Lq(X,M,~) and Ilgl I - 1. Finally, 
q 

If f(x)g(x)d~(x)1 
x 

.. Iff (x) [ I f (x} I P - 1 J d~ ex) I 
x ' Ilfll:7

q 
sgn f(x) 

"" 1 '} [If If(x)IP d~(X)IJ 
Ilfil P q . 

P X 

1 [! If(x)I P dll(X) ] "" IlfllPJq 
P 

{ 
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..--
Thus, the theorem is proved. 

-- /' 

- Ilfil P - p/q 
p 

-llfll • 
P 

Theorem 2.2: (Zaanen [22, p. 127J) Let (X,M,~) be a measure 

20 

space such that for any set U € M with ~(U) < +=, there exists a set V 

00 
(V € M) with V c U and ~(V) < +=. Then, for any f € L (X,M,~), 

Ilfl 100 ~ s~p IJ f(x)g(x)d~(x) I 
X 

a s~p f If(x)g(x)ld~(x), 
X 

where the supremum is taken over all functions g € Ll(X,M,~) fo~ which 

Proof: As in the last theorem, we easily have 

IJ f(x)g(x)d~(x}1 s J If(x)g(x)ld~(x) 
X X 

S Ilflloollglll 

s IIflloo' 

1 -To complete the proof, we must construct a function g € L (X,M,p), for 

which equality holds. 

For given £ > 0, the set {x € X; If(x)1 > I If I leo - £} contains a subset 

V of finite measure. ~efining·g(x) by 

~ II 
" 

., 

" , 

. : 

{ 



1 
X € V lJ(V) sgn f(x) 

g(x) -

o X E: X\V, 

we have 

II g III - f 
Ig(x) IdlJ(x) 

...... 

X 

- J 1 
I lJ (V) sgn f (x) Id~(x) 

V 

.. lJ~V) J dlJ(x) 
V 

- 1. 

Also, 

II f{x)g(x)d.{x) I - II f{X)[V(v) s~n f(X»)d.~(X)1 

.. I f (I ~ ~~ I) d lJ (x) I 
V 

- J [1£(x)ll dlJ (x) 
lJ (V) J 

V 

- 11£11(1) - E. 

} 'v 
\ , 

, 
( 
I:" 

I 21 \ 
\ 

\ 

~---" 
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Since € > 0 is arbitrary, we have our result. 

An integral inequality which will be used later is the 

following theorem of G. Stampacchia [17J. 0 

Theorem 2.3: Let f(x), g(x), z(x) be non-negative Lebesgue 

measurable functions defined on (O/a), (a > 0), with z(x) increasing . 
. 

FOf 1 S P < +=, the f~llowing integral inequalities hold: 

'-~ 

(i) 
[ 

fag(y)[ fa f(X)dxjl/
P 

dyjP 

o E; (y) 

(ii) f~f(X)[ fa g(Y)dyjP dx S [ Jag(y)[ 
o Z (x) 0 

IE;(Y) jl/P jp o f(x)dx dy, 

where E; is the inverse function of z. , 

Proof: For P m 1, the result follows from a change of order of 

integration. 

Let 1 < P < +=. To prove inequality (i), consider 

- fS (F(x»)'P dx, 

o 

I fZ(x) 
where F(x) - (f(x»)l ~ g(y)~y. 

o 

, , 
22 



Then) by Theor'em 2.1, we have 

I 1/ P - I faF(X)G(X)dX I 
o 

where G(x) - (f(x»)1 - l/p X(x) and X is any funct~n which satisfies 

That is, 

I 1/ p _ s~p I f( (f(x»)l/p fZ(X) g(Y)dY) ((f(x»)1 - 'lIp X(x) )dXI 

o 0 

By interchanging the order of integration and the use of Holder's 

inequali ty. we have 

r1/ P s 8~P fag(y)[ Ja f(X)X(X)dX)dY 

o t (y) . 

However, we have that 

t· 

- I 
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80 that 

I 1 / p ~ fag(y)( fa ) IIp sup f(x)dx dy 
X 

0 ~(y) 

- fa g(y) ( fa )l/P f(x)dx dy. 

0 E; (y) 
" Therefore, 

The proof of inequality (ii) follows along the same lines as the above. 

The details are therefore omitted. 

Remark 8: If, in the above theorem, z(x) is a decreasing 

function, then the right side of inequality (ii) replaces the right 

side of inequality (1) and Nice versa. 

Theorem 2.4: (Hewitt and Stromberg [5. pp. 421 - 422]) 

Let (X,M,~) be a a-finite measure space and let f be a non-negative 

Lebesgue measurable function defined almost everywhere on X and E a 

measurable subset of X (E ~ M). If ~ is a real-valued, non-decreasing, 

differentiable function defined on [0,+=), such that ~(O) - 0 and 

then 

f ~(f(x»d~(x) < +=, 
E 

J ~(f(x»dp(x) - ~P(E n Et)~'(t)dt 
B 0 

.. - -, 

. \ 



where cfJ' is the derivative ofi cfJ and E
t 

... {x € X; f(x) > t}. 

Proof: 
I 

fcfJ(f(X»d~(X) = I XE(X)cfJ(f(x»d~(x) 
E X 

- ~~'(t)[ I XE(X)X[O.f(X)](t)d~(X»)dt, 
o X 

where XA is the characteristic function of a set A and the interchange 

of the order of integration is justified by the use of Fubini's 

Theorem. 

Now, 

Therefore, 

J XE(x)X[O,f(x)](t)d~(X) - ~(E nEt)' 
X 

J ~(f(x»d~(x) - ~~'(t)P(E n Et)dt. 

E 0 

I 

, 

Corollary 1: If p > 0, then I 
I 

J (f (x») p dlI(x) ~t~ - 1 li(E n Et)dt, - p 
E 0 

25 
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, 

provided the integral on the left hand side exists. 

Proof: The result follows with ~(t) - t P (p > 0). 

Remark 9: If we replace E by X in the above, we have 

J (f(x»)P d~(x) = P fmtp - 1 ~(X n Et)dt 

X 0 

I • p 

Lemma 1: Let (X,M,~) be a measure space and f a Lebesgue 

measurable function defined almost everywhere on X. Then, for all 

Y > 0, 

Proof: By definition, 

Df(Y) - ~({x ~ X; If(x)l> y})~ 

where y > o. 

Since f* 1s monotone non-increasing, we have 

{x ~ (o,~); f*(x) > y} - (O,Df(y». 

The conclusion follows at once as the measure of (O,Df(y» is Df(Y). 

That is, 

Theorem 2.5: Let (X,M,~) be a a-fini~e measure space and f 

26 
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a Lebesgue measurable function defined almost everywhere on x. If ~ 

is a real-valued, non-decreasing, differentiable function defined on 

[O,+m), such that ~(O) = 0 and 

then 

f ~(lf(x)l)d~(x) < ~, 
X 

f ~(If(x) I)d~(x) = J~~(f*(t»dt. 
X 0 

Proof: By Theorem 2.4 and Lemma 1, we have 

f ~(If(x) l)dll(X) 

X 

= J;i~'(t)ll(X n Et)dt 

o 

• 

where E* - {x € X; f*(t) > u}. u 

--I~~'(t;)ll(Et)dt 
o 

- r=~'(t)Df*(t)dt 
o 

-r~' (t)~{(O,+m) 
0 

-r·(f*(t»dt, 
0 

Bence, we have the desired ~esu~t. 
" 

'\ 

n E*)dt u 

27 
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" 

p > o. 

, t 

Corollary 1: If p > 0, then 

f If(x)IP dll(X) 

X 

r (f*(t»)P dt. 

° 
The proof follows easily from Theorem 2.5 with ~(t) = t P , for 

We now need a result of Colin Bennett [lJ. 

Theorem 2.6: If 0 < s ~ 1 and f is any integrable function 

defined on [0,1], then the following statements are equivalent: 

(i) dx < co 

(ii) ff*(t) (lOg+t*(t»)S dt < 00 

o 

(iii) dt < oo~ 

+ ' + 
wh~re, as before, log Ixl b log Ixl if x ~ 1 and log Ixl - 0 

otherwise. 

Proof: That (i) and (ii) are equivalen~'follows from Theorem 2.5. 

Now, assume that (ii) holds. Tqat is, 

Setting 

.. 
" 
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and 

we have 

f1f*(t) (log t-1)S dt 

o 

- f f*(t) (log t-1)S dt + f f*(t) (log t-1)S dt 

El E2 

: 11 + 12, respectively. 

Considering II, we get 

f £*(t) (log .t-1)S dt s f t-1/ 2 (log t-1)S dt 

El El 

wher~ the Gamma function. 

Now consider 1 2 • We have 

s J
1
t-1/ 2 (log t-1)S dt 

o 

_ rcs + 1)2s + 1 

< co, 

12 - f f*(t) (log t-1)S dt. 

E2 

Sin~e f*(t) > t-l/~E2 and 0< t, < 1, we have f*(t) > 

(f*Ct»)2 > t-
1 

> 1, and hence 

12 S f f~(t)(log (f*(t»)2)S dt 

E2 

'( 

t - 1 / 2 > 1 

29 
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, - 2
s J f*Ct) (log f*(t»)S dt 

E2 

~ 2 8 Jif*(t) (log+f*(t»)S dt 

o 

< m, by hypothesis. 

3Q 

Therefore, we have .~~ 

fif*Ct) (log t-1)S dt 

o 

- J f*(t) (log t-1)S dt + f ~*(t)(log t-1)Q ~t 
El E2 

s rcs + 1) s + 1 + 2s J1
f*Ct)(lOg+f*(t»)S dt 

o 

< m. 

Thus, (ii) implies (iii). 

For the converse, we note that if g satisfies 

J1
Ig(X)ldX ~ 1, 

o 
then tg*(t) s 1. To see this, note that for 0 < t < 1, 

t . 

tg*(t) - g*(t).J du 

o 

~' 

~ I g*(u)du 

o 

'\ 

~ \ , . 
1\ 

.~ , 

i· 
,.' 

t 
tr , 



s r g*(u)du 

o 

flg(X)ldX 
o 

In other words, if 19l is integrable, then tg*(t) is bounded. 

Now consider 

f1f*(t) (log+f*(t»)S dt 

o 

= Jl + J2, respectively. 

J2 is ~learly bounded by f*(l/e) (log+f*(l/e»)S because the function f* 

is bounded away from the origin. 

-1 For Jl. we note that in the interval (O,l/e). log t > 1. In 
~ 

particular, log t-1 
> t. Using the fact that f*(t) (log t-l)~iS 

integrable, we get, from the above remarks, 

or 

Thus, 

31 

i 

" 

" 

, . 

" 



• 

~ (1 + a)S J1/e
f*(t) (log t-1)S dt 

o 

~ (1 + s)s f1f*(t) (log t-1)S dt 

o 

< <XI. 

Therefore, (iii) implies (ii) and we are done. 

f1f*(t) (log t-1)S dt < ~. 
o 

~ 
This follows by the same methods ~6ed in th~ last part of the proof of 

Theorem 2.6. 

We now prove the following us~ful inclusion relation: 

Theorem 2.7: For 0 < S ~ 1 and 1 < p < ~, the following 

tnclusions hold: 

LP[O.1] ~ Ll(log+L)s[O,1] ; LI [O,1]. 

Proof: Assume that f € LP[O,I] for 1 < p <+=. Then, by theorems 2.4 

and 2.5, 

[ II )I/P 
if(x)I P dx 

o 
_ ( I1

(f*(t»)P dt)l/P 

o 

< (D. 

_ 1 )l/P 
dy 

32 
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Clearly, 

~DfCY)YP - 1 dy >" ~Df(Y)YP - 1 dy 

o a 

vhere a > 1. 

Thus, 

.. fDf'CY) (log y)S yP - 1 (log y)-8 dy. 

a 

Now consider g(y) = yP - l(log y)-8, vhere y ~ a and 1 < P < ~. 

Routine calculations yield that Yo = e 8
/(p 1) > 1 is a relative 

minimum for g(y). Choosing 1 < a < yO, 

~Df(Y){lOg y)9 (yP - 1 (log y)-9]dY 
a 

~Df(Y){lOg y)8 g(y)dy 

a 

~ g(yO) ~Df(Y)(lOg y)8 dy. 

a 

Now, 

Jllf(~)I(lOg+lf(X) 1)8 dx 
o . 

33 
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\ -' 

.. J If(x) 1 (log+lf(x) 1)8 dx + J If(x) 1 (log+lf(x)"I)S dx, 

where 

and 

El E2 

• 
El .. {x € [0,1]; If(x) I > a} 

E2 .. {x € [0,1]; If(x) I ~ a}, 

for some constant a > 1. Now, 

On the other hand, 

f \ f (x) I (log of I f (x) I) s dx 

E2 

- A, say. 

J If(x) I (log+\f(x) 1)8 dx 

El 

a 
... 

a a 

I 
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~ fDfCY) (log y)S dy < co 

a 

from above, and the second integral is finite since 

a a 

s a1 - P fyp - 1 Df(y)dy 

o -

1 - P _ ,.;;;a'"--__ 

P 

< 00. 

Hence, we have the desired result. 

That is, 

~ LP[O.lJ ; L 1 C10g+L)s[O,lJ. 

Now suppose that f € Ll(10g+L)s[O,1J. where 0 < S S 1. This is 

equivalent to saying 

Setting 

and 

we h8.ve 

f1f*(t) (log+f*Ct»)S dt < co 

o 

El - (t e [0,1]; f*(t) > e} 

E2 - (t e [0,1 J; f ~;) S e}, 

I f*(t)dt + f f*(t)dt 

El E2 

- II + Ii, respecti~e1y. 

I 
t 
1 
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J f*(t)dt !:: J edt 

E2 E2 

!:: t edt 

0 

- e. 
I 

+ Note that, on El, f*(t) > e. Thus log f*(t) • log f*(t) ~ 1 and hence, 

(log+f*(t»)S ~ 1 and f*(t) (log+f*(t»)S ~ f*(t). 

Therefore, 

!:: f f*(t) (log+f*(t»)S dt 

El 

!:: flf*(~)(lOg+f*(t»)S dt 

o 

< ... , by assumptio~---
Collecting the above estimates, . 

J1
f*(t)dt S e + J

1
f*(t) (log+f*(t»)S dt 

o 0 

< CICI. 

That is, 

• 

~. ; . 
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Lastly~ we extend the Hardy Inequalities by considering 

certain weight functions. Recall that the Hardy Inequalities are 

given by: } 

Theorem 2.8: ([6, p. 256 - 257J) If 1 $ q < ~, 0 < r < ~ 

and f is a non-negative Lebesgue measurable function defined on (O.~), 

then 

(i) ( r '( ftf(Y)dy]q -r - 1 ]l/q $3- ( f' (yf(y») q 
-r _ 1 )l/q 

t dt Y dy r 
0 0 0 

and 

(ii) ( f~ ( r=f(Y)dy)q t r _ 1 ) l/q 
$3- ( r (yf(y»)q 

r - 1 f/q 
dt Y dy • r 

0 t 0 

" 
In order to extend the above, we state,'without proof, the 

following inequality of Jensen, which may be found, for example, in 

Hewitt and Stromberg [5. p. 202J. 

Theorem 2.9: (Jensen's Inequality) Suppose $ is a convex 

function defined on (O,~) and f is a non-negacive Lebesgue measurable 

function defined on X with 

Then 

I d\l(x) - \leX) < =, \leX) ;co. 

X 

• ( \l~X) J f (x)d\l (x) J $ II ~X) J $ (f (x) }dl1(~) • 
X 

\ 

.. 

" 

1 
• 

l~ 
j 
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, 
We now prove the followin~: 

Theorem 2.10: If f is a non-negative Lebesgue measurable 

function defined on (Ot+-) and if 1 S q < ~t 0 < r < +- and w is a 

non-negative non-increasing function defined on (O.~) with the 

property that for a = r /q there exist's a constant A (> 0) such 

that 

then 

x-a fXtO - 1 w(t)dt s Aw(x) , 

o 

r=W(t)tr - 1 ( f=f(Y)dy)q dt SA r=(tf(t»)q t r - 1 w(t)dt. 

o t 0 

Proof: We first note that 

~W(t)t-l ( t r / q r=f(Y)dy)q dt 

o t 

-r/q - 1 
If we set d~(y) - Y dy, tben 

~d~(Y) - p«t,m» 

t 
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since t € (0,+00). 

_ .9... t -r/q 
r 

< "". 

Also, ~«t.""») is non-zero since t € (0,+00). Hence, we can apply 

Theorem 2.9 to the above to get 

s (;)q ft-1 W(t)(~ t r /
q) ( r Cf(y)yr/

q 
+ l)q y-r/

q - 1 dY)dt 

o t 

_ (;)q - 1 ft-1 w(t)tr /
q ( f(f(y)yr/

q + l)q y-r/
q - 1 dY)dt 

o t 

.. (;)q - 1 f(f(y)yr/
q 

+ 1)q y-r/
q - 1 ( IYW(t}tr/: - 1 dt)dY 

o 0 

s A[;)~ - 1 fCf(y)yr/q + l)q y-1 w(y)dy 

o 

_ A Jm(y~(y»)q yr - 1 w(y}dy. 

o 

Theorem 2.11: Let f be a ,non-negative Lebe$gue measurable 

function defined on (O,+=) and w a non-negative decreasing function 

I' 
I 
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defined on (O,~). If 1 ~ q < ~ and 0 < r < +w, then 

1 flOW(t)t-r - 1 [tf(Y)dy)q dt)l/q ~ A( f(Yf(y»)q y-r - 1. W(Y)dyf
/q

. 

o 0 0 

Proof: We use the fact that II) is decreasing to get 

• 

- 1 (w(t»)l/q f(y)dy ~ ( J
t) q ) l/q 

o 

- 1 (w(y»)l/ q f(y)dy dt • [ It ) q ) l/q 

o 

We can now use Theorem 2.8, part (i), to e5tima~e the last integral. 

The result is 

( r 1/ - 1 )l/q S A (y(w(y») q f(y»)q y-r dy 

o 

( r ( ) q -r - 1 ) 1/ q w(y) y£ (y) y dy •. 

o 

This is the desired inequality. 

-
The last proposition of t~is section will be an extension of 

/"f"~ 

C81der6n's Lemma due to R. johnson [9J. 

! 
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, Theorem 2.12:, ([9, p. 293]) If f is a non-negative decreasing 

Lebesgue measurable function defined on (0,+=) and 0 < P S q < +-, then 

for any real a, 

( r )l/P 
(t a f(t»)P t-1 dt • 

o 0 

Remark 11: For a = 1/r, r > 0. the above inequality is 

Calder6n's Lemma. 
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CHAPTER III 

In this chapter we will deal with the interpolation of linear 

operators on the Orlicz spaces L1(log+L)s[O.lJ and the spaces 

KP(log+K)s(X,M,~) which have been defined previously. Richard O'Neil 

[14] gave the first explicit formulation of an interpolation theorem 

concerning these spaces. We will pr~vide a different proof of' his 

result by utilizing non-increasing equimeasurable rearrangements 

rather than distribution functions. This will correspond more closely 

with the definitions of the Lorentz spaces and the Orlicz spaces 

~l(log +L)s[O.l]. After proving O'Neil's results, we will extend them 

further to weighted spaces with weights satisfying certain growth 

conditions. 

The first res~lt is: 

Theorem 3.1: ([14']) Suppose 0 < p < 1: < .....,', 0 S s S 1, 

1 s, q < ....., and T is a linear operator simultaneously of weak types 

() ( 1 + )s ] i,p and q,r). Then, for any f 1 L (log L [0,1 , we have that 

1 Tf E: L(p,-)(X,M,u). s 

Proof: Since we are dealing with spaces which are totally finite, we 

may assume U(X) - 1~ There is no loss of generality in making this 

assumption. 

For any measurable function f, defined on [0,1], we def,ine 

_ 

{ 
f,'O"X) fU(x) 

,if If(x)( > f*(u) 

otherwise, 
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4-3 

and f (x) - f(x) - fU(x). where u is a function to be determined later. 
U 

Then, by the definitions of f* and D
f

, we have 

and 

f*(y) ~ 
u 

f*(y) 

o 

f*(u) 

f*(y) 

o < y < u 

y ~ u 

o < y < u 

y ~ u. 

Now we consider IITfl I 11 when 0 < s $ 1. Then t by the linearity of 
Pt s 

T t the properties of sums of rearrangements of functions, and 

~nkowskits inequality, 

_ [ Jl((Tf)*(t)tl/P)l/s t-1 dtJs 

o 

_ ( r {(Tf) * (t)t1/p - S) lIs dt) S 
o . 

- - ( J1
((T(fU + f

u
))*(t)t1 / P 

o 

I . (' 

, 
I I 

, 
i 
T 

1 
I 



s (J1
((TfU)*(t/2)t1/ P - s + (Tf

U
)*(t/2)t1/ P - 8)1/8 dtJS 

o 

s A( ( fl((T~U)*(t/2)tl/P - 8)1/8 dt)S 

o 

+ (J1((TfU)*(t/2)t1/P - S)1/8 dt)S). 
o . 

= A(II + 12)' respectively. 

Recall now that if T is a linear operator of weak type (p,q), then 

there exists a constant A (> 0). such that, 

For II, since T is of weak type (l,p), 

! 

Ii ls _ fl((TfU)*(t/2)ti/P - 8)1/8 dt 

o 

SA flllfUllt/S t-1 dt 
o . 

~ A f1( fP(X) • 1 . )1/8 
~ fU* (y)dy t -1 dt / 

I 
·00 

-' 
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I 
I 

Suppose that u - u(t) = t A for some ). > O. Then. by Theorem 2.3. 

:A-

llis ::; A r( r rlS 
f*(y)dy t -1 dt 

0 0 

~ A ( fl f *(y) [ Ii t-1 dt)S d y )l/S 
o 1/). 

y 

= A [ fl f *(y) [lOg 1 _ log y1/A)S dy)l/S 

o 

= A ( Jl f *(y) (log 1/y)S dy)l/S 

o 

< DO. 

by hypothesis and by Theorem 2.6. 

Now consider 12' Since T is of weak type (q,r), we have 

I~/s = I1
((Tf

u
)*(t/2)t1/ P - .s)1/5 dt 

o 

~ A J1
t 1/ SP -'l/sr - 1 

o 
( [

1.-" )l/SQ 
(f~(y») q dy dt 

o 

45 
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~ A ( Jltl/SP - llsr - 1 [ JU(f*(u»)q dy + f1
(f*(y»)q dy)l/sq dt _ 

o 0 U 

~ A 4 Jltl/SP - l/sr - 1 [ JU )l/sq ~ l (f*(u»)q dy . dt 

o 0 

+ fltl/SP - l/er - 1 Jl(f*(y»)q dy)l/sq dt) 

o u 

- A(Jl + J2), respectively. 

A Agaio, consider u = u(t) = t where A > o. We estimate the above 

integrals by considering two cases. 

Case 1 sq € (0,11. 

In this case, 

J
ltl/SP - lIar - 1 

Jl -
O' 

J 
l/sq 

dy dt 

_ Jltl/SP - llsr - 1 (f*(tA»)l/s t A/sq dt. 

o 

Substituting t A 
a X in the last line yields 

Jl - A J1
x(1/SP - l/sr)/A + l/sq - l/A (f*(x»)l/S xl/A - 1 dx 

o 

_ A J1
x(1/SP 1/sr)/A + l/sq - 1 (f*{x»)l/S - 1 f*(x)dx. 

o 

--- \ 
,', 

~~ 

" , 

-; , 

: 

"j 

I. 



the proof of Theorem 2.6) that for f € LI [O.1), f*(x) 5 Ax- 1 . 

~ubstituting this inequality into the last integral we get 

Jl ~ A flx(l/SP - 1/sr)/A + l/sq - l/s (Ax-1)1/S - 1 f*(x)dx 

o 

_ A f1x (1/SP - l/sr)/A + l/sq - l/s ;:(X)dX. 

o 

By choosing A € (O,q(r - p)/pr(q -1)], the last integral is dominated 

by . ,) 
A ff*(X)dX <: "". 

o 

To estimate J2, we employ ·Theorem 2.3. Then, 

J2 - t tl/Sp - lIar - 1 ( r (f*(y»)q dy f /Sq 
dt 

0 tA-

l/A 

S ( r (f*(y»)q (JY t 1/sp - l/ar - 1 ) sq f/Sq 
dt dy 

0 0 

_ A ( Ji(f*(~»)q ;q(l/P - l/r)(A dy)i/Sq 

o 

_ A . (f*(y»)q - 1 f*(y)yq(l/p - l/r)/l dy ( J
i )l/SQ 

Q ., 
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[ f
1 (11 l/r)/A + 1 _ q )l/Sq 

S A f*(y)yq p.- dy, 

o 
, 

where the last inequality follows again from f*Cx) ~ Ax-1
• Choosing A 

as above yields 

~ A ( fl )l/SQ J2 ~ f*(y)dy 

o 

< co. 

Case 2 1 < sq < co. 

The procedure for estimating Jl is the same as above and is therefore 

omitted. 

Now consider J 2. We· have 

f1t1/SP - l/sr - 1 
J2 • 

o 

~ A r t 1/sp - lIar - 1 (f*(tA»)l/s 

0 

~ A J1
t
1

/ SP - lIar - 1 (f*(tA»)l/S 

0 

)

l/SQ 
dy dt 

( fdy)l/s
q 

t A 

[ fdy)l/sq 

0 

_ A J1
t 1 / SP - l/sr - 1 (f*(tA»)l/s dt 

o 

... A 
The substitution x - t yields 

dt 

dt 

J2 S A Ji
x(l/SP - l/sr)/A - 1 (f*(x»)i/S - 1 f*(x)dx 

'0 
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l/sr)/A - l/s f*(x)dx 

and, choosing A € (O,(r - p)/pr], it follows that 

-

< co. 

Note that if s = 0, then Ll(log+L)sCO,lJ = L1CO.1J, so that 
l6io 

II Tf II * 1/ - II Tf II * p, s p,co 

sup 
o < t < 1 

and since T is of weak type (l,p), 

sup sup t
1 / p (At -1/~ II f II d 

° < t < 1 o < t < 1 

- sup A II f.lll 
o < < 1 

which completes the proof. 

theorem 3.2: Suppo~e 0 < p < r < +CO, 1 ~ s < +co, 1 s q < +co 

and T is a linear operator simultaneously of weak types (l,p) and 

(q,r). Xhen for f £ LL(10g+L)~[O.1], ·Tf ~ KP(log+K)p(s - l)(X,M,~). 

49 



Proof: If we define fU and f as in Theorem 3.1, then 
U 

_ Il
t 1/P - 1 (Tf)*(t) (log l/t)P(s - l)/p dt 

o 

_ fl t1/p - 1 ((T{fU + fu))*(t» (log l/t)S - 1 dt 

o 

s r t
l/p - 1 ((TfU

) * (tI2>~LTfJ * (t/2) ) (log lIt) s - 1 dt 

o 

_ Jl t1/P - 1 (TfU)*(t/2) (log l/t)S - 1 dt 

o 

+ I
1

t 1/P - 1 (Tf
u
)*(t/2) (log l/t)S - 1 dt 

o 

= Ii + 12. respectively. 

Since T is of weak type (1,p), we have 

II - I1
t l / P ~ 1 (TfU)*(t/2) (log l/t)S - 1 dt 

o 

s r t -lAllfu l h (log lit) S - 1 dt 

o 

S A 1\-1, (log lit) S - 1 ( r fU* (Y)dyJdt 
o . 0 
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S A Jl t -
1 (log l/t)S - 1 ( JUf*<Y)dY)dt. 

o 0 

A 
Setting u = u(t) = t • A > O. yields 

'. ). 

I1 A J1 t -1 (log l/t)S - 1 [ Jt f*(Y)dY)dt 

o 0 

and, applying Theorem 2.3. we get 

by hypothesis. 

SA Jl f *(y) (log 1/y1/A)5 - 1 

o 

[
1 l/A 

- A f*(y) (log l/y )S dy 

o 

- A f1 f *(y) (log l/Y)S dy 

o 

< 00, 

To estimate 12) we use the fact that T is of weak type (q.r). to get 

12 - fl t1/p - 1 (Tf
u
)*(t/2) (log l/t)S - 1 dt 

o 

• 
SA fl t1/p - 1 (log l/t)S - 1 (t-l/~ IlfUllq)dt 

o 
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• A Jlt1/P - l/r - 1 (log l/t)S - 1 I If I I dt 
U q 

o 

S A Jlt1/P - l/r - 1 (log l/t)S - 1 ( Jl(f~(y»)q dy)l/q dt 

o 0 

S A Jlt1 / P - l/r - 1 (log l/t)S - 1 ( JU(f*(U»)q dy 

o 0 

J
l )l/q 

+ (f*(y»)q dy dt 

u 

S A [ Jl t1 / P - l/r - 1 (log l/t)S - 1 [ JU(f*(U»)q dy)l/q dt 

o 0 

+ Jlt1 / P - l/r - 1 (log l/t)S - 1 ( J1 Cf*<y»)q dy)l/qdt) 

o U 

With U defined as above, 

J, _ Jl t1/P - llr - 1 (log l/t)8 - 1 [ J'A(f*(tA»)q dy]l/q dt 

o 0 

_ Jl t1/P - l/r - 1 (log l/t)~ - 1 f*(tA)t A/q dt 

o 

, _ J1 t l/p - l/r - 1 + )../q (log i/t)S - 1 f*(t)..)dt. 

o 

, 
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) 

A 
and the substitution x - t yields 

Jl a A J1
x(1/P - l/r - l)/X + l/q + l/X - 1 (log l!xl/A)S - 1 f*(x)dx 

o 

~ A J1
x(1/P l/r)/X - 1 + l/q (log l/X)S - 1 f*(x)dx 

o 

Z A ( f1
!ex (1/ p - l/r)!X - 1 + l/q (log l/x)S - 1 f*(x)dx 

o 

Now, 

+ J1
x(1/p - l/r)/X - 1 + l/q (log l/X)S - 1 f*(X)dX) 

lie 

Kl ~ Jl/ex(l/ p - l/r)/X - 1 + ~/q (log l/x)S - 1 f*(x)dx 

o 

f
l/e (lip - l/r)/X - 1 + l/q (log l/x)S f*(x)dx 

~ x " co-. , 
o i 

.,..,tj 

f
ile 

~ i (log l/x) S f* (x)dx 

0 1 

~ flf*(~)(lQg l/X)S dx 

o 

< co. 

, 
f 
~' 
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provided A € (O,q(r - p)/pr(q - 1)]. 

For the second integral, K2, if~A belongs to the same set as above, we 

get 

K2 - f1x (1/ P - l/r)/A + l/q - 1 (log 1/x)8 - 1 f*(x)dx 

lIe 

S (log e)S - 1 J1
x(1/P - l/r)/~ + l/q - 1 f*(x)dx 

lIe 

S A tf*(X)dX 

lIe 

S A flf*(X)dX 

o ) 
f 

Jz - f1
t 1 /P - l/r - 1 (log l/t)S - 1 

o 
[ f

i " )l/q 
(f*(y})q dy dt 

t
A 

S fl tl/p - l/r - 1 (log l/t)S - 1 f*(t A) 

o 
[11 )l/q 

dy dt 

t A , 

r 'lIp, - l/r S t - 1 (log lit) S 
- 1 f*(t

A) ( fdy)l/Q dt 

0 0 
r 

s Jl t1/P - l/r - 1 (log lIt) S 
- 1 f*(tA)dt. 

0 

I 

5-' 

t 
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A and, with x = t , 

J2 ~ A I1
X(1/ P - l/r)/A - 1 (log l/X)S - 1 f*(x)dx 

a 

[ J
l/ex(l/P 1/) I' 1 1 = A - r A - (log l/x)S - f*(x)dx 

o 

+ f1x (lIp ,- l/r) /A - 1 (log l/x) S - 1 f*(X)dX) 

t/e. 

= A (Ql + Q2)' respectively. 

Clearly, if A € (O,(r - p)/pr], 

f
1

/ ex (1/ p - l/r)/). - 1 ( )s - 1 Ql = log l/x f*(x)dx 

o 

s f1
/ ex (1/ P - l/r)/A - 1 (log l/x)S f*(x)dx 

o 

f
l/e 

S A (log 1/x)8 f*(x)dx 
o . 

J
l ' 

S A (log l/x)8 f*(x)dx 

o 

< 00. / 
La8Fly, we obtain, for A € (O,(r - p)/prJ, the estimate 

( 

Q J
l (lIp - l/r)/). 

2 = x 

lIe 

-1 (' )8-1 log l/x f*(x)dx 
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I 

I 

S (log e)S - 1 f1x(1/P - l/r)/A - 1 f*(x)dx 

lIe 

S A J\*(X)dX 

lle 

S A J1
f*(X)dX 

o 

< co. 

Collecting terms, we are done since (O,(r - p)/pr] ~ ~. 

Remark 12: As an application of Theorem 3.1, we consider the 

case when S = 1 and we retrieve the following theorem due to A. Zygmund 

[23]: 

Theorem 3.3: If f is a periodic function of pericd 2n such 

that f € il(log+L)1[O~2n], th~n f € Ll[O.2n], where f is the conjugate 

function of f. 

Remark 13: We recall that for such a function f, the conjugate 

function f is defined by the Cauchy principal value integral 

f(x) a -; lim + 
£ -+ 0 

f(x - t) f(x - t) [ f
-£ In 

-n 2 tan(t/2) dt + £ 2 tan(t/2) 

The operator T which maps f into f is interesting in that it is of 

~eak type (1,1) but not of strong type (1,1). T is also of strong type 

(2,2) •. See, for example, Edwards .[2, Vol. 2, pp. 169 - 177]. 
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by 

Remark 14: We can also discuss the linear operator T defined 

Tf(x) = x-1 IXlf(t)ldt. 

o 

As was shown in Chapter II, T is of weak type (1,1). T is also of 

strong type (p,p) for 1 < P < ~, hence of weak type (p,p). Setting 

p = l/s, where 0 < s < 1, we can apply Theorem 3.1 so that for 

f € L1 (10giL)s[O.lJ. Tf € L(l,l/s). That is. 

f1X1/s - 1 ((Tf)*(X»)1/
S 

dx < ~ 
- 0 

This result was shown by Max Jodeit, Jr. [7J for the case when 

dx < ~. 

I 
Theorem 3.1 will now be extended to a weighted form. We have 

the following: 
I 

Theorem 3.4: Suppose T is a linear operator simultaneously 

of weak types (l,p) and (q,r) where 0 < p < r < += and 1 < q < ~. 

Let w be a non-negative non-increasing function defined on (0,1), 

with the property that there is a constant A (> 0) such that 

-(1 
X 

-" 1 w(t)dt s .Aw(x) 

for (1 - IIp - l/r. Then, if 0 < s < 1, 

to 

II 
I 
1 
\ 
i 
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whenever 

(ji(W(t)(Tf)*<t»)l/S tl/sp - 1 dtJS < m, 
o 

I1
W(t 1/O )f*(t) (log 1/t)8 dt 

o 

58 

is finite, where 0 is the slope of the line segment between (l,l/p) and 

(l/q,l/r). That is, 0 - (l/p - l/r)/(l - l/q). 

Proof: 

and 

Setting 

we have 

u Defining f and f as in the two previous theorems, recall that I u 

f*(y) 
u 

f*(y) 

o 

f*(u) 

f*(y) 

o < y < u 

y ~ u 

o < y < u 

y ~ u. 

I _ ( J1
(W(Y) (Tf)*(y))l/s yl/SP - 1 dY)S. 

o 

Ills _ Ji (w(y) (Tf) *-(y») tis yiJsP 

o 

- 1 dy 
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~ Jl(W(Y) ((TfU)*(y/2) + (Tf
U
)*(Y/2»))1/S yl/SP - 1 dy 

o 

~ A ( J1
(W(Y) (TfU)*(Y/2»)1/s yl/sp - 1 dy 

o 

+ J1
(W(Y) (Tf

U
)*(Y/2»)1/S yl/Sp - 1 dY) 

o 

= A (II + 12), respectively. 

From the hypothesis that T is of weak type (l,p), 

II - J1
(wCY) (TfU)*(Y/2»)1/s y1/SP 1 dy 

o 

~ A JeWCy»)l/S I lful lils y-l dy 

o 

S A J
1

(wCy»)l/S y-l ( J1 * )l/S fU (t)dt dy 

0 0 

, 

~ A J
1

(W(y»)1/S y-1 ( JU )l/S f*(t)dt dye 

0 0 

(] 
If we set U = uCy) - y where (] - (lip - l/r)/Cl - l/q), then 

appliea t ion 0 f Theorem. 2. 3 yields, 

1\1 
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SA (f1f*(t)W(tl/0)( Ii y-l dY)S dt 

o t1/0 

_ A ( flf*(t)W(tl/O) (lQg l/t)S dt)l/S, 

o 

which is finite by hypothesis. 

.. 

) 
lIs 

To estimate 12' we use the fact that T is of weak type (q,r) to get 

12 - fl(W(Y) (Tf
u

)*(Y/2»)1/s yl/sp - 1 dy 

o 

S fl(~(y»)l/S I Ifull!ts yl/sp - l/sr - 1 dy 

o ~ 

60 

S A J
l

(W(y»)l/S ( JU(f*(u»)q dt + I1
(f*(t»)q dt)l/

q
s ~l/sp - l/er - 1 dy 

o 0 u 

S A ( J
l

(W(y»)l/S yl/sp - l/er - 1 ( fU(f*(U»)q dt)l~qS dy 

o 0 

+ J1
(W(y»)1:S yl/sp - 1/sr - 1 ( J1

(f*(t»)q dt)l/
q

e dY) 

o u 

= A (Jl + J2)' respectively. 
I 

But, I 
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K [l(W(y»)l/S yl/sp - l/sr - 1 (f*(yO»)l/s yo/sq dy, 

° 
° SO that the substitution x = y yields 

Jl a A 11 (w(x1/ o)f*(x))1/S x(l/Sp -'l/sr)/o + l/sq - 1 dx 

o 

= A f1
(W(X1/O)f*(x)x)1/S x-1 dx. 

° 
By Theorem 2.12. ~ 

J~ -. A [ Il(w(xl/o)f*(x)x)l/S 

o 

-1 
x 

[ f
1 I -1 ) lip ~ A (W(x1 O)f*(x)x)P x dx 

o 

J 
for any p ~ (O,l/sJ. In particular t we can set p c 1, so that 

·w(x IO)f*(x)dx • ( Il ., 1 ] l/s 

o 

1 + s 
But, since LI(log L) [O.lJ ; LI [O,1], Jl is finite. 

° For J 21 we again make the substitution x = y , to get 

. J 2 - Jl((I)(y»)1/8 yl/sp - llsr - 1 (J1
(f*(t»)q dt)l/SQ dy. 

o 0 
y 

.. 
I 
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sq € (0,1], We apply Theorem 2.3 and then Theorem 2.12 to get 

lisp - llsr - 1 )Sq )l/SQ 
Y dy -dt 

:5 A 
_ llr - 1 )q )l/SQ 

dy dt • 

We now apply the growth condition satisfied by the weight function w. 

1/0 
Note that we are using x = t • and a = lip - l/r. The result is 

~ 

a A ( f1 (f*(t»)Q t
q - 1 (w(t i/o »)Q dt)1/sq 

o 

S A f*(t)w(t 1/o)dt ( f
i J1/S 

o 

< .." 

Case 2 sq € (1,"'). In this case we have 

fl 11 IIsp - 1/sr - 1 ( J1 )l/sq J2 - (w(y») S y (f*(t»)q dt dy. 

o u y 

\ 
~ -. 

.' 
<;. 

I', 

.. ' , 

'1 
I 
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r (w(y»)l/S lisp - l/sr - 1 ( fl(t 1/q f*(t»)q -1 J l/sq 
• y t dt dy 

0 0 y 

-r (w(y») lis y lisp - 1/sr - 1 ( fl(t 1/Sq (f*(t»)l/s)sq t-1 dt 
J l/sq 

dy. 

0 a y 

Applying Theorem 2.12 to the inner integral yields 

J2 SA J1
(W(y»)1/S yl/sp - 1/sr - 1 

o 

[ Jltl/sq - 1 (f*(t»)l/s dt)dY• 

o 
y 

. 
We now interchange the order of integration and apply Theorem 2.12 

again to get 

J 2 S A Jltl/SQ - 1 (f*(t»)l/ s 

o 

t 1/ 0 

[ J yl/sp - l/sr - 1 (w(y»)l/ s "dY)dt 

o 

• A Jltl/SQ - 1 (f~(t»)l/s ( 

o 

t
1/0 

f (yl/p - l/r w(y»)l/s y-ldY)dt 

o 

i/O 
S A Jltl/SQ - 1 (f*(t»)l/ s 

o 
[r yl/p - l/r - 1 w(y)dy dt ) 

lIs 

o 

_ A fltl/SQ - 1 (f*(t»)l/s t a/sa ( t-a/ o 

o 

.~ 

where a - (l/p - l/r). By hypothesis, the last line is dominated by 

A fltl/SQ - 1 (f*(t»)l/s t(l/p - l/r)/so (Aw(t 1 / O»)1/S dt 

o . 

, " ", 



-----1 
= A J tl/sq - 1 (f*(t»)l/S t(l - l/q)/s (WCtl/cr»)l/S dt 

o 

= A f1
(tf*Ct)WCt1 / cr »)1/S t-1 dt. 

o .-..J 

Once again we apply Theorem 2.12 to obtain the estimate 

/ 

= A [ Ilf*(t)W(tl/cr)d~)l/S 
a 

By hypothesis, 

flwCtl/cr)f*Ct) (log l/t)S dt < ~ 
a 

and so, by Theorem 2.6, J2 is finite. 

Collecti~g terms, we are done. 

Remark 15: We note here that in the case that wCx) .. 
we retrieve the original theorem; that is, Theorem 3.1. 
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CHAPTER IV 

In this chapter we consider functions of bounded mean 

A oscillation and obtain an interpolation theorem involving the L (p,q)-

spaces. First we will state, without proof, interpolation results of 

• 
H. Heinig [4] involving functions in L(p,q), and then we will prove 

results for functions which belong to the LI(log+L)s-spaces. 

Theorem 4.1: Suppose T is a quasi-linear operator defined on 

Lebesgue measurable functions f which are defined almost everywhere on 

Co - C(O,a). If 

IITfl1 

where i - 0.1; Po < PI, rO ~ rl and 0 < qi < +=, 
\ 

then / 

s S q 

where 

.1!. _ .l!O.!. + }J 1 ( 1 - t) 
q qo ql 

1 t ---+ 1 - t 
q qO ql 

o < t < 1 
1 t ---+ 1 - t 
P Po Pl 

1 t - --+. 1 - t 
r rO rl 
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As a corollary to the above theorem, we have: • 
Corollary 1: If T is a quasi-linear operator and 

where i = 0,1; PO < PI, then 

II Tf II ( ) S A II f II tic L q,~ p,q 

where 

~ c ~ + ~1(1~- t) 
q qo qi 

! ""L+ 1 - t o < t < 1· 

~. 

\ 
q qo qi 

I 

1 t 1 - t ---+ 
P Po PI 

If the parameters are restricted to being greater than 1, we 

have": . 

Theorem 4.2: If T is a quasi-linear operator and 

IITfl1 SA 11£11* 
L~(r,q) p,q 

where 

~ 
1. 
~ 
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~ 0 ~ + ~](l - t) 
q qo ql 

° < t < 1 

1 t ~l_-~t - ... -+-
r ro rl 

We now prove the following: 

Theorem 4.3: Suppose T is a quasi-linear operator defined on 

Lebesgue measurable functions f which are defined almost everywhere on 

Co. If 

and 

(ii) 

where ° < p ~ 1, 0 < p < r < ~, 0 < s ~ 1 ~ q < ~, 

IIp l/r > l/q' - q/(q - 1) and p/r ~ ~O/~lt then for A satisfying 

A > ~l/rs + max {n(l - l/rs), 1 - l/rs}, 

II Tf II A S A II f " + s + C. 
L (p,l/s) L1(10g L) 

Proof: We note here that, without loss of generality, we ca~ consider 

Co to be a cube of side length 1, because Co ... C(O,a) has finite side 

length by assumption. We consider u = u(t) to be a non-negative 

function of one variable and define, far f defined almost everywhere 

( 
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f(x) if\f(x)\>,f*(u) 

u f (x) .. 

o otherwise 

u and f (x) = f(x) - f (x). As before, we apply the definitions of f* 
u 

and ,D
f 

to obtain 

f*(y) o < y < u 

0 y ~ u 

and 

£*(u) o < y <:: u 

f*(y) s 
u 

f*(y) y ~ u. 

By setting FO(x) u _ fU where fU is the mean value of fU &: f (x) over 
c c' c 

C(Xtp), and Fl(x) .. f (x) - f ,where f is the mean v~lue of f 
c u uc uc I U 

over C(x,p), it follows that F (x) a FO(x) + Fl(x). 
C C C . 

By Minkowski's inequality, we then have 
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n 

+ (pA - n fP (t 1/p (TF~)*(t/2))1/s t-1 dt)S) 
o 

= A sup (II + 12)' respectively. 
P S 1 

To estimate II, we note that, by (i), 

n 

It /s s pA n JP (t 1/p A pen - ~o)/p t-1/p IlfUI 11)1/S t-1 dt 

o 

n 
_ A pA - n + (n - ~o)/ps JP IlfUI It/s t-i dt 

o 

n and, setting p x ~ t, 

IFs S A pA - n + (n - ~O)/ps (1IfUI'It's x- i dx 

o 

_ A pA - n + (n - Po)/ps fi( fi
f U*(Y)dy)l/S x- i dx 

o 0 

S A pA - n + (n - ~O)/ps fi( ~(x) f*(Y)d y)l/S x-1 dx. 

o 0 

Cpoose u(x) - XCI, where a - pY and y > O. Then by Theorem 2.3, 

I 

A - n + Cn - ~o)/ps -Ap 

~) S ) lIs 
dx dy 

( Jl 1/ )l/S 
f*(y)'(log l/y CI) S dy 

o 

-

f -
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" .. 

• 

_ A pA - p + (n - ~O)/ps ~ y ( Jl f *(y) (log l/Y)S dy)l/S. 
o 

If A - n + (n - ~o)/ps ~ y > 0, then from the fact that 0 < p ~ 1. we 

have pA - n + (n - ~O)/ps - y ~ 1 and so 

I}/s ~ A ( Jl f *(y) (log 1/y)8 dy]l/S 

o 

Now consider 12. From (ii) we have 

n 

I~/s _ pA - n fP (t1/p (TF~)*(t/2»)1/s t-1 dt 

o 

o 

_ A pA - n + (n - Pl)/rs + nips - n/rs Jlx1/PS - l/sr \ \f \ \l/s x-1 dx 
u q 

o 

n 
by setting p x = t. Therefore, 

I~/s 

S A pA - n + n/sp - p)/rs-J
1x1/ PS - 1/rs [ fxQ(f*(XQ»)q dy 

o 0 

f
1 )1/SQ 

+ (fW(y»): dy ,x-
l dx 

a x \ 
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S A (pA - n + n/sp - Ul/rs f
l
x

1
/

SP - l/sr - 1 [ ( r'Sq (f*(xa»)q dy dx 

0 0 

A - n + n/sp - Ul/rs r xl/SP + p 
- l/sr - 1 ( r (f*(y»)q dy 

)l/Sq 
dX) 

0 a x 

:: A (Jl + J2). 

a Substituting x = t into J 1 yields 

Jl ~ pA - n + nIps - Ul/rs - y Jltl/asp - l/asr + l/sq - 1 (f*(t»)l/Sdt • 

o 

Since y > 0 and 0 < a S 1. we have lIas ~ l/s and 

Jl s pA - n + nIps - Ul/rs - y J
l

t 1/ SP - l/sr + l/sq - 1 (f*(t»)l/S dt. 

o 

A n + nips - Ul/rs - y If A - n + nips - Ul/rs ~ y > O. then 0 < P 

and this number is bounded above by 1, so that by Theorem 2.12. 

"1 
Jl s f t(l/P l/r + l/q)/s - 1 (f*(t»)l/S dt 

o 

_ fl(t 1 / P - l/r + l/q f*(t})l/S t-1 dt 

o 

1 . l/s 
S A. ( f t~/p - llr + l/q - 1 f~(t)dtJ • 

o 

However, if l/p - llr > l/q' - 1 - l/q, the last integral is dominated 
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( f
l ) l/s 

A f*(t)dt , 

o 

which is finite by Theorem 2.7 and the hypothesis that 

f € Ll(log+L)s[O.lJ. 

CL Considering J2, we set x = t to obtain 

J2 a p9 - Y fltl/asp - l/CLsr - 1 ( Jl(f*(y»)q dy)l/S
q

, 

o t 

72 

where 9 a A - n + nips - ~l/rs. We note that if y is determined by the 

restrictiQns indicated above, then 

as above. 

~2 ~ A J1
t(1/P - l/r)/s - 1 ( Jl(f*(y»)q dy)1/S9 dt 

o t 

~ A J1
t(1/P - l/r)/s - 1 (t(f*(t»)Q)l/sq dt 

o 

- A r (t1
/

p 

o 

l/r + l/q f*(t»)l/S t-1 dt 

( J
l / / / ) l/s ~ A t 1 p - 1 r + 1 Q - 1 f*(t)dt 

o 

< co, 

., 
> 

" 



Hence, collecting terms, we have the desired result. 

Lastly, we have two corollaries of the above theorem. 

Corollary 1: If p = s = 1, then 

Corollary 2: If 1 5 P = l/s < r < ~, then 

IITfl1 (A ) = IITfl1 A s; A I tfllLl(lo +L)s + C. 
L ,p L (p,p) g 
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