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Abstract 

Building a wireless sensor network (\i\TSN) based on cognitive radio can be promising 

in the near future in order to provide data t ransmissions with quality of service 

requirements , while avoiding the interference in the license-free spectrum and high 

cost in accessing dedicated spectrum. 

In this thesis, we design a cognitive radio sensor network (CRSN) that integrates 

wireless sensor networking and cognitive radio technology, and analyze its perfor­

mance. The network opportunistically accesses vacant channels in the licensed spec­

t rum. \i\Then the current channel becomes unavailable, the devices switch to another 

available channel. The network supports both real-time and non-real-time t raffic. 

Delay performance for the real- time t raffic and throughput for the non-real- time traf­

fic are studied. Two types of the real-time t raffic are considered: bursty traffic where 

a burst of packets are generated periodically and each burst includes a random num­

ber of packets , and Poisson traffic where packet arrivals follow a Poisson process. 

Analytical models are developed for the average packet t ransmission delay 'when sup­

porting each type of the real- time t raffic, and simulation resul ts of both the average 

transmission delay and packet drop rate performance are demonstrated . Our results 

indicate that real-time traffic can be effectively supported in the CRSN. Given the 

total number of candidate channels that can possibly be used by a CRSN, vve consider 
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how to allocate the channels am ong different clusters in order to maximize the system 

t hroughput. A heuristic scheme is designed to find the optimum channel allocations 

t hat achieves the same throughput as the exhaustive search method. 
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Chapter 1 

Introduction and Background 

This chapter includes a general overview of wireless sensor networks (vVSNs) and 

cognitive radio networks (CRNs) , followed by the motivations to integrate the two 

technologies . 

1.1 Background 

1.1.1 Wireless Sensor N etwor ks 

General Concepts and Applications 

A \iVSN is a set of small autonomous sensing devices (called sensor nodes or motes 

sometimes) that are distributed in an area or obj ect for the purpose of monitoring var­

ious physical or environmental parameters, including temperature, sound , chemicals, 

vibrat ion , pressure and mot ion , in a cooperative manner [1]. 

The motivation in early times for building \iVSNs was mili tary tasks such as an t i­

submarine sound surveillance systems [2]. Nowadays , applications of WSNs appear in 

1 



j\fLA.Sc. Thesis - Zhongliang Liang McMaster - Electrical Engineering 

almost every aspect of our daily lives, such as medical care, fire monitoring, chemical 

emission monitoring, industrial surveillance and wild animal research. Future usage 

of vVSNs may include, but is not limited to, wearable computing [3] devices that can 

moni tor vital functions and report them to the doctor , home automation sensors that 

moni tor temperature, humidi ty and vent ilation and cont rol an air condit ioner system 

according to information provided by t he sensors, and a sensor network t hat detects 

changes in the structural integrity of buildings or bridges . 

Hardware Components 

j\ practical se11sing device usuall:y consists of the fo llovl ing basic C0111p011ents: sensor, 

antenna and t ransceiver , battery I external power interface, microprocessor unit , mem­

ory unit and sometimes programming interface. Since 1990s, technology advances in 

the micro-electronic area have enabled production of smaller processors, memo1'1es 

and t ransceivers, which reduce the size of the sensing devices. Recent researches on 

embedded system and system-on-a-chip (SoC) even integrate microprocessor , AD I DA 

converter and memory on a single chip. In the mean time, the computing power of 

such devices has been growing exponentially since the frequency of processor and 

storage size of memory per unit square are largely increased. 

Popular Protocols 

There are current ly several standards widely accepted or under development for 

WSNs. i\lIajor standards and standardization groups include IEEE 802. 15.4 [4], IEEE 

1451 [5] and IEC 6259 1 [6] , among which IEEE 802.1 5.4 is t he most popular one. IEEE 

802.1 5.4-2006 has specified the lower two layers, physical layer and j\fIAC layer , for low 
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rate-wireless personal area networks (LR-\i\TPANs) . It aims at providing wireless per­

sonal area networks (WPANs) wit h low-cost, low-speed ubiquitous communications 

between devices. There are several specifications derived from IEEE 802.15.4-2006: 

6Lo WPAN [7], ISA 100 [8], WirelessHART [9][10], and ZigBee [11] . 

WSNs based on the IEEE 802. 15.4 [4] standard operate on one of the three possible 

unlicensed frequency bands: 868.0-868 .6 IVIHz in Europe, 902-928 MHz in Nort h 

America, and 2400-2483 .5 MHz worldwide. As a result , WSNs working under IEEE 

802.15.4 are expected to suffer from heavy interference caused by other networks 

sharing t he same spectrum. On the other hand , assigning an exclusive licensed band 

to \i\lSNs is not practical, given their lo1,v data rates , relatively S1113.11 coverage , and 

t he current ly precious spectrum resources. As a result , the ability of providing both 

reliable and efficient data communications in such networks is still in doubt. 

1.1.2 Cognitive Radio Technology 

Limitations of Static Spectrum Allocation 

According to a survey from Federal Communication Committee (FCC) report [12], 

most radio bands in the United States have already been allocated to certain licensees . 

However , most of the assigned radio frequencies are inefficient ly utilized . For example, 

the frequency bands for cellular networks are overloaded in most areas , but for the 

amateur radio and paging are not. Studies have shown that the spectrum ut ilization 

depends strongly on time and space [13] : some frequency bands are only occupied for 

a very small portion of t ime in a certain time period , some other frequency bands are 

only occupied part ially, and t he rest of the frequency bands are heavily loaded. The 

fixed spectrum allocation prevents rarely utilized bands from being used by unlicensed 

3 
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users, even when their t ransmissions would not interfere with the licensed service. 

Concepts of Cognitive Radio Technology 

Based on this situation, the term of spectrum holes is int roduced: A spectrum hole is 

a band licensed to a licensee (Primary User) or PU)) yet at a certain point, in terms 

of time or space) is not being utilized by the licensee. Spectrum utilization can be 

significantly improved if secondary users (not being licensed) can correctly access a 

spectrum hole without interfering with the licensees. 

IVlotivated by the idea described above, Cognitive Radio (CR) [14][15] is t he tech-

niquc that focuses on solving the contradiction bctvv'ccn increasing ,;virclcss applica-

tions and exhausted spectrum resources [16][17] . The idea of cognitive radio was first 

presented officially by Joseph IVIitola III in [14]. 

Cognitive radio is built on (but not limited to) the technical basis of software­

defined radio (SDR), where components are implemented using software on personal 

computers or embedded computing devices and thus are reconfigurable. The concept 

of cognitive radio has further extended SDR. Cognitive radio is designed to be a fully 

reconfigurable intelligent wireless communication system that can automatically ac­

quire and analyze information from the environment , and adjust certain operating 

parameters in real- time to adapt to the environment change or to fulfill the require­

ment of the network and/ or users [13]. Characterized by the ability of exploring and 

utilizing spectrum opportuni t ies , cognit ive radio has a potential to be used in special­

purposed regional networks , for example, sensor networks. A cognit ive radio network 

(CRN) is able to identify and exploit local and instantaneous spectrum availabili ty 

while limiting interference to primary users (licensees) , and t hus communicate with 
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both reliability and efficiency. 

The Full Cogni t ive Radio ("IVIitola Radio" ) concept should take consideration of 

every possible parameter in a wireless network. However , in research and practice , 

the concept of cognitive radio is usually narrowed down to spectrum sensing cognitive 

radio (SSCR) , where only adjustable radio frequency is considered, since spectrum 

sensing (particularly in the TV bands) is the major issue in cognitive radio at the 

moment. The core issues of SSCR are in high quality spectrum sensing devices and 

algori thms for sharing spectrum sensing data between sensors. 

Standard 

IEEE 802.22 is the first standardization progress for cognitive radio [18]. It allows 

wireless regional area network CWRAN) to share spatially unutilized spectrum as­

signed to Television Broadcast Service (UHF/ VHF between 54 MHz and 862 MHz) , 

as long as no interference incurred , to provide broadband access to rural environ­

ments, where population density is low and wired broadband is economically infeasi­

ble. The standard finalization was expected to be in the first quarter of 2010 (draft 

3.0 is available now on the official web site of the working group bu t still no nevvs of 

finalization) . 

In t he standard , IEEE and FCC intend to form a centralized approach for spec­

trum opportuni ty discovery. The WRAN consists of base stations (BSs) and customer 

premises equipment (CPE) , and operates in a point to mult ipoint (star topology) man­

ner. The BS controls the medium access for all CPEs associated with it via wireless 

links. It is equipped with CPS in order to consul t the central servers (managed by 

FCC) for available channels in its located area . Al ternative proposals allow the BS to 
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perform local spectrum sensing and decide by itself which channel is available. In or­

der to obtain higher bandwidth and provide high speed connections in long distance, 

channel bonding is int roduced so that more t han one channel are used simultaneously 

for transmitting or receiving. 

To strictly avoid interference and to minimize the interruption in cognit ive connec­

tions, the CPE should perform both in-band and out-band sensing. In-band sensing 

senses the channel that is being used by the BS and CPE, while the out-of-b and 

sensing monitors the rest of the spectrum for potential candidates of usable channels. 

To strictly avoid harmful interference to primary users, a quiet time is allocated be­

fore each sensing (listen-before-talk) , which may interrupt current data t ransmissions 

frequently. An alternative approach called Dynamic Frequency Hopping (DFH) [19] 

is proposed in IEEE 802.22 to cope with this drawback and provide seamless com­

munications. By using DFH, the cognitive device keeps hopping from one channel to 

another. Spectrum sensing is performed in parallel with t he t ransmission to ensure 

the availability of the channel t hat the device is hopping to. 

Current Research Work 

Recent research 'vvork have been conducted on issues such as primary user identi­

fication , spectrum sensing, channel state prediction , power cont rol for interference 

minimization , and dynamic spectrum management / access. A spectrum-allocation 

and power-control scheme is proposed in [20] in order to maximize the spectrum ut i­

lization while guaranteeing the required signal to interference plus noise ratio (SINR) 

of each subscriber in a cogni tive radio network. Spatial opportunity allocation among 
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secondary users can be found in [21][22][23] and references therein . In [24], the prob­

lem of spectrum sharing among a single primary user and mult iple secondary users 

is formulated and studied through a game theoretical approach. 

1.2 Motivations, Key Issues and Related Works 

Providing dat a t ransmissions with guaranteed QoS is of great importance in various 

WSN applications. QoS provisioning is the function to guarantee a certain level of 

performance to a data flow or to provide different priorities to different applications, 

users, or data flows. For example, a required data rate, jitter , delay, packet dropping 

probability or bit error rate may be guaranteed . A lot of the WSN applications 

are real- t ime t raffic with latency requirements , and data are valid only for a limited 

durat ion and should be delivered before they expire. For example, in healt h care a 

packet indicating an abnormal event of a patient should reach the doctor as soon as 

possible; in environmental monitoring, a wireless smoke sensor should provide real­

t ime recognit ion of smoke or fir e. As a result , providing services with strict QoS 

requirements is becoming a key issue in fu ture vVSNs . 

However , WSNs working in the license free spectrum have to share the spectrum 

with other networks, such as IEEE 802. 11-based WLANs and IEEE 802. 16-based 

\A/ilVIax networks. As the demands for wireless communications increase, the license 

free spectrum has been increasingly crmvded . The coexistence of multiple networks 

in the same spectrum brings challenging issues [25] including spectrum utilization , 

security, t ransmission collisions and other issues between same or different wireless 

technologiet:i , pot:iing a major problem for t:iupporting t raffic with t:it rict QoS require­

ments. 
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Using cognitive radio technology can be a promising approach to providing data 

t ransmissions in a WSN with strict QoS requirements . The low utilization of the 

licensed spectrum leaves a large amount of resource that can possibly be used to 

t ransmit traffic with high bandwidth and low latency requirements. Another major 

advantage of building a cognitive radio sensor network (CRSN) is its flexibili ty. There 

is li tt le restriction on the air interfaces, coverage area and network topologies in a 

cogni tive radio network. The iVIAC protocol and resource allocations can be designed 

based on the specific requirements of the services and network condi tions in order to 

satisfy the various QoS requirements, while efficient ly utilizing the radio resources. 

general, issues that exist in building other cognitive radio networks, such as spectrum 

sensing and spectrum allocation , common control channel, potent ial interference to 

t he primary network , etc., should also be solved when building a CRSN. A good 

survey regarding problems and solutions for cognitive radio networks can be found 

in [26] and the references therein . As a secondary network , the resource availabili ty 

in a CRSN depends on the activity in the primary network. The amount of radio 

resources available for a CRSN is random due to the random activity in the primary 

network. Since channel availability is not guaranteed in a CRSN , a t ransmission can 

be interrupted at any time for a random duration, QoS performance such as packet 

loss rate and packet t ransmission delay is different from that in t raditional \iVSNs, 

and thus needs special attent ion. 

There have been some efforts recently on combining WSNs and cognitive radio 

technology, and some general implementation issues are discussed in [27]-[28]. Possible 

implementations of a CRSN is presented in [29] from a system level point of view. 
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Using cognitive radio technology can be a promising approach to providing data 

transmissions in a WSN with strict QoS requirements. The low ut ilization of the 

licensed spectrum leaves a large amount of resource that can possibly be used to 

t ransmit traffic with high bandwidth and low latency requirements. Another major 

advantage of building a cognitive rad io sensor network (CRSN) is its flexibility. There 

is li ttle restriction on the air interfaces , coverage area and network topologies in a 

cognitive radio network. The MAC protocol and resource allocations can be designed 

based on the specific requirements of the services and network conditions in order to 

satisfy the various QoS requirements, while efficiently utilizing the radio resources . 

Meanwhile, there are significant challenges to build a CRSN for providing QoS. In 

general, issues t hat exist in building other cognitive radio networks, such as spectrum 

sensing and spectrum allocation , common control channel, potential interference to 

the primary network , etc. , should also be solved when building a CRSN. A good 

survey regarding problems and solutions for cognitive radio networks can be found 

in [26] and the references therein. As a secondary network , the resource availability 

in a CRSN depends on the activity in t he primary network. The amount of radio 

resources available for a CRSN is random due to the random activity in the primary 

network. Since channel availability is not guaranteed in a CRSN, a t ransmission can 

be interrupted at any time for a random duration , QoS performance such as packet 

loss rate and packet transmission delay is different from that in traditional WSNs , 

and thus needs special attention. 

There have been some effor ts recently on combining WSNs and cognitive radio 

technology, and some general implementation issues are discussed in [27]-[28]. Possible 

implementations of a CRSN is presented in [29] from a system level point of view. 
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Energy efficiency in a CRSN with multi-carrier modulation is studied in [30] and [31]. 

However , little work has been done on QoS provisioning and resource management in 

a CRSN. 

1.3 Overview of the Thesis 

In this work we consider a CRSN, where devices opportunistically access available 

channels in the licensed spectrum in order to serve both real-time and best effort 

traffic. The cluster heads (CHs) are responsible for sensing available channels for 

associated sensors and collecting data from them. 

For the real-time traffic , we consider both bursty traffic and Poisson traffic. For 

the bursty traffic, a burst of packets are generated periodically from the sensors 

and the number of packets in each burst is random. For the Poisson traffic, packet 

arrivals follow a Poisson process. For each type of the traffic, an analytical model is 

derived and simulation results are provided for the average packet transmission delay 

performance, and simulation results are given for the packet loss rate performance for 

given maximum packet transmission delay requirements . Throughput optimization is 

considered for the best effort traffic. Given the number of candidate channels for each 

cluster , an optimization problem is formulated and solved to find the time allocated 

for int ra- and inter-cluster communications. Given the total number of channels that 

can possibly be used by the CRSN, a heuristic scheme is designed to find the optimum 

number of candidate channels allocated to each cluster in order to maximize the total 

system throughput. 

The remainder of the thesis is organized as follows. In Chapter 2 we first describe 

the basic architecture and topology of t he CRSN , and capacity for a single cluster 
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is studied at the end. Performance for different types of real-time t raffic is studied 

in Chapter 3. In Chapter 4, throughput optimization for best effort data traffic is 

studied , and Chapter 5 concludes the t hesis. 
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Chapter 2 

System Description 

This chapter gives an overview of the CRSN , including network topology, channel 

switching and channel time allocations. Capacity of a single cluster is analyzed at 

the end. 

2.1 Overview of a CRSN 

Vie consider a multi-cluster CRSN and adopt t he cluster- tree topology defined by the 

ZigBee Alliance. The cluster-tree topology has better scalability than the other two 

topologies , namely the star and mesh topologies , defined by ZigBee Alliance, and is 

more sui table for large-scale sensor networks. Each CH may have multipl child CHs, 

but has only one parent CH. A number of sensors are associated with each CH. The 

CH collects data from its associated sensors, receives data from the child CHs, and 

t hen forwards data to its parent CH. All data finally reaches the sink (the root CH), 

where they are processed and analyzed. A level-k cluster is k hops away from the 

sink. Normally, the sink does not have any sensors directly associated to it . Fig. 2.1 
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shows an example of a CRSN with 7 clusters , where node 1 is the sink, nodes 2 and 

3 are CHs at the level-I , and the other four nodes are CHs at the level-2. 

6 7 

1 

Figure 2. 1: Network topology 

Fig. 2.2 illustrates the timeline allocations of the sink and 2 CHs at different 

levels. For concise presentation , we do not distinguish between intervals for real- t ime 

and non-real-time traffic. The top one shows the timeline of the sink, which has two 

intervals for receiving traffic from the two level-l CHs. Below that is the t imeline 

of node 3, which is level-l CH and has a period for collecting local traffic from the 

sensors, a period fo r receiving from the level-2 CHs , and another period for forwarding 

to the sink. The figure also shows the timeline for node 6, which is at level-2 and has 

a period for local traffic and a period for forwarding the received data to its parent 

CH at level-I. 

\"Iithin a cluster , a number of sensors communicate directly with the CH. In 

addition to collecting data from the sensors , the CH is also responsible for sensing 

available channels from a number of candidate channels, allocating radio resources , 

and sending control signals to the sensors. In a typical CRSN, data t ransmissions are 

mainly from the sensors to the CH, and transmissions from the CH to the sensors are 

12 
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Sink I I • 
I Rev. I Rev. CH3 

.1 __ R_C_V_C_H_2_--7"-__ RC_V_. C_H_3_--!1 I , Rcv CH2 

:CH3 : , , 
: Fwd ~ 

Fwd. sink I sink I 

Fwd. sink p 
Level-1 CH3 -L------'----t((""j -1r---t------'---'tlr.j;;1"'7r---"""TI- +----'---+-. 

~: ~ : ~ ~ , ~,~ 
local, CH6, CH7 Loea ~ CH6 : CH7 

I I I I 
I I I I 
, Fwd.' , Fwd. ' 
, CH3 ' , CH3 ' n n 

Level-2 CH6 --a;..,/T7?0-r:?;T7W7""770-r~7"7+--'------,..I/;;.,....,%:'7m.,....,0'7%"77"7)?"7":0,...,.,1/---'----•• 
Rev. local Rev. local Ti me 

I 
Rcv. traffic from local sensors Rev. traffic from CHs Fwd. traffic to CH Beacon 

Figure 2.2: An example of the t imeline allocations at different levels of a CRSN. 

mainly for sending acknowledgment (ACK) frames , channel allocation messages , and 

other control signaling messages. 

vVhen a frequency channel is available, all t ransmissions between the sensors and 

t he CH are assumed to be error-free. Co-channel interference between different clus-

tel's is not considered. Several vvays can be used to avoid such interference. First , 

a different set of candidate channels can be assigned to neighboring clusters if there 

is a sufficiently large number of candidate channels. Second , if neighboring clusters 

have to share the same set of candidate channels, their CHs may sense the chan-

nels in different orders so that they will find different available channels with a high 

probabili ty. To further avoid t he clusters to work at the same channel, the CHs may 

exchange information about their sensed available channels through t he control chan-

nel. If neighboring clusters have to share the same frequency channel, simultaneous 

t ransmissions can be avoided by carefully coordinating the t imelines of the clusters 

using similar models as in [32][33]. 
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2.1.1 Channel Sensing and Switching 

The CRSN opportunistically accesses vacant channels in a spectrum. A dedicated 

cont rol channel is used for the CH to not ify t he sensors about t he current available 

channels. The CH broadcasts channel information through the cont rol channel so 

t hat sensors can hear this message. Designing a CRSN without a dedicated cont rol 

channel can be found in [34] . 

Each cluster requires only one available frequency channel. The CH keeps sensing 

the candidate channels until an available channel is found or it finds that no channel 

is available. The t ime for channel sensing can vary, especially when t here is a large 

number of candidate channels to be sensed and each has a small probability to be 

available. In this case , the CH can be equipped with two radios, t he first one is 

dedicated for channel sensing and the second one is for data communications. With 

t he dedicated radio for channel sensing, we can assume that the CH always has the 

most updated information about the current available channels, and channel sensing 

does not cause overhead to data communications. We use Tsw to represent t he t ime 

for t he devices to switch to a new channel, if t here is one available after t he previous 

channel is lost (how to detect and notify a channel loss will be discussed later). In 

case the CH is only equipped with one radio , channel sensing is done before data 

communications, and Tsw should include not only t he t ime for channel switching, 

but also the t ime fo r channel sensing. The value of Tsw should be much smaller t han 

t he amount of t ime for data communications so t hat the system can have reasonable 

capacity and support t he real-time traffic with small delay. In such a case , t he number 

of candidate channels should be small and each channel should have a relatively high 

probability of being available, since having a large number of candidate channels 
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can int roduce long sensing delay and negatively affect the net-work performance as 

demonstrated in [35]. Therefore, in either the two-radio or one-radio case, we can 

assume a fixed value for Tsw . 

2.1.2 D etecting and Notifying a Channel Loss 

The CRSN must vacate a channel when a primary user is present. Once an available 

channel becomes unavailable, the status change can be realized by the CH immedi­

ately, but it may take time for a sensor to realize the channel loss. To help the sensors 

keep track of the channel availability, the CH sends back an ACK to the sensors for 

every correctly received packet . If a sensor does not receive an ACK in t ime after 

t ransmitting a data packet, it considers that the current channel becomes unavailable 

and stops transmitting immediately. Obviously, t here can be other reasons, such as 

channel fading, t hat cause t ransmission failures in the CRSN. Stopping transmissions 

in this case is a conservative way to reduce unnecessary interference to t he primary 

network. 

Strict synchronization between the sensors and their associated CH is required. 

Beacons are broadcast periodically by the CH in the current working channel and 

used for synchronization between the CH and the sensors. \!\Then the current working 

channel becomes unavailable, the CH stops broadcasting the beacons, and its associ­

ated sensors realize the channel loss in the next scheduled beacon t ime and stop their 

t ransmissions. Having more beacons can help the sensors know the availabili ty of the 

current channel in time and reduce unnecessary t ransmissions. 
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2.2 MAC Layer 

We adopt the IEEE 802. 15.4 MAC protocol as it is one of the most popular standards 

fo r \iVSNs. The channel t ime is divided into equal length superframes (SFs) and 

we use T SF to denote the duration of an SF. The SF t ime is divided into intervals 

for int ra-cluster and inter-cluster communications. The int ra-cluster time is for the 

CH to collect data from t he sensors, and the inter-cluster time is to forward data 

between CHs. Due to the opportunistic channel access, the amount of available 

channel time in each SF is a random variable. All real-time t raffic is transmitted 

using the guaranteed time slots (GTSs) with contention free transmissions in order 

to achieve small transmission delay. Communications between the CHs also use the 

GTS periods in order to achieve reliable transmissions and efficient channel ut ilization. 

Non-real- t ime BE data within a cluster are collected in the contention access period 

(CAP) . The timeline allocation of a CH is illustrated in Fig. 2.3 , where the activit ies 

above the t imeline are for t ransmitting data traffic from the CH to its parent CH, and 

t he activit ies belm", the timeline are for receiving data t raffic from local sensors or 

child CHs. At the beginning of each SF , there is a small period, Tb , for broadcasting 

the beacon and other control information such as channel time allocations. 

2.3 Capacity 

2.3.1 Capacity Analysis 

Below we analyze the cap acity of a single-cluster CRSN in terms of the maximum 

number of sensors that can be supported , given the average traffic load of each sensor. 

Since delay performance is not explicit ly considered in the an alysis, the capacity below 
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Rx from sensors Rx from CHs Tx to CH 
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NRT non-real-time RTreal-time 

Figure 2.3: Superframe structure 

is the upper bound when considering real- time traffic. 

As the primary user activities are random , the availability of a channel is random 

to a CR. A channel available interval (CAl) is a continuous interval during which 

there is no primary user activity in a channel, and a channel unavailable interval 

(CUI) is an interval during which the primary user keeps occupying the channel. 

Vie consider that all channels have the same statistical activities . That is, they all 

have the same distribution for their CAls and the sam e distribution for their CUls. 

Furthermore, the availabili t ies of the channels are independent of each other. Let 

random variables T on and T o!! , respectively, represent the duration of a CAl and 

CUI. Vife assume that both T on and T o!! are exponentially distributed with mean 

Ton and T off , respectively, and Pan = T T o; is the probabili ty that a channel 
011.+ off 

is available. Given that there are C channels in total, t he probabili ty of outage is 

Pout = (1- Pon)C when all the C channels are unavailable. The duration of a channel 

outage interval (Cal) is represented by random variable T out , which is exponent ially 

d· 'b t d . I T T ofJ Istn u e WIt 1 mean out = -C' 

The channel t ime of a CH may consist of one or multiple CAls and COls. There 

can be one or zero COls between two successive CAls. Let R represent the period 
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from the end of one CAl to the end of t he next CAL We find t hat R is a renewal 

process that can have tvvo types of renewal intervals (Rls). The first type contains 

only a CAl as R2 and R4 shown in Fig. 2.4 , and the second type contains a CAl 

followed by a COl as RI and R3 in t he figure. 

CA l D COl: r;;j 

f4- RI ~ Rz J.- R3 -------t- R4 ~ 

Figure 2.4: Renewal process 

The average duration of the first type RI is Ton , and that of t he second type is 

T on + T out · The average channel available time in each RI is T on, and the average 

unavailable channel time in each RI is T c? Pout . Overall , the average duration of t he 

renewal interval is given by: 

(2 .1 ) 

Consider a t ime interval of durat ion TIes reserved for local t raffic. Since there is 

one channel switching between any two successive RIs , the average number of RIs in 

t he reserved t ime interval is equal to the average number of channel switchings and is 

T r es 

given by S = ~ . Therefore , the mean amount of time that can be used for serving 

t he local real- time traffic in the considered cluster is 

T T res T o!! p S T S Ton T res T S 
L ,k = L - C out - SW = R L - SW . (2.2) 

Let j\lf 0 be the average number of packets generated by each sensor during an SF , 
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then the maximum number of sensors that can be supported is given by 

(2 .3) 

2.3.2 Numerical Results 

Table 2.1: Default Simulation Parameters 
I Parameter I Value I 

Total number of chan nels C 5 
Average duration of a CAl T on lOOms 
Average duration of a CUI T oJ J lOOms 

Duration of superframe TSF 52ms 
Time for channel switching Tsw lms 

Packet t ransmission t ime Td 5ms 
Duration of reserved t ime interval T Ees 50ms 

Figs . 2.5 and 2.6 show the cluster capacity, assuming t hat each sensor generates 

1 data packet in every 5 SFs, and each packet transmission takes Td = 5ms. The 

simulation and analysis curves are well matched , showing the accuracy of the math-

ematical model. The slight differences between simulation and analysis curves are 

due to t hat channel svvitching time Tsw is neglected in the analysis. T he capacity 

increases wi th Pan and C in general. However, when Pan (or C) is sufficient ly large , 

having a larger Pan (or C) has little effect on the capacity because the capacity is 

limited by the reserved t ime interval. 
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Chapter 3 

Performance of Real-time Traffic 

In this chapter we fo cus on real-t ime t raffic between the sensors and the CH within 

a cluster. This is either because the sink is co-located with the CH, or the CH can 

forward the collected real- t ime data to a remote data sink through high speed links. 

In either case, data t ransmission delay between the CH and the sink is much smaller , 

compared to that between the sensors and the CH, and can be neglected . 

In the remainder of this chapter , we first find the distribution of available channel 

t ime in the CRSN. Based on this , analytical models are developed to find average 

packet t ransmission delay for bursty traffic and Poisson traffic. The analysis is verified 

by comprehensive computer simulations. In addition , simulation results regarding the 

packet loss rate are also shown , given the maximum delay requirements of the traffic. 

3.1 Distribution of Available Channel Time 

In each SF, the CH reserves an amount of TIes of the radio t ime for collect ing real­

time traffic from its associated sensors. As introduced in Section 2.3 .1 , the radio time 
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of a CH may consist of one or multiple CAls and COls. So the reserved interval 

may also consist of one or multiple CAls and COls. If the reserved interval ends in 

the middle of a CAlor COl , the amount of the CAlor COl time that belongs to 

the reserved interval is referred to as a "truncated CAl (TCAI)" or "truncated COl 

(TCOI)" . Since the distribution of the TCAI (and TCOI) is different from that of t he 

CAl (and COl) that ends "naturally" when the channel sta tus changes, we refer to 

t he lat ter as non-t runcated CAl (and non- t runcated COl), or NCAI (and NCOI) in 

brief. The duration of each NCAI or NCOI follows an exponent ial distribution , while 

that of a TCAl or TCOl does not. We use U (U 2:: 0) and V (V 2:: 0) , respectively, 

and Vi , respectively, to denote the number of TCAls and TCOls. Vve then have 

U' , Vi E {O, I} and U' + V i = 1. The case of U' = V i = 0 is not considered since 

the probability that the reserved time interval ends at exactly the same time as a 

NCAI or NCOI ends is zero. For U and V , we have V ::; U + 1. The equality holds 

when the reserved time interval starts wi th a NCOI and ends wit h a TCAI, and there 

is a NCOI between any tvvo successive NCAls. It is possible, however , that there is 

no NCOI between two successive NCAls, and this happens when a new channel is 

available immediately after the previous channel is lost . In this case, V < U + 1. For 

given U = u , the probability of V = v can be found using Bernoulli Polynomials as 

B ( P ) (
u+ 1) p v ( P )u+l -v 

1/, + 1, v , out = V out 1 - out . (3 .1 ) 

The total available channel time in the reserved time interval is a sum of U NCAls 

and a T CAI if U' = 1. The durat ion of each NCAI follows an exponent ial distribution 

wi th mean T on . As a resul t , the summation of them, which is the total amount of 
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Superframe 

3 4 IT%01 , 
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Erlang variable Erlang variable 

D CAl ~ COI 

6 

~ I 

time 

Truncated 
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t he NCAI time in t he reserved t ime interval , follows an Erlang distribut ion . Fig . 3.1 

shows the summations of all NCAls and all NCOls respectively. 

When U = u 2:: 1, the total amount of the N CAl time in the reserved time interval 

follows an Erlang-u distribution with a pdf given by 

u 1 -~ t - e Ton 

Pe,on (t , u) = Ttl ( _ 1)1 
on U . 

(3.2) 

Similarly, the amount of total unavailable channel time in t he reserved t ime in-

t erval is a sum of V (V 2:: 0) NCOls and a T COI if V ' = 1. \ iVhen V = v 2:: 1, 

t he total amount of t he NCOI time in the reserved t ime interval follows an Erlang-v 

distribut ion wit h a pdf given by 

(3 .3) 

Notations Pe,on(t , 'u) and Pe,out(t , v) defined in (3.2) and (3 .3) , respectively, will be 

used later on in order to make concise expressions when deriving the pdf of Ta. 

T he distribution of Ta is dependent on U , V , U' and V' . Since U' and V' cannot 

23 



NLA .Sc. Thesis - Zhongliang Liang McIVIaster - Electrical Engineering 

all be 1 for the same reserved t ime interval, we consider two cases , case (1) when 

U' = 1 and Vi = 0, and case (2) when U' = 0 and Vi = 1. For each of t hese two 

cases , we further consider different subcases as shown in Fig. 3.1 based on values of 

U and V. Below we t reat each (sub)case separately. 

CAI:D COI:B 

(i) 1l=2, v=2, ll'= I, v'=O 

(ii) r~ 1l=0, v= I, ll'= I, v'=O 
(I) 

(iii) '--________ ~---LL..L-;;'-=::j 1l=0, v=O, ll'= I, v'=O 

(iv) ll= I, v=O, ll'= I, v'=O 

(i) 1l=2, v= l , ll '=O, v'= 1 
(2) 

1l=0, v=O, ll'=O, v'= 1 

o Time 

Figure 3. 1: Timelines of CAls and COls vs . a SF 

Case (1) : U' = 1 and Vi = O. 

In t his case, t here is no T COI in t he reserved t ime interval, and TEes - Ta gives 

the total am ount of NCOI t ime, which is also t he total amount of t he unavailable 

channel t ime in t he reserved time interval. There a re four sub-cases depend ing on 

whether t he reserved t ime interval includes at least one NCAI (U > 0) or at least one 

NCO I (V> 0). 

Sub case (i) , U > 0 and 11 > O. There is at least one NCAI and one NCO I in t he 

reserved t ime interval If the total am ount of the NCAI t ime is t , t hen 0 ::; t < Ta 

and Ta - t gives t he amount of T CAI t ime. As t he duration of t he reserved t ime 

interval is fixed at TEes , t he variables Ta, U, and V are dep endent on ea.ch other and 
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their joint pdf is given by 

h (ta, u, v) = 1ta

- Pe,on(t , u) Pe,out(T'Les - ta, v) B(u + 1, v, Pout) Pr.{Ton > ta - t}dt , 

(3.4) 

where Pe,on( t , u) and Pe,out(TIes - ta, v) , respectively, give t he pdf of having u NCAls 

with total duration of t and v NCOls with total duration of TIes -ta , Pr.{Ton > ta -t } 

gives the probabili ty that there exists a TCAI in the reserved time interval, and the 

upper limit of the integral (ta -) is due to that t should be smaller t han ta so that 

there is a non-zero TCAL 

Subcase (ii) , U = 0 and V > O. In this case, V can only be 1, and the reserved 

time interval includes a TCOl followed by a TCAL The joint pdf is given by 

(3.5) 

where Pout gives the probabili ty of channel outage at the beginning of the reserved 

t ime interval, Pe,out(TIes - ta, 1) gives the pdf of the NCOI with duration TIes - ta , 

and Pr. {Ton ~ ta} gives the probability that there exists a TCAl lasting for ta time. 

Subcase (iii) , U = V = O. There is no NCOI or NCAI in the reserved time 

interval, and the entire reserved time interval is a TCAL Therefore, Ta = TIes. This 

happens when t here is at least one channel available at the beginning of the SF and 

the channel is available for t he entire reserved time interval. Then we have 

(3 .6) 

Subcase (iv) , U > 0 and V = O. Since both 11 = 0 and Vi = 0, t here is no channel 
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outage, and Ta = TIes. lVleanwhile, as U > 0, there is at least one channel switching 

in the reserved t ime interval. Vve then have 

Pr.{Ta = TEes, U > 0, V = O} 
00 T res _ 

L (1 - Pout)u+l 1 L Pe,on(t , u) Pr. {Ton> TEes - t}dt 
u=l 0 

where (1 - Poudu+1 is the probability that the reserved time interval is not in outage 

at the beginning and after every NCAI, Pe,on(t , u) gives the pdf of the NCAI time, 

and Pr.{Ton > TIes - t} gives the probability of existing one TCAI. 

Subcases (ii i) and (iv) in Case (1) include all the possible scenarios to have Ta = 

TIes. Combining (3.6) and (3 .7) we can find Pr.{Ta = TIes } as 

00 T res 

+ L (1 - Pout )U+1 1 L - Pe,on(t , u) Pr.{Ton > TEes - t}dt . 
u=l 0 

(3.8) 

By combining all the four sub cases we can find the overall pdf of ta in case (1) as 

00 u+1 
L L h(ta, u , v) + 8(tCt - TEes)Pr.{Ta = TEes }. (3.9) 
11=0 v=l 

Case (2): U' = 0 and Vi = 1. 

In this case, 0 ::; V::; U. If the total amount of NCO Is is t , then 0::; t < TIes -Ta , 

and TIes - Ta - t gives the duration of the TCOI. 
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Subcase (i) , U > O. The joint pdf of Ta , U and V is given by 

(TIes-ta)-

h(ta, u , v) = Pe,on (t a, u)B(u , v, Pout) 1 Pe,out( t , v)Pr.{Tout > TEes - ta - t}dt 
t=o 

(3. 10) 

for 0 < v ::; 1i, where Pe,on(ta, u) and Pe,out(t , v), respectively, give the pdf of the total 

N CAl and total ! COl time, and Pr. {Tout> TEes - ta - t} is the probabili ty of existing 

one TCOr. 

When V = 0, the unavailable channel time is the TCOr. We have 

Subcase (ii) , U = O. T he entire reserved time interval is in outage and Ta = O. 

The probabili ty of this is given by 

_ CT£es 

Pr.{Ta = O} = Pr.{Tout 2:: TEes } = e YaJ! (3. 12) 

Combining both the subcases , the overall pdf of Ta in case (2) is given by 

00 u 

h(ta) = L L h(ta, u, v) + 5(ta) Pr.{Ta = O}. (3. 13) 
u= l v=O 

Further combining (3 .9) and (3. 13) we find the pdf of Ta as 

(3 .14) 
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3.2 Performance for Bursty Traffic 

3.2.1 Analytical Model for Average Packet Transmission De-

lay 

Vie consider that lvl packets are generated from the sensors at the same time right 

after the beginning of each SF 1 , where J1,iI is a random variable. In a practical system, 

each sensor may have a certain probability to send data packets to t he CH at the 

beginning of each SF , and !VI represents the total number of packets sent by all the 

sensors in an SF. vVe assume that t he packets are stored in a virtual buffer until 

t hey are transmitted , and use Z to count the total number of packets in the buffer. 

The distribution of Z can be complicated as t he packet arrival process is random , 

t he server availability (or service rate) is random and does not follow a standard 

distribution , and therefore the service system does not fi t any standard queueing 

model. Instead of finding t he distribution of Z directly, we define a random variable 

X as the number of buffered packets at the end of each SF . That is , X is the sample 

of Z at discrete t ime instants . vVe then find that X is a Markov chain embedded 

in Z , since the buffer occupancy at the end of the current SF only depends on its 

value at the end of the previous SF and the packet arrivals and channel availabili ty 

in the current SF, but not at earlier time. Below we first find the state t ransition 

probability of X. Based on t his, the steady-state probability of X can be found. The 

mean of Z can then be found. 

Define Td as the packet transmission t ime, which is the amount of time for t rans-

mitting one data packet , including t he time for t ransmitting the ACK but not any 

10ther cases when packets a re generated at different and deterministic t ime instants can be 
derived similarly but the bursty a rrival case results in more concise formulas. 
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t ime caused by channel unavailable and channel switching . Channel time is divided 

into equal length time slots each with duration of Td . Assuming t hat both TSF and 

TEes are integer mul t iples of Td , Kmax = '%f gives t he total number of time slots in an 

SF, and K = TJ: S 

is the number of time slots in the reserved interval for t he real-time 

traffic . We further define pt(k) as the probabili ty of Ta duration t hat is equivalent 

to the amount of t ime for serving k and only k packets in the reserved t ime interval. 

Given t he distribut ion of Ta , we can find pt(k) as 

Pr.{Ta < Td} , if k = 0, 

Pr.{kTd ::; Ta < (k + l )Td }, if 1 ::; k < K , 
I n -t ~ \ 

~,j.l0) 

Pr.{Ta = KTd} , k = K , 

k < 0 or k > K. 

Consider a typical SF as the reference SF. Given M = m and the buffer occupancy 

at the end of the previous SF as X = x, there are x + m packets in t he virt ual buffer 

at the beginning of t he reference SF , assuming t he buffer size is sufficient ly large, and 

t he probability that X = x' at the end of the reference SF is given by 

~k~x+m Pt(k) , if x' = 0 and x + m ::; K , 

QXX' Jl11. - Px +m - x ', if x + m - J( ::; x' ::; x + m , (3. 16) 

0, otherwise. 

The unconditional transit ion probabili ty of X then can be found as 

00 

Qxx' = L Qxx',mPr.{M = m}. (3.17) 
m=O 
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The steady-state pro babili ty of X , Pr. {X = x} , can then be found from (3 .1 7) . Let 

y = y be the number of packets served in t he reference SF. The distribution of Y for 

given X and M is related to the t ransition probability of X and given by 

{ 

Qx, x+m-y, m, 0 :::; Y :::; min{K, x + m} , 
Pr.{Y = y[X = x,M = m} = 

0, otherwise. 
(3 .18) 

Accurate analysis is difficult as the available channel t ime is divided into discon-

tinuous and random intervals. However , we can use an approach to find the upper 

and lower delay bounds. First, if we can move all t he CAls (both NCAls and TCAls) 

in front of the COls in the reserved t ime interval, the lower bound of the buffer occu-

pancy can be found. In this case , the buffer occupancy Z is x + m at the beginning of 

the SF. It keeps decreasing by one in every time slot until it becomes x + m - y , and 

t hen becomes constant for the rest of the SF. This lower bound of t he conditional 

buffer occupancy can be found as 

y- I 

I) x + m - j) + (x + m - y) (Kmax - y) 
j-O E[Z[m, x, y] = ---------------

J<max 
(3. 19) 

where the first term in the numerator on the right-hand side of (3 .1 9) is for the period 

when the buffer occupancy keeps decreasing, and t he second term is for t he period 

when the buffer occupancy is constant . 

On the other hand , if we can move all t he COls in front of all the CAls during 

t he reserved time interval, the upper bound of the buffer occupancy can be found. In 

this case, the buffer occupancy keeps constant at x + m for J( - y t ime slots , then 

decreases by one in every t ime slot unt il it becomes x + m - y at the end of the 
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reserved time interval, and then keeps constant for the rest of t he SF. In this way, we 

can find the upper bound of the buffer occupancy whose conditional mean is given 

by 

(x + m)(K - y) + ~}:~(x + m - j) + (x + m - y)(Kmax - K ) 
E[Zlm, x, y] = K (3.20) 

111aX 

The mean buffer occupancy can be found as 

00 00 

E[Z] = L L E[Zlm,x,y]Pr.{X = x}Pr.{Y = ylX = x,iV! = m}Pr.{M = m}. 
nl= l x,y=o 

(3.21) 

Let j\1 denote the mean of j\1. Using the Little's Formula , the mean delay can be 

found as 

E[D] = E[Z] 
M / TsF 

(3.22) 

Using (3.19) , (3.21) and (3 .22) , we can find the low bound of the average packet 

transmission delay, and using (3.20) , (3.21) and (3.22) we can find the upper bound 

of the average packet t ransmission delay. 

3.2.2 Numerical Results 

vVe consider a generic cluster with one CH and Ns sensors . The system setting is the 

same as described in Chapter 2. There are C homogeneous channels all with the same 

statistics of being available and unavailable to the CRSN . The durations of the NCAls 

and NCOls are exponent ially distributed. Each sensor node generates one packet at 

the beginning of each SF with probability Pb . Defaul t simulation parameters can be 

found in Table 3.1. 
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Table 3.1: Defaul t Simulat ion Parameters 
Parameter I Value 

Total number of channels C 
Average duration of a NCAI T on 

Average du ration of a NCDI T oJf 

Duration of superframe T S F 

Time for channel switching Tsw 
Number of sensors Ns 

Packet t ransmission t ime Td 
Duration of reserved t ime interval T Ees 

Packet generating probabi li ty for bursty traffi c Pb 

Packet dropping t hreshold: 

5 
lOOms 
lOOms 
52ms 
2ms 
30 

5111S 
50111S 
0.2 

6TsF{3 l 2111S) 

vVe can see in Figs. 3.2 and 3.3 that when the number of sensors is small , the 

simulated delay values are very close to the derived lower bounds. In this case, 

queueing delay due to bursty arrivals is small , and most packets, after being generated 

at the beginning of an SF , can be transmitted during t he early portion of the same SF 

as soon as the channel is available. On the other hand , when the number of sensors 

is larger , the simulated delay becomes closer to the upper bound. This is because the 

queuing delay caused by the bursty arrivals st arts dominating the packet t ransmission 

delay and more packets have to be buffered and served in later portion of the SF. 

As the number of sensors is fur ther increased , the lower bound and upper bound are 

getting closer to each other. This is because the delay caused by bot h the bursty 

packet arrivals and the channel outage increases. 

Given the number of sensors, we can also see in Figs . 3.4 and 3.5 that the simu-

lation resul ts are closer to the upper bound when the number of channels is smaller , 

and the simulation resul ts are closer to the lower bound when t he number of channels 

is larger. This is due to the similar reason as above. vVhen there are more channels, 

there is more available channel time in each SF , then fewer packets are buffered . In 

this case, more packets can be served during the early portion of the sam e SF aft er 
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t hey are generated. Therefore, the simulation results are closer to the lower bound. 

\iVhen the number of channels is sufficient ly large , further increasing it does not im-

prove the delay performance very much since the delay caused by bursty arrivals of 

t he packets dominates the overall t ransmission delay. 

Figs. 3.6 and 3.7 show that the packet transmission delay decreases with Pon . 

\iVhen the number of candidate channels is small , having a larger Pon can significantly 

reduce the average delay. On the other hand , when Pon is sufficiently large, further 

increasing it does not help reduce the delay because the delay is novv dominated by the 

packet t ransmission t ime and queueing delay due to bursty arrivals but not channel 

Given the maximum transmission delay as 6Tsp , packets with delay exceeding this 

limit are dropped. The packet drop rate is defined as the ratio of dropped packets 

to the total number of packets. It is seen from Figs. 3.8 and 3.9 t hat very low drop 

rate can be achieved when the system is stable. For example, when Ns = 35 and 

Pon = 0.22 , the packet drop rate is below 0.01 , and when Ns = 45 and Pon = 0.36 , 

the packet drop rate is below 0.01. 
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3.3 Performance for Poisson Traffic 

3 .3.1 Analytical Model for Average Packet Transmission De­

lay 

In the considered CRSN, the delay for a packet transmission can be caused by i) the 

available channel is busy in serving other packets that arrive earlier , ii ) no channel is 

available during the reserved time interval, and iii) the CH radio time is not reserved 

for the real-time t raffic. vVe consider the unavailable channel time during t he reserved 

time interval as part of the Packet Service Time (PST), and t he unreserved t ime as 

t he server vacation t ime. Accurate analysis can be complicated due to that t he COls 

can occur randomly at any time during the reserved t ime interval and their durations 

are also ran dom. An approximation to the PST can be found by assuming that 

the available (and unavailable) channel t ime is evenly distributed in the reserved 

time interval That is, if the total amount of the available channel time is Ta in 

t he reserved t ime interval of duration TEes, then in every t ime unit the amount of 

available channel time is T(jTEes. In order to serve one packet , the amount of available 

channel t ime in each PST of durat ion T is T d . That is, T = Td~~~es for Ta > O. ·With 

this approximation, all the PSTs in t he same SF are of the same length. However , 

since Ta is random , T is also random when considering different SFs. The case of 

Ta = 0 is ignored in the derivation , since the probability of channel outage for the 

entire reserved interval should be very low in a practical network. Then we can find 
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E[T] and E[T2] approximately as 

(3 .23) 

(3.24) 

The unreserved channel t ime of duration TSF-TEes is t reated as the server vacation 

t ime. The service system can then be modeled as an M/G/ 1 queue with vacation and 

t he average packet t ransmission delay can be found approximately as 

3.3.2 NUl1"lerical Results 

Table 3.2: Default Simulation Parameters 
Parameter I Value 

Total number of channels C 
Average duration of a NCAI Ton 
Average duration of a NCUI ToJ J 

Duration of superframe TSF 

Time for channel switching Tsw 
Number of sensors iVs 

Packet transm ission t ime Td 
Duration of reserved t ime interval TE es 

Packet inter-arrival t ime for Poisson traffic Tp 

5 
lOOms 
lOOms 
52ms 
2ms 
30 

5ms 
50ms 
260ms 

(3 .25) 

vVe consider the same genenc cluster with one CH and Ns sensors as used in 

Section 3.2.2 . The packet arrivals fo llow a Poisson process, and the inter-arrival time 

between two consecut ive packets generated by a given sensor is Tp. Defaul t parameters 

are listed in Table 3.2 , where the values of Tp is selected so that the average packet 

generating rate of each sensor is the same as that for the bursty case in Section 3.2.2 . 
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Figs. 3.10 and 3.11 show t hat , the delay decreases with Pan . The difference between 

t he simulation and analyt ical results is relatively large when Pan is small. This is 

because in t his case the outage probabi li ty is high, or the probability of Ta = 0 is 

high , while this is not considered in the analysis. As Pan increases , the difference 

between the simulation and analytical results becomes small. 

In Figs. 3.12 and 3.13 we can see that having a larger number of channels resul ts in 

relatively shor ter delay. There is a relatively large difference between the simulation 

and analysis when the number of channels is small. This is due to the same reason as 

described above. That is, the outage probability is high, or the probability of Ta = 0 

is high , \Vllich is not consider "'d in the analysis. ;\..s C increases, the olltage probabilit~l 

decreases exponentially. When C is relatively large , for example, larger than 4 when 

Pan = 0.7 and larger than 5 when Pan = 0.5, the simulation results match the analysis 

very vvell. 

Figs. 3.14 and 3.15 show the packet drop rate for the Poisson t raffic. In Fig. 3.14 , 

we can see that when number of sensors is 35, the average packet drop rate is less 

t han 1% for Pan> 0.2. When the number of sensors is increased to 45 , the drop rate 

falls below 1% for Pall> 0.36. Similar resul ts can be found in Fig. 3.15. 

By comparing the resul ts in Figs. 3.6 and 3.10 , we can see that the bursty traffic 

in general experiences longer average delay than the Poisson t raffic. For the bursty 

traffic , packets arrive at the same time ( beginning of an SF), any packet in queue has 

to wait ti ll all packets ahead of it are processed. As a result , for most of the packets 

(except the first one) queuing delay is inevi table. 
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Chapter 4 

Throughput Optimization 

Having a large number of candidate channels for a cluster can increase the available 

channel t ime. Given the total number of candidate channels for a mult i-cluster CRSN , 

how to allocate the channels among the clusters can be important in order to maximize 

t he overall system throughput. In a mult i-cluster CRSN, this is also related to the 

t imeline allocations of the CHs for intra-cluster and inter-cluster t raffic. Therefore, 

throughpu t maximization is a joint problem of channel and timeline allocations. 

This problem is solved in two steps in this chapter. The first is to assume that 

the number of candidate channels assigned to each cluster is given, and find the 

optimum system throughput by allocating the timeline of each CH for local traffic, 

receiving from child CHs, and t ransmitting to the parent CH. The next step is to use 

a heuristic scheme to find the number of candidate channels assigned to each CH, so 

that to maximize the system throughput. 
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4.1 Problem Formulation 

VVe consider a CRSN with the cluster tree topology, such as the example shown in 

Fig. 2. 1. Define TE~k' TR~k and Tl:~k ' respectively, as the reserved time at a level- k CH 

for local t raffic, receiving from its child CHs, and transmitting to its parent CH in an 

SF , where k = 0, 1, 2, .. . , K , and K is the total number of levels in the cluster tree 

excluding the sink , which is at level-O. Then we have 

T res T1'es T1' es < T 
L ,k + R ,k + T ,k - SF· (4. 1) 

For special cases , TT~~ = a since the sink receives t raffic only, and TR~J( = 0 since the 

level-K CHs do not have child CHs. 

Let TL ,k , TR,k and TT,k, respectively, be the available channel time in the reserved 

t ime intervals of a level-k CH for local traffic, receiving from its child CHs, and 

transmitting to the parent CH in an SF. Similar to equation (2.2) we have: 

T - T anT1'es 
Lk- - Lk, , Rk ' 

(4.2) 

T - T allT1'eS 
Rk - - Rk , , Rk ' 

(4.3) 

where Rk is the mean of renewal interval duration for a level- k CH and given by 

- _ - T aJ! Ck 
Rk-Tan+-

C 
(I- Pan) , 

k 

(4.4) 

and Ck is the number of candidate channels assigned to a level-k CH , k = 0, 1,2, ... , J(-

1. 

Define Nk as the total number of level-k CHs, and C as the tota l number of 
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candidate channels. We have 
f( - 1 

L CkNk ::; C. (4.5) 
k=O 

Consider a homogeneous network , where all the level- k clusters have the same 

number of level-k + 1 child clusters , then Nk+d Nk is an integer. Since each level-k 

CH should receive from l~~:l level- k + 1 CHs, the following condit ion is necessary so 

that each of the level-k + 1 child CHs can access its parent CH without competing 

with other CHs: 

TTes > Tl'es N k+ 1 
R ,k - T ,k+ l I\ T 

1 1 k 

(4.6) 

For each CR, the average amount of data. coll p,c:tp,d from local sensors plus that 

received from child clusters equal t he average amount of data t hat should be forwarded 

to the parent CH. Assume that one uni t of avai lable channel time achieves one unit of 

successfully t ransmitted data for inter-cluster communications; and TJ units , a < TJ < 

1, of successfully transmitted data for contention-based intra-cluster communications, 

then 

(4.7) 

The total throughput is a sum of the local throughput in all the clusters , and an 
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optimization problem can be fo rmulated as 

s.t. 

f( 

max L 17T L,kNk 
k= 1 

T 1
'
es + T res + y,res < T k - 0 1 J( L,k R,k T,k - SF, - , , ... , 

T TonTres k I( 
L,k = Rk L,k' ~ = 1, ... , 

T TonTres k }'/ R k = ~ R k, ~ = 0,1, . .. , .\ - 1 
, Rk ' 

T res rrres lVk+1 k 0 }( 
R,k = .L T,k+ 1 lV k ' ~ = , 1, ... , . - 1 

TT,k = TR,k + 1]T L,k , k = 1, . .. , J( 

k=O 

TT,O = 0 

4.2 Optimal Timeline Allocations 

(4.8) 

( 4.9) 

( 4.1 0) 

(4.11) 

(4 .1 2) 

( 4. 13) 

I A 1 A \ 

\,±. 1,±) 

(4. 15) 

(4 .16) 

(4. 17) 

Given Ck's and R k's, the optimization problem in t he previous section becomes a 

linear problem , and TE~k' TL ,k, TR~k' TR,k , TT~k and TT,k can be solved for all k. For 

different Co's , we plot t he total t hroughput of the network shown in F ig. 2.1 versus 

C2 and C3 in F ig. 4. 1, where TSF = 52ms, P all = 0.1, and 17=0.5. In t he figure, each 

surface is the throughput for a given Co. The surfaces from bottom to top stand for 

Co = 1, 2, . . . , 10, respectively. It can be seen that in most part of each surface, C1 

and C2 do not affect t he total throughput. vVhen Co is relatively small , increasing 

Co significant ly improves the total throughput , since the available channel t ime at 
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the sink is the capacity bottleneck of the network. When Co is large enough, fur ther 

increasing it has limited effect on the system throughput, because the capacity is novv 

limited by t he available channel t ime at the level-1 and 2 CBs . 
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Figure 4. 1: Exhaustive search: system throughput vs. number of channels. T he 
surfaces from bottom to top stand for Co = 1, 2, . . . , 10, respectively. 

Table 4. 1 shows the maximum system throughput that can be achieved for given 

Co · For each Co, we do exhaustive search for different values of C1 and C2 and find 

the maximum achievable throughpu t , which is shown in the last row of the table. 

\ iVhen C1 or C2 is larger than certain values , increasing them does not increase the 
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system throughput. Therefore, we also record the minimum values of C1 and C2 that 

result in the maximum throughput , and t heir values are listed in the second and t hird 

rows of t he table. The fourth row is the total number of channels calculated using 

the left hand side of (4.5). 

Next, we vary Pan to see its impact on the throughput. F ig. 4.2 shows the through-

put surfaces for Pan = 0.1 and 0.5, respectively. \iVhen Pan is large the t hroughput 

solely depends on Co, i. e. the capacity of the sink. In this case a small number 

of channels at the level-1 and 2 clusters are sufficient for achieving the maximum 

throughput. It can be found that , a cluster closer (in terms of number of hops) 

La Lhe sink should be allocated more channels, since more traffic is carried by each 

higher-level CR. 

Co 2 2 4 4 7 
C1 1 2 2 3 4 
C2 1 1 1 1 1 

total # of channels 8 10 13 14 19 
total throughput 4.87 7. 13 9.23 11.15 14.51 

Co 8 9 10 11 12 
C1 5 5 5 6 6 
C2 1 1 1 1 1 

total # of channels 22 23 24 27 28 
total throughput 16.99 17.07 18.04 19.38 19.75 

Table 4.1: Exhaustive search: optimal channel allocations and corresponding through­
put. 

4.3 Optimum Channel Allocations 

The previous section finds the optimum number of channels fo r the clusters at each 

level in order to maximize the total throughput. The exhaustive search method is 
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Figure 4.2: Exhaustive search: system throughput vs. number of channels for different 
P Oll'S . The surfaces from bottom to top stand for Co = 1, 2, . .. , 10, respectively. 
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not efficient and cannot be extended to large networks. In this section we design a 

heuristic scheme to achieve the same objective with much lower complexity, where 

C _total is t he total number of channels allocated to all the clusters, and the optimal 

channel t ime allocations in lines 11 and 17 are obtained by solving the optimization 

problem in Section 4.2 with J( replaced with TOTA L_LEVEL. 

T he algori thm first assigns one channel to each CH. After finding the optimum 

time allocations, t he level of CHs having the least amount of remaining time , T,'em = 

TSF - TI~k - Tf~k - TR~k' is t he capacity bottleneck. One more channel is allocated 

to each CH at the level, the optimum time allocation is recalculated. The process is 

repeated until all channels ha'·'le been allocated, or t11e nlllTIbcr of rC111a.i11ing channels 

is less than the number of bottleneck CHs. 

Algorithrn 1 Heuristic Channel All ocation Scheme 

1: define constant TOTAL_CHANNEL; / / total number of channels; 
2: define constant TOTALLEVEL; / / total number of levels; 
3: define constan t array N(O:TOTAL_LEVEL-l ); / / number of clusters in each level; 
4 : C_total = 0; / / number of channels already assigned ; 
5: 

6: for {k=O:TOTALLEVEL-l} do 
7: C(k) = 1; / / number of channel assigned to each level-k cluster; 
8: end for 
9: 

10: Update: C_total = ""£k=OTOTAL_LEVEL- l C(k)N(k); 
11 : Find optimal t ime allocations; 
12: 

13: while {C_total < TOTAL_CHANNEL} do 
14: 

15: 

16: 

. - . ' . (T Tres Tres T,·es). J - alg m m k SF - L k - T k - R k , 

Update: C(j ) = C(j ) + 1; ' , 

Update: C_total = ""£k=OTOTALJJEVEL-l C(k)N(k); 
17: Find optimal t ime allocation using equations in section 4.2; 
18: end while 

Table 4.2 shows the maximum throughput using the heuristic algori thm . It can be 
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seen by comparing Tables 4.1 and 4.2 that, given the same number of total channels, 

the heuristic algorithm achieves exactly the same throughput as the exhaustive search 

method. 

total number of channels 
total throughput 

total number of channels 
total throughput 

Table 4.2: Heuristic algorithm: total number of channels and corresponding maximum 
throughput 

The obj ective function in (4.8) maximizes the total throughput of all clusters 

without considering throughput of clusters at individual levels. The throughput of 

individual clusters is not considered in the heuristic scheme as well. \ iVhile maximiz-

ing the total system throughput , both the optimization problem and the heuristic 

method may result in significant ly unbalanced throughput for clusters at different 

levels. Table 4.3 sho\vs the t hroughput of individual clusters at level-1 and level-2. It 

can be seen that a level-1 cluster has much higher throughput than a level-2 cluster 

since it takes one more hop for the traffic collected by the level-2 CHs to reach the 

sink than the traffic collected by t he level-1 CHs, and it is more efficient to carry 

t raffic in level-1 clusters from the perspective of maximizing the total throughput. 

Total number of channels 8 10 13 14 19 
Local throughput of each level-1 CH 1.86 2.61 3.99 3.12 3.95 
Local throughput of each level-2 CH 0.28 0.48 0.31 1. 23 1.65 

Total number of channels 22 23 24 27 28 
Local throughput of each level-1 CH 5.31 5.23 7.72 6.39 9.1 
Local throughput of each level-2 CH 1.59 1.65 0.65 1.65 0.39 

Table 4.3: Local throughput of clusters at different levels 
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ext we consider that t he local throughput of clusters at individual levels is pro-

pOltional to a ·weight , i. e., 

( 4.18) 

for all k , k' = 1, 2, ... , K , where Wk is the weight for a level-k cluster , which can be 

the number of sensors in the cluster. \iVhen Wk = 1 for all k = 1, 2, ... , K , all the 

clusters have the same local throughput. Adding this constraint to the optimization 

problem in Section 4.2 , the results of the optimum throughput for given total number 

of channels using the exhaustive search method and the heuristic scheme are shown 

in Tables 4.4 and 4.5, respectively. Comparing these results with the ones shown in 

Table 4.2 we can see that more channels are required for the case with fair throughput 

requirement in order to achieve the same total throughput. 

Co 2 2 4 4 5 
C1 1 2 2 3 3 
C2 1 1 1 1 2 

Total # of channels 8 10 13 14 19 
Total throughput 4.25 4.87 8.35 9.23 11.15 

Co 6 7 8 9 10 
C1 4 4 4 5 5 
C2 2 2 2 2 2 

Total # of channels 22 23 24 27 28 
Total throughput 12.88 14.42 15.79 16.99 18. 04 

Table 4.4 : Exhaustive search: optimal channel allocations and corresponding through­
put , with equal local throughput requirements. 

54 



NI.A. Sc. Thesis - Zhongliang Liang McMaster - Electrical Engineering 

Total number of channels 8 10 13 14 19 
Total throughput 4.25 4.87 8.35 9.23 11.15 

Total number of channels 22 23 24 27 28 
Total throughput 12.88 14.42 15.79 16.99 18.04 

Table 4.5: Heuristic algorithm: total number of channels and corresponding maximum 
throughput , with equal local throughput requirements. 
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Chapter 5 

Summary and Future Work 

Vve have studied a wireless sensor network that accesses vacant channels in the licensed 

spectrum in this thesis. Delay and packet drop rate performance for the real- t ime 

traffic and throughput performance for the best effort data t raffic are considered. 

Our results indicate that satisfactory performance, including both the average packet 

transmission delay and packet drop rate, can be provided for the real- time traffic in 

the network. In general, Poisson traffic may experience shorter delay than the bursty 

traffic. Vve have also studied throughput maximization for the best effort traffic 

through allocating timelines of individual CHs and the candidate channels among 

clusters. 

Given the complicated distribution of the channel available time, the analytical 

models were only derived for the average packet t ransmission delay. In the fu t ure, we 

will consider to develop analytical models for the packet drop rate performance, and 

the capacity for the real- t ime t raffic will be found based on the delay performance 

requirements . Vve may also extend the an alysis for the real- t ime traffi c in a multi­

hop environment , where the CHs can forward data collected from directly associated 
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sensors to the sink via a small number of hops. QoS of the real-time t raffic will also 

be considered when allocating candidate channels among mult iple clusters in order 

to maximize the real-time t raffic capacity. \Ne will also consider the possibility that 

different clusters can share the same candidate channels. Intui t ively, sharing the 

candidate channels may improve the resource utilization. On the other hand , it may 

result in that neighboring clusters compete for the same available channel and reduce 

the overall throughput. 
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