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Abstract 

Crystal-melt interface properties and their associated anisotropies playa crucial 

role during solidification in controlling the nucleation, crystallization rate and growth 

morphology. There are two solid-liquid interfacial (SLI) properties affecting the dendritic 

microstructures that form in the crystallization process and the SLI properties are 

interfacial free energy (y) and kinetic coefficient (J-l) . In this research work, atomic 

scale simulation techniques, such as Monte Carlo (MC) and Molecular Dynamics (MD), 

have been applied to compute the crystal-melt interface properties and their anisotropies 

of the AI-Mg system. 

An inter-atomic potential is utilized for describing the pair interactions of binary 

AI-Mg system during atomistic simulations. Actually the potential was developed 

particularly for the simulation of solid-liquid interface properties of AI-Mg alloys. 

Optimization of the potential is conducted by determining the equilibrium phase diagram 

employing Monte Carlo (MC) simulation techniques and comparing with the 

experimental results. A method is discussed for fitting the potential into phase diagram by 

varying the data for liquid solution energies. A good agreement of the AI-rich side of AI­

Mg phase diagram, determined from this potential, is found with the expelimental phase 

diagram. The inter-atomic potential is also optimized by comparing the liquid enthalpy of 

mixing of AI-Mg alloys with that of experiments. 

III 



M. J. Rahman - M.A.Sc. Thesis - Dept. Mat. Sci . & Eng. - McMaster University (2009) 

The crystal-melt interfacial energy (y) and its anisotropies in AI-Mg binary alloys 

are computed utilizing a combination of MC and MD simulations in association with the 

analysis of capillary fluctuation method (CFM). The orientation averaged surface energy 

Yo is observed to increase with increasing temperature which is consistent with other 

computational results of Lennard Jonnes (LJ) and Hard Sphere (HS) system. The 

anisotropy of y is found to follow the ordering Of'YIOO> 'YIIO> 'YIII. Superimposition of the 

y anisotropy parameters on the orientation selection map, proposed by Haximali et al., 

predicts the primary dendrite growth in <100> direction for pure Al and the growth is 

examined to be stabilized in the same orientation with the addition of Mg atoms to Al i.e. 

in the concentrated alloys as well. 

Kinetic coefficient (Jl) of pure Al is detennined from the free solidification 

method utilizing Molecular Dynamics (MD) simulations employing multiple thennostats 

in the system which avoids the underestimation of Jl due to slow dissipation of the 

generated latent heat at the solid-liquid interface. Kinetic coefficient is also extracted 

from equilibrium fluctuation analysis with a correction due to the contribution of 

thennally controlled interfacial kinetics. Jl is computed for both (100) and (110) 

orientations of the crystal-melt interfaces and the values from both techniques are found 

to be equivalent. The magnitudes of interface mobility for pure Al is detennined as 11100 = 

163 cm/s/K and 11110 = 129 cm/s/K. 
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CHAPTER! 

Introduction 

1.1 Importance of AI-Mg Alloys 

Pure aluminum has been used in the automotive industries to meet the 

requirements of the savings of fuel consumption due to reduction in weight. The 

resistance to corrosion provided by aluminum takes a new importance which leads the 

automakers to offer longer warranties against body rust-out and component failure. 

Aluminum bodies have been designed for the delivery vans of U.S. Postal Service for the 

last 24 years[l]. Actually the application of automotive aluminum is growing over the 

years both in absolute quantity per car and as a percentage of vehicle weight. In a study 

by The Aluminum Association Inc. [2001][ I], it was found that in 1960, the average 

aluminum content of the U.S. car was nearly 54 pounds containing 1.4 percent of its total 

weight which had climbed up to around 250 pounds or about 8 percent of total weight 

after 27 years. Another study by Miller [2000] reports that the use of aluminum has 

increased 80% from 1996 to 2000 and is expected up to 300% by 2015. 

Alloying additions to Al is very important to improve the mechanical properties, 

as pure Al is not suitable in almost all cases because of its lower strength. Magnesium is 
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one of the most effective and widely used alloying elements for auto aluminum and is the 

principal element in the 5xxx series alloys. Most of the commercial alloys contain 

magnesium ranging all the way from 0.5 wt% to ~ 6 wt% Mg combined with some iron, 

chromium, silicon, copper, manganese and zinc. Other elements are present only in small 

amounts such that their effect on physical properties of the alloys is submerged by that of 

magnesium. AI-Mg alloys are of great interest in commercial uses as they provide high 

_ Sheet alum 0 um 
_ Extrusions 

Node castings 

Fig. 1.1: Use of AI-alloys in the automotive parts of Audi - A8 (courtesy to master's 

thesis of Sanjay Kumar Vajpai) [http://www.keytometals.com] 

strength with a wide range of ductility. These alloys provide high formability and 

durability and with high Mg content they show good cast-ability. AI-Mg alloys are readily 

weldable and have excellent resistance to corrosion, even in marine environments and 

salt-water sensitive shore applications. The combination of such mechanical properties 

makes these alloy potential candidates for automotive and aerospace applications. The 

recyclability of these alloys also provides both economic and environmental benefits. The 
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major applications of AI-Mg alloys in the automotive industries include interior body 

panels and components, splash guards, heat shields, air cleaner trays and covers, 

structural and weldable parts, load floors (sheets) and engine accessory brackets and 

mounts[21. In Fig. 1.1 , the general uses of AI-alloys in automotive parts are shown for the 

Audi -A8. 

1.2 The Cast AI-Mg Alloys and Their Morphologies 

Casting processes receive a great deal of attention as the conventional production 

method of commercial Al-Mg alloys due to the low melting point of these alloys and their 

good castability. Generally during casting, solidification starts with the aluminum as 

primary crystals that grow as dendrites while the other constituents segregate at the grain 

boundaries or between the dendrite arms. Actually the dendrites are branched tree like 

morphologies which propagate into the liquid throughout the course of solidification from 

the melt. The mechanical integrity of these cast alloys critically depends on the complex 

morphology of dendritic microstructures as they control the material properties to a great 

extent. Such a dendlitic morphology is shown in Fig. 1.2 which illustrates the snowflake 

pattern formation of the dendrites. 

A large number of studies have been conducted over the years for the 

development of a theoretical understanding of dendritic solidification. An important 

advancement was the advent the of microscopic solvability theory of steady state dendrite 

3 
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Fig. 1.2: Formation of snowflakes dendritic morphology during solidification[31 

growth[4-71, which predicts that the crystalline anisotropy plays a crucial role in 

determining the growth rate and tip radius of dendrites. The formation of a branched 

pattern morphology of the dendrites strongly depends on the anisotropy of the solid-liquid 

interfacial free energy and on the magnitude of anisotropy of the interface mobility as 

well at higher growth velocities. The main predictions of the solvability theory have been 

validated by several recent phase field simulation[S.141 studies. 

1.3 Crystal-Melt Interface Properties 

There are two solid-liquid interfacial (SLI) properties that control the 

crystallization rate and growth morphology of dendrites: kinetic coefficient (JL) is 

defined to be the constant of proportionality between the growth velocity and interface 

undercooling, and the interfacial free energy (y) is the free energy required per unit area 

to create an interface between the crystal and its own melt. The orientation dependence of 

4 
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these SLI properties causes the instability of planar interface leading to the formation of 

dendrites. This phenomenon is resulted from the variation in interface temperature with 

change in the magnitude of f.1 and y due to their anisotropy. According to the velocity 

1 dependent Gibbs-Thompson condition, the temperature at any point along the crystal-

melt interface during solidification can be expressed as[lS]: 

(1.1 ) 

where, ~'vl is the melting temperature, L is the latent heat of melting per unit volume, 

yen) is the anisotropic interfacial free energy while n represents the normal vector to the 

growth direction, Bj refers to the angle between the growth direction and n, R j is the 

principal radii of curvature, V" is the normal velocity of interface growth and f.1(n) is the 

anisotropic kinetic coefficient. The second term represents the lowering of the local 

melting point due to the curvature and the third term comes from the effect of the kinetic 

undercooling. Eq. 1.1 shows that the interface temperature will vary due to the orientation 

dependence of yCn) and f.1Cn). This will cause a lowering of the interface temperature in 

some certain direction more than that of other directions and this will trigger the crystal to 

grow rapidly in that direction to form a dendritic structure. For this reason, the anisotropy 

of the solid-liquid interface is very important for the formation of the dendrite during 

crystallization. If the anisotropy is not considered, the crystal will grow by same extent in 

all direction and hence no dendrites would be observed. 

5 
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1.4 Role of Crystalline Anisotropies in Controlling Dendrite Growth Direction 

In the last two decades, the phase field approach has emerged as an effective 

method for the modelling dendritic evolution; starting from solidification of pure 

materials[16-17] and extended to alloy systems[IO,18] later on. Simultaneously, several 

atomistic simulations such as Molecular Dynamics (MD) and Monte Carlo (MC) 

simulation methods have been developed to compute accurately the crystal-melt 

interfacial properties and their associated anisotropies[15,19-27]. Among the atomic scale 

MD simulation techniques that have emerged for the determination of solid-liquid 

interfacial free energy, the Capillary Fluctuation Method (CFM), introduced by Hoyt et 

al. [20], described a comprehensive technique for computing the anisotropy of the 

interfacial energy with high statistical precision which leads to a better prediction of the 

morphological variation of dendritic microstructures during solidification. This method is 

based on the analysis of MD measurements of equilibrium height fluctuations of the 

solid-liquid interface to extract the interface stiffness, defined as y + y" where y is the 

interfacial free energy and y" is its second derivative with respect to orientation. Actually 

stiffness is calculated as this quantity can vary significantly as a function of orientation 

and will largely control the interface fluctuation . The anisotropy of interfacial energy is 

known to be small, on the order of 1_2%[28-29], for the rough crystal-melt interfaces in 

metals but stiffness is one order more anisotropic than y itself. Applications of CFM for 

the studies of interfacial free energies in elemental Ni[20) , AU[21), Ag[21), Pb[19), CU[19) and 

Al[30), as well as the model systems Lennard-Jones[31) and Hard-Sphere[32) have shown 

6 
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that two anisotropy parameters, a fourfold and a sixfold anisotropy denoted by £1 and £2 

respectively, are required to capture accurately the entire orientation dependence of 

interfacial energy and hence the dendrite growth directions. Previous theoretical and 

numerical studies of dendrite growth have assumed a single anisotropy parameter with 

positive £1 and the higher order anisotropic parameter £2 was assumed to be negligibly 

small [8-12). 

In alloy dendritic solidification, numerous experimental investigations have 

concluded that the composition variation can alter the crystalline direction of growth of a 

dendrite[33-39). The solute induced changes in the growth morphologies have encapsulated 

wide range of applications to optimize the material behaviour by controlling the dendritic 

microstructures. In a classic study of this phenomenon, Haxhimali et al. [33) have shown, 

both computationally and experimentally in AI-Zn alloys, that dendritic growth exhibits a 

continuous change of direction from <100> to <110> as the solute (Zn) is added to the 

system. The authors explain the change in orientation selection in terms of the interplay 

between the fourfold and sixfold anisotropy parameters as a function of the composition. 

To validate their prediction the authors carried out three-dimensional phase-field 

simulations and plotted the results in an orientation selection map which is a space of £1 

vs - £2 as shown in Fig. 1.3. The map consists of three different growth domains: a region 

of <100> dendrite growth, a <110> growth region and an intermediate regime called the 

hyperbranched dendrite growth region, where a continuous change of growth angle as 

measured from the <100> direction is observed. Haxhimali et al. have also 

experimentally examined this hypothesis of change in growth orientation by analysing the 
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dendrite growth in solidified Al-Zn alloys. Their experimental results showed that the 

growth directions changed smoothly from <100> to <110> with the addition ofZn. 
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Fig. 1.3: Superimposing the anisotropy results of LJ and HS systems in Orientation 

Selection Map derived from phase field simulations[32] 

The first confirmation of variations in crystal-melt y anisotropies with solute 

additions was found by Becker et a1.[31] where the changes in 81 and 82 were computed 

using CFM analysis for a binary Lennard-Jones (LJ) system with no atomic size 

mismatch and different bond strength between the elements. They have shown in the 

orientation selection map that variations in the magnitude of anisotropy are sufficiently 

large to induce changes in dendrite growth directions. This result of LJ system is 

summarized in Fig. 1.3 where the pink arrow shows the direction of variation III 

anisotropy parameters with solute addition indicating the corresponding change III 

dendrite growth selection. The LJ system showed a considerable amount of shift in 82 
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values. In contrast, Amini and Laird[32] studied the compositionally dependent anisotropy 

in y for a binary hard sphere (HS) system with a diameter ratio of 0.9 and investigated the 

variation in 0[ and 02. Their result is also superimposed in Fig. 1.3 for predicting the 

change in orientation of dendrite growth with composition. The result of the HS system 

exhibits a significant change in 0[ , with little change in 02. 

The Hard Sphere system, studied by Amini and Laird, varied from LJ system, 

studied by Becker, in terms of the variation in bond strength (i.e. energy mismatch) and 

size difference between the species. LJ system was characterized by energy mismatch but 

no size difference while HS system had only difference in atomic size with no mismatch 

in energy between the elements. The HS and LJ results of variation in anisotropies lead to 

the suggestion by Amini and Laird that atomic size mismatch affects primarily the 0[ 

parameter whereas the anisotropy in energy controls the magnitude of 02. These 

speculations motivate the current study to carryon with the Al-Mg alloy system, which 

exhibits both a significant atomic size mismatch and variations in bond strengths to 

predict the possible changes in the dendrite growth directions as a function of 

composition. 

1.5 Objective of the Project 

The purpose of this research work is focused on the prediction of preferred 

orientation for the growth of dendrites in the Al-Mg system, that is, how do the crystal­

melt interface properties and their associated anisotropy affect the selection of dendrite 
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growth orientation. The objectives of this project are: (1) to optimize the interatomic 

potential of AI-Mg system by comparing the AI-rich part of the AI-Mg equilibrium phase 

diagram and liquid enthalpy of the mixing with that of experiment. The potential is 

optimized to simulate the equilibrium crystal-melt interface and to compute the solid­

liquid interface (SLI) properties , (2) to compute interfacial stiffness and interface free 

energy of binary AI-Mg alloys as a function of orientation and solute concentration using 

CFM technique. The analysis of the anisotropy parameters of interfacial energy will 

suggest the possible change in growth direction with solute addition, (3) to determine the 

kinetic coefficient of the interface growth of pure Al for different orientation that 

describes the crystallization dynamics. 

The rest of the thesis is organized as follows . First, the simulation techniques and 

their employment to optimize the inter-atomic potential are described in chapter 2. Then 

chapter 3 describes the details of the anisotropic interfacial free energies computation and 

prediction of the dendritic growth direction of AI-Mg alloys utilizing the solute induced 

anisotropy parameters. Finally, the determination of interface mobility of (100) and (110) 

oriented interfaces from MD simulation methods is described along with some 

corrections which are applied to obtain accurate values. The last section will summarize 

the study and offer some suggestions for future work. 
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CHAPTER 2 

Inter-atomic Potential Optimization 

An inter-atomic potential is a formulation that describes the solvent-solvent, 

solvent-solute and solute-solute interactions during atomistic simulations. The AI-Mg 

potential, which is optimized in this study, was recently developed by Mendelev[40) and 

this potential is specially developed for the studies of solidification phenomena describing 

the solid-liquid phase equilibria and is mainly focused at dilute Mg solutions in AI. The 

full description of this potential can be found in Ref. [41] in tabular form. The 

optimization described in this chapter involves matching the equilibrium phase diagram, 

in particular the solidus and liquidus, of the model AI-Mg system to the experimental 

phase diagram. To determine the solidus and liquidus phase boundaries, Monte Carlo 

(MC) simulation is employed in association with a thermodynamic integration technique. 

This technique is first described by Ramalingham[42) and has been applied for several 

alloy system[42-44) . In this method, the free energy of both solid and liquid phases is 

calculated as a function of alloy concentration and then the solidus and liquidus 

compositions are derived from the common tangent construction. The first step of this 

procedure is to determine accurately the melting point (TM ) of the pure solvent species, 

which is aluminum (AI) in this study. 
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2.1 Melting Point Determination 

The determination of melting point involves two steps. In the first step, Molecular 

Dynamics (MD) simulations are performed on systems containing both the solid and 

liquid phase in NAP zz T ensemble at various trial temperatures near the experimental T M . 

In this ensemble, the total number of atoms and temperature are kept fixed and the 

dimension in the direction normal to the interface (along z) is allowed to change 

throughout the simulation in order to maintain zero pressure in that dimension (i.e. P zz = 

0) while the cross-sectional area A is held fixed . The growth velocity of the moving 

interface is observed by monitoring the total potential energy of the system over the 

course of simulation at each temperature. Then an approximate melting point is obtained 

by extrapolating the temperature to the point where the interface velocity is zero. Below 

the melting point crystal part of the cell will grow at the expense of liquid portion while 

above the melting point crystalline portion will melt and hence at T M the growth would 

become stationary. This procedure will bracket the melting point with a fairly large 

uncertainty. 

A second step is required to reduce the uncertainties on T M, which will lead to the 

accurate determination of phase boundaries. For this purpose, a coexistence approach[45,46] 

is utilized where MD simulation is performed on the solid-liquid system in micro­

canonical (NVE - fixed energy, volume and particle number) ensemble at the melting 

point estimated from the first step. The constant energy ensemble will equilibrate the co-
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existing solid and liquid phases over the course of the simulation by adjusting the 

temperature. Multiple iterations of this NVE simulation are required to obtain a zero 

stress melting point while the solid and liquid part of the simulation cell will relax the 

pressure and maintain it nearly to zero. The melting point of pure Al derived from this 

potential is T M = 926K which can be compared with the experimentally measured value 

of933K. 

2.2 Thermodynamic Integration Technique 

The thermodynamic integration calculations begin by deriving the difference in 

free energy between solid and liquid phases as a function of temperature for pure solvent 

(AI). These quantities serve as a reference points for the integration of the Gibbs free 

energy as a function of solute composition at each temperature. The thermodynamic 

relation between free energy and enthalpy per atom follows: 

(
a(G/T)) = 

aT p 

(2.1) 

In MD simulations, the enthalpy of an equilibrated system is equivalent to the 

total energy of that system at zero pressure. The Eq. 2.1 can be integrated from the 

melting point to calculate the solid-liquid free energy difference according to the 

following expression: 

(2 .2) 
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G is the free energy of pure solid (S) or liquid (L) phases for the solvent species while H 

denotes the enthalpy. The temperature dependent enthalpy values are computed for a 

series of seven temperatures in the vicinity of melting point and the expressions for the 

right hand side of Eq. 2.2 are obtained from a least square fit of these data to a straight 

line. The results are shown in Fig. 2.1 where the top curve refers to the liquid phase and 

the bottom one represents the solid phase. The latent heat of pure aluminum is found to be 

0.1118 eV/atom. 
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Fig. 2.1: Enthalpy for the solid and liquid phases of pure Al as a function of temperature 

2.3 Employment of Monte Carlo Simulation 

In the thermodynamic integration technique, phase boundary determination is 

coupled with the calculation of free energy vs. solute composition, which is obtained 

through the employment of Monte Carlo (MC) simulations in the so-called semi Grand 

Canonical ensemble[47,481. SGCE refers to the system of fixed chemical potential 
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difference between solute and solvent species, ~Jl = JlMg - Jl AI' fixed temperature and 

total number of atoms with variable number of Al and Mg atoms, that is, the solvent and 

solute atoms can switch types. Actually MC simulation allows the system to change 

relative composition depending on the applied external driving force (~Jl and T) during 

the simulation. In these simulations, an external chemical potential is imposed which 

leads the system to a stable state by adjusting the solute concentration over the course of 

simulation and eventually an equilibrium composition is achieved corresponding to that 

applied ~Jl for each specific temperature. 
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Fig. 2.2: Principle of Monte Carlo simulation showing the change in solute concentration 

with the variation in chemical potential differences between the species 

The principle of the Monte Carlo simulation is illustrated schematically in Fig. 

2.2. This is a schematic plot of free energy as a function of the solute composition, which 
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is Mg in this study. The difference between end points, that intersect the G axes, of a 

tangent drawn to the free energy curve represents the chemical potential difference while 

the point at which it is tangent to the curve describes the equilibrium composition for that 

1:111. If 1:1111 is applied to the system, this will produce C Mgl while imposing a higher 

value 1:1112 will results in a higher magnitude of solute concentration C Mg2' Through this 

procedure the whole range of Mg composition is calculated by varying the chemical 

potential difference starting from some low value in the MC simulation. Fig. 2.3 shows 

some snapshots of equilibrated systems that are taken from the simulation of the liquid 

phase at a temperature of 900K: the silver color atom represents Al while the golden color 

atom represents Mg. The corresponding compositions are mentioned in each snapshot 

where the 10, 20 and 40% Mg resulted from an imposed chemical potential difference of 

1.775, 1.85, 1.925 eV/atom respectively. 

Fig. 2.3: Snap shots from MC simulation of AI-Mg alloys with different composition. The 

10,20 and 40% Mg correspond to 1:111 of 1.775, 1.85, 1.925 eV/atom respectively 
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In the present work Monte Carlo simulation cells of 4x4x4 unit cells and 2048 

atoms are employed. Two sets of simulations are performed for each chemical potential 

difference. The first run of 1 x 105 steps per atom was used to equilibrate the system and 

the second one with the same run time was used to generate sufficient statistics for the 

composition. A series of six temperatures are investigated to determine the phase 

boundaries and roughly sixteen chemical potential differences were investigated at each 

temperature in order to span the entire range of Mg compositions. 

2.4 Free Energy Calculation 

The final step in the phase boundary determination is the free energy calculation. 

The free energy for both solid and liquid phases is calculated as a function of solute 

concentration from the knowledge of chemical potential difference vs composition 

derived from MC simulation. For this purpose, another integration approach is applied 

which utilizes the following thermodynamic relation: 

(2.3) 

where G is the Gibbs free energy per atom. Actually Eq. 2.3 is the definition of chemical 

potential of a binary system at constant pressure and temperature. As discussed by 

Ramalingham et al. [42] , for the purpose of integrating the above relationship in Eq. 2.3, 

MC results of imposed f...j.1 and the corresponding ensemble average of the composition 

C Mg can be fitted to the following functional form: 
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(2.4) 

where k8 is Boltzmann's constant. The first term on the right hand side of the above 

equation corresponds to the ideal contribution to the chemical potential difference while 

the second term represents a non-ideal effect. The non-ideal contribution is measured 

from a polynomial fit in concentration with coefficients Ai and for the optimization of 

this AI-Mg potential a fourth order polynomial fit is utilized. To calculate the free energy 

of both solid and liquid phases, Eq. 2.4 can be integrated giving the following functional 

expression of G vs. concentration for each phase: 

where the first term on the right hand side is the free energy of pure AI, the second term 

represents ideal part of free energy and the third one comes from the excess contributions 

to G. For the calculation of free energy across the entire composition range, free energy 

of pure Al for the solid phase is considered as the reference state and G~I is taken as zero 

while the free energy ofliquid AI, G~/' is given by the measured value of G~I - G~I . 

2.5 Phase Boundary Determination 

The equilibrium solidus and liquidus phase boundary compositions are 

determined from the knowledge of computed Gibbs free energy vs. composition 

behaviour of each phase. There are two ways to determine the phase boundaries: first is 
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the simple "cornmon tangent construction" applied to the solid and liquid free energy 

curves, that is, a line tangent to G vs. CMg of both phases. The points where this tangent 

line intersects the free energy curves of solid and liquid phases will determine the solidus 

and liquidus composition of the coexisting phases respectively which are in equilibrium at 

that specific temperature. 
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Fig. 2.4: Grand potential functions for solid and liquid phases at 900K 

The second method is the computation of phase boundaries from the grand 

potential function. Actually the grand potential is the thermodynamic potential of an 

isothermal system where the chemical potential of the system is kept constant. The 

thermodynamic formulation of this potential is as follows: 

n = G - 6f.1 C Mg (2.6) 

where n represents the grand potential function. In this study, the solidus and liquidus 

compositions are determined utilizing this method. Fig. 2.4 describes a sample plot of n 

vs. 6f.1 for the both solid and liquid phases at the temperature of 900 K. This plot shows 
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that the grand potential functions intersect each other at some point, which represents the 

chemical potential in equilibrium at that particular temperature. The equilibrium phase 

boundaries can be obtained for that temperature by imposing this chemical potential to 

the system in Me simulation. 

2.6 Fitting Potential to Phase Diagram 

In the procedure of potential optimization, several potentials have been tried to 

reproduce the AI-rich side of the real AI-Mg phase diagram. The failure of couple of 

earlier potentials to determine the phase boundaries properly limits their application in 

simulation studies of solidification in this alloy. The phase diagram determined from 

potential #A (corresponding to potential #2 in Ref. [40]) is shown in Fig. 2.5 which 

illustrates that this potential overestimates the phase boundaries in comparison to that of 

experimental results. Then to improve the accuracy of solidus and liquidus compositions, 

the following technique is used for fitting the potential to the phase diagram. 
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Fig. 2.5: AI-Mg phase diagram determined from potential #A and #B 
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As potential #A overestimates the phase boundaries, our aim was to decrease the 

Mg concentrations of equilibrium solidus and liquidus compositions for the improvement 

of the potential. Potential #A was determined by fitting to, among other parameters, the 

experimental enthalpy of mixing of the liquid (taken from the Ref. [49]) as a function of 

composition. Therefore, the modification in the potential can be done by decreasing the 

target value of the liquid enthalpy of mixing only without changing that of solid phase. 

For this purpose, one term, given by PCMg( l-CMg), is subtracted from the liquid enthalpy 

of mixing, where P is a parameter which is tuned to obtain a better agreement with the 

real AI-Mg phase diagram. This approach is illustrated in Fig. 2.6 where the free energy is 

plotted as function of composition calculated at the temperature of 870K. 
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Fig. 2.6: Free energy of the liquid and solid phases calculated with potential #A and #B at 

T=870 K showing the fitting technique 
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As the target value of the liquid enthalpy of mixing is decreased the free energy 

curve is shifted downward as shown by the change from the blue curve to red curve. The 

amount of decrease in the free energy curve can be controlled by the choice of the value 

of~. This method leads to a new potential (#B) (corresponds to potential #3 in Ref. [40]) 

and the construction of common tangents between the free energy curves of the solid and 

new liquid phase considerably decreases the Mg concentrations in the both solidus and 

liquidus compositions. Hence potential #B better reproduces the real Al-Mg phase 

diagram compared to that of potential #A which is shown in Fig. 2.5. Actually the new 

potential underestimates the phase boundaries. 

So, we have obtained two potentials: one (#A) overshoots the phase boundaries 

while the other (#B) undershoots those. Based on these data, a new potential (#C) 

(corresponds to potential #4 in Ref. [40]) is detennined with a linear combination of the 

liquid enthalpy of mixing of earlier two potential #A and #B to obtain better agreement 

with the phase diagram. Eventually this potential almost reproduces the solidus and 

liquidus compositions which lie very close that of the real Al-Mg phase diagram, the final 

result is shown in Fig. 2.7. 
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Fig. 2.7: AI-Mg phase diagram showing comparison between the results obtained from 

this potential and from experiment 

2.7 AI-Mg Phase Diagram 

The AI-rich side of the best fitted temperature-composition AI-Mg phase diagram 

determined from the inter-atomic potential is shown in Fig. 2.7. The phase boundaries 

with solid red lines represent the experimental results while blue dotted lines reflect the 

results of this potential. The AI-rich side of the phase diagram is well reproduced by this 

potential. The equilibrium data of some parameters for the coexisting-phases of this phase 

diagram are summarized in Table 2.1. This table lists the solidus and liquidus 

compositions (x~g and X~g ) and lattice parameters (LS 
, in 0 A) of the solid phase. It also 

includes the equilibrium chemical potential difference (!::J.Jl, in e V latom) between the 

species along with the total atomic densities (P:OI and P:O/) for both phases. The data are 
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generated from sufficient statistics of stress free equilibrated phases utilizing Monte Carlo 

(MC) simulations. 

TABLE 2.1: Solidus and liquidus compositions, equilibrium chemical potential 

differences, lattice parameters and total atomic densities for each of the temperatures 

T (K) 61' (e Vlatom) s x Mg 
I x Mg Pt:t (A-

3) P:OI (A-
3) L' (A) 

840 1.8095 0.0703 0.1565 0.0560 0.0528 4.1483 
855 1.7951 0.0608 0.1363 0.0560 0.0529 4.1474 
870 1.7758 0.0496 0.1139 0.0561 0.0531 4.1455 
885 1.7499 0.0372 0.0871 0.0562 0.0532 4.1436 
900 1.7144 0.0251 0.0594 0.0563 0.0533 4.1424 
915 1.6461 0.0112 0.0263 0.0564 0.0534 4.1403 

2.8 Liquid Enthalpy of Mixing 

Enthalpy of mixing is defined as the change in the enthalpy due to the change in 

the system from pure components to the mixture of different solute concentration. When 

two substances are mixed at constant temperature, heat may be given off from the system 

(total enthalpy is less than before mixing) or absorbed by system (enthalpy after mixing is 

greater). The total enthalpy of mixture is therefore different from that calculated from the 

mixture (H = HACA + HsCs) of the enthalpies of pure substances at the same temperature. 

The excess amount of enthalpy is known as the enthalpy of mixing. The concept of 

enthalpy of mixing is shown in Fig. 2.8 where the dotted straight line represents the 

mixture. 

The enthalpy of mixing, 6HM , is determined by subtracting the composition 

weighted enthalpy of pure Al and pure Mg. The expression of 6H M is as follows : 
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(2.7) 

where H is the enthalpy per atom of the solution of AI-Mg system with a Mg mole 

fraction of CMg, HAl and H Mg are enthalpy of pure Al and Mg respectively. 

A Mole fraction of B B 

Fig. 2.8: The concept of enthalpy of mixing 

We have optimized this potential by comparing the optimized liquid enthalpy of 

mixing obtained from this potential with the experimental results. The results of enthalpy 

of mixing for the liquid phase as a function of Mg concentration are shown in Fig. 2.9 

where a negative M-! M contribution is observed at the dilute Mg solutions in Al of the 

AI-Mg system. The liquid enthalpy of mixing obtained by this potential is comparable 

with other experimental results, but it is somewhat lower than that derived through a 

recent CALPHAD assessment of the AI-Mg phase diagram[491. However, there is 

considerable scatter in the experimental enthalpy of mixing data, and in comparison to 

that the prediction of this potential is not unreasonable. 

25 



M. J. Rahman - M.A.Sc. Thesis - Dept. Mat. Sci. & Eng. - McMaster University (2009) 

0 
• • • 

-0.005 • • • 
• 

-0.01 • • 
• • E -0.015 

. + 0 - ::t:: ra -> -0.02 • ..!. 

ui -0.025 

-0.03 
• Potential #C 
• CALPHAD, 1993 

-0.035 + Belton et aI., 1969 
)I( Juneja et aI., 1986 

• 

• Hultgren et al., 1973 

• 

• 

+ 
• 

• 
• 

-0.04 +-----,.----,---...,..-----..,r---"""'T"----i 

o 0.05 0.1 0.15 0.2 0.25 0.3 

Fig. 2.9: Enthalpy of mixing ofliquid Al-Mg alloys at T=900 K obtained from Me 

simulation with this inter-atomic potential and from [49], [50], [51], [52]. 

2.9 The Miscibility Gap 

Generally the experimentally determined phase diagram[49,53-56] shows no 

miscibility gap in the temperature-composition phase diagram of Al-Mg system in either 

the solid or liquid phase. In contrast, the presence of a miscibility gap is one of the 

distinctive characteristics of this Al-Mg inter-atomic potential. Actually miscibility gap 

refers to a region of metastability in which one phase system will decompose into two 

equilibrium phases of essentially same structure with no solubility in one another. We 

have conducted some investigations to examine the indications of the miscibility gap in 
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this potential. Basically this phenomenon is observed to start below a critical temperature, 

Te. The chemical potential difference between the species at T<Te would be same for all 

compositions inside the entire region of miscibility gap. In Monte Carlo simulation, the 

response of imposing this constant value of f},f-L would result in a discontinuous jump in 

terms of the equilibrium solute concentration. These discrete changes in the solute 

concentration observed in this potential are illustrated in Fig. 2.10 showing a hysteresis in 

the chemical potential curve vs Mg composition which indicates the existence of 

miscibility gap. 
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Fig. 2.10: Chemical potential difference vs solute concentration showing hysteresis as a 

signal of the presence of miscibility gap at 870 K in liquid phase 

During the scanning of f},f-L in MC, if the simulation starts with lower chemical 

potential difference and f},f-L is increased, the trend shown by the blue line with the '+' 

symbols in Fig. 2.10 will result. In the reverse sense, that is by decreasing f},f-L starting 
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from higher values the system tracks the red line represented by the ' x' symbols. The 

hysteresis observed has taken place because when t1Jl is increased (decreased) the 

system is trapped in a metastable state as it enters into the miscibility gap region and then 

further increase ( decrease) in t1Jl lead the system to switch over to a stable state showing 

a discontinuous jump in concentration in Fig. 2.10. 
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Fig. 2.11: Free energy curve for the liquid phase showing two peaks which corresponds to 

two equilibrium phases as an indication of miscibility gap at 870 K in liquid phase 

An alternative means of identifying the presence of a miscibility gap is the free 

energy vs composition curves. This is also investigated in this study and is illustrated in 

Fig. 2.11 where the free energy curve shows two minima, which is an indication of the 

existence of two equilibrium phases in that region. The common tangent construction will 

give the composition of the miscibility gap boundaries corresponding to those equilibrium 
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phases. The free energy vs. composition proves the presence of miscibility gap at higher 

Mg concentration. 
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Fig. 2.12: AI-Mg phase diagram showing the deviation of the phase boundaries due to the 

presence of miscibility gap 

It is investigated that this potential produces good results in terms of the phase 

boundaries up to around 16% Mg in liquid phase which corresponds to 840K. Below the 

temperature of 840K, the equilibrium chemical potential difference 1!1!1 enters into the 

region of miscibility gap. The phase boundaries determined from MC at 810K lead to 

some deviations in the solidus and liquidus line from their natural trend. This is illustrated 

in Fig. 2.12. The different dotted lines, represented by potential #C(1) and #C(2), are 

obtained from the potential #C with different polynomial fit of the free energy curves. 

The blue dotted line, labelled with potential #C(1), is obtained by fitting the data of the 

dilute Mg side only while the green dotted line, labelled with potential #C(2), is obtained 

by fitting the data of the entire Mg range. It is observed that the miscibility gap in this 
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potential has affected the phase boundaries at the temperature lower than 840K. Below 

this temperature, the boundaries of the miscibility gap at the Mg poor side (- 16% Mg) 

extend all the way to the Mg rich side of the phase diagram. Even for the Mg-l %AI alloys 

the potential is found to be in the region of miscibility gap which leads us conclude that 

this interatomic potential of AI-Mg system is not appropriate for the simulation of Mg­

rich alloys. This potential is accurate from the melting point of pure Al (926K) to the 

temperature of 840K and correspondingly from pure Al to around AI-7%Mg for the solid 

phase and up to around AI-16%Mg for the liquid phase. 
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CHAPTER 3 

Computation of Interfacial Stiffness, Interfacial Free Energy 

and its Anisotropy 

The formation of dendrites during solidification is a very important process from 

the perspective of both academic research and industrial technology as the complex 

morphology of dendrites critically controls the material properties of the cast alloys. 

Numerous studies over the past two decades have demonstrated the crystal-melt 

interfacial free energy (y), defined as the work required to create a unit area of interface 

between the crystal and its own melt, and its orientation (n) dependence as one of the 

crucial factors in determining the dendritic evolution[571. Specifically, the dendritic growth 

directions and their kinetics are known to be extremely sensitive to the weak anisotropy 

of y in metallic systems[581. 

In atomic scale simulation, for the accurate measurement of the orientation 

dependence of y another solid-liquid interface property known as the interfacial stiffness 

is computed. Stiffness is defined as y+y" while y"=d 2y /de 2 and e is the angle 

between the growth direction and the direction normal to the interface. Actually this 

quantity is an order of magnitude more anisotropic than y itself. For a crystal with cubic 
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symmetry, the weakly anisotropic interfacial energy is traditionally approximated[4,6,8-9] 

by r( 8) = r 0 (1 + & cos 48) where & is anisotropy parameter. Then the interfacial stiffness 

is given by r + r" = r 0 (1- f3 cos 48) with f3 = 15& which is showing that stiffness is 15 

times more anisotropic than the interfacial energy. Basically stiffness can vary 

significantly as a function of orientation and hence largely control the orientation 

dependence of the fluctuations of solid-liquid interface during atomistic simulations. That 

is why, generally, the stiffness anisotropy is more feasible to compute from Molecular 

Dynamics simulations than that of r and the latter can always be calculated from the 

stiffness which will be discussed in section 3.6. 

:::1 
dlreCti°i 

------ --~ 1 

6:#=0 

SiL interface 

-~ ~---
~ 

Fig. 3.1: Schematic plot of the curvature driven fluctuating crystal-melt interface 

Actually, in the curvature driven interface fluctuation, stiffness is the key property 

that takes into account the effect of curvature in the computation of r. This is illustrated 

in Fig. 3.1 where the wave represents the fluctuating solid liquid interface. At point 1 

there is no dependence of 8, but in case of point 2, there is an angular difference between 

growth direction and normal to the interface. Stiffness considers this effect of curvature. 
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3.1 Difficulties in Experimental Measurement ofy 

Experimentally, interfacial energy is estimated in two ways: one is indirect 

measurement and the other one is direct measurement. In the indirect measurement 

analysis, y is estimated from the nucleation kinetics utilizing the classical nucleation 

technique[59-61]. This method shows an underestimation of the interfacial energy by lO-

20%[32]. In this technique, the liquid is filtered to remove the heterogeneous nucleation 

sites which in tum affects the homogeneous nucleation rate and the determination of y. 

Estimations of y from nucleation techniques could not solve the problem of orientation 

dependence as the calculated values are orientationally averaged. The interpretation of the 

surface energy on impure systems was found to be very difficult in the nucleation method 

as y can vary in a complex manner with temperature[62]. 

The direct measurement method involves the uses the geometry of the gram 

boundary groove at the solid-liquid interface. Actually this technique is based on the 

measurement of equilibrium contact angle between the grains at crystal-melt interface for 

the determination of anisotropy in y. Due to the inherent difficulties associated with 

performing these experimental measurements, only a few handful materials[63,64] exist. 

Recently Napolitano[65-67] et al. developed a quantitative approach for the measurement of 

equilibrium crystal shape with low anisotropy of the interfacial energy through the use of 

a Wulff construction[60,68]. Then the fourfold anisotropy parameter of y (only the 

anisotropy but not the magnitude of y) was determined from that measurement of the 
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crystal shape. This procedure is applied for AI-Si, AI-Cu and AI-Sn binary alloys. The 

lack of accuracy in experimental measurements has paved the way for the development of 

atomic scale simulation techniques to map out the interfacial free energy and its 

anisotropic behaviour. 

3.2 MD Techniques for Computing Interfacial Energy 

Two complementary techniques have emerged for computing the interfacial free 

energy, r and its anisotropy from MD simulations. One is the cleaving technique, first 

proposed by Broughton and Gilmer[691 and subsequently extended by Davidchack and 

Laird[70-721. In this method, the computation of interfacial energy involves the calculation 

of the total reversible work to form the solid-liquid interface from two separate bulk solid 

and liquid phases. The orientation dependence of r can be mapped out by repeating the 

procedure for various crystal orientations. The second technique is the capillary 

fluctuation method (CFM) pioneered by Hoyt et al.[201. The CFM is based on the 

measurement of equilibrium height fluctuations in the solid-liquid interface to extract the 

interfacial stiffness. The cleaving technique possesses a distinct advantage of requiling 

around 104 atoms for its application. While the CFM involves typically 5-10 times more 

atoms than that of cleaving technique for the analysis. The extended cleaving method 

generally provides a more precise value for r itself than that of CFM, but the 

measurement of anisotropy parameters results in larger uncertainties. In contrast, the 

CFM analysis is considered as the comprehensive technique for computing the anisotropy 
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of y with higher statistical precision. The cleaving method has been used to calculate the 

y for a variety of model system including hard spheres[70,731, soft spheres[721 and Lennard-

Jones particles[69,711. On the other hand, CFM has been extensively applied to the study in 

crystal-melt interface free energies in various elemental fcc and bcc metals[19-21,23 ,301, alloy 

system[221 and Lennard-Jones system[31 ,74-751 as well. 

Actually, CFM is applied to compute the values of interfacial stiffness for several 

orientations and the results are then combined with an analytical expansion of yen) to 

obtain the magnitude of y and its associated anisotropy. For mapping out the full 

parameterization of orientation dependent interfacial free energy, a symmetry dependent 

cubic harmonic (linear combination of spherical harmonics that obey the cubic symmetry 

of the crystal) expansion of yen) is employed in terms of Cartesian components of the 

(3.1) 

where Yo is the orientation averaged interface energy and c1 and c2 describe the measure 

of four and six fold anisotropy parameter respectively. The studies of CFM analysis in 

several elemental systems have described that both c1 and c2 anisotropy parameters are 

required to capture accurately the entire orientation dependence of interfacial energy and 

in turn for the dendrite growth directions. In this research work, CFM technique is 

employed to study the interfacial properties and their orientation dependence. 
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3.3 The Analysis of Capillary Fluctuation Method 

In CFM, analysis starts with capturing the snapshots of crystal-melt systems 

which are equilibrated over the long MD run. These snapshots are utilized for 

detennining the location of interface positions applying the order parameter measurement 

as described in Ref. [20]. In this technique, each atom is assigned with an order 

corresponding to its position in the solid or liquid phase. This measurement will be 

discussed in detail in section 3.6. The resulting fluctuated interface height profiles were 

then Fourier transfonned to produce the instantaneous values of the fluctuation 

amplitudes A(k, t) which are averaged over the all simulated configurations to yield 

(I A(k" k J 12). The CFM technique employs an analysis of this ensemble average 

interfacial amplitude to extract the interface stiffness (S) according to Eq. 3.2. The 

fluctuation spectra of a two-dimensional interface geometry will follow the following 

relation for sufficiently large wavelength[75l : 

(3.2) 

where A(k" k z ) is the Fourier transfonn of the height of the fluctuating interface while 

k, and kz are the wave-vectors in two perpendicular directions parallel to interface and 

Sxx and Szz are two corresponding stiffnesses which are illustrated below, a denotes the 

cross sectional area of the interface. 
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The crystalline symmetry can be used to simplify the form of Eq. 3.2 for 

computing interface stiffness for different orientations. The (100) oriented interface 

consists of a 4-fold and mirror-plane symmetry, which confirms that S ", = S zz = Sand 

S tz = 0 . This leads to the reduced form ofEq. 3.1 as: 

(3.3) 

F or the (110) oriented interface, due to the presence of 2-fold symmetry and 

mirror-plane, the diagonal contribution to the stiffness is not equal i.e. S",:;t. Szz and 

Sxz = o. Then the Eq. 3.2 will take the form: 

(3.4) 

The interfacial free energy (y) and its anisotropy are then computed from the 

analytical expansion of y(ii) as described in Eq. 3.1 utilizing these stiffness values. 

The CFM approach described here has been illustrated in the past for thin slab 

like simulation cell[20-22] containing quasi-one-dimensional (quasi-l D) fluctuating 

interface which is extended[77] later on for two-dimensional (2-D) solid-liquid interface. 

In this present study 2-D interface geometry is employed because of its advantages over 

quasi-ID interface. Crystal-melt interfaces with 2-D geometry requires only two 

simulations with (100) and (110) interface normals to compute three independent stiffness 

values from which interfacial free energy and its associated anisotropy can be derived, 
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while quasi-ID interface is required with three independent simulations for calculating 

the magnitude and anisotropy of interfacial energy. 

3.4 Simulation Procedure for Binary AI-Mg alloy 

Application of the CFM analysis requires well-equilibrated solid-liquid systems 

with a fluctuating interface. A combination of Molecular Dynamics (MD) and Monte 

Carlo (MC) simulation, as described in Ref. [44] , is utilized for the equilibration of all 

systems. The MC simulations are employed to allow the composition change for 

obtaining a solid liquid system with the equilibrium solidus and liquidus composition at 

each temperature. MC equilibrates the system in terms of the composition profile. The 

MD simulations are applied to relax the pressure of the simulation cell and to collect the 

statistics of the fluctuating crystal-melt interfaces. For binary Al-Mg alloys, six 

simulation cells were set up at six different temperatures according to the equilibrium 

lattice parameter, phase-boundary compositions and bulk densities of solid and liquid 

phases at each specific temperature whose values are determined from the phase diagram 

calculations (Table 2.1). And in all cases, we have considered simulation cells with both 

(100) and (110) oriented crystal melt interfaces. For the (100) oriented interface, the 

solid-liquid systems were created with 64000 atoms (20 x 40 x 20 fcc unit cells) while for 

the (110) oriented interface, the system contains 62720 atoms (20 x 28 -12 x 14-12 fcc unit 

cells). 
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The equilibration procedure was initiated by generating the simulation cell of pure 

solvent (AI) with the fcc crystal structure at all temperatures. The system is loaded with 

the equilibrium number of solute atoms for the solid phase at both ends and for the liquid 

phase at the interior region at each corresponding temperature. The middle Y2 of the 

simulation cell is then melted along y direction using Monte Carlo simulation creating 

periodic solid-liquid boundaries. After the melting step, the solid-liquid system was 

moved to MD simulation with NAPyyT ensemble for relaxing the pressure generated in 

the system. In MD run the simulation cell was under no constraint condition in the 

direction normal to the interface, i.e. Pyy = 0, as it was allowed to change length in that 

direction to compensate the volume changes during the simulation while the interfacial 

area, a, was kept fixed to ensure a strain-free crystal. The average temperature is 

maintained using a Nose-Hoover thermostat. The MD run was carried out up to 106 time 

steps and the system was then returned to MC to equilibrate it with runs of approximately 

3 x 1 03 steps per atom employing a chemical potential difference between the species at 

which both solid and liquid phases are in equilibrium for a given temperature. The same 

run time was used again for the final relaxation of composition profiles. Semi Grand 

Canonical ensemble (SGCE), as described in Section 2.3 , was applied in MC to facilitate 

the composition change in the system. 

To generate sufficient statistics for the fluctuation spectrum (I A(kx, kJ n of the 

solid-liquid interface, MD runs were performed on the system in a micro-canonical 

(NVE) ensemble for 6x 1 06 time steps, in the time length of 6 ns. The snapshots are 
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collected after every 500 time steps producing a total of 12000 configurations for each 

alloy composition. These captured snapshots are then used for studying the solid-liquid 

interface and their properties in CFM analysis. All the MD simulations of this study used 

the LAMMPS (Large-scale Atomic/Molecular Massively Parallel Simulator) code[78,791. 

3.5 Interfacial Stiffness Extraction 

The long MD runs produced a collection of 12000 snapshots of equilibrated solid-

liquid systems. To extract the values of interfacial stiffness, the capillary fluctuation 

method requires identification of the interface location for each snapshot. Actually the 

position of the crystal-melt interface is located employing the order parameter 

measurement technique[201, by means of labelling an atom as being in either the solid or 

liquid phase in the simulation, which utilizes the following expression: 

¢ 1 L 1- - 12 -- r -r - 12 i i Icc (3.5) 

where rice corresponds to ideal fcc position in the crystal, F; denotes the instantaneous 

atom position, i refers to the nearest neighbour positions of an fcc atom over which the 

summation is taken and 12 represents the total number of nearest neighbour atoms. 

Basically, the local structural order parameter measures deviations of the nearest 

nei g.t~bours of a given atom from their ideal fcc positions and then considers the sum of 

the all deviations. A typical profile of the order parameter is shown in Fig. 3.2 for a single 

configuration of the solid-liquid system of (110) oriented interface at the temperature of 

915K. In Fig. 3.2, the order parameter is an average quantity over all the atoms at each 
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corresponding y-position. As ¢ enters into the liquid region, a large deviation from the 

ideal position is observed which is associated with a jump in the order parameter profile. 

The value of ¢ at the interface is roughly half way between the average order parameter 

values of bulk solid and that of liquid phase. It was found that ¢ :::::; 0.95 at the interface. 
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Fig. 3.2: Plot of the order parameter as a function of the position along the interface. The 

result is collected from the simulation of(110) interface at 915K. 

The values of instantaneous fluctuation amplitudes are then computed from the 

interface height profiles and are averaged over all configurations to yield (I A(k" k J 12) 

from which the stiffness values are extracted. Actually the stiffness values are derived 

from the least-square fit of a log-log plot of (I A(k" kJ n versus wave vector \k\ in 

accordance with Eq. 3.3 for (100) interface and Eq. 3.4 for (110) interface. The fitting 

procedure follows exclusion of the data beyond a certain cut-off value at higher 1 k 1 at 

which the stiffness values converge. A plot of the typical fit for (100) oriented interface at 
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900K is shown in Fig. 3.3(a) which exhibits a deviation of some amplitude values from 

the fit. The bending trend of the data is suggesting that it could be due to a higher order 

effect (higher than e) in the CFM theory of Eq. 3.2. A similar curvature has been also 

observed in the study of LJ system[75] . To take into account this higher order correction, 

the fluctuation data were refitted to a modified analysis of Eq. 3.2. For the (100) interface, 

k 

(a) 

2 1 <I A(k) 1 >$0:$-2 
Sk 

1\ 
N 

2 1 <I A(k) 1 >$0:$ 2 4 
Sk +lk 

k 

(b) 

FIG. 3.3: Fitting ofthe Fourier amplitude values; (a) without (b) with curvature correction 

for (100) interface at 900K. 

1 
the corrected fitting form was where a symmetrical higher order term, k4 , is 

(Se + Ik 4) 

added in the denominator[80] and I being a parameter encapsulating the strength of the 

curvature term. This modified fitted plot is shown in Fig. 3 .3(b) for (100) interface at the 

temperature of 915K. For the (110) oriented interface the modified fit was the form of 

1 
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The raw and curvature corrected stiffness values of both the (100) and (110) 

interfaces for all temperatures are summarized in Table 3.1 and plotted in Fig. 3.4. In the 

Table 3.1 , the numbers in the parenthesis represent the error bar (one cr) on the last digit 

of the corresponding value. Both the raw and curvature corrected values show the same 

trend of variation of stiffness with the temperature, but consistently lower values are 

observed for the latter one for all temperatures. The stiffnesses Sand Szz are seen to 

generally increase with temperature which is consistent with the binary LJ results[7sl. The 

magnitudes Szz stiffness values are observed to be consistently higher than that of Sand 

Sxx. The value of So:: stiffness is lower for the pure element than the alloy at the 

temperature just next to melting point. 
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FIG. 3.4: The stiffness values as a function of temperature for (100) and (110) 

orientations. The open symbols correspond to the raw data and the filled symbols 

represent the curvature corrected data. 
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TABLE 3.1: Computed stiffnesses at all considered temperature where S for (100)[010] 

stiffness, So: for (110)[1 TO] stiffness and Szz for (110)[001 ] stiffness. Stiffness in mJ/m2
. 

T S S(curv _carr) Su Su(curv _carr ) S zz S zz (curv _ carr) 

1 840 79(3.2) 79(2.5) 79(3.3) 77(3.7) 131(8.5) 127(9.8) 
855 68(1.4) 64(1) 68(3) 60(2) 123(9.2) 112(4.8) 
870 63(3) 53(3) 57(2.9) 46(2.1) 136(14.6) 128(5.7) 
885 77(3.6) 77(4.3) 72(2.1) 65(1) 141(7.5) 137(2.5) 
900 79(1.4) 75(0.6) 78(1.6) 72(0.7) 147(5.2) 147(1.7) 
915 79(1.4) 75(0.9) 85(1.5) 80(0.6) 147(4.2) 147(1.4) 
926 84(1.1 ) 81(0.4) 78(1.5) 73(0.4) 142(4.6) 143(1) 

3.6 Computation of Interface Energy and Its Anisotropies 

The interfacial free energies and their associated anisotropies were then calculated 

for all temperatures by fitting the stiffness values into the relations derived from Eq.(3 .1) 

for different orientations following the procedure described in Ref. [22]. The equations 

that relate the interfacial stiffnesses and free energies along with the anisotropy 

coefficients, developed from Eq.(3 .1), are summarized in the following Table 3.2. 

TABLE 3.2: The expressions of interface stiffness, (y + y"), in terms of orientationally 

averaged interfacial free energy, Yo' and its four fold, &1' and six fold, &2' anisotropy. 

The notation (ijk) denotes the interface normal and [hkl] corresponds to the direction. 

Stiffness Interface (y + y") 

S (100)[010] I 18 80] 
yo ll--=S-&1 -7&2 

S ... (110)[1 1 0] [21 365] y 1--& +-& 
o 10 1 14 2 

Szz (110)[001] 
[39 155] Yo 1+-&1 +-&2 

10 14 

44 



M. J. Rahman - M.A.Sc. Thesis - Dept. Mat. Sci. & Eng. - McMaster University (2009) 

The results of orientationally averaged interfacial energy (r 0) and the surface 

energy of (100), (110) and (111) are summarized in Table 3.3 where the numbers in the 

parenthesis refer to the error bar on the last digit of the corresponding value. Fig. 3.5 

shows the temperature dependence of r 0 and the interfacial energy for the other three 

orientations. Fig 3.5 exhibits the trend of rJOo > rllo > rill at all temperatures which 

agrees well with the previous simulation results for elemental fcc metals. The interfacial 

energies display a temperature dependence showing an increase with increasing 

temperature (i.e. with increasing the concentration of higher melting point material) 

which is in agreement with that of both Ni/Cu[221, Hard sphere[321 and Lennard Jones 

systems[751. 
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Fig. 3.5: Orientationally averaged interfacial free energy (r 0) and interfacial energy for 

(100), (110), (111) orientations as a function oftemperature 
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The average interfacial energy of pure Al obtained here (111 mJ/m2
) is 

comparable with the Yo value 103 mJ/m2 (considering the uncertainties) obtained by 

MorriS[81 l using same Al potential. The magnitude of Yo for pure Al calculated in this 

study is also very close to the value of 108 mJ/m2 found from nucleation experiments by 

Kelton[82l and somewhat lower than the value (149 mJ/m2
) computed by MorriS[26l from 

the fluctuation approach of MD simulations using a different Al potential than the one 

utilized in this study. 

TABLE 3.3: Curvature corrected and raw data of orientationally averaged interfacial free 

energy, Y 100' Y 110' YIII for all temperatures. 

T Yo Yo (curv _ carr) YIOO YIIO YIII 

840 104(2.5) 102(3.5) 107(2.5) 103(2.5) 101(2.5) 
855 94(3.7) 87(1.8) 97(3 .7) 94(3.7) 92(3 .7) 
870 97(5.5) 89(1.3) 102(5.5) 97(5.5) 94(5.4) 
885 107(1.8) 105(1) 111(1.8) 107(1.8) 104(1.8) 
900 112(1.8) 110(0 .5) 115(1.8) 111 (1.8) 108(1.8) 
915 111(1.3) 110(0.2) 115(1.3) 111(1.3) 108(1.3) 
926 111(1.7) 110(0.3) 115(1.7) 111(1.7) 108(1.7) 

The curvature corrected orientationally averaged Yo values are compared with 

that of raw vales in Fig. 3.6. It is found that the resulting values of Yo (with curvature) 

were consistently lower by roughly 5~ 10% than that of raw data. The temperature 

dependence of the interfacial free energy remained nearly unchanged. The same effect of 

curvature was observed in the study of LJ system by Becker[75l. Higher statistical 

uncertainties on the Yo values (both with and without curvature) are observed at low 

temperatures. 
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3.7 Solute Adsorption and Excess-Entropy Contributions to Interfacial Free Energy 

The Gibbs' adsorption theorem provides a formalism to describe the behaviour of 

y as a function of the temperature in a binary system. A complete understanding of the 

variation of y with the changes in composition and solute chemical potential J-lMg can be 

obtained from this theorem. The following equation expresses the temperature 

dependence of y according to the Gibbs ' adsorption theorem[831: 

(3.6) 

where Su (= -8y / 8T) is the interfacial excess entropy, r~~ is the adsorption coefficient 

of Mg with respect to AI, f is the interface stress and a represents the cross sectional 

area. To analyze the behaviour of y (T) completely, the relative contribution of interface 

adsorption, excess entropy and the interface stress to y is required to calculate. Actually 

f is defined as y + a8y / 8a . The cross sectional area is almost kept constant during the 

simulation, so the change in y with respect to a is very small in the expression of f . 

This results in a negligible effect of the third term in Eq. 3.6. So, the interfacial energy 

depends only on the solute adsorption at the interface and interfacial excess entropy and 

Eq. 3.6 can be rewritten as: 

dy _ s r At dJ-lMg 
~ - - xs - /v/g ---;;;;-
al al 

(3 .7) 

To observe the adsorption contribution, the solute chemical potential (J-l Mg ) and 

its temperature dependence is computed as per details in Ref. [75]. The relative 
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absorption coefficient is defined as the excess amount of solute per unit area relative to 

that of solvent. The values of r~~ at the interface is calculated from bulk values of the 

species densities for solid and liquid phases using the following formulation[421: 

r AI =_1 [N -(p~g -P~g JN - L ( S -(p~g -p~g J s J] Mg 2 Mg I s AI a y p Mg I s PAl 
a PAl - PAl PAl - PAl 

(3.8) 

where a is cross sectional area of the simulation cell, N j represents the average number 

of atoms of species i in the SGC-MC simulation, pja (atoms per unit volume) denotes 

the bulk density of species i in a phase, and Ly is the length of simulation cell normal 

to the interfaces. 
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Fig. 3.6: The contributions to interfacial free energy from interfacial solute adsorption and 

interface excess entropy. The filled symbols are the raw data while the open symbols 

refer to the curvature corrected values. 
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In Ref. [75], the analysis of a LJ binary system has shown that the excess entropic 

contribution accounts for roughly 80% of the r value for the pure elements while the 

remaining contribution is attributed to excess enegy. Considering this estimate of Srs' the 

role of interfacial excess entropy is calculated in this study. The contribution of both 

solute absorption and excess entropy to interfacial free energy of Al-Mg binary alloy is 

shown, according to Eq. 3.7, in Fig. 3.6. It is found that both terms have contributions to 

the temperature dependence of interfacial energy. The excess entropy contribution 

exhibits an increase with increasing T while the solute adsorption contribution shows the 

reverse trend. This phenomenon is shown in Fig. 3.6 where the combined contribution 

from both excess entropy and solute adsorption produces a slope which, with 

uncertainties, is comparable to the change in r with temperature. The negative value of 

excess entropy (Srs = -ar / aT) is found to be consistent with the positive temperature 

dependence of r. This large entropic contribution to r of Al-Mg in the present work is in 

good agreement with the "neg-entropic" theory of crystal-melt interface by Spaepen[84] 

which suggests that the negative entropy contribution to r = Exs - TSxs is dominant 

relative to that of excess energy. 

3.8 Prediction of Dendrite Growth Direction in AI-Mg Binary Alloy 

In this section the values of the anisotropy parameters of interfacial energy are 

analyzed for the prediction of possible changes in dendrite growth direction as a function 
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of solute concentration in the binary AI-Mg binary alloy system. The raw values of four-

fold (&,) and six-fold (&J anisotropy parameters are given in Table 3.4. 

TABLE 3.4: Calculated Four-fold and six-fold anisotropy parameters of interfacial free 

energy of the AI-Mg system 

T 

840 
855 
870 
885 
900 
915 
926 

0.076(13) 
0.089(16) 
0.120(29) 
0.094(1 2) 
0.093(8) 
0.088(6) 
0.084(7) 

- 0.0030(13) 
- 0.0035(9) 

- 0.0063(11) 
- 0.0051(11) 
- 0.0040(5) 
- 0.0021(5) 
- 0.0049(5) 

The raw values of anisotropy parameters are plotted in the space of &, vs - &2 in 

Fig. 3.7 for all the temperatures studied where these values are superimposed on the 

orientation selection map, calculated from phase field simulations[331 . The magnitudes of 

both &, and &2 are observed to vary by a considerable amount with respect to 

temperature which is consistent with that of Lennard Jones (LJ)[311 and Hard Sphere 

(HS)[321. This is because the LJ system [shown in Fig. 3.8] with the valiation in bond 

strength between the species shows variation in &2 and HS system [Fig. 3.8] with size 

mismatch affects &, while this AI-Mg binary alloy system with both energy and size 

mismatch exhibits effect on both &, and &2 simultaneously with change in the solute 

concentrations. 

The location of the anisotropy parameters and their changes with respect to 

composition in the orientation selection map will indicate the orientation of dendrite 
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growth and the change in growth direction with composition as well. In Fig. 3.8, the LJ 

system is observed to display growth in the <100> direction for pure element and at the 

dilute compositions and the trend of change in 51 and 5 2 with increasing solute 

concentration shows a tendency of branching the dendrites in concentrated alloys at 

around 50% solute. Any increase in concentration afterwards will return the system back 

0.14 
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FIG. 3.7: The anisotropy coefficients of interfacial free energy of AI-Mg system (this 

work) overlaid on orientation selection map. 

into the <100> growth region. The arrow of movement in anisotropy parameters for HS 

system shows <100> growth for the pure element while the tendency will follow a track 

moving away from the hyperbranched area with solute addition, but the variation in Cl is 

slow for the dilute system. In the case of this model AI-Mg alloy, the anisotropy 

parameters are found to be located well in the domain of <100> growth region. Starting 
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from the pure element, the location of these values remains in the <100> region even after 

increasing the solute concentrations in the system. This suggests that the addition of Mg 

to Al in AI-Mg binary system tends to stabilize dendrite growth along {100} directions. 

The black solid line, in Fig. 3.7, shows smooth variation of the anisotropy parameters 

with solute addition which is obtained by fitting the stiffness values into a polynomial. 
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FIG. 3.8: The anisotropy coefficients of interfacial free energy of Lennard Jones (LJ) and 

Hard Sphere (HS) system overlaid on orientation selection map. 

In experimental studies by Henry et al. [85,86], Henry stated that the preferential 

growth direction of some AI-alloys, including AI-Mg, will switch from <100> to <110> 

direction. Actually they have conducted directional solidification characterized with high 

thermal gradient and high solidification rate. Their experimental set up also induced some 

convection in the melt during crystallization. They attributed their results of change in 

52 



M. J. Rahman - M.A.Sc. Thesis - Dept. Mat. Sci. & Eng. - McMaster University (2009) 

growth direction and the observed crystal growth morphology to the local solidification 

conditions applied in their experimental system. Henry's experimental result of altering 

the orientation of dendrite growth appears to be in contradiction to the MD results 

obtained in this study, which indicates that Mg additions to Al will stabilize dendrite 

growth along (100) directions. There are several possible explanations that can clarify the 

discrepancy between the experimental and MD results. First, the inter-atomic potential of 

this model AI-Mg system could playa possible role in this disagreement. Although the 

potential reproduces well the AI-rich part (the side of our interest) of the phase diagram, it 

may not be able to capture the subtle trend of change in weak anisotropy parameters as a 

function of the solute composition. 

Second, it is explained in Ref. [85] that the change in dendrite growth direction 

observed experimentally might be induced by the change in anisotropy of surface energy 

and/or, the atomic attachment growth kinetics. At higher growth rate, the dominance of 

the atom attachment kinetics becomes more important and its contribution can modify the 

preferential growth directions predicted by the anisotropy of y only. This is because at 

high speed the anisotropy direction of attachment kinetics (controlled by the anisotropy of 

kinetic coefficient) may not coincide with that of surface energy. In the present work, the 

results of dendrite growth orientation that concludes the stabilization of (100) growth of 

Al with Mg addition is based on an analysis of only the anisotropy parameters associated 

with interfacial free energy. 

53 



M. J. Ramnan - M.A.Sc. Thesis - Dept. Mat. Sci. & Eng. - McMaster University (2009) 

Third, from the experiment of Hemy et al., the growth morphologies were 

observed as feathery grains i.e. columnar grains made of twinned dendrites. Besides high 

thermal gradients and crystallization rates, the melt convection can influence the 

formation of feathery grains[871. As described in Ref. [85] , the fluid flow favours the 

spontaneous formation of stacking faults that will lead to the small twinned regions 

during the growth. The convection of the fluid will then promote the twinned dendrites to 

grow over the course of solidification. This influence of convection current in the 

formation of feathery grains is confirmed afterwards by Hemy et al.[881. In Ref. [88], it 

has been described that the twining was found to start from regions of the melt where the 

shear flow is highest as strong shear rate is expected to support the occurrence of stacking 

faults and thus of twins. The experimental investigation of Hemy et al. shows that the 

presence of melt convection triggers the twinning which in tum affects growth of the 

dendrites in AI-alloys. Hence the mechanism of dendrite growth from Henry's experiment 

seems to be different than that of our analysis describing a simple change in'Y anisotropy 

due to solute additions. Given the twin assisted growth mechanism of Hemy et al. 

experiments, we can conclude that our results of the stabilization of <100> dendrite 

growth direction for AI-Mg alloy with Mg addition is not umeasonable. 
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CHAPTER 4 

Kinetic Coefficient of Crystal-Melt Interface 

The kinetic coefficient (;l) , also called the interface mobility, is defined as the 

constant of proportionality between the growth velocity (V) of solid-liquid interface and 

the interface under-cooling [L1 T = T M(P) - 1]: 

V(T) = J1 L1T (4.1) 

where TM is the zero pressure melting point. The interface mobility is known to be a 

crucial factor for controlling the kinetics of isothermal crystallization and melting. 

Actually both the magnitudes and associated crystalline anisotropy can playa dominant 

role in governing the crystallization rates and growth morphologies at large under-cooling 

which corresponds to rapid solidification[89-94]. Recent work by Bragard et al. [94] has 

shown that the anisotropic values of kinetic coefficient are critical parameters in phase 

field modelling of dendritic solidification. 

4.1 Literature Review of Crystallization Kinetics 

Due to the inherent difficulties associated with direct experimental measurement 

of kinetic coefficient, to date only a few studies[95-96] have attempted to measure this 

parameter. The anisotropic behaviour of p was not considered in those approaches. The 
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lack of experimental measurement leads the way of atomistic simulation techniques to 

come into play. Much of the current theoretical understanding of crystal-melt interface 

kinetics has been derived from atomic scale Molecular Dynamics (MD) and Monte Carlo 

(MC) simulations[15,19,21 ,24-25, 97-115). 

In 1982, Broughton, Gilmour and Jackson presented the first crystal-growth 

simulation model for Lennard-Jones (LJ) system[97). Actually the model of Broughton et 

at. was emerged as a pioneer MD work and known as BGJ model. This model provided 

some important insights of the atomic scale process that corresponds to the underlying 

crystallization kinetics of the molecularly rough interface. They showed that the LJ 

system can be described by a collision limited growth model in which growth of the 

interface depends on the frequency of collisions of liquid atoms to the crystal interface. 

This model was found to be inconsistent with earlier transition-state theories of 

crystallization kinetics in which the atom attachment to the growing interface is described 

as a diffusion limited process[112, 11 6- 118) which is illustrated in the thermal activation 

model of Wilson and Frenkel (WFiI1 7- 11 8). The results of BGJ model contradicted the 

diffusion limited WF model, because BGJ produced considerable growth rate even at 

very low temperatures where the liquid diffusivity is negligible. But the BGJ model was 

in good agreement with the observations of Tumbull and his co-workers[119,120), who first 

suggested the growth kinetics of elemental metals as being "collision limited;;. 

But the main draw back of the BGJ model was that they didn't consider the effect 

of crystalline anisotropy in their description of crystallization kinetics. BGJ model has 
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been interpreted[ 19] to predict the anisotropy dependence of kinetic coefficient in terms of 

the differences in inter-planar spacing (dijk/dlmn) for the interfacial orientation of (ijk) and 

(lrnn). On the basis of this thought, BOJ model would predict that f.llll >f.llOO>f.lllO for the 

materials of fcc crystal structure. This prediction is observed to be in well agreement with 

the results of (100) and (110) interfaces as the ratio of f.llO0/f.lllO is often observed to be 

close to the d spacing ratio of .J2 . But, for the (111) oriented interface, f.llil is found to 

have the smallest value[19] among all the three interfaces which is contradictory to the 

prediction by BOJ model. The slower growth in (111) interface for fcc systems has been 

explained by Burke et al. [98] and they attribute the reason to formation of the transient hcp 

stacking faults during the crystallization process. The defective HCP islands may form 

during the solidification of the system with lower stacking fault energy (SFE) which must 

be annealed out for the crystallization to take place. The annealing process of the HCP 

islands slows down the interface growth rate. 

Although, the lower SFE systems are sensitive to the formation of HCP atoms at 

the S/L interface, the slower growth of (111) interface was also found in the systems with 

higher SFE[25]. An alternative framework that yields the predictions concerning 

crystalline anisotropy of kinetic coefficient is the growth model introduced by Mikheev 

and Chernov[121] within the formulation of kinetic density-functional theory (DFT). This 

model is based on a diffuse crystal-melt interface at atomic level. The Mikheev-Chernov 

model appears to be in close agreement with some recent simulation results[25] for the 

anisotropy in interfacial mobility of the system with high SFE. 
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4.2 MD Simulation Techniques for Computing Interface Mobility 

To date several Molecular Dynamics simulation techniques have been developed 

and employed to determine the kinetic coefficient of the solid-liquid interface. These 

techniques can be categorized as forced velocity simulations, free solidification, imposed 

pressure simulations and fluctuation analysis. In the present research work, a detailed 

study of free solidification method (FSM) and capillary fluctuation method (CFM) have 

been undertaken to compute and analyze the interface mobility and its associated 

anisotropy of pure AI. In FSM[97, IOO,21 ,25,114], the solid-liquid system is first equilibrated at 

the melting point which is then simulated at a variety of different undercoolings. During 

the solidification, the interface movement is monitored through the track of the total 

energy which leads to the determination of growth velocity (V) as a function of 

undercooling (6T) and eventually j..l is calculated using Eq. 4.1. In CFM[15,l14], the 

equilibrium fluctuation of crystal-melt interface is analyzed and j..l is extracted from the 

measurement of interface height as a function of relaxation time of the fluctuation spectra. 

The detailed analysis of the FSM is presented in this chapter while the CFM analysis is 

described in the following chapter. 

4.3 Free Solidification Method (FSM) 

The free solidification method (FSM) is a non-equilibrium MD (NEMD) 

simulation approach used to derive kinetic coefficient. The FSM technique involves a 

crystal-melt system where the solid and liquid region is separated by a solid-liquid (S/L) 
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interface with periodic boundary conditions. Initially, the middle region of the simulation 

cell is melted which is followed by the equilibration of the liquid part of the system at T M. 

Then the entire system is equilibrated at the melting point. The resulting simulation cell is 

composed of two S/L interfaces containing solid regions at the both ends and a liquid 

phase region at the middle. 

The FSM procedure starts with the application of a constant temperature field to 

the system which is below the melting point (T<TM)' This MD simulation is perfOlmed in 

the NAPzT ensemble where only the dimension nonnal to the interface is allowed to 

move to accommodate the associated volume changes in the system in order to maintain 

zero pressure in that direction. The cross sectional area of the simulation cell, a, is kept 

constant during the whole procedure to ensure a strain free system while the imposed 

temperature is maintained by using the Nose-Hoover thennostat. The applied temperature 

will cause the system to solidify at that specific undercooling. The movement of the solid­

liquid interface with time is observed by tracking the total potential energy (PE) of the 

system as described in detail in Ref. [107]. The velocity of interface growth is then 

calculated from the slope of PEl atom vs. simulation time plot. 

4.4 Kinetic Coefficient Measurement of Pure Al From FSM 

In this research work, kinetic coefficient of pure Al is measured for the (100) and 

(110) oriented crystal growth interface. The free solidification simulation is perfonned on 

20 x 20 x 40 (unit cells) simulation cells containing 64000 atoms for the (100) interface 
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simulations and on 20 x 14~2 x 28~2 (unit cells) simulation cells containing 62720 

atoms for the (110) interface runs. The solid-liquid system is created by melting the 

middle ~ of the simulation cell along the z direction at a temperature above the melting 

point. Actually we have applied l700K (T M = 926K) to the middle part for melting while 

the solid atoms at both ends are kept fixed. The liquid region is then equilibrated at T M 

which is followed by the equilibration of the entire system at the melting point. During 

the runs of equilibration, the evolution of pressure, energy, volume and temperature was 

monitored to check for steady state. Finally, the system is run in a constant energy 

ensemble to obtain an equilibrium system with coexisting solid and phase. 

t = 0 ns t = 0.25 ns t = 0.5 ns t = 0.75 ns t = 1 ns 

Fig. 4.1: Some snapshots of the simulation cell representing the crystallization process 

with time for (110) oriented interface at 5K undercooling employing the FSM technique 

To cause movement of the interface, in total six different temperatures are applied 

to this equilibrated solid-liquid system for both (100) and (110) interfaces where three 

temperatures were below the melting point and the other three were above T M. For the 
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temperature field of T<TM, subsequent solidification takes place with time which is 

shown in Fig. 4.1 in tenus of some snapshots taken during the simulation of (110) 

oriented interface at 5K under-cooling. During the phase transition period, the interface 

growth is monitored through change in the total potential energy (PE) of the system 

which is observed to decrease with time accompanying the growth of the crystal. The 

profile of total PE of the pure Al system during crystallization of (100) interface at 15K 

undercooling is shown in Fig. 4.2 as a function of simulation time. In contrast, the 

temperature field of T>T M is followed by subsequent melting which increases the PE of 

the system with time due to the associated growth of the liquid phase and interface 

movement is observed accordingly. 
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Fig. 4.2: PE/atom as a function of time during free solidification for (100) oriented 

interface at 15K under-cooling 
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The solid-liquid system in the free solidification method is characterized with two 

constraints. The total number of atoms is the summation of atoms in the liquid phase and 

that of solid phase (NT= Ns+NL). The potential energy (PE) of entire system would be the 

linear combination of weighted PE of both phases (NrET= EsNs+ErNL). Utilizing these 

two constraints, the equation for growth velocity has been developed which is: 

V(flT) = E NT Vs 
2a(E, -E,) 

(4.2) 

where E is the slope of PE/atom vs. time plot, NT is total number of atoms in the 

system, V, is volume/atom of the bulk solid (fcc) phase at TM, a is cross sectional area of 

the simulation cell, E, and Es represent the PE/atom of the bulk solid and liquid phases 

respectively at T M . The '2' in the denominator of Eq. 4.2 represents the two S/L interfaces 

in the simulation cell. Then the growth velocity (V) is calculated at each temperature for 

both the (100) and (110) oriented interfaces utilizing Eq. 4.2 by extracting the slope from 

PE/atom vs. time plot. 

TABLE 4.1: The growth velocity as a function of temperature for (100) interface 

Temp (K) Interface Velocity 
(cm/s) 

911 - 1184.4 

916 - 736.4 

921 - 404.42 

931 404.62 

936 681.7 

941 1064.2 
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For all temperatures, above and below melting point, two independent simulations 

are performed and the average interface velocities are calculated. Table 4.1 summarize 

the average growth velocities for (100) oriented interfaces. Then the slope of the interface 

growth velocity vs. temperature plot provides the magnitude of the kinetic coefficient. 

This plot of (1 00) oriented interface is shown in Fig. 4.3 where the solid line in the plot is 

the fit to a linear relationship. We found for pure AI, the kinetic coefficient for (100) 

oriented interface is ~lOO = 75 ± 11 cmls/K and for (110) oriented interface is ~llO = 62 ± 

8 cmls/K. 
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Fig. 4.3: Interface growth velocity as a function temperature for (100) oriented interface 

4.5 Problem of the Single Thermostat FS Method 

In the free solidification method, a single global thennostat at known 

undercooling is employed to crystallize the solid-liquid system. The associated phase 

transformation from liquid to crystal causes generation of latent heat in a local region 
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surrounding the interface and this heat has to be dissipated in the system rapidly during 

the course of simulation to keep the interface at the thermostat set point temperature. 

Actually in the case of classical Molecular Dynamics technique the only contribution to 

the diffusion of heat comes from the atomic vibration as there is no involvement of 

electrons. Hence heat dissipates very slowly and the rate of heat diffusion competes with 

the rate of atom attachment to the growing crystal. The slow heat dissipation in fact 

increases the temperature at the crystal-melt interface. Fig. 4.4 shows a non-uniform 

temperature profile during the free solidification of a pure Ni system[122] illustrating a 

peak at the position of interface. In this example, the thermostat was applied at T = 1690K 

with 20K (T M = 171 OK) under-cooling (horizontal dashed line). In the figure, dotted lines 

denote the profile from three independent snapshots while the solid line is their average. 
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Fig. 4.4: The temperature profile across the crystal-melt interface during the 

crystallization ofNi system in Ref[122]. 
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To maintain the entire system at a specified applied temperature, the global 

thermostat decreases the temperature below the set point value as a compensation to the 

spike in interfacial temperature. The phenomenon of increasing temperature at the 

interface actually sets a lower undercooling than the applied one for the growth of 

interface during the course of solidification. This leads to a slow growth of the S/L 

interface and hence extraction of the interface mobility from the applied undercooling 

eventually underestimates f.1 as it relates the growth velocity to the interfacial 

undercooling. In Fig. 4.4, at the interface position the real undercooling f." T = lOK while 

the thermostat set point is f." T = 20K and the temperature falls off below f." T in the bulk 

liquid corresponding to the right in the figure. If the thelIDostat temperature is corrected 

by the peak temperature at the interface boundary, an accurate value of f.1 can be 

obtained. Due to the problem of the spike in interface temperature in a single global 

thermostat FSM, an alternative method is required for maintaining the proper temperature 

control during the simulation so that the generated latent heat can be dissipated 

efficiently. Such a technique will be discussed in the following section. 

4.6 Multi-layered Free Solidification Technique 

To overcome the heat flow problem, Monk et a1.[122] introduced an improved 

technique of free solidification method where the simulation cell is divided into several 

sub-regions, aligned normal to the crystallization direction of the solid-liquid interface, 

and each region is thermostatted independently to a desired under-cooling to control the 

temperature. The simulations are performed in NVT (fixed total number of atoms, volume 
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and temperature) ensemble while free surfaces are implemented along the direction (z-

axis) normal to the interface for relaxing the pressure of the system. To control the 

1 temperature of each bin, velocity rescaling thermostat is employed which resets the 

j temperature of the atoms of each sub-region by explicitly rescaling their velocity. The 

multilayered free solidification method is just a modified version of FSM in terms of the 

temperature controlling system. 

For the layered free solidification technique, the same geometry of the simulation 

cell with same number of atoms as in the single thermostat FSM are utilized to detelmine 

the kinetic coefficient of (100) and (110) oriented interfaces of pure AI. The interface 

velocity is computed in the same way as described for the single thermostat FSM 

technique in Section 4.4 following Eq. 4.2. Then the value of J.1 is extracted from the 

slope of growth velocity vs. interface temperature plot. Fig. 4.5 and Fig. 4.6 summarize 

the plot of growth velocity as a function of interface temperature comparing the multiple 

and single thermostat free solidification method for both (100) and (110) oriented 

interface of pure Al respectively. 
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Fig. 4.5: The crystallization velocity vs. interface temperature for (100) oriented interface 

from multiple and single thermostat FSM 

A linear relationship between the growth velocity and interface temperature is 

observed in both solidification techniques. Fig. 4.5 shows that the interface growth rate is 

much higher in the multiple thermostat FS technique than that of single thermostat which 

is consistent with the result of Ni[122] system. The increase in the number of thermostats 

will reduce the number of atoms to be controlled per thermostat. Hence the amount of 

generated latent heat to be controlled by each thermostat would be lesser compared to the 

case of single thermostat for the entire system. This will facilitate the heat to be dissipated 

away from the interface on a time scale which would be faster than that of single global 

thermostat. So, the efficient diffusion of heat from the crystal-melt boundary will not 

increase the interface temperature and it would remain almost the same as the specified 

set temperature. This will eventually lead the system to overcome the underestimation of 

kinetic coefficient and we found a higher value of interface mobility in the case of 

67 



M. J. Rahman - M.A.Sc. Thesis - Dept. Mat. Sci. & Eng. - McMaster University (2009) 

multiple thermostat. The values of kinetic coefficient obtained from multiple and single 

thermostat FS techniques for both (100) and (110) interfaces of pure Al are given in the 

Table 4.2. 
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Fig. 4.6: The crystallization velocity vs. interface temperature for (110) oriented interface 

from multiple and single thermostat FSM 

TABLE 4.2: Kinetic coefficients of pure Al for (100) and (110) orientation from FSM. 

The values in the parenthesis refer to the uncertainties on the last digits. 

Interface Layered FS J1 
orientation technique cm/s/K 

single 75(11 ) 
100 multiple 163(15) 

single 62(8) 
110 multiple 129(16) 
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The results of layered thermostat approach for pure Al from this study are 

observed to be in good agreement with several MD works in elemental metals in two 

aspects. One is the inequalities among the anisotropic values of kinetic coefficient where 

the order follows the trend of J.il OO > J.ill O . The other is the ratio of anisotropic magnitude 

of the interface mobility J.ilOO / J.illO which lies between the range of around 1.3 and 1.4 

(considering the uncertainties on the J.i values for the both crystallographic orientations). 
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CHAPTERS 

CFM Analysis of Interface Mobility 

The interface mobility can be determined by employing an analysis of the 

equilibrium fluctuations of solid-liquid interfaces utilizing the capillary fluctuation 

method (CFM). Such equilibrium procedures involve the extraction of the kinetic 

coefficient from the dynamics of interface fluctuations, instead of the measurement of 

growth velocity as a function of interfacial under-cooling for NEMD methods. This 

alternative technique provides an independent check of f.1 values derived from the non 

equilibrium Molecular Dynamics (NEMD) methods. This chapter will discuss the 

detailed analysis of this equilibrium method providing a simple correction due to the 

contribution of heat flow controlled interface fluctuation. The focus of the mobility 

calculation in this study IS to observe the equivalence of the two computational 

techniques (FSM and CFM). 

5.1 The Analysis of Capillary Fluctuation Method 

In the CFM approach, long MD simulation runs are performed in a mlcro­

canonical ensemble to obtain several snapshots of the equilibrium solid-liquid system. 

The position of crystal-melt interface is determined using the order parameter technique 
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as described in Section 4.6. The CFM approach makes use of time dependent 

measurements of the amplitude of sinusoidal interface perturbation to extract the value of 

f.1. The interface fluctuation shows a exponential decay with time and this relaxation, 

characterizing the dynamics of fluctuation spectra, is governed by the following kinetic 

equation[ 123]: 

< A(k,t)A*(k,O) > = <I A(k) 12> exp(-t lr ) (5.1) 

where r refers to the relaxation time, A(k,t) is the Fourier transform of the interface 

height and A(k,O) represents the reference amplitude evaluated at some arbitrary time. 

The angular denotes bracket configurational averaged value of the quantity. The 

relaxation time is related to the kinetic coefficient by r = (r j.1k 2) - 1 where r IS the 

capillary length and is gIVen by r = (y + y")I;11 / L. The quantity (y + y") IS the 

interfacial stiffness defined in terms of interfacial free energy y and its double derivative 

with respect to the angular difference between growth direction and interface normal, TM 

is the melting point and L is the latent heat per unit volume. 

The relaxation time is calculated for each value of k by fitting the exponential 

decay of time autocorrelation function of A(k,t) according to the Eq. 5.1. The 

configurational averaged Fourier amplitude of the fluctuating interface, <I A(k) 12> , is 

related to the interfacial stiffness by means of the capillary theory[20]. Therefore, it is most 

convenient to extract the kinetic coefficient (f.1) from a slope of the plot of <I A(k) 12> 

vs. r in relation to the following expression[19]: 
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(5.2) 

where a denotes the cross sectional area of the simulation cell. 

l 

5.2 The Heat-Flow Problem and Its Correction 

In the equilibrium fluctuation technique, crystallization of the liquid phase and 

melting of the solid phase are taking place continuously at the crystal-melt interface 

during whole course of the simulation. The kinetics of interface fluctuations is not 

immune to the slower heat diffusion due to the absence of electronic contribution to 

thermal transport in classical MD. As the heat can not be dissipated fast enough from the 

solid-liquid interface, the heat flow will play an important role in establishing the 

fluctuation spectrum. So, a competition between the heat flow controlled and the atomic 

attachment controlled interface fluctuation exists there. The slowly dissipated heat will 

contribute a part in controlling the decay rate of fluctuation amplitudes. In a detailed 

study of such phenomenon, Karma[123] has demonstrated that the fluctuation spectrum of 

long wavelength amplitudes (low k) will be controlled by the heat flow kinetics such that 

an approximate expression for the relaxation time is given by : 

(5.3) 

where c is specific heat per unit volume, Dr is thermal diffusivity, L is the latent heat, 

and r is the capillary length. On the contrary, at high k limit the relaxation time is 
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1 
dominated by the atomic attachment kinetics and is given by r = ? • Actually Eq. 

j.JTk-

(5.1) is derived under the assumption of r2 dependence of the relaxation time. As the 

power law behaviour of the k dependence of relaxation time varied in two different k 

regime, there exists a crossover wavelength, given by A* = 4Tr cDT / (f-L L) , at which the 

interfacial fluctuations are equally affected by both the atom attachment and heat flow 

contributions. Actually, in Molecular Dynamics, the atom attachment kinetics dominated 

region is valid (corresponding to k -2 dependence of the relaxation time) due to the cell 

geometry typically utilized in the MD simulations. 

In a recent analysis, Monk et al. [1 22] have shown that there might be a small 

contribution from thennally controlled kinetics to the fluctuation spectra detennined from 

MD. Monk and his co-workers have suggested that this contribution can cause an 

underestimation of the interface mobility in the fluctuation analysis compared to the f-L 

obtained from the layered thennostat free solidification approach. To overcome this 

problem, an approximate improved fluctuation technique is introduced in Ref. [1 22] 

where a correction has been made for the heat flow contribution to the fluctuation 

kinetics. The corrected fluctuation analysis was found to yield a value of f-L consistent 

with that of non-equilibrium layered free solidification MD technique. In this study, we 

have applied the heat flow correction, proposed by Monk et al., to the fluctuation spectra 

of the crystal-melt interface of pure Al system to detennine the kinetic coefficient for 

both the (100) and (110) oriented interfaces. 
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As described in the earlier section, the time correlated function of interface height 

< A(k, t)A* (k,t = 0) > relaxes exponentially with time and the relaxation time (r) is 

extracted by fitting this decay function. The values of relaxation time for the (100) 

oriented interface are plotted on the log-log scale as a function of the k vector in the Fig. 

5.1 where the solid line refers to the fit of the k-2 dependence according to the Eq. (5.1) 

and the error bars represent the standard deviation. Actually the error bars on r is 

calculated by dividing the entire time sequence of 12000 configurations of the crystal-

melt interface into 12 sub-regions. Then relaxation time is calculated for each sub-section 

and eventually the error bars are extracted from the standard deviation of the r values 

from these 12 samples. At the high k regime, there is some scatter in the data where 

relaxation times are small in magnitude, on the order of less than 1 ps. Actually, the low r 

values at high k (small wavelength) are less reliable as the fluctuation analysis is valid for 

large wavelength corresponding to high r values. 

f 

10 

f 
f 

f It 

0 .1 

Fig. 5.1: Plot of the relaxation time for (100) interface as a function of wave vector 
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At the low k region, the values of relaxation time exhibit a small amount of 

deviation from the fit denoted by solid line. The significance of this small deviation can 

be attributed to the low thermal conductivities (K) of classical MD. Due to the low value 

of K, the generated latent heat will not be diffused fast enough from the crystal-melt 

interface compared to the attachment of the atoms to the interface. The slow heat 

dissipation will contribute a considerable effect on the decay rate of fluctuation 

amplitudes in the low k region (long wavelength) where the CFM analysis is applicable. 

As mentioned earlier, from the analysis of Karma[1231, an approximation of the heat flow 

controlled relaxation time is given by Eq. (5 .3) for long wavelength fluctuation 

amplitudes. The expression of 1"1 in Eq. (5 .3) can be written as 1"1 = _L_~ because the 
2Kr k 

product of specific heat per unit volume (c) and thermal diffusivity (Dr) gives thermal 

conductivity (K) per unit volume. To quantify 1"1' K is required to be computed. 

In Ref. [122], on the basis of Kanna's study, Monk et al. made an approximation 

to modify the CFM analysis with correct fluctuation spectrum to obtain more accurate 

value of the interface mobility. According to the modified analysis of fluctuation 

technique, the contribution given in Eq. (5.3) is subtracted from the relaxation times 

derived from the equilibrium MD simulations and the kinetic coefficient is calculated 

from the corrected relaxation times. This simple adjustment of subtracting the effect of 

heat flow, suggested by Monk and his co-workers, is an approximation while the actual 

fluctuation spectra is more complicated than that which is illustrated in detail in Ref. 
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[123]. To extract the value of TI using the Eq. (5.3), thermal conductivity of the pure Al 

is computed from classical MD which is described in the following section. 

5.3 Thermal Conductivity Calculation for pure Al 

The thermal conductivity for the both solid and liquid phases of pure Al is 

computed utilizing a MD method developed by Muller-Plathe and Reith[1241. This 

technique is briefly discussed here. The simulation cell is divided into several bins of 

identical thickness which are oriented perpendicular to long dimension of the cell ( z 

direction) and the system is employed a micro-canonical ensemble. The velocity of the 

coldest atom in the hottest bin (center bin) is swapped with the velocity of the hottest 

atom in the coldest bin (edge bin) of the cell at each time step during the whole course of 

simulation. This mechanism produces an exchange of kinetic energy between the two 

working slabs which leads to a temperature difference in those bins leaving a temperature 

gradient in the intervening region. After reaching a steady state, the system will establish 

a heat flux in response to the imposed energy transfer due to the velocity exchange. 

The thermal conductivity (K) can be derived from the induced thermal gradient 

remaining in the steady state of the system. Actually, the heat flux will be affected by 

thelmal conductivity in such a way that the higher K is, the more efficient the heat 

transport would be and hence the smaller the temperature gradient will be resulted. The 

thermal conductivity is calculated using the following equation[l251: 
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K trallsjers 

m ? ? -(v,- - v-) 2 I C 

(5.4) 

l 
where the summation term refers to the amount of total exchanged kinetic energy taken 

over all transfers during the simulation time t and Vii and Vc denotes the velocity of 

interchanging hot and cold atoms of identical mass m respectively. In Eq. 5.4, Lx and Ly 

are the box length of that area through which the heat is transported and ( ~: ) represents 

the ensemble averaged temperature gradient term. At the melting point, we find the value 

thermal conductivity of the solid phase to be 1.32 ± 0.12 W /m-K and for the liquid phase 

0.75 ± 0.05 W /m-K pure AI, which are observed to be around 160 - 170 times lower than 

that of experimental results at the same temperature. 

This technique of computing thermal conductivity is known as reverse non-

equilibrium MD (reverse NEMD) approach. This is because the conventional NEMD 

method applies the temperature gradient on the system and the heat flux is measured as a 

result. In contrast, the Muller-Plathe approach proceeds in the reverse direction where the 

heat flux is imposed and the temperature gradient is a response from the system. 

5.4 Measurement of Interface Mobility from CFM 

The fluctuation data of the crystal-melt interface generated to compute the 

interfacial free energy are also utilized to detelmine the kinetic coefficient employing the 
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fluctuation analysis technique for this case of pure AI. Actually, the interface mobility is 

extracted from slope of the <I A(k) 12> vs. r plot as discussed earlier in section 5.1 

according to Eq. 5.2. These plots from both raw and corrected (for the effect of heat flow) 

r values are shown in Fig. 5.2 and Fig. 5.3 for (100) and (110) oriented interfaces 

respectively. 
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FIG. 5.2: Fourier transform amplitude <I A(k) 12> vs. relaxation time r for (100) 

oriented interface from the fluctuation analysis of crystal-melt interface of pure Al 

The values of the kinetic coefficient for both (100) and (110) interfaces are 

summarized in Table 5.1. In Fig. 5.2, from the slope of the plot for the raw values of r a 

kinetic coefficient of f.1 = 89 cm/slK is obtained, but application of the heat flow 

correction increases the value of f.1 to 192 cm/s/K. This value along with the error bars is 

found to be in good agreement with that of multiple thermostat FS method. For the (110) 

oriented interface, the corrected value of f.1 is also observed to be higher in magnitude 
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than that of raw data (Table 5.1) and converged with that oflayered FS method with the 

uncertainties. Table 5.1 includes the kinetic coefficient values obtained from layered FSM 

technique. 
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FIG. 5.3: Fourier transform amplitude <I A(k) 12> vs. relaxation time r for (110) 

oriented interface from the fluctuation analysis of crystal-melt interface of pure Al 

TABLE 5.1: Kinetic coefficients of pure Al for (100) and (110) oriented crystal-melt 

interface from the Fluctuation Analysis compared with layered FSM 

Interface Fluctuation f.1 Layered FSM, 
orientation analysis cm/s/K f.1 (cm/s/K) 

Without correction 89(9) 
100 163(15) 

with correction 192(30) 

Without correction 75(7) 
110 

with correction 140(23) 
129(16) 
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CHAPTER 6 

Conclusion 

In this research work, a model Al-Mg system is studied to compute its solid-liquid 

interface (SLI) properties along with their anisotropies utilizing atomistic simulation 

techniques such as Molecular Dynamics (MD) and Monte Carlo (MC) simulations. The 

AI-Mg system is characterized by size mismatch and variation in bond strength between 

the solvent and solute species. The conclusions that have been drawn from this study are 

summarized in the following way: 

1. An inter-atomic potential of Finnis-Sinclair format for a model Al-Mg system is 

optimized by comparing the equilibrium AI-Mg phase diagram and liquid enthalpy of 

mixing determined from this potential (employing Monte Carlo simulations) with 

those of the experimental results. The MC simulation provides an equilibrium solute 

composition corresponding to an imposed chemical potential difference between the 

species at each temperature. 

2. The AI-rich side of temperature-composition AI-Mg phase diagram has been 

detennined using thermodynamic integration technique. The solidus and liquidus 

composition is calculated from the intersection of grand potential functions of solid 
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and liquid phases. Good agreement is found for the solidus and liquidus lines 

calculated from this potential with that of experimental phase diagram up to ~ 16% 

Mg in the liquid phase which corresponds to a temperature of 840K. 

3. The liquid enthalpy of mixing obtained from this potential for the Al-Mg alloy is 

observed to be comparable with those of other experimental results. 

4. A miscibility gap is also observed in the phase diagram for this potential after 16% of 

solute concentration in the liquid phase. The presence of miscibility gap is 

investigated in terms of two minima in the free energy curve and the hysteresis in 

chemical potential curve as a function of solute concentration. 

5. The crystal-melt interfacial stiffness is computed from Molecular Dynamics 

simulations utilizing the CFM analysis of equilibrium height fluctuation of crystal­

melt interfaces for different orientations as a function of temperature. 

6. The magnitudes and anisotropies of the solid-liquid interface free energy (y) of Al­

Mg system are calculated from the interfacial stiffnesses. Orientationally averaged 

interfacial energies are examined in detail where the values of Yo are observed to 

show an increasing trend with increasing temperature (decreasing concentration of 

lower T M materials) which is in agreement with that results of LJ(75) and HS(32) 

systems. 

7. The temperature dependent solute adsorption coefficient r;~ is calculated to estimate 

the relative contribution from interfacial adsorption and excess entropy, 8 ,s' to 
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interfacial free energy, r 0 (T) , on the basis of Gibbs adsorption theorem. r 0 (T) of 

binary AI-Mg alloy is found to be largely dominated by the interfacial excess entropy 

contribution which is consistent with that result of LJ binary system[7S] and the 

crystal-melt interface theory ofSpaepen[84] . 

8. At all temperatures studied, the inequality of the surface energy, r , due to the 

orientation dependence follows the trend YIOO > YIIO > YIII which is consistent with 

several MD results for elemental fcc system. 

9. The anisotropies of interfacial energy of AI-Mg binary alloys are analyzed in detail to 

investigate the effect of solute concentrations on the anisotropic parameters CI and C2. 

The superimposition of composition dependent CI and C2 on the dendrite orientation 

selection map, proposed by Haxhimali et al.[33], shows the variation of both 

parameters by a considerable amount with respect to change in the solute content of 

the system. 

10. The location of anisotropic parameters CI and C2 in the (EI - E2) indicates that the 

orientation of the primary dendrite growth for pure Al would be in <100> direction. 

The trend of change in EI and E2 in that space predicts that the growth will tend to 

stabilize in <100> direction with the addition of Mg to the system i.e. for the more 

concentrated alloys as well. 

11. The kinetic coefficient (J.l) of pure Al has been computed for both (100) and (110) 

oriented interfaces from layered free solidification technique using multiple 

thermostat and fluctuation analysis with a correction due to thermally controlled 
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kinetics. The magnitudes of interfacial mobility from these computational techniques 

are found to be equivalent considering the uncertainties for both orientations which 

can be summarized as follows: 

Layered free solidification, !lIOO = 163 ± 15 cmlslK 

!lIIO = 129 ± 16 cmls/K 

Corrected fluctuation analysis, !lIOO = 191 ± 30 cmls/K 

!l11O = 140 ± 23 cmls/K 

12. Two aspects of the kinetic coefficient results of pure Al from this work are observed 

to be consistent with several previous MD studies. First, the inequality of anisotropic 

!l values follows the trend JilOO > JillO and the ratio JiIOO / JillO is found to be in the 

range of around 1.3 to 1.4 with the error bars. 
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CHAPTER 7 

Future Work 

As a consequence of the detailed study of AI-rich AI-Mg alloy in this research 

project, some suggestions can be summarized for the future work which are as follows: 

1. To develop an AI-Mg interatomic potential for the simulation of solid-liquid system 

of Mg-rich AI-Mg alloys. 

2. To reproduce the Mg-rich side of the real AI-Mg phase diagram for the optimization 

of the new potential. 

3. To compute the interface free energy and its associated anisotropy as a function of 

solute concentration for the Mg-rich AI-Mg binary alloys. 

4. To predict the dendrite growth direction of pure Mg and the possible change in the 

orientation with the addition of Al in the system. 

5. To determine the interfacial mobility of pure Mg for different orientations. 
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