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Abstract

This thesis considers the Shannon capacity of multiuser multiple input multiple output (MIMO) wireless communication systems. That is, the fundamental limit on the rates at which data can be reliably communicated. The focus is on scenarios in which the channel has long coherence times and perfect channel state information is available to both transmitters and receivers. The thesis considers two important design problems in multiuser MIMO wireless communication systems: the design of the sum-rate optimal input distribution for the MIMO multiple access channel (MIMO MAC), and the design of the sum-rate optimal input distribution for the MIMO broadcast channel (MIMO BC).

The thesis considers algorithms for solving these design problems that are based on the principle of iterative water-filling. The contributions of the thesis are twofold. First, a correct and rigorous proof of convergence of the family of water-filling algorithms is derived. This proof overcomes weaknesses in the previous attempts of others to prove convergence. Second, an efficient algorithm is presented for the water-filling procedure that lies at the heart of the iterative water-filling algorithm. This algorithm will open the door for further efficient utilization of the iterative water-filling algorithm. This novel algorithm is based on the principle of Fibonacci search, and
since the iterative water-filling algorithm involves repeated water-filling procedures, the impact of this efficient algorithm is magnified.

The outcomes of this research are that the iterative water-filling algorithms are mathematically validated for the above-mentioned design problems in multiuser MIMO wireless communication systems, and that the implementation of these algorithms is made more efficient through the application of the efficient Fibonacci search method for the underlying water-filling procedure.
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Notation and Acronyms

Notation:

\[ A(\cdot) \] Mapping

\[ C(H, P) \] Channel capacity

\[ \mathbb{C}^n \] Unitary space with dimension \( n \)

\[ \mathbb{C}^{m \times n} \] The set of \( m \times n \) complex matrices

\[ \text{det}(\cdot) \] Determinant operation

\[ E[\cdot] \] Expected value

\[ f_\xi \] The probability density function of random variable \( \xi \)

\[ H \] Channel matrix

\[ H^\dagger \] The conjugate transpose of matrix \( H \)

\[ H_i \] The channel matrix of the \( i \)-th user

\[ H_i^\dagger \] The conjugate transpose of matrix \( H_i \)

\[ H_i^T \] The transpose of matrix \( H_i \)

\[ \mathbb{H}(\xi) \] Differential entropy

\[ \mathbb{H}(\xi|\eta) \] Conditional entropy
Notation:

$I_r$ Identity matrix with dimension $r$

$I(\xi; \eta)$ Mutual information

$log$ Natural logarithm

$M \succeq 0$ Matrix $M$ being positive semidefinite

$\mathbb{N}$ The set of natural numbers

$n_s$ Dimension of vector valued variable for the generalized mathematical models

$P$ The upper bound of signal power

$P_i$ The upper bound of signal power for the $i$-th user

$P_\xi$ The probability distribution function of the random variable (or vector $\xi$)

Similarly understanding the others

$\mathcal{P}_i$ The (optimization) operator or mapping over the $i$-th coordinate block

$Q$ Covariance matrix

$\mathbb{R}^n$ Euclidean space with dimension $n$

$\mathbb{R}^{m \times n}$ The set of $m \times n$ real matrices

$S$ Covariance matrix

$\text{Tr}(M)$ The trace of matrix $M$

$x$ The input vector of the channel or a vector

$x^*$ The conjugate transpose of vector $x$

$x_i$ The $i$-th entry (scalar) or the $i$-th block of vector $x$

$x_i$ The input vector of the $i$-th user

$(x)_i$ the $i$-th entry (scalar) of vector $x$
Notation:

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_i^\dagger$</td>
<td>The conjugate transpose of vector $x_i$</td>
</tr>
<tr>
<td>$y$</td>
<td>The output vector</td>
</tr>
<tr>
<td>$y_{dmac}$</td>
<td>The output vector of the dual uplink channel</td>
</tr>
<tr>
<td>$y^\dagger$</td>
<td>The conjugate transpose of vector $y$</td>
</tr>
<tr>
<td>$z$</td>
<td>Gaussian noise vector</td>
</tr>
<tr>
<td>$Z$</td>
<td>Generalized objective function</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Expected value</td>
</tr>
<tr>
<td>$\xi$</td>
<td>Random noise</td>
</tr>
<tr>
<td>$\lfloor \cdot \rfloor$</td>
<td>Floor function</td>
</tr>
<tr>
<td>$\lceil \cdot \rceil$</td>
<td>Ceiling function</td>
</tr>
<tr>
<td>$\Sigma_i$</td>
<td>Covariance matrix</td>
</tr>
<tr>
<td>$\hat{\Sigma}_i$</td>
<td>Covariance matrix</td>
</tr>
<tr>
<td>$\leftrightarrow$</td>
<td>Optimality equivalence</td>
</tr>
</tbody>
</table>
### Acronyms:

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>BC</td>
<td>Broadcast channel</td>
</tr>
<tr>
<td>BCAA</td>
<td>Block Coordinate Ascent Algorithm</td>
</tr>
<tr>
<td>DBCAA</td>
<td>Diagonal Block Coordinate Ascent Algorithm</td>
</tr>
<tr>
<td>IWFA</td>
<td>Iterative water-filling algorithm</td>
</tr>
<tr>
<td>IWFAwFIS</td>
<td>Iterative water-filling algorithm with Fibonacci search</td>
</tr>
<tr>
<td>KKT</td>
<td>Karush-Kuhn-Tucker</td>
</tr>
<tr>
<td>MAC</td>
<td>Multiple access channel</td>
</tr>
<tr>
<td>MIMO</td>
<td>Multiple input multiple output</td>
</tr>
<tr>
<td>WFA</td>
<td>Water-filling algorithm</td>
</tr>
</tbody>
</table>
Contents

Abstract iii

Acknowledgements v

Notation and Acronyms vi

1 Introduction 1
   1.1 Structure of the Thesis ........................................ 3

2 Single-User MIMO Channel 5
   2.1 Model of the Single-User MIMO Channel ...................... 5
   2.2 Channel Capacity of the Single-User MIMO Channel .......... 7
   2.3 Simplification of the Problem of the Optimal Input Covariance .... 8
   2.4 Optimality and Complexity ........................................ 11

3 Sum Capacity of the MIMO MAC 16
   3.1 Models for the MIMO MAC and Its Sum Capacity ................. 17
   3.2 Iterative Water-Filling Algorithm with Fibonacci Search under Individual Power Constraints ........................................ 18
3.3 Weaknesses of the Existing Research Regarding Convergence of the IWFA on Multiuser MIMO MAC .......................... 21
   3.3.1 The Algorithm ........................................... 21
   3.3.2 Theorems Regarding the Iterative Water-filling Algorithm .. 23
   3.3.3 Regarding the Proof in [42] ................................ 24
3.4 Convergence of the Algorithms .................................. 26
   3.4.1 Fixed Point Theory, Continuity and Convergence of the Algorithms .................................................. 26
   3.4.2 Convergence of IWFA under the Individual Power Constraints 38
4 Sum Capacity of the MIMO BC ...................................... 43
   4.1 Models for the MIMO BC ....................................... 44
   4.2 Iterative Water-Filling under a Sum Power Constraint ........... 46
   4.3 Weaknesses of the Existing Research Regarding Convergence of Algorithm 4.2 .............................................. 51
      4.3.1 Inapplicability of Zangwill's Convergence Theorem B to Algorithm 2 of [20] ............................................. 51
   4.4 Convergence of Algorithm 4.2 ................................... 52
      4.4.1 Fixed Point Theory, Continuity and Convergence of the Algorithms .................................................. 52
      4.4.2 Convergence of IWFA under the Sum Power Constraint .... 64
5 Conclusions and Future Work ........................................ 71
6 Appendix ...................................................................... 76
   6.1 Appendix-I: Complex Gaussian Random Vectors ................. 76
6.2 Appendix-II: Maximum of Entropy ................. 80
6.3 Appendix-III: Proofs of the Lemmas in Section 2.4 .......... 91
Chapter 1

Introduction

The use of multiple antennas at the transmitter and receiver, i.e., Multiple-Input Multiple-Output (MIMO) technology, constitutes a breakthrough [4, page 1] in the design of wireless communication systems, and MIMO technology is now at the core of several existing and emerging wireless standards [4, page 18]. Exploiting multipath scattering, MIMO techniques have delivered significant performance enhancements in terms of data transmission rate and interference reduction on point-to-point links. In this thesis, we focus our attention on multiuser MIMO systems. In particular, we consider the design of multiuser systems so as to enable operation at rates approaching the fundamental limits.

We consider two multiuser MIMO systems:

(i) the MIMO multiple access channel (MAC) in which a number of users wish to send messages to a single destination, and

(ii) the MIMO broadcast channel (BC) in which a single source wishes to send
independent messages to different destinations.

These two classes are illustrated for the case of two users in the following diagram.

\[ A \rightarrow C \quad C \rightarrow B \quad \text{and} \quad A \rightarrow C \quad C \rightarrow B \]

2-user MAC \quad 2-user BC

The MAC model is used in the study of the cellular uplink (from user to base-station) and the BC model is used to study the cellular downlink.

In the case of the MAC and BC channels, the fundamental limit on the rates at which data can be reliably communicated is the capacity region. That is, the region of rate vectors for which there exists a coding strategy such that the probability of error goes to zero as the block length of the code increases. In this thesis, we will focus on one point on the boundary of the region, namely the maximum sum-rate point. That is, the point at which the sum of the rates is maximized. More specially, we will consider scenarios in which the channel coherence times are long, precise channel state information is available to both the transmitter and receivers, and the additive noise at the receivers is Gaussian. For this scenario, a popular algorithm for designing input covariance(s) that maximize the sum rate is the iterative water-filling algorithm [42, 20]. In this thesis, two important contribution will be made to the generic iterative water-filling algorithm. The first contribution is to point out that there are weaknesses in the existing attempts to prove that the water-filling algorithm
converges. We also show that by taking a somewhat different approach, a rigorous proof of convergence of the algorithm can be obtained. We develop that proof for the MAC and BC models. The second contribution is the development of an efficient algorithm for the water-filling procedure that is performed in each steps of the iterative water-filling algorithm (IWFA). This algorithm is based on the Fibonacci search technique and reduces the complexity of the water-filling step from $O(n)$ to $O(\log(n))$, where $n$ is the number of columns in the channel matrix. Since this procedure must be implemented during each iteration of the IWFA, this complexity reduction can have a significant impact in practice.

As an aside, we point out that iterative water-filling forms the basis of a recent patent application [18] for power control in wireless communication systems.

### 1.1 Structure of the Thesis

The rest of the thesis has the following structure.

In Chapter 2, the single-user MIMO wireless communication channel is considered. For multiuser systems, the iterative water-filling procedure involves considering one user at a time and treating the signals from the other users as noise. As such, the single-user MIMO model lies at the core of the iterative water-filling algorithms. Therefore, this is a natural framework in which to introduce the proposed efficient water-filling procedure that is based on the Fibonacci search. The optimality of the obtained solution to the problem is proved and reduction in the computation cost for the problem is evaluated.
In Chapter 3, the multiuser MIMO multiple access channel (MAC) is considered. The sum rate optimization problem is formulated, and we demonstrate how the proposed Fibonacci search can be applied in this case. Then we point out the weaknesses in the existing attempts to prove that the iterative water-filling algorithm converges, and subsequently we develop a somewhat different proof that rigorously establishes convergence of the algorithm.

In Chapter 4, the multiuser MIMO broadcast channel (BC) is considered, along with its dual MIMO MAC model. Due to the equivalence between the sum rate of the MIMO BC and that of the dual MIMO MAC, and because the latter can be much more easily solved than the former, the iterative water-filling algorithm with Fibonacci search for optimizing the sum rate of the dual MIMO MAC is presented. Then we point out the weaknesses in the existing attempts to prove that the iterative water-filling algorithm converges. Finally, in Section 4.4, a rigorous proof of convergence of the algorithm is provided.

In Chapter 5, we summarize our results. We may conclude that, under the assumption that the channel matrix is constant and known, the iterative water-filling algorithms are convergent and that the proposed Fibonacci search procedure reduces their computational cost.
Chapter 2

Single-User MIMO Channel

In this chapter, we consider the single-user MIMO system, and present an efficient implementation of the water-filling algorithm for optimizing the input distribution that is based on Fibonacci search method. The application of the Fibonacci search in this context is new, and offers a substantial reduction in the computational cost compared to that of the often employed approach for the WFA. Indeed, the reduction of this component of the algorithm is by a factor of about $\log(n)/n$, where $n$ denotes the number for the columns of the channel gain matrix. The discussion of the single-user MIMO system also serves as the preparation for that of the multiple-user MIMO systems in Chapters 3 and 4.

2.1 Model of the Single-User MIMO Channel

A single-user Gaussian channel with multiple transmitting and/or receiving antennas is considered as follows. We denote the number of transmitting antennas by $t$ and the number of receiving antennas by $r$. We restrict our discussion to a linear model
in which the received vector $y \in \mathbb{C}^r$ depends on the transmitted vector $x \in \mathbb{C}^t$ via

$$y = Hx + z,$$

(2.1)

where $H$ is an $r \times t$ complex channel gain matrix and $z \in \mathbb{C}^r$. We assume that vector $z$ is a zero mean circular complex Gaussian noise vector; cf. [27, 26, 35] and Appendix-I. For any complex matrix or vector, its superscript $\dagger$ denotes the conjugate transpose of the matrix or the conjugate transpose of the vector. Without loss of generality, we assume $E[zz^\dagger] = I_r$, where $I_r$ is an identity matrix with order $r$ and $E[\cdot]$ denotes the expectation operation. That is, the noises corrupting the different receivers are independent. The average power of the transmitter is bounded by $P$, i.e.,

$$E[x^\dagger x] \leq P.$$

Equivalently,

$$\text{Tr} \left( E[xx^\dagger] \right) \leq P.$$  

(2.2)

This second form of the power constraint will prove to be more useful than the first form in the upcoming discussions.

In a generic wireless communications set up, there are three scenarios [35] for the matrix $H$:

1. $H$ is deterministic,

2. $H$ is a random matrix, which is chosen according to a probability distribution, and
3. $H$ is a random matrix, but is fixed once it is chosen.

The focus of this thesis is on the first of these cases. This case is normally referred to as the static channel case with full channel state information at transmitter and receiver sides; e.g., [4] [17]. In this chapter, we will develop a water-filling algorithm with Fibonacci search for this system. This algorithm will also be utilized in the subsequent chapters.

2.2 Channel Capacity of the Single-User MIMO Channel

In this section we will discuss the channel capacity of the single-user MIMO system in (2.1), with perfect channel state information at the transmitter (see, e.g., [35]).

Given the model in (2.1), the channel capacity $C$ is defined as $C \triangleq \max_{p_x} I(x; y)$, where $I(x; y)$ is the mutual information between $x$ and $y$, and $p_x$ is the probability density function of $x$. Let $S \triangleq E[xx^t]$. As shown by (2.2), the input power constraint can be written as that $\text{Tr}(S) \leq P$. The corresponding channel capacity $C(H, P)$ is expressed as:

$$C(H, P) = \max_{p_x} \{ I(x; y) \mid S \succeq 0, \text{Tr}(S) \leq P \}.$$  \hspace{1cm} (2.3)

Using the argument in Appendix-II, it can be shown that for the model in (2.1) in which the channel $H$ is deterministic, and the additive noise is Gaussian and, without loss of generality, has a unit variance, the optimal input distribution for the input $x$ is zero-mean and Gaussian and hence the mutual information can be written as $\log(\det(I_r + HSH^t))$. Since a zero-mean Gaussian distribution is completely
specified by its covariance, the expression in (2.3) can be simplified to

\[
C(H, P) = \max_S \{ \log (\det (I_r + HSH^\dagger)) | S \succeq 0, \text{Tr}(S) \leq P \}.
\]  

(2.4)

The expression on the right hand side of (2.4) is a nonlinear semidefinite optimization problem. A direct and effective algorithm is presented in the following section.

### 2.3 Simplification of the Problem of the Optimal Input Covariance

To efficiently solve the problem in (2.4) of the optimal input covariance for the single-user MIMO channel, we first simplify the problem; e.g., [35]. Using the singular value decomposition (SVD) of the \( H = U \Sigma V^\dagger \) and the properties of the determinant, we have that

\[
\log \det (I_r + HSH^\dagger) = \log \det \left( I_r + \Sigma \tilde{S} \Sigma^t \right),
\]

where \( \tilde{S} = V^\dagger S V \). Using Hadamard's Determinant inequality, it can be shown that we can restrict attention to diagonal \( \tilde{S} \), say \( \Gamma \), and any optimal input covariance takes the form \( S = V \Gamma V^\dagger \), where \( \Gamma = \text{Diag}(\gamma_i^*) \) and

\[
\{ \gamma_i^* \}_{i=1}^t = \arg \max_{\{ \gamma_i \}_{i=1}^t} \left\{ \sum_{i=1}^t \log (1 + \lambda_i \gamma_i) | \gamma_i \geq 0, \forall i; \sum_{i=1}^t \gamma_i \leq P \right\},
\]  

(2.5)

where \( \gamma_i \) is the \( i \)-th element of \( \Sigma^t \Sigma \). The remaining challenge is to obtain an efficient algorithm for solving (2.5). The problem in (2.5) can be solved using a generic water-filling procedure. However, the generic procedure involves enumeration over
the number of the diagonal elements of $\Gamma$ that are to be non zero. The following algorithm uses a Fibonacci search to determine this number of active subchannels, and hence is significantly more computationally efficient than the enumerative algorithm.

Since the water-filling procedure is repeated many times in iterative water-filling algorithms, the reduction in complexity can have a significant impact in practice. As far as we are aware, the following algorithm is the first time in which Fibonacci search has been used in water-filling.

The water-filling algorithm with Fibonacci search is stated as follows:

**Algorithm: Water-Filling Algorithm with Fibonacci Search**

**Step 1: Pre-Processing.** Compute the unitary matrix $U \in \mathbb{C}^{t \times t}$ by the SVD:

$$\Lambda = U^\dagger H^\dagger H U = \text{diag}(\lambda_1, \ldots, \lambda_t).$$

Let $\{\lambda_i\}_{i=1}^t$ be ordered in the monotonically decreasing order; Let

$$\hat{i} \triangleq \max \{i | \lambda_i > 0\} \leq \min \{t, r\}.$$

**Step 2: Water-Filling with Fibonacci Search for (2.5).** For $k = 1, 2, \ldots, \hat{i}$, let

$$S_k \triangleq \frac{1}{k} \left\{ P - \left[ (k - 1) \frac{1}{\lambda_k} - \sum_{i \in \{1, \ldots, k-1\} \cap \{k \geq 2\}} \frac{1}{\lambda_i} \right] \right\}.$$

Now search for

$$k^* = \max \left\{ k | S_k > 0, 1 \leq k \leq \hat{i} \right\}, \quad (2.6)$$
using the Fibonacci search method with approximation ratios $\frac{1}{3}$ and $\frac{2}{3}$. More specifically,

1st Step. Assume that $a = 1$ and $b = \hat{i}$.

2nd Step. If $a = b$, then $k^* = a$ and go to Step 3.

Else, $a_1 = [a + \frac{1}{3} (b - a)]$, $b_1 = [a + \frac{2}{3} (b - a)]$.

3rd Step. If $S_{a_1} \leq 0$, then $b = a_1 - 1$ and go to the 2nd Step;

If $S_{b_1} > 0$, then $a = b_1$ and go to the 2nd Step;

If $S_{a_1} > 0$ and $S_{b_1} \leq 0$, then $a = a_1$, $b = b_1 - 1$ and go to the 2nd Step.

Step 3: Finding Optimal Solution to (2.5).

- Compute $S^* \in \mathbb{C}^{t \times t}$ as follows:

\[
S^*_{ii} = \frac{1}{\lambda_{k^*}} - \frac{1}{\lambda_i} + S_{k^*}, 1 \leq i \leq k^*;
\]
\[
S^*_{ii} = 0, k^* < i \leq t; \quad (2.7)
\]
\[
S^*_{ij} = 0, i \neq j.
\]

- Compute $US^*U^\dagger$, as the optimal solution to the model (2.4). $US^*U^\dagger$
is proved to be the optimal solution in Section 1.5.

Remark 2.3.1. In Step 2 of the above water-filling algorithm, the Fibonacci search method is used to find $k^*$. This can reduce the computational cost of computing

\[
\max \left\{ k | S_k > 0, 1 \leq k \leq \hat{i} \right\},
\]

compared with the regular searching method of enumeration. Indeed, the ratio of the computation burden from the Fibonacci search to that from the enumeration method.
is about $\log(t)/t$. The impact of this reduction is amplified by the fact in iterative water-filling schemes, where the water-filling procedure is repeated many times. As an anecdote, we point out that the water level obtained in the water-filling procedure is $\frac{1}{\lambda_{k^*}} + S_{k^*}$.

## 2.4 Optimality and Complexity

For the channel capacity problem of the single-user MIMO channel, the proof of optimality for $US^*U^\dagger$ found by the water-filling algorithm with Fibonacci search is presented in this section.

**Theorem 2.4.1.** Let $H = U\Sigma V^\dagger$ denote the singular value decomposition of the $H$. Further let $k^*$ and $S^*$ be given as in Step 2 and 3 of the Water-Filling Algorithm with Fibonacci search; see (2.6) and (2.7). Then $US^*U^\dagger$ is an optimal input covariance for the problem in (2.4).

Before proving this new theorem, we present some lemmas and introduce a remark.

**Lemma 2.4.2.** For the channel $H$, there is a unitary matrix $U$ such that $U^\dagger H^\dagger HU = \text{diag}(\lambda_1, \cdots, \lambda_t)$ (a diagonal matrix) and

\[
\max \left\{ \log \left( \det \left( I_r + HSH^\dagger \right) \right) | S \succeq 0, \text{Tr}(S) \leq P \right\} = \\
\max \left\{ \log \left( \det \left( I_t + \text{diag}(\lambda_1, \cdots, \lambda_t) S \right) \right) | S \succeq 0, \text{Tr}(S) \leq P \right\}
\]

and $U^\dagger S_t U = S_r$, where $S_t$ and $S_r$ are two optimal solutions of the two optimization problems mentioned above, respectively.
Lemma 2.4.3. For the channel $H$, there is a unitary matrix $U$ such that $U^t HHU = \Lambda$ (a diagonal matrix) and

$$\max \{ \log (\det (I_r + HSH^t)) \mid S \succeq 0, \text{Tr}(S) \leq P \} = \max \{ \log \left( \det \left( I_r + \Lambda^{\frac{1}{2}} \Lambda^{\frac{1}{2}} \right) \right) \mid S \succeq 0, \text{Tr}(S) \leq P \},$$

and $U^t S_l U = S_r$, where $S_l$ and $S_r$ are two optimal solutions of the two optimization problems mentioned above, respectively.

The proofs of both these lemmas are provided in Appendix III.

For simplification of the optimization model, which is

$$\max \left\{ \log \left( \det \left( I_r + \Lambda^{\frac{1}{2}} \Lambda^{\frac{1}{2}} \right) \right) \mid S \succeq 0, \text{Tr}(S) \leq P \right\},$$

the Hadamard Determinantal Inequality is introduced.

The Hadamard Determinantal Inequality \cite{25} is: if $A = (a_{ij})_{n \times n}$ is a real (or Hermitian) positive semidefinite matrix, then

$$\det (A) \leq a_{11} \cdots a_{nn}.$$

Then we present our proof for the problem (2.5) as follows.

Proof of Theorem 2.4.1. When pre-processed, as the first step of the water-filling algorithm,

$$\max \left\{ \log \left( \prod_{i=1}^{t} \left( 1 + \lambda_i \xi_{ii} \right) \right) \mid \xi_{ii} \succeq 0, \forall i, \sum_{i=1}^{t} \xi_{ii} \leq P \right\}$$
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is equivalent to

$$\max \left\{ \log \left( \prod_{i=1}^{\hat{i}} (1 + \lambda_i S_{ii}) \right) \mid S_{ii} \geq 0, \forall i, \sum_{i=1}^{\hat{i}} S_{ii} = P \right\},$$

under the meaning of the equivalence for two optimization models.

$$\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_{\hat{i}} \quad \text{and} \quad \frac{1}{\lambda_1} \leq \frac{1}{\lambda_2} \leq \cdots \leq \frac{1}{\lambda_{\hat{i}}},$$

Formulation

$$\max_{\{S_{ii}\}} \left\{ \log \left( \prod_{i=1}^{\hat{i}} (1 + \lambda_i S_{ii}) \right) \mid S_{ii} \geq 0, \forall i, \sum_{i=1}^{\hat{i}} S_{ii} = P \right\}, \quad (2.8)$$

is equivalent to (2.4) even although it has an equality constraint and the linear inequality constraints.

Below, the set $$\{S_{ii}^*, 1 \leq i \leq \hat{i}\}$$ is proved to be the optimal solution to the problem in (2.8).

The Lagrangian function of the problem in (2.8) is

$$L\left( \{S_{ii}\}_{i=1}^{\hat{i}}, \mu, \{\sigma_i\}_{i=1}^{\hat{i}} \right) = -\sum_{i=1}^{\hat{i}} \log \left( \frac{1}{\lambda_i} + S_{ii} \right) - \mu \left( P - \sum_{i=1}^{\hat{i}} S_{ii} \right) - \sum_{i=1}^{\hat{i}} \sigma_i S_{ii},$$

where $$\mu$$ and $$\{\sigma_i\}_{i=1}^{\hat{i}}$$ are the Lagrange multipliers. Therefore, the KKT conditions
of the problem in (2.8) are

\[
\begin{cases}
\frac{1}{\lambda_i + S_{ii}} - \mu + \sigma_i = 0, 1 \leq i \leq \hat{i} \\
S_{ii} \geq 0, \sigma_i S_{ii} = 0, \sigma_i \geq 0, \forall i \\
\sum_{i=1}^{\hat{i}} S_{ii} = P, \mu \in \mathbb{R}.
\end{cases}
\]

Now we choose \( S_{ii} = S^*_i, 1 \leq i \leq \hat{i} \). Therefore,

\[
\frac{1}{\lambda_i + S^*_{ii}} = \cdots = \frac{1}{\lambda_{k^*} + S^*_{k^*k^*}}.
\]

Now also choose \( \mu = \frac{1}{\lambda_1 + S^*_{11}} \) and choose \( \sigma_i = 0, i = 1, \ldots, k^* \). By simple substitution, it can be shown that these values solve the KKT conditions.

To show that this point is optimal, we now argue that, for the problem in (2.8), the KKT conditions are sufficient as well as very necessary for optimality. First the Hessian matrix of the objective, \( \log \left( \prod_{i=1}^{\hat{i}} (1 + \lambda_i S_{ii}) \right) \), is clearly negative definite and hence the objective is concave. Furthermore, the constraints are linear and hence the feasible set is convex.

Therefore, the problem in (2.8) is a convex optimization problem. Since only there are the linear constraints for the problem in (2.8), the constraint qualification is satisfied and the KKT conditions are both necessary and sufficient.

Since

\[
\max \left\{ \log \left( \prod_{i=1}^{\hat{i}} (1 + \lambda_i S_{ii}) \right) \mid S_{ii} \geq 0, \forall i, \sum_{i=1}^{\hat{i}} S_{ii} \leq P \right\}
\]
is equivalent to

$$\max\left\{ \log \left( \prod_{i=1}^{\hat{i}} (1 + \lambda_i S_{ii}) \right) \mid S_{ii} \geq 0, \forall i, \sum_{i=1}^{\hat{i}} S_{ii} = P \right\},$$

then $US^*U^\dagger$ is an optimal solution of the model (2.4).

Q.E.D.

**Remark 2.4.4.** Although there are other proofs available (e.g. [41]), the above proof was obtained independently and is somewhat simpler than that in [41].
Chapter 3

Sum Capacity of the MIMO MAC

In this chapter, we consider a multiuser multi-input multi-output (MIMO) system. In particular, we consider the MIMO multiple access channel (MAC). We consider the important problem of finding the set of input covariances that maximizes the sum rate of the MIMO MAC, and we develop an efficient algorithm for solving this problem.

In the first section of this chapter, we provide a general mathematical model for the MIMO MAC, and we state the sum capacity of that model. Then an iterative water-filling algorithm based on a Fibonacci search is introduced. Subsequently, we point out the weaknesses in the existing attempts to prove that the IWFA converges for the MIMO MAC. Finally, a rigorous proof of convergence of the iterative water-filling algorithm is derived.
3.1 Models for the MIMO MAC and Its Sum Capacity

We consider the MIMO MAC illustrated on the left hand side of the figure on Page 2, in which the base-station has \( m \) antennas and there are \( K \) mobile stations, each of which has \( n \) antennas. When the information flows from the mobile stations to the base-station, we have a MAC channel or uplink channel.

With appropriate synchronization, the MAC can be described as \( \sum_{i=1}^{K} H_i^H x_i + z \), where \( y_{\text{mac}} \) is the signal received at the base-station, and \( H_i^H \in \mathbb{C}^{m \times n}, i = 1, 2, \cdots, K \), denotes the matrix of channel gains from each antenna at the \( i \)-th mobile station to each antenna at the base-station. Without loss of generality, we will assume that \( H_i \neq 0, \forall i \). The \( x_i \)'s are \( n \times 1 \) complex input vectors, and \( z \in \mathbb{C}^m \) is an additive Gaussian noise vector and, without loss of generality, has identity covariance. We will let \( S_i \triangleq E [ x_i (x_i)^H ] \) denote the covariance matrix of \( x_i \). For the convenience of later discussion and without loss of generality, the MAC is described as \( y_{\text{mac}} = \sum_{i=1}^{K} H_i^H x_i + z \) instead of \( y_{\text{mac}} = \sum_{i=1}^{K} H_i x_i + z \) [17]. Notation-wise, in this chapter, we will use different superscripts of vectors to denote vectors corresponding to different users and different subscripts of a vector to denote different entries of a vector.

The sum capacity of the MIMO MAC is the fundamental limit on the sum of the rates at which reliable communication can be achieved. When the channels are known
and deterministic and the noise is Gaussian, the optimal input distribution at each mobile station is a zero-mean Gaussian random vector with covariance $S_i$. Therefore, the problem maximizing the sum rate can be written as (see Appendix II and, e.g., [4])

$$\max_{\{S_i\}_{i=1}^K} \left\{ \log \left( \det \left( I + \sum_{i=1}^K H_i^H S_i H_i \right) \right) \right\} \big| S_i \succeq 0, \text{Tr} (S_i) \leq P_i, \forall i \right\}, \quad (3.1)$$

where $S_i \succeq 0$ denotes that $S_i$ is a Hermitian positive semidefinite matrix with complex entries.

**Remark 3.1.1.** Since it allows for complex representations, the expression (3.1) is slightly more general than the real valued expressions used in [42], and better matches the way in which communication systems are constructed in practice.

### 3.2 Iterative Water-Filling Algorithm with Fibonacci Search under Individual Power Constraints

The iterative water-filling algorithm [42] is an algorithm for finding the input covariances that maximize the sum rate of a MIMO MAC. The principle behind the algorithm is to iteratively select each user and optimize that user's input distribution using a single user water-filling algorithm in which the interference from other users is treated as noise. This procedure is continued until a convergence criterion is met. The basic algorithm can be formulated as follows.

**Algorithm 3.1:** Iterative water-filling algorithm (IWFA)
Input: precision constant $0 < \varepsilon < 1$, counter $n = 0$, variable $n_{\text{max}}, J = 0$, $J_1 = \infty$; channel matrices $H_i$, power constraints $P_i$, covariance matrices $S_i = 0, \forall i$.

Begin

While $|J_1 - J| > \varepsilon \times J_1$ and $n \leq n_{\text{max}}$ Do

$J = J_1$.

For $i = 1$ to $K$

Compute $G_i = I_m + \sum_{j=1,j\neq i}^{K} H_j^H S_j H_j$,

Compute $G_i = H_i (G_i)^{-\frac{1}{2}}$,

Compute $S_i$, the optimal input covariance for the single user channel $G_i$

with power constraint $P_i$ using a single user water-filling technique.

End

Compute $J_1 = \log \left( \det \left( I_m + \sum_{i=1}^{K} H_i^H S_i H_i \right) \right)$.

$n = n + 1$.

End

End

The water-filling algorithm with Fibonacci search described in Section 2.3 can be used in the single-user water-filling step of the above algorithm, as we now show.

Algorithm 3.2: Iterative water-filling algorithm with Fibonacci search (IWFAwFIS)

Input: precision constant $0 < \varepsilon < 1$, counter $n = 0$, variable $J = 0$, $J_1 = 1$; channel matrices $H_i$, power constraints $P_i$, covariance matrices $S_i = 0, \forall i$.

Begin
While $|J_1 - J| > \varepsilon \times J_1$ Do

If $n \neq 0$, then $J = J_1$.

For $i = 1$ to $K$

Compute $G_i = I_m + \sum_{j=1,j \neq i}^{K} H_j^H S_j H_j$,  
Compute $G_i = H_i (G_i)^{-\frac{1}{2}}$,  
Compute $S_i$, the optimal input covariance for the single user channel $G_i$ with power constraint $P_i$ using the single user Water-Filling Algorithm with Fibonacci Search in Section 2.3.

End

Let $J_1 = \log \left( \det \left( I_m + \sum_{i=1}^{K} H_i^H S_i H_i \right) \right)$.  
$n = n + 1$.

End

End

Remark 3.2.1. It is seen from Section 2.3 that the purpose of Step 3 of Algorithms 3.1 and 3.2 is equivalent to finding the optimal input covariance of a modified single-user MIMO channel. Algorithm 3.1 is defined by a description method from the formation of its point sequence. This descriptive way to define an algorithm is popular among the engineering fields. An alternative method to define an algorithm is to regard the algorithm as mapping (see [44], pp. 83). We will use these two methods interchangeably in this chapter. The former is used when the convenience of implementing the detailed algorithm in computer programs is emphasized; the latter is more suitable for rigorous analysis of the algorithm.
3.3 Weaknesses of the Existing Research Regarding Convergence of the IWFA on Multiuser MIMO MAC

Many recent advances on the signalling schemes for the Gaussian Multi-Input Multi-Output (MIMO) Multiple Access Channel (MAC) are based on the important paper [42]. In the following sections, we first point out the weakness of the proof of convergence of the iterative water-filling algorithm for the Gaussian MAC proposed in [42].

In the first subsection below, the iterative water-filling algorithm and the convergence theorem of the capacity of the MIMO MAC with the individual power constraint are stated. Then we discuss in detail the weakness of the proof of convergence of the algorithm (see Theorem 2 of [42] and its proof therein).

3.3.1 The Algorithm

In [42], the iterative water-filling algorithm is used to compute the optimal input distributions that maximize the sum rate of a Gaussian MAC with vector inputs, a vector output, and real-valued matrices. Notation-wise, in this section, we will follow [42] and use the symbol $\cdot \cdot | \cdot |$ of [42] to denote the determinant.

As suggested by (3.1), the sum rate problem for a Gaussian MAC with real channel
matrices can be written as

\[
\begin{align*}
\text{maximize} \quad & \frac{1}{2} \log |\sum_{i=1}^{K} H_i S_i H_i^T + S_z| - \frac{1}{2} \log |S_z| \\
\text{subject to} \quad & \text{tr}(S_i) \leq P_i \quad i = 1, \ldots, K \\
& S_i \succeq 0, \quad i = 1, \ldots, K
\end{align*}
\]

Notation-wise, the symbol $T$ of $H_i^T$ mentioned above means the transposition operation of the matrix.

The iterative water-filling algorithm with the individual power constraints [42] is essentially the same as that in Algorithm 3.1 and can be stated as follows. Notation-wise, we will follow the convention in [42] and label the iterative water-filling algorithm with the individual power constraints as Algorithm 3.3.

**Algorithm 3.3**: Iterative water-filling algorithm in [42]

Initialization $S_i = 0$, $i = 1, \ldots, K$.

repeat

for $i = 1$ to $K$

\[
\begin{align*}
S_i' &= \sum_{j=1, j \neq i}^{K} H_j S_j H_j^T + S_z; \\
S_i &= \arg \max_S \left\{ \frac{1}{2} \log |H_i S H_i^T + S_i'|; \right\}
\end{align*}
\]

until the sum rate converges.

The sum rate converges is understood here as the difference between the current sum rate and the previous sum rate satisfies the permitted computational error.
3.3.2 Theorems Regarding the Iterative Water-filling Algorithm

A significant part of [42] deals with convergence of the algorithm. Theorem 1 and Theorem 2 of [42] attempt to present convergence of the algorithm and they are quoted as follows.

**Theorem 1 in [42].** "In a K-user multiple-access channel, \( \{S_i\} \) is an optimal solution to the rate-sum maximization problem

\[
\begin{align*}
\text{maximize} & \quad \frac{1}{2} \log |\sum_{i=1}^{K} H_i S_i H_i^T + S_z| - \frac{1}{2} \log |S_z| \\
\text{subject to} & \quad \text{tr}(S_i) \leq P_i \quad i = 1, \ldots, K \\
& \quad S_i \succeq 0, \quad i = 1, \ldots, K
\end{align*}
\]

if and only if \( S_i \) is the single-user water-filling covariance matrix of the channel \( H_i \), with \( S_z + \sum_{j=1, j \neq i}^{K} H_j S_j H_j^T \) as noise, for all \( i = 1, 2, \ldots, K \)."

**Theorem 2 in [42].** "In the iterative water-filling algorithm, the sum rate converges to the sum capacity, and \( \{S_1, S_2, \ldots, S_K\} \) converges to an optimal set of input covariance matrices for the Gaussian vector multiple-access channel."

The proof of Theorem 2 in [42] is quoted below with the important passages italicized.

"At each step, the iterative water-filling algorithm finds the single-user water-filling covariance matrix for each user while regarding all other users signals as additional noise. Since the single-user rate objective differs from
the multiuser rate-sum objective by only a constant, the rate-sum objective is nondecreasing with each water-filling step. The rate-sum objective is bounded above, so the sum rate converges to a limit.

The convergence matrices $S_1, ..., S_K$ also converge to a limit [sentence 1]. Because the single-user water-filling matrix is unique, each water-filling step in the iterative algorithm must either yield a strict increase of the sum rate or keep the covariance matrices the same [sentence 2]. At the limit, all $S_i$s are simultaneously the single-user water-filling covariance matrices of user $i$ with all other users' signals regarded as additional noise [sentence 3]. Then, by Theorem 1, this set of $(S_1, ..., S_K)$ must achieve the sum capacity of the Gaussian vector multiple-access channel.”

3.3.3 Regarding the Proof in [42]

The proof of Theorem 2 in [42] has embedded a circular reasoning. This is stated as follows.

As quoted above, the proof of Theorem 2 in [42] that was proposed in that paper utilizes an argument (see sentence 3) that at the limit, all $S_i$s are simultaneously the single-user water-filling covariance matrices of user $i$ with all other users' signals regarded as additional noises, in order to arrive at the conclusion of Theorem 2. The conclusion of Theorem 2 is that in the iterative water-filling algorithm, the sum rate converges to the sum capacity, and the set \{ $S_1, S_2, ..., S_K$ \} converges to an optimal set of input covariance matrices for the Gaussian vector multiple-access channel.
According to the conclusion of Theorem 1 in [42] that $S_i$ is an optimal solution to the rate-sum maximization problem iff $S_i$ is the single-user water-filling covariance matrices of the channel $H_i$, with $S_i + \sum_{j=1, j \neq i}^K H_j S_j H_j^T$ as noise, for all $i = 1, 2, ..., K$, and, at the same time, according to the argument quoted in the proof of Theorem 2 that, at the limit, all the $S_i$s are simultaneously the single-user water-filling covariance matrices of user $i$ with all other users’ signals regarded as additional noises, so the argument quoted in the proof of Theorem 2 is equivalent to the statement that, $\{S_i\}_{i=1}^K$, as the limit point, is an optimal solution to the rate-sum maximization problem. Thus, the quoted argument is equivalent to the statement that, in the iterative water-filling algorithm, the $\{S_1, S_2, ..., S_K\}$ converges to an optimal set of input covariance matrices for the Gaussian vector multiple-access channel, and the sum rate converges to the sum capacity.

If the quoted argument were proved, the proof of Theorem 2 would be correct. However, the quoted argument for proving Theorem 2 is also the conclusion of Theorem 2, i.e., what [42] intends to prove has been utilized for proving what [42] intends to prove. In addition, the arguments used in the proof of Theorem 2 in [42] do not guarantee that the set $\{S_1, S_2, ..., S_K\}$ converges. The preceding observations have highlighted the need for and have paved the way for our subsequent developments.
3.4 Convergence of the Algorithms

3.4.1 Fixed Point Theory, Continuity and Convergence of the Algorithms

In this section, we will develop a rigorous proof of convergence of the iterative water-filling algorithm. The proof is based on the interpretation of the iterative water-filling algorithm as a Block Coordinate Ascent Algorithm (BCAA), and on the representation of BCAA algorithms as a mapping. Although an alternative proof can be constructed from arguments in [2], the proof here explicitly exposes the relationship between the fixed point and the optimal point. As a result, a direct link is established between the KKT conditions and the variational inequality of convex optimization. This allows further algorithm developments under a unified mathematical framework. Furthermore, the proof includes a proof of the continuity of the optimization operator BCAA, which, in itself, is a contribution to optimization theory.

We begin by observing that the problem in (3.1) can be written in the following more general form:

\[
\max_x \{ f(x)|x \in V \}, \quad \text{where} \quad V = \otimes_{i=1}^{K} V_i, \quad V_i \subset \mathbb{R}^{n_i},
\]

(3.2)

where \( \sum_{i=1}^{K} n_i = n_s, n_i \in \mathbb{N}, V \subset \mathbb{R}^{n_s} \) is convex and closed and \( V \) is a Cartesian product. Furthermore, \( f(x_1, x_2, \ldots, x_K) \) is concave and differentiable, where \( x_i \in V_i, \forall i \).

As we will show in Proposition 3.4.1 below, the problem in (3.1) is a special case of that in (3.2), but we will find the abstract form in (3.2) to be more convenient in the development of the proof.
Proposition 3.4.1. The problem in (3.1) is a special case of the problem in (3.2).

Proof. If matrix $S_i, V_i$, in the problem in (3.1) is decomposed into its real part and imaginary part matrices, i.e., $S_i = \Re(S_i) + \sqrt{-1} \Im(S_i)$, then matrix $(\Re(S_i) \ \Im(S_i))$ can be vectorized (see [25]) into $x_i$ in the problem (3.2). Furthermore, a matrix $S_i$ is positive semidefinite, $S_i \succeq 0$ iff the principal minors of $S_i$ are all non-negative definite. The non-negative principal minors of the Hermitian matrix $S_i$ and $\text{Tr}(S_i) \leq P_i$ form constraints on $(\Re(S_i) \ \Im(S_i))$ that result in a feasible set $V_i$ for $x_i$. It is easily shown that $V_i$ is convex and closed.

Because the objective function of (3.1) is a function of $S_i, i = 1, \ldots, K$, it can easily be written as a function of $(\Re(S_i), \Im(S_i)), i = 1, 2, \ldots, K$. This is to say that the objective function is a function of vector $x_i, i = 1, 2, \ldots, K$. This objective function is also concave over $\prod_{i=1}^{K} V_i$ due to both the concavity of $\log \det(\cdot)$ (refer to [6], page 74) and the existence of isomorphism between $S_i$ and $(\Re(S_i), \Im(S_i)), V_i$.

Therefore, the problem in (3.1) is a special case of the problem in (3.2). □

A block coordinate ascent algorithm (BCAA) for the generalized formulation in (3.2) is formally defined as follows. Because the iterative water-filling algorithm is a special case of the BCAA, the BCAA is introduced here to help develop a rigorous proof of convergence of the IWFA.

BCAA: Block Coordinate Ascent Algorithm
Step 1. Choice of Initial Point:

An initial point $z^0 \in V$.

Step 2. Definition of Operator $\mathbb{P}_i$:

Given $z^{k-1} \in V$, $V^* (z^{k-1})$ is defined as the optimal solution set of

$$\max_{x \in V} \left\{ f(x) \mid (x)_j = (z^{k-1})_j, j = n_1 + 1, \ldots, n_s \right\}.$$

$(x)_j \in \mathbb{R}$ denotes the $j$-th entry (scalar) of vector $x$ in this section.

Let operator $\mathbb{P}_1$ be defined by $\mathbb{P}_1 (z^{k-1}) = V^* (z^{k-1})$. Let $z^{k-1,1}$ denote an arbitrary element of $\mathbb{P}_1 (z^{k-1})$, i.e., $z^{k-1,1} \in \mathbb{P}_1 (z^{k-1})$. The second superscript of $z^{k-1,1}$ means the optimal point over $V_1 \times \left\{ (z^{k-1})_{n_1+1} \right\} \times \cdots \times \left\{ (z^{k-1})_{n_s} \right\}$.

Similar understanding applies throughout this section. If the operators,

$$\{\mathbb{P}_i\}_{i=1}^K, 0 < \ell < K,$$

are defined, $V^* (z^{k-1,\ell})$ is defined as the optimal solution set of

$$\max_{x \in V} \left\{ f(x) \mid (x)_j = (z^{k-1,\ell})_j, j = 1, \ldots, \sum_{i=1}^{\ell} n_i, \sum_{i=1}^{\ell+1} n_i + 1, \ldots, n_s \right\}.$$

Hence, operator $\mathbb{P}_{\ell+1}$ is defined by $\mathbb{P}_{\ell+1} (z^{k-1,\ell}) = V^* (z^{k-1,\ell})$. Let $z^{k-1,\ell+1}$ denote an arbitrary element of $\mathbb{P}_{\ell+1} (z^{k-1,\ell})$, i.e., $z^{k-1,\ell+1} \in \mathbb{P}_{\ell+1} (z^{k-1,\ell})$. If $\ell + 1 = K$, $z^k = z^{k-1,\ell+1}$ and $z^k \in \mathbb{P}_K (z^{k-1,K-1})$.

Step 3. Definition of Mapping $\mathcal{A}$:
Mapping $A$ is defined by

$$A \triangleq P_K P_{K-1} \ldots P_1.$$ Thus $z^k \in A(z^{k-1}).$

In [44] a formal mathematical definition of an algorithm in terms of a mapping was provided. Following that approach, mapping $A$ will also be known as an algorithm called the block coordinate ascent algorithm. For proving convergence of the BCAA, the maximization mapping is defined as follows.

**Definition 3.4.2** (Maximization Mapping). For the objective function, $Z : \tilde{V} \rightarrow \mathbb{R}$, where $\tilde{V}$ is the set of feasible solutions, let $O : \tilde{V}_1 (\subset \tilde{V}) \rightarrow \tilde{V}$ be a mapping that projects a feasible point in $\tilde{V}_1$ to the unique maximum point. Then $O$ is called the maximization mapping.

For the proposes of this thesis, the objective function $Z$ over the abstract feasible solution set in Definition 3.4.2 can be assumed to be continuous. As an example, if the operator $P_{\ell}$ of the block coordinate ascent algorithm is a point-to-point mapping, then it is also the maximization mapping. In particular, the objective function $Z \triangleq f$ and the set $\tilde{V}_1 = \tilde{V} (\triangleq \tilde{V})$ are the terms associated with the maximization mapping $P_{\ell}$.

Given the definition of the maximization mapping, we have the following proposition to reveal the relationship between the accumulation point and the fixed point of the BCAA.
Proposition 3.4.3. Let the Cartesian product mapping $A$ be defined as

$$A \triangleq O_{\ell} \cdots O_{2} O_{1},$$

where $\ell \leq K$, and determine an algorithm that given a point $z^0$ generates the sequence $
\{z^k\}_{k=0}^{\infty}$ with $z^{k+1} = A(z^k), \forall k$. Suppose

1. All points $z^k$ are in a compact set $X \subset \bar{V}_1 \subset \bar{V}$,

2. $O_1 : \bar{V}_1 \longrightarrow \bar{V}$ and $O_m : \bar{V} \longrightarrow \bar{V}, \forall m > 1$, are the maximization mappings, and

3. the maximization mapping $O_m, \forall m$, is continuous over its domain.

Then any accumulation point of $\{z^k\}_{k=0}^{\infty}$ is a fixed point, i.e., $z^{\infty} = O_m(z^{\infty}), \forall m$.

Proof. Applying Condition 1, there must be a set

$$\kappa \subset \mathbb{N} \cup \{0\}$$

and a convergent subsequence such that $z^k \longrightarrow z^{\infty}$ for $k \in \kappa$. Using Condition 2, we see that

$$Z(z^{k+1}) \geq Z(z^k), \forall k \in \mathbb{N} \cup \{0\}.$$

So, $\{Z(z^k)\}_{k=0}^{\infty}$ is a monotonically increasing sequence. According to the limit property of the monotonic sequence, if the limit of some subsequence of the sequence exists and the sequence is monotonically increasing, then the limit of the sequence exists and the limit of the sequence is equal to the limit of the subsequence. Thus,

$$\lim_{k \rightarrow \infty} Z(z^k)$$
exists and
\[ \lim_{k \to \infty} Z(z^k) = \lim_{k \in \kappa} Z(z^k). \]

Since \( Z \) is continuous,
\[ \lim_{k \to \infty} Z(z^k) = Z(z^\infty). \]  
(3.3)

Since \( \{z^{k+1}\}_{k \in \kappa} \subset X \), where \( X \) is compact, \( \exists \kappa^1 \subset \kappa \) such that \( \lim_{k \in \kappa^1} z^{k+1} \) exists. We will write that limit as \( y^\infty \), i.e., \( \lim_{k \in \kappa^1} z^{k+1} = y^\infty \). Similar to the derivation mentioned above,
\[ \lim_{k \to \infty} Z(z^k) = Z(y^\infty). \]  
(3.4)

From (3.3), (3.4) and Condition 3 of Proposition 3.4.3,
\[ Z(z^\infty) = Z(y^\infty) = Z \left( \lim_{k \in \kappa^1} A(z^k) \right) = Z(A(z^\infty)). \]

Therefore,
\[ Z(z^\infty) = Z(\kappa_1(z^\infty)). \]

As \( m = 1 \),
\[ Z(z^\infty) = Z(A(z^\infty)) \geq Z(O_1(z^\infty)) \geq Z(z^\infty). \]

Then
\[ Z(z^\infty) = Z(O_1(z^\infty)). \]

Because \( z^\infty \) is the feasible point related to \( O_1 \) and \( O_1 \) is the mapping from a point to the unique maximum point, corresponding to the definition of mapping, \( O_1(z^\infty) = \)
Assume that, as $1 \leq m < \ell$, $O_m(z^\infty) = z^\infty$. Because

$$Z(z^\infty) = Z(A(z^\infty))$$

$$\geq Z(O_{m+1}O_m \cdots O_1(z^\infty)) \geq Z(z^\infty)$$

and, due to the induced assumption,

$$Z(O_{m+1}O_m \cdots O_1(z^\infty)) = Z(O_{m+1}(z^\infty)),$$

and

$$Z(z^\infty) = Z(O_{m+1}(z^\infty)).$$

Because $z^\infty$ is the feasible point related to $O_{m+1}$ and $O_{m+1}$ is a mapping from a feasible point to the unique maximum point, $O_{m+1}(z^\infty) = z^\infty$.

Therefore for the maximization mapping $O_m$, $\forall m$, the accumulation point, $z^\infty$, is a fixed point, i.e., $z^\infty = O_m(z^\infty)$. \hfill \square

The conclusion of Proposition 3.4.3 implies that $z^\infty$ is also a fixed point for the mapping $A$, because

$$A(z^\infty) = O_\ell \cdots O_2 O_1(z^\infty) = O_\ell \cdots O_2(z^\infty) = \cdots = O_\ell(z^\infty) = z^\infty.$$
Therefore, based on the conclusions of Proposition 3.4.3, we can introduce the following theorem on convergence of the block coordinate ascent algorithm.

**Theorem 3.4.4.** Consider the abstract formulation in (3.2) and, assume that $f$ is concave and differentiable, that $V$ is convex and that either $V$ is compact or the superlevel set $\{x|f(x) \geq f(z^0)\}$ is bounded. Now, if the mapping $P_\ell$ is continuous over $V$, $\forall \ell$, then the limit, $z^\infty$, of any convergent subsequence of $\{z^k\}_{k=0}^\infty$ generated by the BCAA is an optimal point of (3.2), and $\{f(z^k)\}_{k=0}^\infty$ approaches to the optimal value.

**Proof.** The block coordinate ascent algorithm is a product mapping,

$$P_K \cdots P_2 P_1.$$

Assume that the block coordinate ascent algorithm generates the sequence $\{z^k\}_{k=0}^\infty$ and $z^\infty$ is the limit of a convergent subsequence of the sequence. We will prove $z^\infty$ to be an optimal point below.

Due to the compactness of $V$ or the boundness of set

$$\{x|f(x) \geq f(z^0)\},$$

Condition 1 of Proposition 3.4.3 is satisfied.

Since

$$P_m : V \rightarrow V, \forall m,$$
is continuous, \( \mathbb{P}_m \) is then a point-to-point mapping. Also due to the definition of the operator \( \mathbb{P}_m \), \( \mathbb{P}_m \) is the maximization mapping. Hence, Condition 2 of Proposition 3.4.3 is satisfied by \( \mathbb{P}_m \).

Because the continuity of mapping \( \mathbb{P}_t, \forall \ell \), is assumed, Condition 3 of Proposition 3.4.3 is satisfied.

Therefore, according to Proposition 3.4.3, the accumulation point, \( z^\infty \), is a fixed point of the maximization mapping \( \mathbb{P}_m \), i.e.,

\[
z^\infty = \mathbb{P}_m (z^\infty), \forall m.
\]

According to the optimality condition of convex programming, if \( f_{x_m} \) denotes the transposition of the gradient of \( f \) in the variable (vector) \( x_m \),

\[
f_{x_m}(z_m^\infty)(z_m - z_m^\infty) \leq 0, \forall m, \forall z_m \in V_m.
\]

So

\[
\sum_{m=1}^{K} f_{x_m}(z_m^\infty)(z_m - z_m^\infty) \leq 0.
\]

Thus,

\[
f_{x}(z^\infty)(z - z^\infty) \leq 0, \forall z \in V.
\]

Therefore, \( z^\infty \) is the optimal solution, and, due to the monotonicity of sequence \( \{f(z^k)\}_{k=0}^{\infty}, \{f(z^k)\}_{k=0}^{\infty} \) approaches to the optimal value. \( \square \)

Although a similar result on convergence of the BCAA can be found in [2], the
proof presented here explicitly exposes the relationship between the fixed point and
the optimal point. As a result of this proof, a direct link is established between the
KKT condition and the variational inequality of convex optimization. This result is
proven for the first time to our knowledge. It provides an opportunity for further
algorithm developments under a unified mathematical framework.

It is meaningful to question how to guarantee that operator

\[ P_m : V \rightarrow V, \forall m, \]

satisfies the continuity over \( V \), as a required condition of Theorem 3.4.4. It is obvious
that if operator \( P_m, \forall m, \) has a unique optimal solution, then operator \( P_m, \forall m, \) is the
maximization mapping, i.e., it is the mappings from a point to a point, and operator
\( P_m, \forall m, \) is called satisfying uniqueness. In fact, it can be proved (see below) that
if the uniqueness holds, then mapping \( P_m, \forall m, \) also satisfies the continuity, i.e., it is
continuous over \( V \). First, the uniqueness is formally introduced and then the contin-

uity is proved.

**Definition 3.4.5 (Uniqueness Condition).** \( \forall x^k \in V, \) if the optimal solution set

\[ \arg \left( \max_{x \in V} \left\{ f(x) \mid x_j = x_j^k, j = 1, \ldots, \sum_{i=1}^{\ell-1} n_i, \left( \sum_{i=1}^{\ell} n_i \right) + 1, \ldots, n_s \right\} \right) \]

is a single point set, \( \forall \ell, \) then \( f(x) \) is said to satisfy the uniqueness condition over set
\( V. \)

Based on Definition 3.4.5, we have the following lemma on the continuity of the

Lemma 3.4.6. Suppose that \( f(x) \) is continuous and satisfies the uniqueness condition over set \( V \) in (3.2), and suppose that \( V \) is closed. If \( V \) is bounded or set \( \{x \mid f(x) \geq f(z^0)\} \) is bounded, then mapping \( \mathbb{P}_m, \forall m, \) is continuous over \( V \).

Proof. \( \forall \bar{z}, \overline{z} \in V. \) Assume that \( \{z^k\} \subset V \) and \( \lim_{k \to \infty} z^k = \overline{z}. \)

\[
\forall \mathbb{P}_\ell, \ 0 \leq \ell \leq K, x^k \triangleq \mathbb{P}_\ell (z^k), \text{ and } y \triangleq \mathbb{P}_\ell (\overline{z}).
\]

\( \{x^k\} \) has an accumulation point denoted by \( \overline{z}. \) If \( \{x^k\} \) does not converge, a subsequence \( \{x^{kr}\} \), which converges to \( \overline{z} \) as \( r \) tends to infinity, can be selected from \( \{x^k\}. \)

Hence, two convergent subsequences \( \{x^{kr}\} \) and \( \{x^{kr}\} \) can be acquired. So, without loss of generality, assume that \( \{x^k\} \) converges to \( \overline{z}. \) From the definition of \( \mathbb{P}_\ell \), it holds that

\[
\overline{x}_j = \lim_{k \to \infty} x^k_j = \lim_{k \to \infty} z^k_j = \overline{z}_j, j = 1, \ldots, \sum_{i=1}^{\ell-1} n_i, (\sum_{i=1}^{\ell} n_i) + 1, \ldots, n_s.
\]

Since \( V \) is closed and \( \{x^k\} \subset V, \overline{z} \in V. \) Due to \( y \triangleq \mathbb{P}_\ell (\overline{z}) \) and

\[
f (\overline{y}) \geq f (\overline{z}), \quad (3.5)
\]

On the other hand, construct a sequence as follows.

\( y^k \in \mathbb{R}^{n_s}, \forall k, \) is defined by following two steps.

- \( \overline{y}^k_j \triangleq \overline{y}_j, \) for \( j = \left( \sum_{i=1}^{\ell-1} n_i \right) + 1, \ldots, \sum_{i=1}^\ell n_i \)
- \( y^k_j \triangleq z^k_j, \) for \( j = 1, \ldots, \sum_{i=1}^{\ell-1} n_i, (\sum_{i=1}^\ell n_i) + 1, \ldots, n_s. \)
Thus, $y^k \in \mathbb{R}^n$, $\forall k$, is obtained.

It is immediate that $\{y^k\} \subset V$ and $\lim_{k \to \infty} y^k = \bar{y}$. Hence,

$$f(\bar{x}) \geq f(\bar{y}). \quad (3.6)$$

From (3.5) and (3.6),

$$f(\bar{x}) = f(\bar{y}) = f(\mathbb{P}_\ell(\bar{z})).$$

When the consideration of the uniqueness condition is added into the above equalities, $x = y$ holds, i.e.,

$$\lim_{k \to \infty} \mathbb{P}_\ell(z^k) = \lim_{k \to \infty} x^k = \bar{x} = \bar{y} = \mathbb{P}_\ell(\bar{z}).$$

Thus, $\mathbb{P}_\ell$ is continuous over $V$, $\forall \ell$. \hspace{1cm} \square

The following corollary summarizes the above analysis and states the convergence theorem for BCAA applied to the generalized problem in (3.2).

**Corollary 3.4.7.** Consider the abstract formulation in (3.2). Assume that $f$ is concave and differentiable, and satisfies the uniqueness condition over set $V$, that $V$ is convex, and that either $V$ is compact or the superlevel set $\{x | f(x) \geq f(z^0)\}$ is bounded. Then the limit, $z^\infty$, of any convergent subsequence of $\{z^k\}_{k=0}^\infty$ is an optimal point of (3.2) and $\{f(z^k)\}_{k=0}^\infty$ approaches to the optimal value.
3.4.2 Convergence of IWFA under the Individual Power Constraints

To simplify the discussion of convergence of the BCAA and IWFA for the problem in (3.1), and check the conditions of Corollary 3.4.7, we define

\[ f(S_1, S_2, \ldots, S_K) \triangleq \log \left( \det \left( I + \sum_{i=1}^{K} H_i^T S_i H_i \right) \right) \]

and

\[ V_i = \{ S_i \succeq 0, \trace(S_i) \leq P_i \}, \forall i. \]

Here, the block coordinate ascent algorithm is chosen as the algorithm for finding the relevant optimal matrices. The number of entries of \( S_i \) is equivalent to \( n_i \) in the definition of the algorithm. Let us define

\[ G_i \triangleq H_i \left( I_m + \sum_{l=1, l \neq i}^{K} H_l^T S_l H_l \right)^{-\frac{1}{2}}. \]

It is known that there is a unitary matrix

\[ U_i \text{ such that } U_i^T \left( G_i G_i^T \right) U_i \text{ is a diagonal matrix.} \]

Without loss of generality, we assume that \( H_i \neq 0, \forall i \). This diagonal matrix is written as \( \Lambda_i \):

\[ \Lambda_i \triangleq \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_n) \in \mathbb{R}^{n \times n} \subset \mathbb{C}^{n \times n}, \]

where

\[ \lambda_\ell \geq \lambda_{\ell+1} \ (\forall \ell), \text{ the set } \{ \ell | \lambda_\ell > 0, \ell \in \{1, 2, \ldots, n\} \}. \]
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is not empty and
\[ \ell_{\text{max}} \triangleq \max \{ \ell | \lambda_\ell > 0, \ell \in \{1, 2, \ldots, n\} \}. \]

Given \( U_i \), \( U_i^TV_iU_i \triangleq \left\{ U_i^TS_iU_i | S_i \in V_i \right\} \) and \( V_{i_i} \triangleq U_i^TV_iU_i \). It is obvious that \( V_{i_i} \) is convex, \( V_{i_i} \subset V_i \) and a one-to-one mapping, \( V_i \rightarrow V_{i_i} \), is introduced based on the definition of \( V_{i_i} \).

\[
V_{i_2} \triangleq \left\{ \overline{S}_i \in V_i \mid \begin{array}{l}
(S_i)_{s,t} = 0 \text{ for } s \neq t \text{ and } s, t \in \{1, 2, \ldots, n\} ; \\
(S_i)_{s,s} = 0 \text{ for } s \in \{\ell_{\text{max}} + 1, \ell_{\text{max}} + 2, \ldots, n\}.
\end{array} \right\}
\]

It is obvious that \( V_{i_2} \) is convex and \( V_{i_2} \subset V_{i_1} \).

It is known that \( f(S_1, S_2, \ldots, S_K) \) is concave and continuously differentiable, due to the concavity of \( \log \det(\cdot) \) (refer to [6], page 74). The existence of isomorphism between \( S_i \) and \((\Re(S_i), \Im(S_i))\), \( \forall i \), is also straightforward, and \( V_i (\forall i) \) is convex. Hence the first condition of Corollary 3.4.7 is satisfied.

\[ \forall S_i, S_i = E \left[ x^i (x^i)^\dagger \right] \in V_i \]

implies \((S_i)_{j,j} \leq P_i\) and thus

\[
| (S_i)_{s,t} | = |E \left[ (x_i^j) (x_i^j)^\dagger \right] | \\
\leq \sqrt{E \left[ |x_i^j|^2 \right] E \left[ |x_i^k|^2 \right]} \text{ (Cauchy-Schwartz Inequality)} \\
\leq \sqrt{(S_i)_{s,s} (S_i)_{t,t}}.
\]

This implies \( | (S_i)_{s,t} | \leq P_i \) (\( \forall i, j, s \) and \( t \)) and further \( \| S_i \|_F \leq nP_i \). Hence \( V_i \) is
bounded. According to the definition of \( V_i \), \( V_i \) is obviously closed. Then \( V_i \) is compact. Another condition of Corollary 3.4.7 is now also satisfied. We will now define a function \( f_i \) to denote the simplified objective function, whose domain is \( V_{i_2} \) mentioned above. And it corresponds to the case when the \( i \)-th user is being optimized while other users are kept unchanged.

\[
f_i \left( \left( \overline{S}_i \right)_{1,1}, \left( \overline{S}_i \right)_{2,2}, \ldots, \left( \overline{S}_i \right)_{\ell_{\text{max}}}, \ell_{\text{max}} \right) = \sum_{\ell=1}^{\ell_{\text{max}}} \log \left( 1 + \lambda_\ell \left( \overline{S}_i \right)_{\ell,\ell} \right) \quad (\forall i),
\]

Thus, with the differences between the definitions of \( V_i, V_{i_1} \) and \( V_{i_2} \),

\[
\max_{S_i \in V_i} \left\{ \log \left( \det \left( I_m + \sum_{t=1, t \neq i}^{K} H_t^4 S_t H_t + H_t^1 S_t H_t \right) \right) \right\} \quad \text{is given}
\]

is equivalent to

\[
\max_{S_i \in V_{i_1}} \log \left( \det \left( I_n + \Lambda_i^2 \overline{S}_i \Lambda_i^2 \right) \right),
\]

and then it is equivalent to

\[
\max_{S_i \in V_{i_2}} \sum_{\ell=1}^{\ell_{\text{max}}} \log \left( 1 + \lambda_\ell \left( \overline{S}_i \right)_{\ell,\ell} \right).
\]

Because the Hessian matrix of

\[
f_i = \sum_{\ell=1}^{\ell_{\text{max}}} \log \left( 1 + \lambda_\ell \left( \overline{S}_i \right)_{\ell,\ell} \right)
\]
is

\[-\text{diag} \left( \frac{\lambda_1^2}{(1 + \lambda_1 (S_i)_{1,1})^2}, \frac{\lambda_2^2}{(1 + \lambda_2 (S_i)_{2,2})^2}, \ldots, \frac{\lambda_{\ell_{\max}}^2}{(1 + \lambda_{\ell_{\max}} (S_i)_{\ell_{\max},\ell_{\max}})^2} \right),\]

it is a negative definite matrix, and the cardinality of the optimal solution set

\[\arg \left( \max_{S_i \in V_{\Omega}} \sum_{\ell=1}^{\ell_{\max}} \log \left( 1 + \lambda_{\ell} (S_i)_{\ell,\ell} \right) \right)\]

is one, i.e.,

\[\left( \arg \left( \max_{S_i \in V_{\Omega}} \sum_{\ell=1}^{\ell_{\max}} \log \left( 1 + \lambda_{\ell} (S_i)_{\ell,\ell} \right) \right) \right)^\# = 1.\]

Therefore, it is easily obtained that the cardinality of the optimal solution set of

\[\max_{S_i \in V_t} \left\{ \log \left( \det \left( I_m + \sum_{t=1, t \neq i}^{K} H_i^\dagger S_t H_t + H_i^\dagger S_i H_i \right) \right) \right\} \mid \text{given } S_t \in V_t (t \neq i)\]

is equal to one, corresponding to the equivalence (3.9) of the optimization problems and the one-to-one mapping of $V_{i_k} \rightarrow V_i$. An important consequence is that the uniqueness condition of Corollary 3.4.7 is obtained.

The final optimization problem (3.9) of the equivalent optimization problems (3.7), (3.8) and (3.9) can easily solved by some optimization algorithms, for instance, as well known, the water-filling algorithm. According to Corollary 3.4.7, convergence of the algorithm is acquired by the block coordinate ascent algorithm. If $\exists H_i = 0$ (the null matrix), convergence of the algorithm is still obtained from the above derivation.
and the compactness of the feasible set.

**Corollary 3.4.8.** For the problem in (3.1), the iterative water-filling algorithm with or without Fibonacci search is convergent. As the number of iterative steps increases, the corresponding objective value approaches to the optimal objective value.

We also obtain a sufficient and necessary condition of the optimal solution to the problem in (3.1) as follows.

**Corollary 3.4.9.** For the problem in (3.1) with the $K$ users, $S_i$ is an optimal solution iff $S_i$ is obtained by the single-user water-filling algorithm, with or without Fibonacci search, for the channel $H_i$ with noise covariance $I + \sum_{j=1, j\neq i}^{K} H_j^H S_j H_j$, for all $i = 1, 2, ..., K$. 
Chapter 4

Sum Capacity of the MIMO BC

In this chapter, we consider the MIMO broadcast channel (BC), in which a single base-station sends independent messages to several users. We consider the important problem of finding the set of input covariances that maximize the sum rate of the MIMO BC, and we study efficient algorithms for solving this problem.

In the first section of this chapter, we provide a general mathematical model for the MIMO BC. We then explain that there is a so-called dual MIMO MAC for the MIMO BC, and that this dual is equivalent from the sum rate perspective, in the sense that the sum rates are equal and the optimal input covariances can be computed from each other, e.g., [20]. The dual MIMO MAC is of significant interest because the sum rate optimization problem is convex, whereas that for the MIMO BC is not. Furthermore, there is the potential to extend the iterative water-filling algorithm for the conventional MIMO MAC to this dual of the MIMO BC. However, that extension is not straightforward (e.g., [20]) because in the case of the dual of the MIMO BC, the power constraint couples the stages of the iterative water-filling algorithm. These
stages are not coupled in the MAC case. In the second section of the chapter we describe two modified iterative water-filling algorithms for the MIMO BC [20], and we show how the Fibonacci search technique discussed in Chapter 2 can be applied to these algorithms. In third section, we point out weaknesses in the existing attempts to prove convergence of one of these algorithms, and in the fourth section we provide a rigorous proof.

4.1 Models for the MIMO BC

We consider the MIMO BC illustrated on the right hand side of the figure on Page 2, in which the base-station has $m$ antennas and there are $K$ mobile stations, each of which has $n$ antennas. When the information flows from the base-station to the mobile stations, we have a BC channel or downlink channel.

With appropriate synchronization, the BC can be described as [20]

$$y_i = H_i x + z_i,$$

where $y_i$ is the signal received at the $i$-th mobile station, and $H_i \in \mathbb{C}^{nxm}, i = 1, 2, \ldots, K$, denotes the matrix of channel gains from each antenna at the base-station to each antenna at the $i$-th mobile station. As in Chapter 3, without loss of generality we will assume $H_i \neq 0, \forall i$. The vector $x$ is an $m \times 1$ complex input vector, and $z_i \in \mathbb{C}^n$ is an additive Gaussian noise vector that, without loss of generality, has identity covariance. To simplify the derivation of the sum capacity of the MIMO BC, the dual MIMO MAC is introduced. As mentioned above, the reasons for introducing this
dual are that the sum capacity of the MIMO BC is equal to that of the dual MIMO MAC, i.e., $C_{BC}(H_1, \cdots, H_K, P) = C_{dmac}(H_1^\dagger, \cdots, H_K^\dagger, P)$ [20], and that the latter can be much more easily determined than the former [20].

The dual MIMO MAC can be described as

$$y_{dmac} = \sum_{i=1}^{K} H_i^\dagger x_i + z,$$

which is the same as that of MIMO MAC considered in Chapter 3 (see [38]). If $Q_i \overset{\Delta}{=} E \left[ x^i (x^i)^\dagger \right]$, then the mathematical formulation [4, 20, 38] of the sum capacity of the dual MIMO MAC is:

$$C_{dmac}(H_1^\dagger, \cdots, H_K^\dagger, P) =$$

$$\max_{\{Q_i\}_{i=1}^K} \left\{ \log \left( \det \left( I + \sum_{i=1}^{K} H_i^\dagger Q_i H_i \right) \right) \right\} \left| Q_i \succeq 0, \sum_{i=1}^{K} \text{Tr} (Q_i) \leq P \right\}. \tag{4.1}$$

The key difference between (4.1) and the problem formulated in (3.1) for the MAC is the power constraint. In (4.1) we have a sum power constraint, $\sum_{i=1}^{K} \text{Tr} (Q_i) \leq P$, whereas in (3.1) we have individual power constraints, $\text{Tr} (Q_i) \leq P_i$. As mentioned earlier, this couples the iterative water-filling stages and requires different treatment from that in Chapter 3.

We observe that the problem in (4.1) can be written in the following abstract form, reminiscent of that in Chapter 3,

$$\max \left\{ f(x_1, x_2, \ldots, x_K) \left| x_i \in \mathbb{R}^m_i, (x_1, x_2, \ldots, x_K) \in V, \forall i \in \{1, 2, \ldots, K\} \right\} \right\}, \tag{4.2}$$
where $f(x_1, x_2, \ldots, x_K)$ is concave and differentiable, $n_i$ is a natural number, 
$\sum_{i=1}^{K} n_i = n_s$ and $V \subset \mathbb{R}^{n_s}$ is convex and closed. We would like to draw attention to the difference between the feasible set $V$ here and the feasible set of the formulation for the MIMO MAC in (3.2). The problem in (4.2) will be used to construct a rigorous proof of convergence of the iterative water-filling algorithm for the problem in (4.1) that will be discussed in Section 4.4. Utilizing a similar derivation to that in Proposition 3.4.1, it is simple to show that the problem in (4.1) is a special case of the generalized mathematical problem (4.2).

4.2 Iterative Water-Filling under a Sum Power Constraint

Given the successful application of iterative water-filling to the MIMO MAC (with individual power constraints; cf. Chapter 3), a natural question to ask is whether the iterative water-filling algorithm can be modified in such a way that it will generate an optimal solution to the dual MIMO MAC of the MIMO BC (in which there is a sum power constraint), and hence generate an optimal solution to the sum rate optimization problem for the MIMO BC. In [20], two such modifications were proposed. The first is based on the principles of the block coordinate ascent algorithm, but requires a significant amount of memory. The second is a modification of the first that requires less memory, but deviates from the principles of block coordinate ascent. The algorithms are as follows.

Algorithm 4.1 (Algorithm 1 in [20]):
Input: Channel matrices $H_i$, the initial covariances $Q^{(n)}_i$ assigned to arbitrary positive semidefinite matrices, $\tilde{n} = -(K-2), \ldots, 0$ and $i = 1, \ldots, K$.

1) Generate effective channels

$$G^{(n)}_i = H_i \left( I + \sum_{j=1}^{K-1} H_{[i+j]K}^\dagger Q^{(\tilde{n}-K+j)}_{[i+j]K} H_{[i+j]K} \right)^{-\frac{1}{2}},$$

$i = 1, \ldots, K$, where $[x]_K \triangleq \text{mod} ((x - 1), K) + 1$.

2) Treating these effective channels as parallel, noninterfering channels, obtain the new covariance matrices $\{Q^{(n)}_i\}_{i=1}^K$ by water-filling over a virtual block diagonal channel matrix with diagonal blocks $G^{(n)}_i$ under the sum power $P$ constraint. That is,

$$\arg \left( \max_{\{Q_i\}_{i=1}^K} \left\{ \sum_{i=1}^{K} \log \left( \det \left( I + (G^{(n)}_i)\dagger Q_i G^{(n)}_i \right) \right) \right\} \left| \begin{array}{c} Q_i \geq 0, \\ \sum_{i=1}^{K} \text{Tr}(Q_i) \leq P \end{array} \right\} \right).$$

(4.3)

Set $\tilde{n} = \tilde{n} + 1$ and then go to 1).

Remark 4.2.1. Each set of $K$ iterations in Algorithm 4.1 constitutes one iteration of the corresponding block coordinate ascent algorithm (BCAA). Therefore, Algorithm 4.1 can be viewed as a submapping of the BCAA under the sum power constraint, and hence it converges (to the global optimum). This conclusion stems directly from the rigorous proof of the convergence theorem in Section 3.4.
The above statement is a clean proof of convergence of Algorithm 4.1, but this algorithm bears a heavy memory burden [20], and the following modification was proposed in [20].

Algorithm 4.2 (Algorithm 2 in [20]):

**Input:** Channel matrices $H_i$, the initial covariances $Q_i^{(0)}$ assigned to arbitrary positive semidefinite matrices, $i = 1, \ldots, K$.

1) Generate effective channels

$$G_i^{(n)} = H_i \left( I + \sum_{j \neq i} H_j^\dagger Q_j^{(n-1)} H_j \right)^{-\frac{1}{2}},$$

$i = 1, \ldots, K$.

2) Treating these effective channels as parallel, noninterfering channels, the new covariance matrices $\{Q_i^{(n)}\}_{i=1}^K$ by water-filling over a virtual block diagonal channel matrix with diagonal blocks $G_i^{(n)}$ under the sum power $P$ constraint. That is,

$$\left\{ Q_i^{(n)} \right\}_{i=1}^K = \arg \left( \max_{\{Q_i\}_{i=1}^K} \left\{ \sum_{i=1}^K \log \left( \det \left( I + (G_i^{(n)})^\dagger Q_i G_i^{(n)} \right) \right) \mid Q_i \succeq 0, \sum_{i=1}^K \text{Tr}(Q_i) \leq P \right\} \right). \tag{4.4}$$

3) Compute the updated covariance matrices $Q_i^{(n)}$, as

$$Q_i^{(n)} = \frac{1}{K} Q_i^{(n)} + \frac{K-1}{K} Q_i^{(n-1)}, \ i = 1, \ldots, K.$$
Set $\tilde{n} = \tilde{n} + 1$ and then go to 1).

**Remark 4.2.2.** As was the case for the conventional MIMO MAC discussed in Chapter 3, in the water-filling steps of both Algorithm 1 and Algorithm 2 (step 2 in both algorithms) one can employ the Fibonacci search algorithm developed in Chapter 2. However, because of the block diagonal nature of the virtual channel, the details of that algorithm need to be modified for this case. The modifications to find $Q_i^{(n)}$ are divided into the following three steps:

**Step 1: Pre-Processing.**

Compute the unitary matrix $U_i^{(n)} \in \mathbb{C}^{n \times n}$ by calculating the eigenvalue decomposition satisfying

$$\Lambda_i = \left(U_i^{(n)}\right)^\dagger G_i^{(n)} \left(U_i^{(n)}\right)^\dagger = \text{diag}\left((\Lambda_{i})_{1,1}, \ldots, (\Lambda_{i})_{n,n}\right).$$

Assume that $(\Lambda_{i})_{\ell,\ell} \geq (\Lambda_{i})_{\ell+1,\ell+1}, \forall \ell, i$. Let $\left\{(\Lambda_{1})_{1,1}, \ldots, (\Lambda_{K})_{n,n}\right\}$ be ordered monotonically decreasing into $\left\{\lambda_{k}\right\}_{k=1}^{K \times n}$.

$$j(i) \triangleq \max \left\{j \mid (\Lambda_{i})_{j,j} > 0\right\}$$

and let

$$\overline{n} \triangleq \sum_{i=1}^{K} j(i) \leq \min \{Kn, Km\}.$$

**Step 2: Water-Filling with Fibonacci Search.**

Let

$$S_k \triangleq \frac{1}{k} \left\{P - \left[(k - 1) \frac{1}{\lambda_k} - \sum_{i \in \{1, \ldots, k-1\} \cap \{k \geq 2\}} \frac{1}{\lambda_i}\right]\right\}.$$
Search

\[ k^* = \max \{ k | S_k > 0, 1 \leq k \leq n \} \]

and

\[ k_i^* = \max \{ j | (\Lambda_i)_{j,j} \geq \lambda_{k^*}, 1 \leq k \leq j (i) \}. \]

Here, the Fibonacci approximation ratio \( \frac{1}{3} \) and \( \frac{2}{3} \) are used for searching \( k^* \) and \( k_i^* \), and this method is also called the Fibonacci search. Searching \( k^* \) is similar to that in Algorithm 3.1. The searching of \( k_i^* \) is presented as follows.

1st Step. Assume that \( a = 1 \) and \( b = j (i), \forall i \).

2nd Step. If \( a = b \), then \( k_i^* = a \) and go to Step 3.

Else, \( a_1 = [a + \frac{1}{3} (b - a)] \), \( b_1 = [a + \frac{2}{3} (b - a)] \).

3rd Step. If \((\Lambda_i)_{a_1,a_1} < \lambda_{k^*}\), then \( b = a_1 - 1 \) and go to the 2nd step;

If \((\Lambda_i)_{b_1,b_1} \geq \lambda_{k^*}\), then \( a = b_1 \) and go to the 2nd step;

If \((\Lambda_i)_{a_1,a_1} \geq \lambda_{k^*} > (\Lambda_i)_{b_1,b_1}\), then \( a = a_1, b = b_1 - 1 \) and go to the 2nd step.

Step 3: Find Optimal Solution of (4.3).

1st Step. Compute \( S^* \in \mathbb{C}^{n \times n} \) as follows:

\[
(S^*_1)_{t,t} = \frac{1}{\lambda_{k^*}} - \frac{1}{(\Lambda_i)_{t,t}} + S_{k^*}, 1 \leq t \leq k_i^*; \\
(S^*_1)_{t,t} = 0, k_i^* < t \leq n; \\
(S^*_1)_{s,t} = 0, s \neq t.
\]

2nd Step. Compute \( Q_i^{(\text{a})} = U_i^{(\text{a})} S_i^* (U_i^{(\text{a})})^\dagger \).
4.3 Weaknesses of the Existing Research Regarding Convergence of Algorithm 4.2

As discussed in Remark 4.2.1, Algorithm 4.1 (Algorithm 1 in [20]) is based on the principles of block coordinate ascent and by modifying the convergence argument in [20] to include the rigorous convergence proof in Chapter 3, a rigorous proof of convergence of Algorithm 4.1 can be established. Algorithm 4.2 (Algorithm 2 in [20]) was developed to avoid the heavy memory burden carried by Algorithm 4.1, but the modifications that were made to obtain Algorithm 4.2 result in deviations from the principles of block coordinate ascent, and hence convergence of this algorithm needs to be examined separately. This was attempted in [20], but as we will discuss intuitively below, that attempt contains a weakness, due to an invalid application of Zangwill's Convergence Theorem B (see [44], page 128). Interestingly, a similar weakness can be found in [23]. In Section 4.4 we will provide a rigorous proof of convergence of Algorithm 4.2 based on fixed point theory.

4.3.1 Inapplicability of Zangwill's Convergence Theorem B to Algorithm 2 of [20]

Let us use the symbol $S_1$ to denote steps 1) and 2) of Algorithm 4.2 and let $SS$ denote step 3), which is sometimes called the spacer step. Algorithm 4.2 iterates in the following order: $S_1, SS, S_1, SS, S_1, SS, \ldots$.

The cyclic coordinate ascent algorithm with the spacer step iterates by this order: $CCAA, SS, CCAA, SS, CCAA, SS, \ldots$ where $CCAA$ denotes the cyclic coordinate
ascent algorithm. Therefore, to apply Zangwill’s Convergence Theorem B, which applies to cyclic coordinate ascent algorithm, to Algorithm 4.2 it must be shown that $S_1$ is a $CCAA$ step. However, it is clear from Algorithm 4.2 that $S_1$ is not cyclic. Indeed it is only a submapping of a $CCAA$ step.

Without further ado, the difference here is easily seen. A counter example can be easily constructed so that a sub-mapping of $CCAA$, e.g. $S_1$, is not guaranteed to converge under Zangwill’s Convergence Theorem B. Hence, Zangwill’s Convergence Theorem B cannot be used to guarantee convergence of Algorithm 4.2. Therefore, the convergence proof in [20], which relies on Zangwill’s Convergence Theorem B, does not guarantee convergence of Algorithm 4.2.

4.4 Convergence of Algorithm 4.2

We will provide a rigorous proof of convergence of Algorithm 4.2.

4.4.1 Fixed Point Theory, Continuity and Convergence of the Algorithms

In this subsection, we will first propose a definition of the average function to present a new algorithm that we will denoted by DBCAA, which stands for the diagonal block coordinate ascent algorithm. Convergence of the DBCAA will be proved rigorously, and this will lead to a rigorous proof of convergence of the iterative water-filling algorithm for the MIMO BC, with or without Fibonacci search.
To clearly express the process of finding the solution to the problem in (4.1), function $F$ will be defined as follows,

$$
\forall \mathbf{x} \in \mathbb{R}^{Kn_x}, \mathbf{x} = (x_{1,1}, x_{1,2}, \cdots, x_{1,K}; \cdots; x_{K,1}, x_{K,2}, \cdots, x_{K,K}),$$

$$(x_{1,1}, x_{2,2}, \cdots, x_{K,K}) \in V; x_{i,j} \in \mathbb{R}^{n_j} (\forall l), j = 1, 2, \ldots, K.$$

$$F(\mathbf{x}) \triangleq \frac{1}{K} \sum_{l=1}^{K} f(x_{l,1}, x_{l,2}, \cdots, x_{l,K}), \quad (4.6)$$

where we call the function $F$ the average function. We also define the sets

$$V_D \triangleq \left\{ \mathbf{z} = (z_{1,1}, \cdots, z_{1,K}; \cdots; z_{K,1}, \cdots, z_{K,K}); z_{l,j} \in \mathbb{R}^{n_j}, \forall l, j; (z_{1,1}, z_{2,2}, \cdots, z_{K,K}) \in V \right\} \subset \mathbb{R}^{Kn_x},$$

$$V_{D_1} \triangleq \\
\left\{ \left(\begin{array}{c}
  z_1, \cdots, z_{K_1} \\
  \vdots \\
  z_1, \cdots, z_K
\end{array}\right) \in V_D | z_l \in \mathbb{R}^{n_l}, l \in \{1, 2, \cdots, K\} \right\}.$$ 

It can be easily seen that $V_D$ and $V_{D_1}$ are convex, and $V_{D_1} \subset V_D$.

The diagonal block coordinate ascent algorithm for the generalized mathematical problem in (4.2), which is an abstract framework for Algorithm 4.2, is formally defined as follows.

**DBCAA: Diagonal Block Coordinate Ascent Algorithm**

**Step 1. Choice of Initial Point:**
An initial point

\[ z^0 \in V_{D1} \subset V_D \subset \mathbb{R}^{K_{ns}}. \]

\[ z^0 = (z_1^0, \ldots, z_K^0; \ldots; z_1^0, \ldots, z_K^0), \]

where \((z_1^0, \ldots, z_K^0) \in V \subset \mathbb{R}^{ns}\) and \(z_l^0 \in \mathbb{R}_n, \forall l \in \{1, 2, \ldots, K\}.

**Step 2. Definition of Operator B:**

Given

\[ z^{k-1} \in V_{D1} \subset V_D \subset \mathbb{R}^{K_{ns}}, \forall k - 1 \in \kappa \subset \mathbb{N} \cup \{0\}, \]

where \(\mathbb{N}\) is the set of natural numbers. Here, \(\kappa \triangleq \{0, 2, 4, 6, \ldots, 2m, \ldots\}\), where \(m\) is a non-negative integer, i.e., the set of non-negative even numbers.

Operator \(B\) is obtained as follows. It is a mapping from \(z^{k-1}\) to the optimal solution set of

\[
\max_{x \in V_D} \left\{ F(x) \mid (x_{1,1}, x_{2,2}, \ldots, x_{K,K}) \in V; \right. \\
x_{i,j} = z_{j-1}^{k-1}, \text{ for } i \neq j \text{ and } 1 \leq i, j \leq K \}
\]

an optimal solution belongs to \(B(z^{k-1}) \subset V_D\) and we denote by \(z^k\) the optimal solution. Obviously, operator \(B\) is an algorithm over \(V_D\). Thus it is called the block diagonal coordinate ascent algorithm. Note the difference in terminology between the block diagonal coordinate ascent algorithm and the diagonal block coordinate ascent algorithm.
Step 3. Definition of the Average Mapping:

Given $z^k \in B(z^{k-1}) \subset V_D$, $k-1 \in \kappa$, i.e., $k \notin \kappa$,

$$z^{k+1}_{[1,K]} \triangleq \left( \frac{1}{K} \sum_{j=1}^{K} z_{j,1}^k, \frac{1}{K} \sum_{j=1}^{K} z_{j,2}^k, \ldots, \frac{1}{K} \sum_{j=1}^{K} z_{j,K}^k \right) \in V \subset \mathbb{R}^n.$$

Thus, $z^{k+1}_{[1,K]} = \left( \frac{1}{K} z_{1,1}^k + \frac{K-1}{K} z_{1,k-1}^k, \frac{1}{K} z_{2,2}^k + \frac{K-1}{K} z_{2,k-1}^k, \ldots, \frac{1}{K} z_{K,K}^k + \frac{K-1}{K} z_{K,k-1}^k \right)$. 

Furthermore,

$$z^{k+1} \triangleq \left( z^{k+1}_{[1,K]} ; \ldots ; z^{k+1}_{[1,K]} \right) \in V_{D1} \subset V_D,$$

where a mapping from $z^k$ to $z^{k+1}$ is formed naturally and it is called the average mapping and is written as $Av$. This step will be called the spacer step.

Step 4. Definition of Algorithm DBCAA:

Algorithm DBCAA is defined as the mapping product $Av \cdot B$. 
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Since $f$ is concave,

$$F(z^k) = \frac{1}{K} \sum_{\ell=1}^{K} f(z_{1,\ell}^k, z_{2,\ell}^k, \ldots, z_{t,\ell}^k)$$

$$= \frac{1}{K} \left\{ f(z_{1,1}^k, z_{2,1}^{k-1}, \ldots, z_{K,1}^{k-1}) + \cdots + f(z_{1,K}^k, z_{2,K}^{k-1}, \ldots, z_{K,K}^{k-1}) \right\}$$

$$\leq f\left( \frac{1}{K} z_{1,1}^k + \frac{K-1}{K} z_{2,1}^{k-1}, \ldots, \frac{1}{K} z_{K,K}^k + \frac{K-1}{K} z_{K,K}^{k-1} \right)$$

$$\leq \frac{1}{K} \sum_{\ell=1}^{K} f\left( \frac{1}{K} z_{1,\ell}^k + \frac{K-1}{K} z_{2,\ell}^{k-1}, \ldots, \frac{1}{K} z_{K,\ell}^k + \frac{K-1}{K} z_{K,\ell}^{k-1} \right)$$

$$\leq F(z^{k+1}).$$

**Remark 4.4.1.** In Step 3 of the diagonal block coordinate ascent algorithm, the average mapping, which has already been denoted by $Av$, can be extended into $Av : V_D \rightarrow V_D$. If, $\forall x, x \in V_D$, then $Av(x) \in V_D$ and $F(x) \leq F(Av(x))$, due to the definitions of $V_D$ and $F$.

Because Proposition 3.4.3 is only applicable to the block coordinate ascent algorithm (BCAA), a more general proposition than that in Proposition 3.4.3 will be introduced to help to establish convergence of the diagonal block coordinate ascent algorithm (DBCAA). This more generalized proposition will unify the foundation for convergence of Algorithm 3.1 and Algorithm 4.2.

The maximization mapping was defined previously by Definition 3.4.2. For example, algorithm $B$ of the diagonal block coordinate ascent algorithm is the maximization mapping, when its optimal solution is unique. In detail, algorithm $B$, as a maximization mapping, is defined with the objective function $Z \triangleq F$, $\tilde{V}_1 \triangleq V_{DI}$ and $\bar{V} \triangleq V_D$ in the diagonal block coordinate ascent algorithm.
To simplify the discussion of convergence of the DBCAA and its extension, the monotonically increasing mapping is defined as follows.

**Definition 4.4.2 (Monotonically Increasing Mapping).** For a continuous function $Z : \tilde{V} \rightarrow \mathbb{R}$, if the mapping $M : \tilde{V} \rightarrow \tilde{V}$ satisfies

$$Z(M(v)) \geq Z(v),$$

then $M$ is said to be a monotonically increasing mapping.

For instance, the identity mapping $I$ and the average mapping, $Av$, of the diagonal block coordinate ascent algorithm are monotonically increasing mappings.

Given the definition of a monotonically increasing mapping, we have the following proposition to reveal the relationship between the accumulation point and the fixed point for more generalized algorithms.

**Proposition 4.4.3.** Let the product mapping $A \triangleq M_1O_1 \cdot M_2O_2 \cdot M_1O_1$, where the natural number $\ell \leq K$, determine an algorithm that given a point $z^0$ generates the sequence $\{z^k\}_{k=0}^{\infty}$ with $z^{k+1} = A(z^k)$, $\forall k$. Suppose

1. All points $z^k$ are in a compact set $X \subset \tilde{V}_1 \subset \tilde{V}$,
2. $O_1 : \tilde{V}_1 \rightarrow \tilde{V}$ and $O_m : \tilde{V} \rightarrow \tilde{V}$, $\forall m > 1$, are the maximization mappings, and each $M_m : \tilde{V} \rightarrow \tilde{V}$, $\forall m$, is a monotonically increasing mapping,
3. For any accumulation point, $z^\infty$, of $\{z^k\}_{k=0}^{\infty}$, $M_m(z^\infty) = z^\infty$, $m \in \{1, 2, \ldots, l-1\}$, and
4. The maximization mappings $O_m$ and the monotonically increasing mappings $M_m, M_m$, are continuous over their domains respectively.

Then for the maximization mapping $O_m$, the accumulation point, $z^\infty$, is a fixed point, i.e., $z^\infty = O_m(z^\infty), m = 1, 2, \ldots, \ell$.

**Proof.** Observing Condition 1, there must be a $\kappa \subset \mathbb{N} \cup \{0\}$ and a convergent subsequence such that $z^k \to z^\infty$, for $k \in \kappa$. Using Condition 2, we see that

$$Z(z^{k+1}) \geq Z(z^k), \forall k \in \mathbb{N} \cup \{0\}.$$ 

So, $\{Z(z^k)\}_{k=0}^{\infty}$ is a monotonically increasing sequence. According to the limit property of the monotonic sequence, if the limit of some subsequence of the sequence exists and the sequence is monotonically increasing, then the limit of the sequence exists and the limit of the sequence is equal to the limit of the subsequence. Thus, $\lim_{k \to \infty} Z(z^k)$ exists and

$$\lim_{k \to \infty} Z(z^k) = \lim_{k \in \kappa} Z(z^k).$$

Since $Z$ is continuous,

$$\lim_{k \to \infty} Z(z^k) = Z(z^\infty). \quad (4.7)$$

Due to the fact that $\{z^{k+1}\}_{k \in \kappa} \subset X$, where $X$ is compact, $\exists \kappa^1 \subset \kappa$ such that $\lim_{k \in \kappa^1} z^{k+1}$ exists and the limit is written as $y^\infty$, i.e., $\lim_{k \in \kappa^1} z^{k+1} = y^\infty$. Similar to the derivation mentioned above,

$$\lim_{k \to \infty} Z(z^k) = Z(y^\infty). \quad (4.8)$$
From (4.7), (4.8) and Condition 4, 

\[ Z(z^\infty) = Z(y^\infty) = Z \left( \lim_{k \to \infty} A(z^k) \right) = Z(A(z^\infty)) \] implies \( Z(z^\infty) = Z(A(z^\infty)) \).

For \( m = 1 \), \( Z(z^\infty) = Z(A(z^\infty)) \geq Z(O_1(z^\infty)) = Z(z^\infty) \). Then \( Z(z^\infty) = Z(O_1(z^\infty)) \). Because \( z^\infty \) is the feasible point related to \( O_1 \) and \( O_1 \) is the mapping from a point to a maximum point, corresponding to the definition of mapping, \( O_1(z^\infty) = z^\infty \).

Assume that, as \( 1 \leq m < \ell, O_m(z^\infty) = z^\infty \). Because

\[ Z(z^\infty) = Z(A(z^\infty)) \]

\[ \geq Z(O_{m+1}M_mO_m \cdots M_1O_1(z^\infty)) \geq Z(z^\infty) \]

and, due to the induced assumption and Condition 3,

\[ Z(O_{m+1}M_mO_m \cdots M_1O_1(z^\infty)) = Z(O_{m+1}(z^\infty)), \text{ and } Z(z^\infty) = Z(O_{m+1}(z^\infty)). \]

Because \( z^\infty \) is the feasible point related to \( O_{m+1} \) and \( O_{m+1} \) is a mapping from a feasible point to a maximum point, \( O_{m+1}(z^\infty) = z^\infty \).

Therefore for the maximization mapping \( O_m, \forall m \), the accumulation point, \( z^\infty \), is a fixed point, i.e., \( z^\infty = O_m(z^\infty) \). \[ \square \]

Based on Proposition 4.4.3, we can introduce the following theorem on convergence of the diagonal block coordinate ascent algorithm.
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Theorem 4.4.4. Consider the abstract formulation in (4.2) and, assume that $f$ is concave and differentiable, that $V$ is convex and that either $V$ is compact or the superlevel set $\{x|f(x) \geq f(z^0)\}$ is bounded. Now, if the mapping $B$ is continuous over $V_{D1}$, then the confined preceding $K$ block components, $z_{1:K}^{\infty}$, of the limit of any convergent subsequence of $\{z^k\}_{k=0}^{\infty}$ generated by the diagonal block coordinate ascent algorithm is an optimal point of (4.2) and $\{f(z^k)\}_{k=0}^{\infty}$ approaches to the optimal value.

Proof. Assume that the diagonal block coordinate ascent algorithm produces the sequence $\{z^k\}_{k=0}^{\infty}$ and $z^\infty$ is the limit of a convergent subsequence of the sequence.

Due to the compactness of $V$ or the boundedness of set $\{x|f(x) \geq f(z^0)\}$, Condition 1 of Proposition 4.4.3 is satisfied. If $M_1 : V_D \rightarrow V_D$ is the average mapping and mapping $O_1$ is defined by mapping $B : V_{D1} \rightarrow V_D$, then the diagonal block coordinate ascent algorithm, as an algorithm, is the same as the product mapping $A(-M_1O_1)$ and Condition 2 of Proposition 4.4.3 is satisfied. Condition 3 of Proposition 4.4.3 is satisfied due to $f! = 1$. Because the average mapping is continuous over $V_D$, the continuity of mapping $B$ is assumed, Condition 4 of Proposition 4.4.3 is satisfied. Then for maximization mapping $B$, the accumulation point, $z^\infty$, is a fixed point, i.e., $z^\infty = B(z^\infty)$. According to the optimality condition of convex programming,

$$
\left( F_{z_{1,1}}(z^\infty), F_{z_{2,2}}(z^\infty), \ldots, F_{z_{K,K}}(z^\infty) \right) \begin{pmatrix}
z_{1,1} - z_{1}^{\infty} \\
z_{2,2} - z_{2}^{\infty} \\
\vdots \\
z_{K,K} - z_{K}^{\infty}
\end{pmatrix} \leq 0,
$$

(4.9)
where, \( \forall (z_{1,1}, z_{2,2}, \cdots, z_{K,K}), (z_{1,1}, z_{2,2}, \cdots, z_{K,K}) \in V \).

So,

\[
\begin{pmatrix}
  x_1 - z_{1}^\infty \\
  x_2 - z_{2}^\infty \\
  \vdots \\
  x_K - z_K^\infty
\end{pmatrix} \leq 0, \quad (4.10)
\]

where, \( \forall (x_1, x_2, \cdots, x_K), (x_1, x_2, \cdots, x_K) \in V \).

Hence,

\[
f_x(z^\infty_{[1:K]})(x - z^\infty_{[1:K]}) \leq 0, \forall x \in V.
\]

Therefore, \( z^\infty_{[1:K]} \) is an optimal solution, corresponding to the assumption of convex programming from the generalized mathematical problem in (4.2), and, due to the monotonicity of sequence \( \{f(z^k)\}_{k=1}^\infty \), the sequence approaches to the optimal value.

\[\square\]

It is a meaningful question how to guarantee that algorithm \( B : V_{D_1} \rightarrow V_D \) in the definition of the diagonal block coordinate ascent algorithm is a mapping and satisfies the continuity over \( V_{D_1} \). It is immediate that if the maximization programming, corresponding to algorithm \( B \), has a unique optimal solution, then algorithm \( B \) is a mapping, i.e., it is a mapping from a point to a point, and algorithm \( B \) satisfies the uniqueness condition. In fact, it can be proved that if the uniqueness holds, then mapping \( B \) also satisfies the continuity, i.e., it is continuous over \( V_{D_1} \). Below, we will...
first show the uniqueness of algorithm \( B \). Then the continuity of algorithm \( B \) will be proved.

**Definition 4.4.5** (Diagonal Uniqueness Condition). \( \forall z^{k-1} \in V_{D1}, \) If the optimal solution set

\[
\arg\left( \max_{x \in V} \left\{ \frac{1}{K} \sum_{t=1}^{K} f \left( z_{1}^{k-1}, \ldots, z_{t-1}^{k-1}, x_t, z_{t+1}^{k-1}, \ldots, z_{K}^{k-1} \right) \right\} \right) \subset V
\]

is a single point set, then the average sum function \( F(x) \) in (4.6) of \( f(x) \) is said to satisfy the diagonal uniqueness condition over set \( V_{D1} \).

The name "Diagonal Uniqueness Condition" stems from positions of the optimized block variables, which match with the diagonal blocks of a blocked matrix.

\[
\begin{pmatrix}
  x_{1,1} & x_{1,2} & \cdots & x_{1,K} \\
  x_{2,1} & x_{2,2} & \cdots & x_{2,K} \\
  \vdots & \vdots & \ddots & \vdots \\
  x_{K,1} & x_{K,2} & \cdots & x_{K,K}
\end{pmatrix}
\]

The meaning of an entry \( x_{t,j} \) \((Vt,j)\), as a block of the blocked matrix, is the same as in (4.6).

Based on Definition 4.4.5, we have the following lemma on the continuity of the diagonal block coordinate ascent algorithm.

**Lemma 4.4.6.** Suppose that \( f(x) \) is continuous and \( F(x) \) satisfies the diagonal uniqueness condition over set \( V_{D1} \), and suppose that \( V \) is closed. If \( V \) is bounded
or set \\
\{x \in V | f(x) \geq f(x^0)\} \text{ is bounded, then the algorithmic mapping } B \text{ is continuous.}

Proof. \forall \overline{z}, \overline{z} \in V_{D,1}. Assume that \{z^k\} \subset V_{D,1} \text{ and } \lim_{k \to \infty} z^k = \overline{z}. v^k \triangleq B(z^k), \overline{w} \triangleq B(\overline{z}). \{v^k\} \text{ has an accumulation point denoted by } \overline{v} \text{ due to the boundedness of } V \text{ or set } \{x \in V | f(x) \geq f(x^0)\}. \text{ If } \{v^k\} \text{ does not converge, a subsequence } \{v^{k_r}\}, \text{ which converges to } \overline{v} \text{ as } r \text{ tends to infinity, can be selected from } \{v^k\}. \text{ Hence, two convergent subsequences } \{v^{k_r}\} \text{ and } \{z^{k_r}\} \text{ can be acquired. So, without loss of generality, assume that } \{v^k\} \text{ converges to } \overline{v}. \text{ From the definition of } B, \text{ it holds that } \overline{v}_{\ell,j} = \lim_{k \to \infty} v^k_{\ell,j} = \overline{z}_{\ell,j} (\ell, j \in \{1, \ldots, K\} \cap \{\ell \neq j\}). \text{ Since } V \text{ is closed and } \{v^k\} \subset V_D, \overline{v} \in V_D. \text{ Due to } \overline{w} \triangleq B(\overline{z}) \text{ and } \overline{v}_{\ell,j} = \overline{z}_{\ell,j} = \overline{w}_{\ell,j}, (\ell, j \in \{1, \ldots, K\} \cap \{\ell \neq j\}),

\begin{align*}
F(\overline{w}) & \geq F(\overline{v}). \quad (4.11)
\end{align*}

On the other hand, construct a sequence as follows.

\begin{itemize}
\item \(w^k \in \mathbb{R}^{K_n}, \forall k\), is defined by following two steps.
\item \(w^k_{\ell,j} \triangleq \overline{w}_{\ell,j}, \text{ for } \ell = j\)
\item \(w^k_{\ell,j} \triangleq z^k_{\ell,j}, \text{ for } \ell \neq j\)
\end{itemize}

Thus, \(w^k \in V_D, \forall k\), is obtained.

It is easily seen that \(\{w^k\} \subset V_D \text{ and } \lim_{k \to \infty} w^k = \overline{w}\). Hence,

\begin{align*}
F(\overline{v}) & \geq F(\overline{w}). \quad (4.12)
\end{align*}

From (4.11) and (4.12), \(F(\overline{v}) = F(\overline{w}) = F(B(\overline{z})). \) When the consideration of
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the diagonal uniqueness condition is being added into the above equalities, \( \overline{v} = \overline{w} \) holds, i.e., \( \lim_{k \to \infty} B(z^k) = \lim_{k \to \infty} v^k = \overline{v} = \overline{w} = B(\overline{z}) \). Thus, \( B \) is continuous over \( V_{D1} \).

**Corollary 4.4.7.** Consider the abstract formulation in (4.2). Assume that \( f \) is concave and differentiable, that the average sum function \( F(x) \) in (4.6) satisfies the diagonal uniqueness condition over set \( V_{D1} \), that \( V \) is convex and that either \( V \) is compact or the superlevel set \( \{ x \in V | f(x) \geq f(z^0) \} \) is bounded. Then the confined preceding \( K \) block components, \( z^\infty_{[1:K]} \), of the limit of any convergent subsequence of \( \{ z^k \}_{k=0}^\infty \) generated by the diagonal block coordinate ascent algorithm is an optimal point of (4.2) and \( \{ f(z^k) \}_{k=0}^\infty \) approaches to the optimal value.

**Remark 4.4.8.** Proposition 4.4.3 offers a unified structure for the block coordinate ascent algorithm and the diagonal block coordinate ascent algorithm. Under this structure, the block coordinate ascent algorithm and the diagonal block coordinate ascent algorithm are considered as two cases of the same theoretic framework.

### 4.4.2 Convergence of IWFA under the Sum Power Constraint

To simplify the discussion of convergence of the DBCAA and Algorithm 4.2, for the problem in (4.1), we define

\[
    f(Q_1, Q_2, \cdots, Q_K) \triangleq \log \left( \det \left( I + \sum_{i=1}^{K} H_i^H Q_i H_i \right) \right),
\]

\[
    V = \left\{ (Q_1, Q_2, \cdots, Q_K) \mid Q_i \succeq 0, \forall i, \sum_{i=1}^{K} \text{Tr}(Q_i) \leq P \right\},
\]
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and $V_{D1} =$

\[
\left\{ \left( Q_1, Q_2, \cdots, Q_K; Q_1, Q_2, \cdots, Q_K; \cdots; Q_1, Q_2, \cdots, Q_K \right) \mid (Q_1, Q_2, \cdots, Q_K) \in V \right\}.
\]

Here, the diagonal block coordinate ascent algorithm with the spacer step, as applied to the problem in (4.1), corresponds to Algorithm 4.2. The number of entries of $Q_i$ is equivalent to $n_i$ in the definition of the DBCAA. Let us define

$$\forall (\overline{Q}_1, \overline{Q}_2, \cdots, \overline{Q}_K) \in V, x|_{[1:K]} \triangleq (\overline{Q}_1, \overline{Q}_2, \cdots, \overline{Q}_K),$$

where $\overline{Q}_t$ denotes the $t$-th input covariance at the previous iteration, and

$$x = (x|_{[1:K]}, \cdots, x|_{[1:K]}) \in V_{D1}.$$  

We know that there is a unitary matrix $U_i$ such that

$$G_i \triangleq H_i \left( I_m + \sum_{t=1,t\neq i} H_t^* \overline{Q}_t H_t \right)^{-\frac{1}{2}}.$$  

is a diagonal matrix, written as $\Lambda_i$, and

$$\Lambda_i \triangleq \text{diag} \left( (\Lambda_i)_{1,1}, (\Lambda_i)_{2,2}, \cdots, (\Lambda_i)_{n,n} \right) \in \text{Re}^{n \times n} \subset \text{C}^{n \times n},$$

where

$$(\Lambda_i)_{t,t} \geq (\Lambda_i)_{t+1,t+1} \quad (\forall \ell).$$
For some $i$, the set
\[
\left\{ \ell | (\Lambda_i)_{\ell, \ell} > 0, \ell \in \{1, 2, \ldots, n\} \right\}
\]
is not empty due to the assumption $H_i \neq 0$ made just before the definition of Algorithm 4.1 and, $\forall i$,
\[
\ell_{\max}(i) \triangleq \max \left\{ \ell | (\Lambda_i)_{\ell, \ell} > 0, \ell \in \{1, 2, \ldots, n\} \right\}.
\]

Given $\{U_i\}_{i=1}^K$,
\[
V_1 \triangleq \left\{ \left( U_1^H Q_1 U_1, U_2^H Q_2 U_2, \ldots, U_K^H Q_K U_K \right) \mid (Q_1, Q_2, \ldots, Q_K) \in V \right\},
\]
and it is easy to see that $V_1$ is convex and $V_1 \subset V$.

\[
V_2 \triangleq \left\{ (Q_1, Q_2, \ldots, Q_K) \in V \left| \begin{array}{l}
(Q_i)_{s,t} = 0, \text{ for } s \neq t; \\
(Q_i)_{s,s} = 0, \forall s \in \{\ell_{\max}(i) + 1, \ldots, n\}; \forall i
\end{array} \right. \right\}
\]
and it is true that $V_2$ is convex and $V_2 \subset V$. The objective
\[
F(x) = \frac{1}{K} \sum_{i=1}^K \log \left( \det \left( I_m + \sum_{l=1, l \neq i}^{K} H_l^H Q_l H_l + H_i^H Q_i H_i \right) \right),
\]
where $x = (Q_1, Q_2, \ldots, Q_K; \ldots; \overline{Q}_1, \ldots, \overline{Q}_{K-1}, Q_K)$ and $(Q_1, Q_2, \ldots, Q_K) \in V$. It is easy to see that the assumed $f(Q_1, Q_2, \ldots, Q_K)$ (the definition of $f$ is referred to in the beginning of this subsection) is concave and continuously differentiable due to the concavity of $\log \det(\cdot)$ (refer to [6], page 74). It is also easy to see the existence of isomorphism between $S_i$ and $(\Re(S_i), \Im(S_i)), \forall i$, and that $V_{D_1}$ and $V$ are convex.
and closed. Hence, the first condition of Corollary 4.4.7 is satisfied. The boundedness of $V$ is to be proven as follows.

Let $(Q_1, Q_2, \cdots, Q_K) \in V$ hold. \( \forall Q_i, Q_i = E \left[ x^i (x^i)^\dagger \right] \) implies \((Q_i)_{j,j} \leq P\). Thus, using the Cauchy-Schwartz inequality,

$$
| (Q_i)_{s,t} | = | E \left[ (x^i_s) (x^i_t) \right] |
\leq \sqrt{E [ |x^i_s|^2 ] E [ |x^i_t|^2 ]}
\leq \sqrt{(Q_i)_{s,s} (Q_i)_{t,t}}.
$$

So \( | (Q_i)_{s,t} | \leq P \) (\( \forall i, j, s \) and \( t \)).

Hence \( V \) is bounded, and hence compact. Another condition of Corollary 4.4.7 is now also satisfied. We will now define a function $f_i$ to be the simplified objective function that corresponds to the case when the $i$-th user is being optimized while other users are kept unchanged under the sum power constraint.

$$
H_{\text{max}}(i) = \frac{\sum_{\ell=1}^{\ell_{\text{max}}(i)} \log \left( 1 + (\Lambda_i)_{\ell,\ell} (Q_i)_{\ell,\ell} \right)}{\ell_{\text{max}}(i)}.
$$

Thus,

$$
\max_{(Q_1, \cdots, Q_K) \in V} \left\{ \frac{1}{K} \sum_{i=1}^{K} \log \left( \det \left( I_m + \sum_{t=1, t \neq i}^{K} H_i^\dagger \overline{Q}_i H_t + H_i^\dagger \overline{Q}_i H_i \right) \right) \left\vert \overline{Q}_i \text{ is given} \right\} \quad (4.13)
$$
Because the Hessian matrix of $\sum_{i=1}^{K} f_i$, i.e., $\sum_{i=1}^{K} \sum_{\ell=1}^{l_{\text{max}}(i)} \log \left(1 + (\Lambda_i)_{\ell,\ell} (Q_i)_{\ell,\ell}\right)$, is 

$$
\begin{pmatrix}
\ln \Lambda_1 \ln (Q_1)_{1,1} & \cdots & \ln \Lambda_K \ln (Q_K)_{1,1} \\
\ln (1 + (\Lambda_1)_{1,1} (Q_1)_{1,1}) & \cdots & \ln (1 + (\Lambda_K)_{1,1} (Q_K)_{1,1}) \\
\end{pmatrix}^2
\begin{pmatrix}
\ln (\Lambda_1)_{\ell_{\text{max}}(i),\ell_{\text{max}}(i)} (Q_i)_{\ell_{\text{max}}(i),\ell_{\text{max}}(i)) \\
\ln (1 + (\Lambda_1)_{\ell_{\text{max}}(i),\ell_{\text{max}}(i)} (Q_i)_{\ell_{\text{max}}(i),\ell_{\text{max}}(i)}) \\
\end{pmatrix}^2
\in \mathbb{R}^{(\sum_{i=1}^{K} l_{\text{max}}(i)) \times (\sum_{i=1}^{K} l_{\text{max}}(i))} \subset \mathbb{C}^{(\sum_{i=1}^{K} l_{\text{max}}(i)) \times (\sum_{i=1}^{K} l_{\text{max}}(i))},
$$

it is a negative definite matrix, and the cardinality of the optimal solution set

$$
\arg \left( \max_{(Q_1, \cdots, Q_K) \in \mathcal{V}^K} \sum_{i=1}^{K} \sum_{\ell=1}^{l_{\text{max}}(i)} \log \left(1 + (\Lambda_i)_{\ell,\ell} (Q_i)_{\ell,\ell}\right) \right)
$$

is one, i.e.,

$$
\left( \arg \left( \max_{(Q_1, \cdots, Q_K) \in \mathcal{V}^K} \sum_{i=1}^{K} \sum_{\ell=1}^{l_{\text{max}}(i)} \log \left(1 + (\Lambda_i)_{\ell,\ell} (Q_i)_{\ell,\ell}\right) \right) \right)^\# = 1.
$$
Therefore, it is easily obtained that the cardinality of the optimal solution set of

\[
\max_{(Q_1,\cdots,Q_K)\in \mathcal{V}} \left\{ \sum_{i=1}^{K} \log \left( \det \left( I_m + \sum_{t=1,t\neq i}^{K} H_t^\dagger \bar{Q}_t H_t + H_t^\dagger Q_i H_i \right) \right) \right\}
\]

is equal to one, corresponding to the equivalence (4.15) of the optimization problems and the definitions of \( V, V^l \) and \( V^d \). An important consequence is that the diagonal uniqueness condition of Corollary 4.4.7 is obtained.

The final optimization problem in (4.15) can be easily solved by some optimization algorithms, for instance, as well known, the conventional water-filling algorithm, or the water-filling algorithm with Fibonacci search presented in Chapter 2. According to Corollary 4.4.7, convergence of Algorithm 4.2 is acquired. If \( \exists H_i = 0 \) (the null matrix), a guarantee of convergence of Algorithm 4.2 to the global optimal solution is obtained from the above derivation and the compactness of the feasible set.

According to the discussion of convergence of Algorithm 4.2, the following corollary is obtained.

**Corollary 4.4.9.** For the dual MIMO MAC problem (or the problem in (4.1)) of the MIMO BC model, the iterative water-filling algorithm (with or without Fibonacci search) under the sum power constraint (i.e., Algorithm 4.2) converges to the optimal solution of the dual MIMO MAC problem. In addition, as the number of iterative steps increases, the corresponding objective value approaches to the optimal objective.
value of (4.1).

In other words, the optimal solution of (4.1) can be found by the iterative water-filling algorithm (Algorithm 4.2) with or without Fibonacci search.
Chapter 5

Conclusions and Future Work

In this thesis, three new water-filling algorithms with Fibonacci search are presented for finding optimal input covariances for the single-user MIMO channel, the MIMO multiple access channel (MAC) and the MIMO broadcast channel (BC). Rigorous convergence proofs for the algorithms are also established.

In detail, Chapter 2 of this thesis presents the Fibonacci search method for speeding up the computation of optimal solutions to the single-user problem. It also describes how the optimal input covariance is constructed, and offers a formal proof of optimality for the constructed solutions. Because the algorithms for the MIMO MAC and the MIMO BC are iterative algorithms in which a single-user problem is solved at each step, the Fibonacci search and the proof of optimality together allow us to find solutions to these multiuser problems more conveniently and efficiently.

In Chapter 3 we studied iterative water-filling algorithms for the multiuser MIMO MAC. In particular, we exposed a weakness in previous convergence proof proposed
by others. Then we established a rigorous proof of convergence for the iterative water-filling algorithm based on fixed point theory. This was done via a complex-valued framework that better matches practical communication systems than the real-valued framework used in previous work. Also, we showed how Fibonacci search could be incorporated into the iterative water-filling algorithm for the MIMO MAC to reduce the computational cost.

In Chapter 4 we studied iterative water-filling algorithms for the multiuser MIMO BC. We explained that there is a so-called dual MIMO MAC for the MIMO BC, and that this dual is equivalent from the sum rate perspective, in the sense that the sum rates are equal and the optimal input covariances can be computed from each other, e.g., [20]. The dual MIMO MAC is of significant interest because the sum rate optimization problem is convex, whereas that for the MIMO BC is not. However, the extension of the iterative water-filling algorithm for the MIMO MAC to the dual MIMO MAC of the MIMO BC is not straightforward (e.g., [20]), because the power constraint couples the stages of the iterative water-filling algorithm, whereas those stages are not coupled in the MAC case. In our analysis, we exposed a weakness in the previous convergence proof proposed by others. Then, we established a rigorous proof of convergence of the iterative water-filling algorithm for the case of the MIMO BC, based on an extended fixed point theory. Also, we showed how Fibonacci search could be incorporated into the iterative water-filling algorithms for the MIMO BC to reduce the computational cost.

On a more general level, this thesis sets up a unified theoretical framework, based
on generalized fixed point theory, for the discussion of convergence of iterative algorithms for the optimal input covariances for MIMO systems. Under this framework, a rigorous convergence proof for each of the constructed algorithms was presented.

Although we managed to answer some of the basic algorithmic questions concerning iterative water-filling algorithms, a number of questions and directions remain open for future work, two of which we will highlight below.

The utilization of the iterative water-filling algorithm with Fibonacci search for the optimization of the sum rate of a MIMO relay system (RS) will be proposed and studied. The MIMO RS of interest consists of a single source-destination pair, with multiple half-duplex decode-and-forward MIMO relays and no direct path from the source to the destination. This system is the concatenation of a MIMO BC (source to relays) and a MIMO MAC (relays to destination). In order to find the solution to the problem of optimizing the rate of the MIMO RS, a hybrid iterative water-filling algorithm with Fibonacci search will be presented, which will combine the iterative water-filling algorithm for the MIMO BC with that for the MIMO MAC. Convergence of this hybrid algorithm will be studied and proved based on our discussions in Chapters 2, 3 and 4, under the unified framework established in this thesis.

The reader might recall from previous discussions that the Fibonacci search can speed up the computation of water-filling, which is one step of the iterative water-filling algorithms (IWFAs). In fact, it may also improve the performance of other aspects of IWFAs. For example, we can replace the simple spacer step in the existing
Consider a MIMO BC with $m = 8$ transmitter antennas, $n = 8$ receiver antennas at each of the $K = 28$ and $K = 38$ receivers, and a sum power bound of $P = 2$. The convergence of the sum rate for Algorithm 2 from [20] (Algorithm 4.2 in this thesis), denoted A2, and that for the algorithm with the Fibonacci-search-inspired spacer step, denoted UP, are plotted in Figure 5.1 for the case of a single realization of channel matrices from the standard i.i.d. Rayleigh distribution. As can be seen from this figure, the proposed algorithm converges much more quickly than Algorithm 2 of [20].

In conclusion, we would like to point out that the quest for better algorithms for the sum rate optimization problem in MIMO communications system has led to some
important progress in optimization theory, in addition to significant successes in practice. As this thesis provides ample evidence, the iterative water-filling algorithm can be efficiently performed for a wide variety of MIMO communications systems, and this now raises the hope that the analogous pursuit of constructive capacity-approaching algorithms for some of the other MIMO communications systems discussed above might actually be tractable. The end result of such a pursuit, if it is successful, will have a significant impact in practice, but in addition we believe that there are also more algorithmic techniques to be discovered en route.
Chapter 6

Appendix

6.1 Appendix-I: Complex Gaussian Random Vectors

For any $z \in \mathbb{C}^n$ and $A \in \mathbb{C}^{n \times m}$, let us define

$$\tilde{z} = \begin{pmatrix} \Re(z) \\ \Im(z) \end{pmatrix}$$

and

$$\tilde{A} = \begin{pmatrix} \Re(A) & -\Im(A) \\ \Im(A) & \Re(A) \end{pmatrix}.$$ 

A complex random vector $\xi \in \mathbb{C}^n$ is said to be Gaussian if the real random vector
\[ \hat{\xi} \in \mathbb{R}^{2n} \text{ consisting of the real and imaginary parts of } \xi, \]

\[ \hat{\xi} = \begin{pmatrix} \Re(\xi) \\ \Im(\xi) \end{pmatrix}, \]

is Gaussian [35, 39, 40]. In fact, any complex random vector, without restricting to a complex Gaussian random vector, has such a real and expanded random vector. The relationship between these two complex and real vectors is a one to one mapping. Let us recall

\[ E[\hat{\xi}] \triangleq \int_{\mathbb{R}^{2n}} x dP_\xi(x) \in \mathbb{R}^{2n} \]

and

\[ E\left[ \left( \hat{\xi} - E[\hat{\xi}] \right) \left( \hat{\xi} - E[\hat{\xi}] \right)^T \right] \triangleq \int_{\mathbb{R}^{2n}} \left( x - E[\hat{\xi}] \right) \left( x - E[\hat{\xi}] \right)^T dP_\xi(x) \in \mathbb{R}^{2n \times 2n}, \]

the former is called the mean of \( \hat{\xi} \) and the latter is called the covariance of \( \hat{\xi} \). According to standard Lebesgue integration [29] on \( \mathbb{R}^{2n} \), the mean and covariance of \( \hat{\xi} \) can be found respectively. Thus, to specify the distribution of a complex Gaussian random vector \( \xi \), it is necessary to specify the mean and covariance of \( \hat{\xi} \), namely,

\[ E[\hat{\xi}] \text{ and } E\left[ \left( \hat{\xi} - E[\hat{\xi}] \right) \left( \hat{\xi} - E[\hat{\xi}] \right)^T \right]. \]

The definitions of the mean and covariance are also suitable for the case of any complex random vector.

According to standard Lebesgue integration [29] on \( \mathbb{C}^n \), mean \( \mu \) and covariance \( Q \)
of $\xi$ can be defined as follows.

$$\mu = E[\xi], \text{ where } E[\xi] \triangleq \int_{\mathbb{C}^n} x dP_{\xi}(x) \in \mathbb{C}^n.$$

$$Q = E[(\xi - \mu)(\xi - \mu)^\dagger],$$

where

$$E[(\xi - \mu)(\xi - \mu)^\dagger] \triangleq \int_{\mathbb{C}^n} (x - \mu) (x - \mu)^\dagger dP_{\xi}(x) \in \mathbb{C}^{n \times n}.$$

A complex Gaussian random vector $\xi$ is said to be circularly symmetric [27, 26, 35] if the covariance of the corresponding vector $\hat{\xi}$ has the structure

$$E\left[(\xi - \mu)(\xi - \mu)^\dagger\right] \triangleq \int_{\mathbb{C}^n} (x - \mu) (x - \mu)^\dagger dP_{\xi}(x) \in \mathbb{C}^{n \times n}.$$

$$E\left[(\hat{\xi} - E[\hat{\xi}])(\hat{\xi} - E[\hat{\xi}])^T\right] = \frac{1}{2} \begin{pmatrix} \Re(Q) & -\Im(Q) \\ \Im(Q) & \Re(Q) \end{pmatrix}$$

for some Hermitian positive semidefinite matrix $Q \in \mathbb{C}^{n \times n}$. Note that the real part of a Hermitian matrix is symmetric, and the imaginary part of a Hermitian matrix is skew-symmetric. Thus the matrix appearing in (6.1) is real and symmetric. In this case $E\left[(\xi - E[\xi])(\xi - E[\xi])^\dagger\right] = Q$, and thus, a circularly symmetric complex Gaussian random vector $\xi$ is specified by its mean and variance.

Let $\xi$ be a circularly symmetric complex Gaussian random vector. Then the probability density function (with respect to the Radon-Nikodym derivative of the standard Lebesgue measure [29] on $\mathbb{C}^n$) of a circularly symmetric complex Gaussian random vector with mean $\mu$ and covariance $Q$ is derived by the following:
Due to the definition of $\xi$ and the relationship between $\widehat{\xi}$ and $\xi$,

\[
f_{\xi}(\widehat{x}; \widehat{\mu}, \widehat{Q}) = \frac{1}{(2\pi)^{\frac{n}{2}} \left| \det \left( \frac{1}{2} \widehat{Q} \right) \right|^\frac{1}{2}} \exp \left\{ -\frac{1}{2} (\widehat{x} - \widehat{\mu})^\dagger \left( \frac{1}{2} \widehat{Q} \right)^{-1} (\widehat{x} - \widehat{\mu}) \right\} = \frac{1}{\pi^n \left| \det (\widehat{Q}) \right|^\frac{1}{2}} \exp \left\{ - (\widehat{x} - \widehat{\mu})^\dagger (\widehat{Q})^{-1} (\widehat{x} - \widehat{\mu}) \right\}.
\]

The next step is to simplify the exponent part from the previous exponent function in order to finally remove the symbol "~". This can be done by utilizing the following algebraic property.

Due to $C = A^{-1}$ being equivalent to $\widehat{C} = (\widehat{A})^{-1}$, we have

\[
\frac{1}{\pi^n \left| \det (\widehat{Q}) \right|^\frac{1}{2}} \exp \left\{ - (\widehat{x} - \widehat{\mu})^\dagger (\widehat{Q})^{-1} (\widehat{x} - \widehat{\mu}) \right\} = \frac{1}{\pi^n \left| \det (\widehat{Q}) \right|^\frac{1}{2}} \exp \left\{ - (\widehat{x} - \widehat{\mu})^\dagger (Q^{-1}) (\widehat{x} - \widehat{\mu}) \right\}.
\]

The next step is to remove the symbol "~" in the preceding exponent function. Due to $z = x + y$ being equivalent to $\widehat{z} = \widehat{x} + \widehat{y}$, $\text{Re} \left( x^\dagger y \right) = \widehat{x}^\dagger \widehat{y}$ and $y = Ax$ being equivalent to $\widehat{y} = \widehat{A} \widehat{x}$, we have

\[
\frac{1}{\pi^n \left| \det (\widehat{Q}) \right|^\frac{1}{2}} \exp \left\{ - (\widehat{x} - \widehat{\mu})^\dagger (Q^{-1}) (\widehat{x} - \widehat{\mu}) \right\} = \frac{1}{\pi^n \left| \det (\widehat{Q}) \right|^\frac{1}{2}} \exp \left\{ - (x - \mu)^\dagger Q^{-1} (x - \mu) \right\}.
\]

We may remove the symbol "~" in the determinant: Due to $\det (\widehat{A}) = | \det (A) |^2$, we have
\[
\frac{1}{\pi^n \det(Q)^{\frac{1}{2}}} \exp \left\{ - (x - \mu)^\dagger Q^{-1} (x - \mu) \right\} = \frac{1}{\pi^n \det(Q)} \exp \left\{ - (x - \mu)^\dagger Q^{-1} (x - \mu) \right\} .
\]

Therefore,
\[
f_\xi (\tilde{z}; \mu, \tilde{Q}) = \frac{1}{\pi^n \det(Q)} \exp \left\{ - (x - \mu)^\dagger Q^{-1} (x - \mu) \right\} = \det (\pi Q)^{-1} \exp \left\{ - (x - \mu)^\dagger Q^{-1} (x - \mu) \right\} .
\]

According to the uniqueness of the Radon-Nikodym derivative [29] and the correspondence between \(\mathbb{R}^{2n}\) and \(\mathbb{C}^{n}\), we have
\[
f_\xi (x; \mu, Q) = \det (\pi Q)^{-1} \exp \left\{ - (x - \mu)^\dagger Q^{-1} (x - \mu) \right\} ,
\]
as the probability density function of \(\xi\).

Remark 6.1.1. For [35], it only uses (4d) and (4h) and thus it only can obtain the probability density distribution of the real random vector of a complex random vector. Only due to the uniqueness of the Radon-Nikodym derivative, mentioned above, in measure theory, may we acquire the probability density distribution of the complex random vector.

6.2 Appendix-II: Maximum of Entropy

The channel capacity is dependent on the definition of the mutual information. At the same time the mutual information can be computed also by introducing the differential entropy and the conditional entropy. Therefore, the mutual information,
the differential entropy and the conditional entropy are revisited, referring to [10]. If familiarity of these concepts are assumed, we may skip them over to (6.2).

**Definition 6.2.1 (Mutual Information).** Assume that $\xi \in \mathbb{C}^n$ and $\eta \in \mathbb{C}^n$ are two complex continuous random vectors, and $p(x)$ and $p(y)$ are the corresponding probability density functions. The mutual information $I(\xi; \eta)$ between the two random vectors is defined as:

$$I(\xi; \eta) \triangleq \int_{\mathbb{C}^n} \int_{\mathbb{C}^n} p(x) p(y|x) \log \frac{p(x)p(y|x)}{p(x)p(y)} dx dy,$$

where $p(y|x)$ denotes the conditional probability density function.

In information theory, the mutual information of two random variables (or vectors) is a quantity that measures the mutual dependence of the two variables (or vectors).

In information theory, the following concept of the differential entropy is measurement for the entropy of a random variable (or vector).

**Definition 6.2.2 (Differential Entropy).** Assume that $\xi$ is a complex continuous random vector, and $p(x)$ is the corresponding probability density function. Then

$$H(\xi) \triangleq -\int_{\mathbb{C}^n} p(x) \log p(x) dx$$

is called the differential entropy of $\xi$.

In information theory, the conditional entropy quantifies the remaining entropy of a random variable (or vector) $\xi$ given that the value of a second random variable (or
vector) \( \eta \) is known.

**Definition 6.2.3** (Conditional Entropy). Assume that \( \xi \) and \( \eta \) are two complex continuous random vectors, \( p(x) \) and \( p(y) \) are the corresponding probability density functions and \( p(x, y) \) is the corresponding joint probability density function. Then the conditional entropy of \( \xi \) for given \( \eta \) is defined as:

\[
\mathbb{H}(\xi|\eta) \triangleq \int_{C^n} \int_{C^n} p(x, y) \log p(x|y) \, dx \, dy.
\]

The following proposition offers the mathematical relationship among the mutual information, the differential entropy and the conditional entropy.

**Proposition 6.2.4.** Assume that \( \xi \) and \( \eta \) are two continuous random vectors. Then

\[
\mathbb{I}(\xi; \eta) = \mathbb{H}(\xi) - \mathbb{H}(\xi|\eta)
\]

and

\[
\mathbb{I}(\xi; \eta) = \mathbb{H}(\eta) - \mathbb{H}(\eta|\xi).
\]

The differential entropy of a complex Gaussian variable (or vector) \( \xi \) with mean \( \mu \) and covariance \( Q \) is derived as follows. Due to the definition of \( \mathbb{H}(\xi; \mu, Q) \), we have

\[
\mathbb{H}(\xi; \mu, Q) = E_{\xi} \left[ - \log f_{\xi}(\xi; \mu, Q) \right], \tag{6.2}
\]

where \( E_{\xi} \) is the expectation operator of \( \xi \), i.e., \( E_{\xi} [\xi] \triangleq \int_{C^n} x p_\xi(x) \, dx \).
Due to the form of the probability density function of the circularly symmetric complex Gaussian random vector $\xi$, we have

$$E_\xi [- \log f_\xi (\xi; \mu, Q)] = \log \det (\pi Q) + E \left[ (\xi - \mu)^\dagger Q^{-1} (\xi - \mu) \right].$$

Due to the definition and basic properties of the trace operator, we may write

$$\log \det (\pi Q) + E \left[ (\xi - \mu)^\dagger Q^{-1} (\xi - \mu) \right] = \log \det (\pi Q) + E \left[ \text{Tr} \left( (\xi - \mu) (\xi - \mu)^\dagger Q^{-1} \right) \right].$$

Due to the commutative property for the product of the trace and expectation operators, we have

$$\log \det (\pi Q) + \text{Tr} \left( E \left[ (\xi - \mu) (\xi - \mu)^\dagger \right] Q^{-1} \right) = \log \det (\pi Q) + \text{Tr} \left( E \left[ (\xi - \mu)^\dagger (\xi - \mu) \right] Q^{-1} \right).$$

Then the definition of the covariance of $\xi$ implies that

$$\log \det (\pi Q) + \text{Tr} \left( E \left[ (\xi - \mu)^\dagger (\xi - \mu) \right] Q^{-1} \right) = \log \det (\pi Q) + \text{Tr} \left( QQ^{-1} \right),$$

and using the definition of the logarithm function and the fact, $e \overset{\Delta}{=} \lim_{m \to \infty} \left( 1 + \frac{1}{m} \right)^m$, we have

$$\log \det (\pi Q) + \text{Tr} \left( QQ^{-1} \right) = \log \det (\pi Q) + \log e^n.$$
This can be simplified to

$$\log \det (\pi Q) + \log e^n = \log \det (\pi eQ).$$

The following proposition, which states that a circularly symmetric complex Gaussian variable (or vector) is the entropy maximizer, highlights the importance of circularly symmetric complex Gaussian vectors. [35] also claims this proposition. For proving that a circularly symmetric complex Gaussian variable (or vector) is the entropy maximizer, [35] uses the argument, i.e., $\log \gamma_Q(x)$ is a linear combination of the terms $x_i x_j^*$. But it is incorrect and unnecessary. In addition, the last step of deriving $\mathbb{H}(p) - \mathbb{H}(\gamma_Q) \leq 0$, and $\mathbb{H}(p) - \mathbb{H}(\gamma_Q) = 0$ implying $p = \gamma_Q$ are not proved. Thus, we offer a formal and alternative proof.

**Proposition 6.2.5.** Suppose that the complex random vector $\xi \in \mathbb{C}^n$ has zero mean and $\xi$ satisfies $E[\xi_j^\dagger] = Q$, i.e., $E[\xi_i \xi_j^\dagger] = Q_{i,j}, 1 \leq i, j \leq n$. Then the entropy of $\xi$ satisfies $\mathbb{H}(f(\xi; \mu, Q)) \leq \log \det (\pi eQ)$, with equality if and only if $\xi$ is a circularly symmetric complex Gaussian random variable (or vector).

Our proof is partly based on the proof given by [35].

The following two important facts are needed to complete our proof. *The first important fact is:*

$$E_\eta [\log p_\eta (\eta)] = E_\xi [\log p_\xi (\xi)].$$

The second one is a simple but crucial inequality in our proof. *The second important fact is:*

$$\log x \leq x - 1, \forall x > 0; \log x = x - 1, \text{ iff } x = 1.$$
The first one needs a proof that is given as follows.

**Lemma 6.2.6.** If assumptions are the same as those of Proposition 6.2.5, the random vector $\xi$ and $\eta$ satisfy the assumptions and $\eta$ is a circularly symmetric complex Gaussian random vector, then

$$E_\eta [\log p_\eta (\eta)] = E_\xi [\log p_\eta (\xi)].$$

The Proof of Lemma 6.2.6. Due to the definitions of $\eta$ and (6.2), which qualify the relationship expression between the differential entropy and the mean, we have

$$E_\eta [\log p_\eta (\eta)] = \int_{\mathbb{C}^n} \left[ -\log \det (\pi Q) - (x - \mu)^\dagger Q^{-1} (x - \mu) \right] p_\eta (x) \, dx.$$

Due to the linearity property of integration, we have

$$\int_{\mathbb{C}^n} \left[ -\log \det (\pi Q) - (x - \mu)^\dagger Q^{-1} (x - \mu) \right] p_\eta (x) \, dx = - \log \det (\pi Q) - \int_{\mathbb{C}^n} (x - \mu)^\dagger Q^{-1} (x - \mu) \, p_\eta (x) \, dx.$$

Due to the circular invariance property of the trace, $\text{Tr} (ABC) = \text{Tr} (BCA)$, we have

$$- \log \det (\pi Q) - \int_{\mathbb{C}^n} (x - \mu)^\dagger Q^{-1} (x - \mu) \, p_\eta (x) \, dx$$

$$= - \log \det (\pi Q) - \int_{\mathbb{C}^n} \text{Tr} \left( Q^{-1} (x - \mu) (x - \mu)^\dagger \right) p_\eta (x) \, dx.$$

Because the order of the trace and integration can be interchanged, one has

$$- \log \det (\pi Q) - \int_{\mathbb{C}^n} \text{Tr} \left( Q^{-1} (x - \mu) (x - \mu)^\dagger \right) p_\eta (x) \, dx$$

$$= - \log \det (\pi Q) - \text{Tr} \left( \int_{\mathbb{C}^n} Q^{-1} (x - \mu) (x - \mu)^\dagger p_\eta (x) \, dx \right).$$
Due to the linearity property of the integration, we have

\[- \log \det (\pi Q) - \text{Tr} \left( \int_{C^n} Q^{-1} (x - \mu) (x - \mu)^\dagger p_\eta (x) \, dx \right)\]

\[= - \log \det (\pi Q) - \text{Tr} \left( Q^{-1} \int_{C^n} (x - \mu) (x - \mu)^\dagger p_\eta (x) \, dx \right).\]

The assumption that the variances of $\xi$ and $\eta$ are the same implies

\[Q = \int_{C^n} (x - \mu) (x - \mu)^\dagger p_\eta (x) \, dx = \int_{C^n} (x - \mu) (x - \mu)^\dagger p_\xi (x) \, dx,\]

\[- \log \det (\pi Q) - \text{Tr} \left( Q^{-1} \int_{C^n} (x - \mu) (x - \mu)^\dagger p_\eta (x) \, dx \right)\]

\[= \int_{C^n} - \log \det (\pi Q) p_\xi (x) \, dx + \text{Tr} \left( Q^{-1} \int_{C^n} (x - \mu) (x - \mu)^\dagger p_\xi (x) \, dx \right).\]

Because of the basic property, $\log (ab) = \log (a) + \log (b)$, of the logarithm, it is obtained that

\[\int_{C^n} - \log \det (\pi Q) p_\xi (x) \, dx + \text{Tr} \left( Q^{-1} \int_{C^n} (x - \mu) (x - \mu)^\dagger p_\xi (x) \, dx \right)\]

\[= \int_{C^n} \log \left( \det (\pi Q)^{-1} \exp \left\{ \text{Tr} \left( - Q^{-1} (x - \mu) (x - \mu)^\dagger \right) \right\} \right) p_\xi (x) \, dx.\]

The circular invariance property, $\text{Tr} (ABC) = \text{Tr} (CAB)$, of the trace implies

\[\int_{C^n} \log \left( \det (\pi Q)^{-1} \exp \left\{ \text{Tr} \left( - Q^{-1} (x - \mu) (x - \mu)^\dagger \right) \right\} \right) p_\xi (x) \, dx\]

\[= \int_{C^n} \log \left( \det (\pi Q)^{-1} \exp \left\{ - (x - \mu)^\dagger Q^{-1} (x - \mu) \right\} \right) p_\xi (x) \, dx.\]

Finally, due to the definition of $E_\xi \left[ \log p_\eta (\xi) \right]$, i.e.,

\[\int_{C^n} \log \left( \det (\pi Q)^{-1} \exp \left\{ - (x - \mu)^\dagger Q^{-1} (x - \mu) \right\} \right) p_\xi (x) \, dx = E_\xi \left[ \log p_\eta (\xi) \right],\]

we have $E_\eta \left[ \log p_\eta (\eta) \right] = E_\xi \left[ \log p_\eta (\xi) \right]$.

\[\square\]
The proof of Proposition 6.2.5 is offered as follows.

Proof. Let $p_\xi : \mathbb{C}^n \rightarrow \mathbb{R}$ be the probability density function of $\xi$. According to the assumption of the random vector $\xi$,

$$E(\xi^\dagger \xi) = \int_{\mathbb{C}^n} xx^\dagger p_\xi(x)\,dx = Q.$$ 

Let $\eta$ be a circularly symmetric complex Gaussian variable (or vector) with zero mean and variance $E(\eta\eta^\dagger) = Q$. Let the probability density function of $\eta$ be $p_\eta(x)$.

The definitions of $\mathbb{H}(\xi)$ and $\mathbb{I}(\eta)$ imply

$$\mathbb{H}(\xi) - \mathbb{H}(\eta) = -E_\xi[\log p_\xi(\xi)] + E_\eta[\log p_\eta(\eta)]. \quad (6.3)$$

The first important fact holding is followed by

$$-E_\xi[\log p_\xi(\xi)] + E_\eta[\log p_\eta(\eta)] = -E_\xi[\log p_\xi(\xi)] + E_\xi[\log p_\eta(\xi)].$$

Because of the linearity property of the expectation,

$$-E_\xi[\log p_\xi(\xi)] + E_\xi[\log p_\eta(\xi)] = E_\xi\left[\log \frac{p_\eta(\xi)}{p_\xi(\xi)}\right].$$

Due to the second important fact holding and basic properties of Lebesgue integration, it is to see

$$E_\xi\left[\log \frac{p_\eta(\xi)}{p_\xi(\xi)}\right] \leq E_\xi\left[\frac{p_\eta(\xi)}{p_\xi(\xi)} - 1\right]. \quad (6.4)$$
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The definition of the expectation implies

\[ E_\xi \left[ \frac{p_\eta (\xi)}{p_\xi (\xi)} - 1 \right] = E_\xi \left[ \frac{p_\eta (\xi)}{p_\xi (\xi)} \right] - E_\xi [1] = 1 - 1 = 0. \]

Hence, according to (6.3), \( \mathbb{H}(\xi) - \mathbb{H}(\eta) \leq 0. \)

Therefore, taking note of the second important fact, the entropy of \( \xi \) satisfies

\[ \mathbb{H}(\xi) = -E_\xi [\log p_\xi (\xi)] \leq \log \det (\pi cQ), \]

with equality if and only if \( \xi \) is a circularly symmetric complex Gaussian random variable (or vector) under the given mean and variance.

Remark 6.2.7. (6.4) is explained as follows. First, define \( u \log u \big|_{u=0} \overset{\Delta}{=} \lim_{u \to 0} u \log u = \)
0 and \( \frac{u}{u} \lim_{u \to 0} = 1. Second, (6.4) holds because

\[
E_\xi \left[ \log \frac{p_\eta(\xi)}{p_\xi(\xi)} \right] = \int_{\mathbb{C}} \log \left( \frac{p_\eta(x)}{p_\xi(x)} \right) p_\xi(x) \, dx
\]

\[
= \left( \int_{\{x \mid p_\xi(x) = 0\}} + \int_{\{x \mid p_\xi(x) > 0\}} \right) \log \left( \frac{p_\eta(x)}{p_\xi(x)} \right) p_\xi(x) \, dx
\]

\[
= \int_{\{x \mid p_\xi(x) = 0\}} 0 \, dx + \int_{\{x \mid p_\xi(x) > 0\}} \log \left( \frac{p_\eta(x)}{p_\xi(x)} \right) p_\xi(x) \, dx
\]

\[
\leq \int_{\{x \mid p_\xi(x) > 0\}} \left( \frac{p_\eta(x)}{p_\xi(x)} - 1 \right) p_\xi(x) \, dx
\]

\[
\leq \int_{\mathbb{C}} p_\eta(x) p_\xi(x) \, dx - \left( \int_{\{x \mid p_\xi(x) = 0\}} + \int_{\{x \mid p_\xi(x) > 0\}} \right) p_\xi(x) \, dx
\]

\[
= \int_{\mathbb{C}} p_\eta(x) p_\xi(x) \, dx - \int_{\mathbb{C}} p_\xi(x) \, dx
\]

\[
= E_\xi \left[ \frac{p_\eta(\xi)}{p_\xi(\xi)} \right] - E_\xi[1]
\]

\[
= E_\xi \left[ \frac{p_\eta(\xi)}{p_\xi(\xi)} - 1 \right].
\]

Using the definition of the mutual information, we have that

\[
C(H, P) = \max_{p_x} \{ \mathbb{H}(y) - \mathbb{H}(y|x) \mid S \geq 0, \Tr(S) \leq P \},
\]

where the model (2.1) implies

\[
\max_{p_x} \{ \mathbb{H}(y) - \mathbb{H}(y|x) \mid S \geq 0, \Tr(S) \leq P \}
\]

\[
= \max_{p_x} \{ \mathbb{H}(y) - \mathbb{H}(z) \mid S \geq 0, \Tr(S) \leq P \}.
\]

The assumptions of z in model (2.1) also imply

\[
\max_{p_x} \{ \mathbb{H}(y) - \mathbb{H}(z) \mid S \geq 0, \Tr(S) \leq P \}
\]
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\[ = \max_{P_S} \{ \mathbb{H}(y) \mid S \succeq 0, \text{Tr}(S) \leq P \} - \mathbb{H}(z). \]

Note that we may assume that \( x \) satisfies \( E(x^t x) \leq P \) and is a zero mean random vector. Furthermore for such an \( x \), if \( x \) is a zero mean random vector with covariance \( E(xx^t) = S \), then \( y \) is a zero mean random vector with covariance \( E(yy^t) = HSH^t + I_r \), which results from the form of model (2.1) and the linearity of the expectation operation, and by Proposition 6.2.5 among such \( y \) vectors the entropy is the largest when \( y \) is a circularly symmetric complex Gaussian random vector, which is the case when \( x \) is a circularly symmetric complex Gaussian random vector by the two facts at the end part of last section. Thus, we can further restrict our attention to the circularly symmetric complex Gaussian random vector \( x \). In this case the mutual information is given by \( \log(\det(I_r + HSH^t)) \).

The two facts (refer to [27, 26, 35]) are claimed as follows. A linear transformation of a circularly symmetric complex Gaussian random vector is a circularly symmetric complex Gaussian random vector. The set of circularly symmetric complex Gaussian random vectors is closed for addition. They are used for calculating the channel capacity in the following section.
### 6.3 Appendix-III: Proofs of the Lemmas in Section 2.4

**Lemma 6.3.1.** For the channel $H$, there is a unitary matrix $U$ such that $U^\dagger H^\dagger H U = \text{diag}(\lambda_1, \cdots, \lambda_t)$ (the diagonal matrix) and

$$\max \{ \log (\det (I_r + HSH^\dagger)) | S \succeq 0, \text{Tr}(S) \leq P \} =$$

$$\max \{ \log (\det (I_t + \text{diag}(\lambda_1, \cdots, \lambda_t) S)) | S \succeq 0, \text{Tr}(S) \leq P \}$$

and $U^\dagger S_t U = S_r$, where $S_t$ and $S_r$ are two optimal solutions of the two optimization problems mentioned above, respectively.

**Proof.** According to the matrix theory, it is easily known that there is a unitary matrix $U$ such that

$$U^\dagger H^\dagger H U = \text{diag}(\lambda_1, \cdots, \lambda_t)$$

(6.5)

(the diagonal matrix) and the two maximum points exist due to the compactness of the two constraints. Let

$$S_t \in \arg \max \{ \log (\det (I_r + HSH^\dagger)) | S \succeq 0, \text{Tr}(S) \leq P \}.$$ 

Because $U$ is a unitary matrix and $\det (I + AB) = \det (I + BA)$ with appropriate dimensions of the matrices, we have

$$\log (\det (I_r + HSH^\dagger)) = \log (\det (I_t + U^\dagger H U^\dagger S_t U)).$$
Due to (6.5),
\[
\log \left( \det \left( I_t + U^H H U S U \right) \right) = \log \left( \det \left( I_t + \text{diag} (\lambda_1, \cdots, \lambda_t) U^H S U \right) \right).
\]

Since \( S_t \succeq 0 \) and \( \text{Tr} (S_t) \leq P \),
\[
\log \left( \det \left( I_t + \text{diag} (\lambda_1, \cdots, \lambda_t) U^H S U \right) \right)
\leq \max \left\{ \log \left( \det \left( I_t + \text{diag} (\lambda_1, \cdots, \lambda_t) U^H S U \right) \right) | U^H S U \succeq 0, \text{Tr} (U^H S U) \leq P \} \right. 
\]
As the unitary similarity transformation keeps the semidefinite positiveness and trace,
\[
\max \left\{ \log \left( \det \left( I_t + \text{diag} (\lambda_1, \cdots, \lambda_t) U^H S U \right) \right) | U^H S U \succeq 0, \text{Tr} (U^H S U) \leq P \right\} \leq \max \left\{ \log \left( \det \left( I_t + \text{diag} (\lambda_1, \cdots, \lambda_t) S \right) \right) | S \succeq 0, \text{Tr} (S) \leq P \right\} .
\]
Hence,
\[
\max \left\{ \log \left( \det \left( I_t + H S H^t \right) \right) | S \succeq 0, \text{Tr} (S) \leq P \right\} \leq \max \left\{ \log \left( \det \left( I_t + \text{diag} (\lambda_1, \cdots, \lambda_t) S \right) \right) | S \succeq 0, \text{Tr} (S) \leq P \right\} .
\]
On the other hand,
\[
\forall S_r, S_r \in \arg \max \left\{ \log \left( \det \left( I_t + \text{diag} (\lambda_1, \cdots, \lambda_t) S \right) \right) | S \succeq 0, \text{Tr} (S) \leq P \right\} .
\]
Because the definition of matrix \( \Lambda \),
\[
\log \left( \det \left( I_t + \text{diag} (\lambda_1, \cdots, \lambda_t) S_r \right) \right) \leq \log \left( \det \left( I_t + U^H H U S_r \right) \right).
\]

Due to $\det(I + AB) = \det(I + BA)$,

$$\log (\det(I_r + U^H H US_r)) \leq \log (\det(I_r + HUS_r U^H)),$$

As the unitary similarity transformation keeps the semidefinite positiveness and trace, we get

$$\log (\det(I_r + HUS_r U^H))$$

$$\leq \max \{ \log (\det(I_r + HUS_r U^H)) | US_r U^\dagger \succeq 0, \text{Tr}(US_r U^\dagger) \leq P \}.$$

The same reason implies

$$\max \{ \log (\det(I_r + HUS_r U^H)) | US_r U^\dagger \succeq 0, \text{Tr}(US_r U^\dagger) \leq P \}$$

$$\leq \max \{ \log (\det(I_r + HSH^\dagger)) | S \succeq 0, \text{Tr}(S) \leq P \}.$$

Thus,

$$\max \{ \log (\det(I_r + \text{diag}(\lambda_1, \ldots, \lambda_t) S)) | S \succeq 0, \text{Tr}(S) \leq P \}$$

$$\leq \max \{ \log (\det(I_r + HSH^\dagger)) | S \succeq 0, \text{Tr}(S) \leq P \}.$$

Therefore,

$$\max \{ \log (\det(I_r + HSH^\dagger)) | S \succeq 0, \text{Tr}(S) \leq P \}$$

$$= \max \{ \log (\det(I_r + \text{diag}(\lambda_1, \ldots, \lambda_t) S)) | S \succeq 0, \text{Tr}(S) \leq P \}$$

and further $U^\dagger S_l U = S_r$, where $S_l$ and $S_r$ are two optimal solutions of the two optimization problems respectively. \qed

**Lemma 6.3.2.** For the channel $H$, there is a unitary matrix $U$ such that $U^H H U = \Lambda$ (the diagonal matrix) and
\[
\max \{ \log (\det (I_r + HSH^t)) \mid S \succeq 0, \text{Tr}(S) \leq P \} \\
= \max \left\{ \log \left( \det \left( I_r + A^{\frac{1}{4}} S A^{\frac{1}{4}} \right) \right) \mid S \succeq 0, \text{Tr}(S) \leq P \right\},
\]

and \( U^\dagger S_l U = S_r \), where \( S_l \) and \( S_r \) are two optimal solutions of the two optimization problems mentioned above, respectively.

**Proof.** According to **Lemma 6.3.1**, we have

\[
\max \{ \log (\det (I_r + HSH^t)) \mid S \succeq 0, \text{Tr}(S) \leq P \} \\
= \max \{ \log (\det (I_r + \text{diag}(\lambda_1, \cdots, \lambda_r)S)) \mid S \succeq 0, \text{Tr}(S) \leq P \}.
\]

According to the definition of the matrix \( A \) and (6.5), we have

\[
\max \{ \log (\det (I_r + \text{diag}(\lambda_1, \cdots, \lambda_r)S)) \mid S \succeq 0, \text{Tr}(S) \leq P \} \\
= \max \{ \log (\det (I_r + A S)) \mid S \succeq 0, \text{Tr}(S) \leq P \}.
\]

Due to the definition of the square root for the matrix \( A \), we get

\[
\max \{ \log (\det (I_r + A S)) \mid S \succeq 0, \text{Tr}(S) \leq P \} \\
= \max \left\{ \log \left( \det \left( I_r + A^{\frac{1}{4}} A^{\frac{1}{4}} S \right) \right) \mid S \succeq 0, \text{Tr}(S) \leq P \right\}.
\]

For the reason that \( \det (I + AB) = \det (I + BA) \), we have

\[
\max \left\{ \log \left( \det \left( I_r + A^{\frac{1}{4}} A^{\frac{1}{4}} S \right) \right) \mid S \succeq 0, \text{Tr}(S) \leq P \right\} \\
= \max \left\{ \log \left( \det \left( I_r + A^{\frac{1}{4}} S A^{\frac{1}{4}} \right) \right) \mid S \succeq 0, \text{Tr}(S) \leq P \right\}.
\]

\( \square \)
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