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Abstract 

This paper consists of mainly two parts. First it is a survey of some results 
on automorphisms of Riemann surfaces and Fuchsian groups. A theorem of 
Hurwitz states that the maximal automorphism group of a compact Riemann 
surface of genus 9 has order at most 84(g-1). It is well-known that the Klein 
quartic is the unique genus 3 curve that attains the Hurwitz bound. We will 
show in the second part of the paper that, in fact, the Klein curve is the 
unique non-singular curve in CP2 that attains the Hurwitz bound. The last 
section concerns automorphisms of surfaces with cusps or punctured surfaces. 
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1 Introduction 

Automorphisms of a Riemann surface X are conformal homeomorphisms and 
we denote the full group of automorphisms by Aut(X). We say that a group 
G acts on X if there exists an injection G "-? Aut(X). It was shown by 
Schwarz that for genus 9 2: 2, the full automorphism group of a compact 
Riemann surface is finite. Later, in 1893, Hurwitz proved that the order of 
the automorphism group is bounded by 84(g - 1) and cited Klein's quartic, 
x3y + y3 Z + Z3 X = 0, to give an example of a curve of genus 3 that attains 
the upper bound with 168 automorphisms [Hur93]. 

Hurwitz went further to show that any finite group G acts as a group 
of automorphisms on some compact Riemann surface and attains the up­
per bound 84(g - 1) if and only if G has generators x and y such that 
x 2 = y3 = (xy)7 = 1. The abstract group defined by this presentation is 
called the triangle group .6.(2,3,7) and Hurwitz's result shows that those 
finite groups that attain the upper bound, now called Hurwitz groups, are 
exactly non-trivial homomorphic images of .6.(2,3,7). It follows in particu­
lar, that a Hurwitz group of smallest order must be a simple group, and as 
there is no simple group of order 84, the automorphism group of the Klein 
quartic, PSL(2, 7), is simple. 

For non-singular curves in CP2 , automorphisms can be realized as the 
restriction of projective linear maps [Cha78], so there exists an injective ho­
momorphism Aut(X) "-? PGL(3, C). It is well-known that PSL(2,7) is the 
unique simple group of order 168, and by checking the invariant polynomials 
for this group we see that the Klein quartic is the unique genus 3 curve that 
attains the Hurwitz bound. By using Blichfeldt's classification [MBD16] for 
finite subgroups of PGL(3, C), we show in Theorem 7.4.1, that there are no 
other Hurwitz groups in the list, so that the Klein quartic turns out to be 
the unique non-singular curve in Cp2 that attain the Hurwitz bound. 

For non-compact surfaces obtained from compact ones by removing a 
finite number of points, say 8, the automorphisms are again finite and the up­
per bound for the order of the automorphism group is given by 12(g -1) + 68, 
see Theorem 8.1.4 or [Oik56]. In this case those groups that can be realized 
as maximal symmetry groups are homomorphic images of the modular group 
PSL(2, Z), see Theorem 8.2.2. Interestingly, the Klein quartic with 24 punc-
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tures attains simultaneously both the 12(g -1) + 6s bound and the Hurwitz 
upper bound, see Proposition 8.3.3. and Theorem 8.3.4. 

2 Preliminaries 

In this section we give an overview of some background material and results 
that will be used in later sections. 

2.1 Riemann Mapping Theorem 

Since we are interested in automorphisms of Riemann surfaces, we begin by 
first considering simply connected surfaces and their automorphism groups. 
This classical result states that up to biholomorphic equivalence, there are 
only three simply connected Riemann surfaces: 

Theorem 2.1.1 (Riemann Mapping Theorem). Every simply connected Rie­
mann surface is biholomorphic to one of the following: 
(1) Riemann sphere ~ 
(2) C 
(3) lHI, upper-half plane. 

The automorphisms of each simply connected Riemann surface is com­
puted in the following 

Theorem 2.1.2. Automorphisms of the Riemann sphere are given by Mobius 
transformations 

O'.z+{3 

'Yz + 0 

where 0'.0 - {3'Y =I- 0 with O'.,{3,'Y and 0 are in C U {oo}. Automorphisms of the 
complex plane are given by 

Aut(C) = {flf(z) = az + b, with a =I- O} 

and the Mobius transformations with O'.,{3,'Y and 0 in JR. U {oo} and 0'.0 -
(3'Y = 1 give the automorphisms of the upper-half plane lHI which is denoted 
by PSL(2,JR.). 

The Cayley transform <p(z) = ;+! is a biholomorphic mapping from the 
upper-half plane to the unit disk {Izl < I}. As a result, the automorphisms 
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of the open unit disk are determined by applying the Cayley transform to 
PSL(2, JR) and using the following result which can be found in [Car73, pg. 
180] 

Lemma 2.1.3. Let D be an open set of the Riemann sphere and let G be a 
subgroup of Aut(D). If G acts transitively on D and for at least one point 
of D has stabilizer contained in G then G = Aut(D). 

Proof. Let T be any automorphism of D. Suppose Zo E D is the point which 
has stabilizer contained in G. By transitivity, there exists S E G such that 
S(zo) = T(zo) so we have S-lT fixes Zo and so is an element of G. It follows 
that T is in G and so we have Aut(D) = G. D 

If we take G to be <pAut(lHI)<p-l, then certainly G is a subgroup of Aut(l!})) 
and acts transitively on ill. The stabilizer of the origin in the disk is given 
by Schwarz' lemma so that any automorphism of ill that fixes 0 is given by 
T(z) = ei9 z for some angle B and it can be checked that this stabilizer is 
contained in G by conjugating the following automorphisms of lHI 

z + tan(B/2) 

1- ztan(B/2) 

by the Cayley transformation. It follows from the lemma that Aut(ill) = G. 
We record this in the following 

Theorem 2.1.4. Automorphisms of the unit disk ill are given by transfor-
mations given by 

az+ b 

bz+a 

where a and b are complex numbers such that lal2 -lbl2 = 1. By rearranging 
we can also express the automorphisms as transformations given by: 

where Iwl = 1 and lal < 1. 

z-a 
w---
1- az 

We note here that every surface can be given a complex structure and so 
realized as a Riemann surface. 

Theorem 2.1.5. Every connected surface {2-manifold} admits a complex 
structure. 

3 
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In particular, every simply connected surface is determined by the Rie­
mann mapping theorem. It's important to note, however, that though the 
unit disk is homeomorphic to the plane, they are not biholomorphic; they 
are not the same as Riemann surfaces. It's also useful to know that we can 
extend topological group actions on surfaces to conformal automorphisms. 

Theorem 2.1.6. If G acts on a compact orientable surface as a group of 
orientation-preserving homeomorphisms) then there exists a complex struc­
ture on the surface that extends the group action as a group of automor­
phisms. 

2.2 Hyperbolic Geometry 

One of Riemann's fundamental insights into the foundations of geometry was 
that a metric is not inherent to the space on which it acts; that is, the same 
space can be given a different metric and thus giving a different geometry 
on the space. Non-Euclidean or Hyperbolic geometry replaces the Euclidean 
metric with a metric that yields a geometry that violates Euclid's fifth axiom; 
that given a line L and a point not on L, there exists a infinitely many lines 
containing that point and parallel to L. We will mostly mention only the 
results which will be used in later sections. 

2.2.1 Hyperbolic Metric 

Two models of hyperbolic geometry are the unit disk]]]) and the upper-half 
plane lHI. We will use both depending on which is most convenient in the 
given context. In the upper-half plane, the hyperbolic metric is given by 

Suppose z(t) = x(t) + iy(t) is a path '"Y : [0,1] ---+ lHI then the length of'"Y is 
given by 

dt dt dt - --.!!:.Ldt 
(dx)2 + (dY)2 11 IdZI 

y(t) - 0 y(t) . 

The hyperbolic distance function p(z, w) is given by 

p(z, w) = inf{ f(,",!)I'"Y is a path from z to w} 

4 
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and it can be checked that it defines a metric on the upper-half plane. 
Homeomorphisms T that preserve distance, i.e. p(Tz, Tw) = p(z, w), are 
called isometries. We know that transformation of PSL(2, JR) are confor­
mal homeomorphisms of the upper-half plane, but the following theorem 
shows that they also isometries. 

Theorem 2.2.1. For any T E PSL(2, JR) and any path '"'( we have £(T('"'() = 

£('"'() . 

As a result, transformations of PSL(2, JR) preserve the hyperbolic dis­
tance function. If we denote the isometry group by I som(H) then we have 
PSL(2,JR) C Isom(H). For any z E H, the tangent space TzH has inner 
product 

< X,y >e 
< X, y >= Im(z)2 ' 

where X,y are tangent vectors and < ',' >e is the Euclidean inner-product. 
It is easily checked using cos(e) = I:(I~ that the angle defined in hyperbolic 
geometry is the same as the Euclidean angle. Now since isometries preserve 
the inner-product, it follows that they are conformal if and only if they 
preserve the ·orientation. Thus we have the following 

Theorem 2.2.2 (Poincare, 1882). The orientation-preserving isometries of 
H are given by 

az + (3 

'"'(z + 0 
where a J (3 J '"'( and 0 are real numbers such that ao - (3'"'( = 1. Thus we have 
Isom+(H) = PSL(2,JR). 

Theorem 2.2.3. Geodesics in H are either semi-circles with center on the 
real axis or Euclidean lines perpendicular to the real axis. 

Theorem 2.2.4. The action of PSL(2, JR) is 
(1) transitive on H J 

(2) transitive on the set of all geodesics in H J 

(3) doubly transitive on JR U {oo}. 

2.2.2 Gauss-Bonnet Theorem 

For a subset F of the hyperbolic plane, area is defined by 

jl(F) = J L d~~y. 
5 
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Theorem 2.2.5. Hyperbolic area is invariant under the action of PSL(2, IR). 

Theorem 2.2.6 (Gauss-Bonnet Theorem). Let f:. be a hyperbolic triangle 
with angles a J [3 and 'Y. Then f-t(f:.) = 7r - a - [3 - 'Y. 

Theorem 2.2.7. There exists a hyperbolic triangle with angles a, [3, 'Y if and 
only if a + [3 + 'Y < 7r. 

Proof. Suppose that a, [3, and 'Yare non-zero and that a + [3 + 'Y < 7r. 
Consider the disk model JD) and two rays from the origin Ll and L2 that 
make an angle of a. Consider the triangle with one vertex at the origin, 
P E Ll and 00 E L 2. As P varies from 00 E Ll to the origin we have that 
the angle at P, {}(P) satisfies 

o < {}(P) < 7r - a 

since [3 < [3 + 'Y < 7r - a, at some point on Ll we must have (}(P) = [3. 
N ow for each point Q on the line segment from the origin to P there exists a 
geodesic connecting Q to some point R( Q) on L2 which makes an angle [3 at 
Q and some angle 'Y(Q) at R(Q). As Q approaches the origin the hyperbolic 
area of this triangle tends to zero and thus by the Gauss-Bonnet theorem the 
angle 'Y( Q) approaches 7r -a - [3. As Q approaches P, 'Y( Q) tends to zero. 
Thus 'Y( Q) satisfies 

O<'Y(Q)<7r-a-[3 

now since 'Y < 7r - a - [3 we can choose Q on Ll so that 'Y( Q) = 'Y. The 
triangle with vertices at the origin, Q and R( Q) now have angles a, [3 and 'Y 
and this completes the proof. D 

Theorem 2.2.8. Let !!Jl be a n-sided convex hyperbolic polygon with angles 
{aiH. Then its hyperbolic area is given by f-t(!!Jl) = (n - 2)7r - L ai. 

Proof. Since!!Jl is convex, there is a point which connects to the vertices by 
hyperbolic geodesics, each contained in!!Jl. So now we get a triangulation 
and we can sum the areas of the triangles. D 

2.2.3 Classification of Isometries 

The isometries of PSL(2, IR) are classified by the number of fixed points. Let 
T = ~:t~, where ad - bc = 1. The fixed points of Tare Tz = z, which gives 

z = [(a - d) ± JK]/2c, where f:. = tr(T)2 - 4 and tr(T) = a + d. 

6 
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Hyperbolic: 6. > 0 

In this case T is called hyperbolic and there are two fixed points a and 
(3 E R Consider the mapping S (z) = ~=p which maps a to 0 and (3 to 
00. Now the mapping R := STS-1 is in the same conjugacy class as T but 
fixes 0 and 00. Thus R has the form R(z) = AZ, with A > O. For A > 1 
the fixed point 0 is repelling, whereas infinity is attracting and vice-versa for 
o < A < 1. The diagram below illustrates the action of T on the upper-half 
plane. 

Figure 1: [DFN85] Action of a hyperbolic element on the upper-half plane. 

The family of Euclidean circles through a and (3 are called hypercycles1 

and are T-invariant. Let w = T(z), then the family of Euclidean concentric 
circles in the w-plane, [w I = I ~=p I = k pulls back under S to a family of 
concentric circles in the z-plane known as the circles of Apollonius2

, each 
orthogonal to every hyper cycle. 

Parabolic: 6. = 0 

In this case T is called parabolic and there is one fixed point a E R Con­
sider the mapping S(z) = z~o: which maps a to 00. Now the mapping 
R:= STS- 1 is conjugate to T and fixes 00. Thus R has the form R(z) = z+b 
and its action on IHI in the w-plane is given by translation. Each Euclidean 
circle tangent to the real-axis at a is T-invariant and is called a horocycle. 

1 Also called Steiner circles of the first kind. 
2 Also called Steiner circles of the second kind. 

7 
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Figure 2: [DFN85] Action of a parabolic element on the upper-half plane. 

Elliptic: .6 < 0 

In this case T is called elliptic and there are two fixed points ( and (' where 
we choose ( E]HI. Consider the map S(z) which maps ( to i and (' to -i. 
Thus by them map R := STS-I, every elliptic element is conjugate to a map 
R that fixes i and -i. Now apply the Cayley transform on the upper-half 
plane (rp(z) = ;+D and we get that rpRrp-l is a biholomorphic map of the 
unit disk that fixes O. Thus the action of an elliptic element in the disk model 
is just rotation, rpRrp-l(Z) = eiBz. Each Euclidean circle that has ( and (' as 
inverse points is T-invariant and is called an oricycle. 

Figure 3: [DFN85] Action of an elliptic element on the upper-half plane. 

8 
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Theorem 2.2.9. Two non-identity elements of PSL(2, JR) commute if and 
only if they have the same fixed-point set. 

Proof. Suppose Tl and T2 have the same fixed point set. We have the fol­
lowing cases: 
Gase(t}: Tl and T2 are elliptic fixing ~ E llJ). Choose an isometry R with 
R(~) = 0, t~en for '£:= 1,2: Ti := RTiR-1 fixes the origin and so is a rota­
tion. Thus Tl and T2 commute which implies that Tl and T2 commute. 
Gase(2}: Tl and T2 are parabolic fixing a E JR, as above we can consider 
conjugation by an appropriate isometry so that we may assume a = 00. 

Then Tl and T2 are translations and so they commute. 
Gase(3}: Tl and T2 are hyperbolic fixing a and 13 in R As the isometries 
act doubly transitive on JR U { oo} we may conjugate and assume a = 0 and 
13 = 00. Then the transformations have the form: Ti(Z) = AZ and so they 
commute. 

Conversely, suppose Tl and T2 commute. Again we have three cases: 
Gase(t}: Suppose Tl is elliptic fixing ~ E llJ). Then Tl fixes T2(~) and so T2 
is also elliptic with the same fixed-point set as T1. 

Gase(2}: Suppose Tl is parabolic fixing a E JR, then Tl fixes T2(a). Since 
a is the only fixed point for Tl it follows that T2(a) = a. Now we check that 
T2 cannot fix any other point: Suppose T2(j3) = 13 and 13 =I a. Then T2 must 
also fix Tl (13) but as it cannot have more than two fixed points it follows that 
Tl (13) is either a or 13. Since Tl is parabolic it has only one fixed-point and 
so it cannot have another, so we get Tl (13) = a. But now using that Tl is a 
1-1 mapping it follows that a = 13 and we have a contradiction. So T2 has 
no other fixed points and the result follows. 
Gase(3}: Suppose Tl is hyperbolic fixing a and 13 in R Then Tl fixes T2(a) 
and T2(j3). So we either have T2(a) = a, T2(j3) = 13 or T2(a) = 13, T2(j3) = a. 
In the first case there is nothing more to prove so we check that the second 
case leads to a contradiction. T2 must have at least one fixed point, call it 'Y. 
Then T:J must be the identity map as it fixes three points: a, 13, and 'Y. But 
every element of finite order is elliptic and so 'Y is the unique fixed point of 
T2. But now T2 fixes T1 ('"'!) which implies that T1 ('"'!) = 'Y. This contradicts 
that Tl cannot have more than two fixed points and the proof is finished. 0 

9 
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2.3 Properly Discontinuous Group Actions 

Let X be a Hausdorff, locally compact topological space and G a subgroup 
of homeomorphisms of X. Recall that G acts discontinuously on X if and 
only if for every point x E X there exists a neighbourhood V such that 
\:I 9 =f. I d 9 (V) n V = 0. Such an action is fixed-point free3 with discrete 
orbits. If we want to allow fixed-points in the group action, we will need to 
refine the definition as follows: 

Definition 2.3.1. G acts properly discontinuously if \:Ix E X the G-orbit 
Gx is locally finite (i.e. \:IK compact C X {g E Glg(x) E K} = Gx n K is 
finite). 

Recall that a space is discrete if and only if no subset has a limit point. So 
for example {~} C [0,1] is not discrete. Note that if a group acts properly 
discontinuously then the orbits are closed sets. Notice, also, that if G acts 
properly discontinuously on a compact Hausdorff space, then the group G 
is necessarily finite, since for any point x E X we have a bijection G +--+ Gx 
with the orbits of x. But as the orbits are closed and discrete in a compact 
space they are fillite. 4 We have the following proposition which characterizes 
properly discontinuous actions. 

Proposition 2.3.2. G acts properly discontinuously if and only if each G­
orbit is discrete and each point has finite stabilizer (i.e. \:Ix EX Stabc(x) is 
finite}. 

Proof. If G acts properly discontinuously and a G-orbit Gx had a limit point 
p in X, then by local compactness there would exist a compact set containing 
p that doesn't satisfy the locally finite condition. Similarly the stabilizer of 
x must be finite, otherwise the singleton {x} would be a compact set which 
doesn't satisfy the locally finite condition. The converse follows since the 
orbits would be closed and discrete in a compact set K, so must be finite. 0 

There are several equivalent definitions throughout literature, some of which 
we record here for convenience. 

3 Conversely, a free action by a finite group on a Hausdorff space acts discontinuously. 
4 Recall , a discrete space is compact if and only if it is finite. In particular, if X is 

compact with A c X closed and discrete, then A is finite. 

10 
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Theorem 2.3.3. The following are equivalent: 
(1) G acts properly discontinuously on X. 
(2) Vx E X, :3 neighbourhood of x, Vx such that Vg E G g(Vx) n Vv # 0 then 
g(x) = x and StabG(x) is finite. 
(3) Vx E X, :3 neighbourhood of x, Vx such that {g E Glg(Vv) n Vx # 0} is 
finite. 

Proof. (2) {:} (1): This follows since the first part of condition (2) says that 
G-orbits are discrete unless they are elements of the stabilizer. 
(1) =} (3): Since the orbits are discrete, we can choose a sufficiently small 
neighbourhood V around each point x such that {g E Glg(V) n V # 0} = 

StabG(x) and since the stabilizer of x is finite, condition (3) follows. 
(3) =} (1): Suppose that the G-orbit Gx is not discrete, so it has a limit 
point, say p E X. Then we can find a neighbourhood Vp about the point 
p such that {g E Glg(Vp) n Vp # 0} is infinite which gives a contradiction. 
Similarly, the stabilizer of any point x is finite. D 

There is another common definition of properly discontinuous action that is 
stronger than the one given here: 

Proposition 2.3.4. IfVK compact c X {g E Glg(K) n K # 0} is finite, 
then G acts properly discontinuously. 

Proof. Let K = {x} for any point x EX, then the condition says that the 
stabilizer of x is finite. If the G-orbit of x had a limit point p, then by local 
compactness we would be able to choose a compact neighbourhood K around 
p such that {g E Glg(K) n K # 0} is an infinite set which contradicts the 
condition. So the G-orbits are discrete with finite stabilizers and so G acts 
properly discontinuously. D 

The converse in general is false as the following gives a counter-example. 

Example 2.3.1. Consider X = ]R2/ {a} with subspace topology and G is the 
infinite cyclic group generated by T(x, y) = (2x, ~y). The only fixed point is 
the origin which is not in the space X, so G acts properly discontinuously. 
Consider the unit cube K in X, K={(x,y) E Xllxl:::::; 1, Iyl:::::; I}. K is com­
pact in the subspace topology since it is the intersection of the closed unit 
cube in]R2 centered at the origin. By considering the image of K by elements 
of G, Tn(x, y) = (2nx, 2~Y)' we see that the set {g E G I g(K) n K # 0} is 
infinite. 

11 
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If, however, X is metrizable and the group G acts as isometries then the 
definitions become e"quivalent. 

Theorem 2.3.5. Let (X, d) be a locally compact metric space with G acting 
as isometries. Then G acts properly discontinuously if and only if for any 
compact set K in XJ {g E Glg(K) n K -I- 0} is finite. 

First we need a lemma: 

Lemma 2.3.6. Let {gn} be distinct sequence of isometries and with Yn = 

gn(xn). Then d(gm a g;;l(Yk), Yk) ::; 2d(Ykl Yn) + d(xn, xm) + d(Ym, Yn). 

Proof. Applying the triangle inequality twice and using that the group acts 
as isometries we get: 

d(gm a g;;l(Yk), Yk) ::; d(gm a g;;l(Yk), gm a g;;l(Yn)) + d(gm a g;;l(Yn), Yk) 

::; d(gm a g;;l (Yk), gm a g;;l (Yn)) + d(gm a g;;l (Yn) , Yn) + d(Yn, Yk) 

= d(Yk, Yn) + d(gm a g;;l (Yn) , Yn) + d(Yn, Yk) 

= 2d(Yn, Yk) + d(gm(xn), Yn) 

and d(gm(xn), Yn) ::; d(gm(xn) , gm(xm)) + d(gm(xm), Yn), but again since the 
group acts as isometries, this equals d(xn' xm) + d(Ym' Yn) and this completes 
the proof. 0 

Proof. (oftheorem 1.3.5)Let G act properly discontinuously so that the orbits 
are discrete and stabilizers are finite. Suppose for some compact K we have 
{g E GlgK n K -I- 0} is infinite so that there exist a sequence of distinct 
elements of G, {gn} and elements {xn}, {Yn} of K with Yn = gn(xn). Since 
K is compact we can take subsequences and get Xn ---+ x and Yn ---+ Y for 
some x and Y in K. By lemma 1.3.6 we have 

d(gm a g;;l(Yk), Yk) ::; 2d(Yk, Yn) + d(xn' xm) + d(Ym' Yn) 

then let k ---+ 00 and we get 

d(gm a g;;l(y), y) ::; 2d(y, Yn) + d(xn' xm) + d(Ym, Yn). 

Now for any c we can choose m and n sufficiently large so that d(y, Yn), 
d(xn, xm) and d(Ym, Yn) are less than c. Then 

d(gm a g;;l(y), y) ::; 2c + c + c = 4c. 

So infinitely many elements gm a g;;l(y) in the orbit of Y get infinitely close 
to y. Since the orbits are discrete these must be infinitely many distinct 
elements in the stabilizer and this gives a contradiction. 0 
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2.4 Uniformization Theorem 

The universal cover for a torus is constructed by tessellating the Euclidean 
plane by parallelograms with sides identified. For a compact surface of genus 
g > 1 the corresponding polygon model cannot tessellate the plane by congru­
ent polygons, however such a tessellation can be constructed in the hyperbolic 
plane using non-euclidean geometry. 

Figure 4: [Hen79] Universal cover of a compact genus two surface. 

It follows from the uniformization theorem that almost all Riemann sur­
faces have the hyperbolic plane as their universal cover. 

Theorem 2.4.1 (Uniformization Theorem). Every connected Riemann sur­
face X is conformally equivalent to X/A, where X is the universal cover of 

X and A is a subgroup of Aut(X) acting discontinuously on X. Moreover, if 
X is not the Riemann sphere, the plane, the punctured plane or a torus then 
X is the upper-half plane 1HI with A a subgroup of PSL(2, JR.). 

Proof. See [JS87] o 

Remark 2.4.2. We will be mostly working with Riemann surfaces with 
universal covering 1HI so henceforth A will always be a subgroup of PSL(2, JR.) 
acting discontinuously on 1HI. 

Theorem 2.4.3. The Riemann surface 1HI/ Al is conformally equivalent to 
1HI/A2 if and only if Al and A2 are conjugate subgroups in PSL(2,JR.). 
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Proof. Suppose <p : lHI/ Al ~ lHI/ A2 is a biholomorphic map. Then we can 
lift <p to an automorphism T of the universal cover and so is an element of 
PSL(2, JR.) such that the following diagram commutes <p 0 7rl = 7r2 0 T: 

lHI T >lHI 

7r1! 0 ! 7r2 

lHI/ Al ~ lHI/ A2 

equivalently, <P([zJAJ = [T(z)JA2. We want to show that TA1T- 1 = A2 but 
first we claim that TA1T- 1 ~ A2. For any Rl E Al we have <p 0 7rl = 

<p 0 7rl 0 R1 , which together with the commutativity of the diagram implies 
<p 0 7rl = <p 0 7rl 0 Rl = 7r2 0 ToRI. This gives that for all z E lHI [T(z)JA2 = 

[T(R1(z))JA2. This implies that there exists R2 E A2 such that R2(T(z)) = 

T (R 1 (z )) i. e. R2 = T R 1 T-1 which proves the claim. Similarly, since T and 
<p are automorphisms, their arrows in the diagram above can be reversed 
to give another commutative diagram proving T-1A2T ~ AI. These results 
prove TA1T-1 = A2 . 

Conversely, let Al and A2 be conjugate groups. Then there exists T in 
PSL(2, JR.) such that TA 1T- 1 = A2 . Define a map: 

<p : lHI/ Al ----7 lHI/ A2, 

[ZJAI f-+ [T(z)JA2 

We show that <p is well-defined, bijective and biholomorphic. 
Well-defined: Suppose [ZJAI = [Z'JAll then z' = R(z) for some R E AI. Now 

The second last equality follows from T RT-1 E A2 . 

One-to-one: Suppose <P([ZIJAJ = <P([Z2JAJ which gives [T(ZI)JA2 = [T(Z2)JA2 
and so :3S E A2 such that S(T(ZI)) = T(Z2) so that T- 1ST(ZI) = Z2 with 
T- 1ST E AI. So [ZIJAI = [Z2JAI and <p is one-to-one. 
Onto: Let [Z2JA2 E S2. Then there exists ZI E lHI such that T(ZI) = Z2 since 
T is a bijection of the upper-half plane. Now <P([ZIJAl) = [T(ZI)JA2 = [Z2JA2 
and so <p is onto. 
Biholomorphic: In local coordinates, <p is given by T which is biholomorphic 
on lHI. 0 
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Corollary 2.4.4. If X is uniformized by A, i.e. X = lHI/ A, then 
(1) r.p E Aut(lHI/ A) if and only if r.p([Z]A) = [T(Z)]A for some unique T in 
N(A), where N(A) is the normalizer in PSL(2,~). 
(2) Aut(lHI/A) rv N(A)/ A. 

Proof. (1) This follows from the proof of the previous theorem. 
(2) By (1) be can consider the homomorphism 'IjJ : N(A) -----+ Aut(lHI/ A) which 
has kernel A. Now by first isomorphism theorem, we have Aut(lHI/ A) rv 

N(A)/A. D 

2.5 Riemann Surfaces 

This section covers the main properties of holomorphic maps that will be 
used later; in particular the Riemann-Hurwitz formula between holomorphic 
maps of compact Riemann surfaces will be used to prove the Hurwitz bound 
for the maximal order of the automorphism group. For more information on 
Riemann surfaces and for proofs see [ForS1]' [FKSO], or [Mir95]. 

2.5.1 Holomorphic maps and Branched Coverings 

The following useful theorem can be proved by applying the identity theorem 
of complex analysis in local coordinates. 

Theorem 2.5.1 (Identity Theorem). Suppose X and Yare Riemann sur­
faces and f, 9 : X -----+ Y such that f = 9 on a subset having a limit point in 
X. Then f - g. 

Theorem 2.5.2 (Riemann's Removable Singularities Theorem). Let f be a 
bounded holomorp!!:ic function on the punctured disk lJ))*, then there exists a 
unique extension f holomorphic on lJ)). 

This theorem can be applied to local coordinates and so still holds for 
open subsets of Riemann surfaces. 

Let f : X -----+ Y be a non-constant holomorphic map between Riemann 
surfaces and let p E X. Then it is a theorem of complex analysis that there 
are charts centered at p and f (p) such that locally the map f is given by 
Z 1--7 zn for some unique integer n called the multiplicity of f at p, denoted 
by multp(J). The points in X with non-trivial multiplicity (n ~ 2) are called 
ramification points and they form a discrete subset. The images under f 
of the ramification points are called branch points. 

15 



Nima Anvari-M.Sc. Thesis-McMaster University-Dept. of Mathematics and Statistics 

Theorem 2.5.3. Suppose X and Yare Riemann surfaces and f ': X -t Y 
is a non-constant holomorphic map. 
(1) f is an open and discrete map. 
(2) If f is one-to-one then f is biholomorphic onto f(X). 
(3) If X is compact, then Y is compact with f surjective. 

Note that if f is unbranched (no ramification or branch points) then it is 
a local homeomorphism. 

Theorem 2.5.4. Let f : X -t Y be a non-constant holomorphic map between 
compact Riemann surfaces. Then the number of ramification points are finite 
and f : X \ f-l(B) -t Y \ B where B is the set of branch points, is an n­
sheeted covering map for some non-negative integer n. Moreover, for any 
point q E Y we have 

L multp(j) = n. 
pEf-l(q) 

It will be useful to know that every lift of a holomorphic map to a covering 
is also holomorphic. 

Theorem 2.5.5. Suppose p : X -t Y is an unbranched !!olomorphic map 
and f : Z -t Y is any holomorphic map. Then every lift f : Z -t X is also 
holomorphic. 

Theorem 2.5.6. Suppose p : X -t Y is a local homeomorphism between 
a Riemann surface X and a Hausdorff space Y. Then there exists a unique 
complex structure on Y such that p is locally biholomorphic map. Conversely, 
if p : X -t Y is a covering map and Y is a Riemann surface, then there 
exists a unique Riemann surface structure on X such that p is a holomorphic 
covermg. 

The following theorem describes finite-sheeted coverings of the punctured 
disk lIJ)* = {O < Izl < I}. 

Theorem 2.5.7. Suppose X is a Riemann surfaces and f : X -t lIJ)* is a 
finite-sheeted holomorphic covering (unbranched). Then there exists a biholo­
morphic map r.p : X -t lIJ)* such that f = Pk 0 r.p where Pk(Z) = zk for some 
k21. 

Example 2.5.1. Let lIJ)* be the punctured unit disk. Then the fundamental 
group of lIJ)* is infinite cyclic and every finite-sheeted n-covering of lIJ)*, f : 
lIJ)* -t lIJ)* is defined by z f---7 zn. This unramified covering can be extended to 
a branched covering by definingJ(O) = O. 
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Theorem 2.5.8 (Extending Coverings). Let X be a connected Riemann 
surface with B a discrete set in X. Then any finite-sheeted covering of 
X* = X \ B I P : y* -t X* I can be extended to a finite-sheeted branched 
covering p : Y -t X with branch points B and a biholomorphic map I.{J : 
Y \p-l(B) -t Y* that preserves the fibers. 

Let X* denote X \ B where X is compact and B a finite subset. If p is a 
finite-sheeted covering p : y* -t X* then any covering transformation of Y* 
can be extended to a covering transformation of Y. 

Theorem 2.5.9 (Riemann-Hurwitz Formula). Let I.{J : X -t Y be a noncon­
stant holomorphic map between compact Riemann surfaces with genus g and 
g respectively. Then 

2g - 2 = deg(I.{J)(2g - 2) + L (multp(l.{J) - 1). 
pEX 

Remark 2.5.10. Note that the ramification points are a discrete subset of 
a compact space X, and so are finite. So there are only a finite set of points 
with non-trivial multiplicity and this makes the summation in the Riemann­
Hurwitz formula a finite sum. 

Proof. Let the branch points be the vertices of a triangulation of Y which 
has V vertices, E edges and F faces. When we lift this triangulation to X we 
get deg( I.{J) faces and deg( I.{J) edges. We need to count the number of vertices 
we get on X. Let q E Y be a vertex, then the number of vertices on X is 

vertices q in Y 

But we can write II.{J-l(q) I = 2:PE<P-l(q) 1 = deg(l.{J)+ 2:pE<p-l(q)(l- multp(I.{J)). 
After substituting we get that the total number of vertices on X is 

deg(I.{J)V -
vertices p in X 

Now calculating the Euler characteristic on X, we get the Riemann-Hurwitz 
~~~ 0 
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2.5.2 Riemann-Roch Theorem 

Let X be compact Riemann surface and NI(X) its field of meromorphic 
functions. A divisor D is finite O-chain l: niPi on X with ni E Z and 
Pi E X. The degree of D is defined to be l: ni and effective2f each ni ~ O. 
For an effective divisor D we write D ~ 0 and similarly D ~ D if D - D ~ 0 
for any two divisors D and D. If f E M(X) then (j) is the associated divisor 

where Pi and qj are the finite number of poles and zeros respectively with 
ni is the order of the pole or zero at the corresponding point. Similarly, a 
meromorphic I-form w is locally w = f(z)dz for some meromorphic function 
f, and the associated divisor (w) is defined to be 

where the ordp(w) is the order of the local meromorphic function f at the 
point p. A canonical divisor J( is the divisor of any meromorphic differen­
tial. 

For any divisor on X define L(D) = {f E M(X)I(j) + D ~ O}. Then 
L(D) is a finite dimensional vector space over the complex numbers define 
its dimension to be J!(L(D)). 

Theorem 2.5.11 (Riemann-Roch Theorem). Let X be a compact Riemann 
surface of genus g. If D is any divisor on X and J( is a canonical divisor 
then 

J!(D) - J!(J( - D) = deg(D) + 1 - g . 

. As an application of the Riemann-Roch theorem, it can be proved that the 
space or moduli of complex structures on a surface of genus g has dimension 
3g - 3. This is Riemann's parameter count. We will show how to count 
parameters for hyperelliptic surfaces. Recall that a compact Riemann surface 
X of genus g ~ 2 is called hyperelliptic if X is a two sheeted branched 
covering of the Riemann sphere, i.e. there exists a 2 to 1 map f : X -+ JP>. 
By the Riemann-Hurwitz formula there must exist 2g + 2 branch points. 
Conversely, given any 2g + 2 points on JP>, it's possible to construct a unique 
hyperelliptic Riemann surface branched over these 2g + 2 points[GH78]. But 
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there always exists an automorphism of the Riemann sphere that maps any 
3 branch points to 0,1 and 00. Therefore, the number of parameters needed 
to describe a hyperelliptic surfaces of genus 9 is (2g + 2) - 3 = 2g - 1. In 
particular, we have the following result 

Theorem 2.5.12. The generic Riemann surface of genus 9 is not hyperel­
liptic. 

Definition 2.5.13. Let X be compact Riemann surface of genus 9 ;:::: 2. 
Then a point p E X is a Weierstrass point if and only if there exists a 
meromorphic function f on X which has a pole of order ::; 9 at the point p 
and holomorphic everywhere else on X. 

The following results about hyperelliptic Riemann surfaces will be useful 
later. 

Proposition 2.5.14. Let X be a compact Riemann surface. Then 
(1) X has at least 2g + 2 Weierstrass points and exactly 2g + 2 if and only 
if X is hyperelliptic. 
(2) X is hyperelliptic if and only if there exists an automorphism J such that 
j2 = 1 and fixes 2g + 2 points, and in this case the fixed points of J are 
exactly the Weierstrass points. 
(3) If X is hyperelliptic, then any non-identity automorphism distinct from 
J has at most four 4 fixed points. 

Proof. See [FKSO]. o 

2.5.3 Complex Algebraic Curves 

A complex plane curve is defined to be C = {[x, y, z] E CP2 IP(x, y, z) = O} 
for some irreducible homogeneous polynomial P. If the polynomial is non­
singular then the curve C defines a compact Riemann surface in the complex 
projective plane. 

Theorem 2.5.15 (Hilbert's Nullstellensatz, [Kir92]). Complex polynomials 
P(x, y) and Q(x, y) define the same zero-set {P = O} = {Q = O} if and 
only if P and Q have the same irreducible factors with possibly different 
multiplicities. Moreover, if they have no repeated factors then P = A.Q for 
some non-zero constant A. E c. 
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Theorem 2.5.16. The holomorphic automorphisms of Cp2 are gwen by 
PGL(3,C). 

For a proof of the following theorem see [Kir92] or [Mir95]. 

Theorem 2.5.17 (Bezout's Theorem). Let C and D be non-singular complex 
projective curves in Cp2 with degree nand m respectively. If they have no 
common component then the number of intersections counting multiplicities 
isnm. 

In particular, any two curves in Cp2 intersect in at least one point. As a 
corollary we have 

Corollary 2.5.18. Every non-singular homogeneous polynomial is irreducible. 

Proof. Suppose f = P(x, y, z)Q(x, y, z) is non-singular and consider the two 
curves given by {P = O} and {Q = O} with an intersection point p. Then 
V f = (V P)Q + P(vQ) vanishes at p and this contradicts that f is non­
singular and so f must be irreducible. 0 

Theorem 2.5.19 (Plucker's Formula). Let C be a nonsingular plane curve 
given by {[x, y, z] E CP2IP(x, y, z) = O} with P(x, y, z) a homogeneous poly­
nomial of degree d. Then the genus is given by 

(d - l)(d - 2) 
g= . 

2 

In particular, not all Riemann surfaces can be realized as non-singular 
curves in Cp2. 

Example 2.5.2 (Fermat Curve). Consider the complex projective curve de­
fined by the non-singular homogeneous polynomial zf + zg + zg for d ?:: 1. 
Then it follows from the degree-genus formula that the defining compact 
Riemann surface has genus (d-l)id- 2). 

It is useful to know when an abstract compact Riemann surface can be 
realized as a smooth plane curve. 

Theorem 2.5.20. Every compact Riemann surface of genus g = 3 can be 
realized as a non-singular plane curve if it is not hyperelliptic, 

Proof, See [FKSO] o 
It turns out that every compact Riemann surface can be embedded in 

Cp3 , 
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3 Hurwitz's Theorem 

We know that the automorphism group of the Riemann sphere is the infinite 
group of Mobius transformations ~~!~ where ao - f3'Y #- O. For Riemann 
surfaces of genus 9 = 1, the automorphism groups are infinite. In 1878 
Schwarz proved that for genus 9 2:: 2, surprisingly, the automorphism groups 
are finite. It was Hurwitz, which in the same 1893 paper where he gives his 
well-known Riemann-Hurwitz formula, gives the upper-bound 84(g - 1) for 
the number of automorphisms. That is, regardless of the complex structure, 
the topology of the surface (determined by the genus) gives the restriction 
on the maximal order of the automorphism group. 

3.1 Schwarz's Theorem 

Lemma 3.1.1. Let X be a compact Riemann surface of genus 9 2:: 2. 
Any non-identity automorphism of X has at most 2g + 2 fixed points. More­
over, Weierstrass points get mapped to Weierstrass points. 

Proof. See [FK80] o 

Theorem 3.1.2 (H.A. Schwarz, 1878). The automorphism group of a com­
pact Riemann surface X of genus 9 2:: 2 is finite. 

Proof. We have an action of Aut(X) on Weierstrass points W(X), so consider 
the homomorphism cp : Aut(X) ~ Perm(W(X)). Suppose X is hyperellip­
tic, then the hyperelliptic involution J fixes all the Weierstrass points so we 
have (J) ::; ker(cp). Now if T E Aut(X) with T #- J then T has at most 
4 fixed points so it cannot fix all the 2g + 2 Weierstrass points on X. This 
shows that ker(cp) = (J) and it follows from the first isomorphism theorem 
that Aut(X) is a finite group. Now suppose X is non-hyperelliptic, then 
there are more than 2g + 2 Weierstrass points and so if an automorphism 
fixes these points it would have more than 2g + 2 fixed points. By the lemma 
above, this can only be the identity map. Thus the action is faithful and so 
cp is injective. Again, it follows that the automorphism group is finite. 0 

Given a finite group G, we want to find a compact surface that G acts 
on. We can do this just by using covering space theory. Suppose G has 9 
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generators. Then consider the fundamental group of a surface of genus g, 
7r1(Xg) = (aI, bl , ... , ag, bgl Ili[ai, bil = 1) and a surjective map <p : 7r1(Xg) -7 

G such that <p(ai) = Xi and <p(bi) = 1. Now the kernel of <p corresponds 
to a normal covering space P : X -7 X g. Since Xg is compact, X is also 
a compact surface. So we can write X = Xg for some [j. Now the deck 
transformation group G(Xg) is isomorphic to 7r1(Xg)/Ker(<p) rv G. Since 
the deck transformation group acts freely on the covering space Xg, so does 
G. In particular, if P is a k-sheeted covering map then X(Xg) = kX(Xg). So 
[j = 1 - k + kg. We get the following 

Theorem 3.2.1 (Hurwitz). Every finite group G acts freely on some compact 
orientable surface. Moreover) if G has n generators) then the genus on which 
it acts is given by g = 1 + IGI(n - 1). 

Proof. All that remains to show is the formula for the genus. But this follows 
by noting that the number of sheets k in the covering is given by the index 
of the kernel in the fundamental group. But in this case, this is the order of 
G. 0 

If Xg above is a Riemann surface then we can lift the complex struc­
ture to the cover X and the the transformation group acts as a group of 
automorphisms. 

Lemma 3.2.2. Let X be a Riemann Surface and a group G acting discon­
tinuously on X then there exists a complex structure on X / G that makes the 
projection map X -7 X/G a holomorphic unramified covering map. 

We want to extend this result so as to allow group actions with fixed 
points. 

Theorem 3.2.3. Suppose we have a finite group action on a Riemann surface 
X) then the following hold: 
(1) The stabilizer of every point is a finite cyclic. 
(2) The points with non-trivial stabilizers are a discrete subset of X. 

Proof. (1) Let G be the stabilizer subgroup of a point p E X and D be a 
small disk neighbourhood D about p and consider 

DG c n g(D), 
gEG 
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where DG is a G-invariant disk about p biholomorphic to the unit disk in 
the plane. By the uniformization theorem we can lift G to a finite group of 
automorphisms of the unit disk with the origin fixed. It follows that G is 
finite cyclic. 
(2) Changing notation, suppose G is the finite group acting on X and {Pn} C 

X is an infinite set of points with non-trivial stabilizers and a limit point 
p. The stabilizer of each Pn is finite cyclic and so is generated by some 
gn E G. This induces an infinite tuple (gl, g2, ... ) but as G is finite this 
tuple must have repetitions. So by considering a subsequence of {Pn} we 
can assume each stabilizer is generated by some fixed 9 in G. By continuity, 
g(p) = g(limnPn) = limng(Pn) = limnPn = p and so 9 also fixes p. Let I 
be the identity map, we then have that 9 and I agree on an infinite set with 
a limit point and so by the identity theorem of complex analysis they are 
equal: 9 = I. But this contradicts that 9 was chosen as a generator of each 
stabilizer which was assumed to be non-trivial, and so this proves that the 
points {Pn} are discrete on X. 0 

The above proof tell us that locally around a fixed point, the action is 
given by rotation by some n-th root of unity, where n is the order of the 
stabilizer of the fixed point. 

Theorem 3.2.4. Let G be a finite group acting on a Riemann surface X. 
Then the quotient space X / G is a Riemann surface and the canonical pro­
jection map 7f : X -----+ X/G is holomorphic branched covering map of degree 
IGI andVp E X multp(7f) = IStabG(p)l. 

Proof. Let X* = X - {fixed points} then G acts discontinuously on X* and 
so gives a holomorphic unramified IGI-sheeted covering X* -----+ X* /G. Now 
we can extend the map to a holomorphic branched covering X -----+ X/G. 0 

3.3 Zip - Actions on Surfaces 

In this section be prove a result which can be found in a paper by Czes 
Kosniowski(see [Kos78]) about Zip-actions on surfaces with p odd prime. 
First we need a preliminary theorem: 

Theorem 3.3.1. For p odd J Zp cannot act on a closed oriented surface S 
with exactly one fixed point. 
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Proof This action gives a branched covering map 7f : 8 --7 8 jZp with exactly 
one ramification point (fixed point) of order p and one branch point. If we 
remove small disks around these points then we have a normal covering map 
P : X --7 X where X = 8 - {open disk} and X = 8/Zp - {open disk} 
with Zp as the deck transformation group. As 7f is locally of the form 
z 1-----+ zP this gives a connected p-sheeted covering on the boundary com­
ponents: (aX, xo) = 8 1 

--7 (ax, xo) = 8 1
. Now consider two possible cases: 

Gase{t): Suppose 8/Zp is orientable. The covering P gives a homomor-

phism <p and the composition of homomorphisms 7fl (aX, xo) ~ 7f1 (X, xo)'~ 
Zp is trivial. This can be seen by looking at the polygon model for the 
orient able surface: the generator for ax is homotopic to a product of com­
mutators in X and <p maps this into an abelian group, so the composition 
is trivial. This trivial homomorphism corresponds to a trivial covering of 
ax. Choose a component of p-1(aX) that contains xo. Now we hav~ two 
distinct lifts of ax which agree on xo, but as ax is connected and satisfies 
i* (7f1 (aX, xo)) c p*(7fl(aX, xo)) the two lifts must be unique, which is a 
contradiction. 
Case (2): Suppose 8/Zp is non-orient able with P : X --7 X a normal p-

sheeted covering. X has an orientable double cover 82 and we have X k-~ets 
82 2-~ets X and this gives X(X) = 2kX(X) = PX(X) so p is even, contra­
diction. 0 

Corollary 3.3.2. A finite group action on an orientable surface cannot have 
exactly one fixed point. 

Proof Let G be the finite group acting on an orientable surface 8 with genus 
g. If an element of G fixes a point then it generates a finite cyclic subgroup 
which again acts with exactly one fixed point. It's enough to assume G is 
finite cyclic and to show that IGI must be odd, then the previous theorem 
gives the result. Since orientation does not affect tl:J.e counting of the vertices 
in a triangulation, we can still apply the Riemann-Hurwitz formula. Suppose 
8 j G has a triangulation with V vertices (including the branch point), E edges 
and F faces. Then the number of edges if; and faces F on 8 would be IGIE 
and IGIF. Since there is only one fixed point, hence one ramification point, 
the number of vertices Von 8 is IGIV - (IGI- 1). Then we have: 

2g - 2 = -X(8) = -V + if; - F = IGI(x(8jG) + 1) - 1, 
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now if IGI is even, the right-hand side is odd but the left-hand side is always 
even. This proves that IGI cannot be even. D 

Theorem 3.3.3. Let n, a be non-negative integers and 9 2: 2. (1) Any 
orientable closed surface Sg admits a finite cyclic group action with exactly 
2-fixed points. 
(2) The surface San admits a Zn-action with exactly 2-fixed points. 
(3) The surface SHan admits a free action by Zn. 

Proof. (1) Consider an inscribed regular g-polygon on the equator of a sphere 
perpendicular to an axis of rotation. Attaching 9 handles to the vertices gives 
Sg with Zg acting as rotational symmetry fixing two points corresponding to 
the axis. 
(2) This follows from (1) by attaching handles to handles. 
(3) Consider Zn acting freely on the torus by rotational symmetry. Then by 
attaching handles as before gives a free Zn action on SHn' Now by attaching 
handles to handles again we get the same free action on SHan' D 

Theorem 3.3.4. Let Sg be a compact surface of genus 9 and p a prime 
number. Then Zp acts on Sg if and only if 9 = 1 + ap or 9 = ap + b(P;l) for 
some non-negative integers a and b. 

Suppose Zp acts on Sg, then the quotient-space is a compact surface S9' 
where 9 and g are related by the Riemann-Hurwitz formula: 

2g - 2 = IGI (2g - 2) + L (multxCrr) - 1). 
xESg 

Since the stabilizer is a subgroup of Zp and p is prime, it follows that 
points with non-trivial stabilizer are fixed by every element of the group and 
since our surface is compact, these points form a finite subset. Suppose there 
are n such points, and using L...::xES

g 
(multx(7r) - 1) = L...::~=1 P - 1 = n(p -1), 

then the Riemann-Hurwitz formula now becomes: 

_ (n - 2) (p - 1) 
9 = pg + 2 . 

By the remarks at the beginning of this section, we cannot have n = 1. So 
it remains to check (1) n = 0 ,(2) n 2: 2. 
Case(l): If there are no points fixed by the group action, then we have a 
p-sheeted unbranched covering map 7r : Sg --+ S9 and we can also say that 
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9 2': 1 since finite group actions on the sphere have fixed points. Now using 
the Euler characteristic equation X(Sg) = PX(Sg) we can deduce that 9 2': l. 
This allows us to write 9 = a + 1 for some non-negative integer a. Now, 
substituting in the Riemann-Hurwitz relation gives 9 = 1 + ap. 
Case(2): The Riemann-Hurwitz formula gives: 9 = pg + (n-2~(P-l) = ap + 
b(p;l), where a = 9 and b = n - 2 are non-negative integers. This finishes 
the proof. For the converse see [Kos78]. 

Corollary 3.3.5. For p odd prime, 7l.,p acts freely on Sg if and only if 9 = 

1 + ap for some non-negative integer a. 

Corollary 3.3.6 (7l.,p x 7l.,q-Action). For p and q odd primes, if7l.,p x 7l.,q acts 
freely on Sg then 9 = 1 + n where n is an integer which has both p and q as 
divisors. 

3.4 Hurwitz's Theorem 

We will now use the Riemann-Hurwitz formula to prove Hurwitz's upper­
bound for automorphisms of compact Riemann surfaces of genus g ~ 2. 

Theorem 3.4.1 (Hurwitz, 1893). Let G be a finite group acting on a compact 
Riemann surface X of genus 9 2': 2, then IGI ::; 84(g - 1). 

Proof. Let G act on X and let X = X/G be a compact R~mann surface of 
genus g. Then we get a branched covering map 7r : X -----7 X. Suppose there 
are n branch points [Pr], ... , [Pn ] then we have the following: 

n 

The points p E [Pi] belong to the same orbit and thus have conjugate stabi­
lizers. So for these points, the order of the stabilizer is the same and since 
there are IStal~I(Pi)1 points in the orbit, the last sum above becomes: 

n IGI n 1 
~ StabG(~) [StabG(Pi) - 1] = IGI ~(1 - mi)' 

where mi = StabG(Pi ). So we get from the Riemann-Hurwitz formula: 
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n 1 
2g - 2 = IGI [29 - 2 + 2:: (1- m)]' 

i=I 2 

N OW to maximize I GI we must minimize the expression on the right hand 
side determined by the branching data (9; mI, ... , m n ). It can be checked 
that (0; 2, 3, 7) is the minimum attained and this gives IGI :::; 42(2g - 2) = 

84(g -1). D 

As a corollary of the proof, we can see that if G acts freely on a compact 
Riemann surface X, then IGI = ;~::::; :::; 9 - 1. A finite group G is called 
a Hurwitz group if it acts as a group of automorphisms on some compact 
Riemann surface X with genus 9 2:: 2 with order 84(g - 1). Hurwitz went 
further and gave a criterion for when a finite group can be realized as a 
Hurwitz group. 

Theorem 3.4.2 (Hurwitz's Criterion). A non-trivial finite group G is a 
Hurwitz group if and only if G is generated by x and y which satisfy the 
relations: x2 = y3 = (xy)1 with possibly some other relations. 

Proof. Suppose G is generated by x and y with the above relations. The 
fundamental group of the sphere with 3 punctures is given by 

7fl (lID - {O, 1,00}) = bl' 1'2, 1'311'11'21'3 = 1). 

Let JlD* = JlD - {O, 1,00} and consider the homomorphism 

7f 1 (JlD - {O, 1, 00 }) -t G -t 1, 

sending 1'1 to x, 1'2 to y and 1'3 to (xy) -1 . Then the kernel corresponds to 
a normal covering X* -t JlD*. We can fill in the punctures and we get a 
branched covering X -t JlD, with branching order 2, 3 and 7. We can lift 
the complex structure to make X into a compact Riemann surface. The 
deck transformations also extend and so G is isomorphic to G(XjJlD) and 
acts on X. The Riemann-Hurwitz formula applied to this branching gives 
IGI = 84(g -1). D 

We end this section by noting that if we define an abstract group by 

~(2, 3, 7) = (x, Ylx2 = y3 = (xyt = 1), 

then Hurwitz's result states that Hurwitz groups are exactly nontrivial ho­
momorphic images of ~(2, 3, 7). This leads to F\lchsian groups as well as a 
different perspective on Hurwitz's theorem and automorphisms of surfaces. 
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4 Fuchsian Groups 

Fllchsian groups are related to lattices in the hyperbolic plane and give an in­
terpretation of automorphisms groups of compact Riemann surfaces as tilings 
on the surface. By lifting the tiles to the universal cover, we get a tessella­
tion of the hyperbolic half-plane(or disk). An important theorem of Siegel 
shows that these tiles cannot be arbitrary small, more precisely, their hy­
perbolic area is bounded from below by ;. It is this result that forces the 
automorphism groups to be bounded by 84(g - 1), the Hurwitz bound. 

4.1 Discrete Subgroups of PSL(2, IR) 

If a subgroup of a topological group has discrete subspace topology then it's 
called a discrete subgroup. 

Example 4.1.1. Discrete subgroups of JR are isomorphic to infinite cyclic 
group Z. 

Example 4.1.2. Discrete subgroups of Sl are isomorphic to finite cyclic 
groups Zn. 

Definition 4.1.1. A Fuchsian group is a discrete subgroup of PSL(2, JR). 

Proposition 4.1.2. Let G be a topological group. Then G is a discrete 
group if and only if the identity element e is isolated (i. e. for any sequence 
of elements of G, {gn}~lJ such that limgn = e implies gn = e for large n). 

Proof. We show that if the identity element e is isolated then so is any other 
point of G. If a point g is not isolated then there exists a sequence {gn} that 
has 9 as a limit point. Now consider the sequence {g-l . gn} which has e as 
a limit point. This gives a contradiction. 0 

Proposition 4.1.3. For any Fuchsian group r, there exists at least one point 
in lHI that is not fixed by any non-identity element of r. 

Proof. Let w E lHI. Since the r-orbits are discrete there exists an E-ball Bc(w) 
such that if 1fT E r T(Bc) nBc =I- 0 =} T E Stabr(w). Now choose Z E Bc(w) 
distinct from w. If any T E r fixes z then it also fixes wand any element 
of PSL(2, JR) which fixes two distinct points in lHI must be the identity map. 
So z is not fixed by any non-identity element of r. 0 
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Lemma 4.1.4. Given a compact subset K oflHI, then for any point z E lHI, we 
have E:= {T E PSL(2,JR) I T(z) E K} is a compact subset of PSL(2,JR). 

Proof. Consider the continuous map <p: SL(2,JR) ~ PSL(2,JR) ~ lHI, where 
7r is the projection mapping and ez is the evaluation map at the point z E lHI. 
E is closed since it's the inverse image of a closed set. We want to show that 
E = 7r- 1(E) is a bounded subset of JR4. Since K is compact, there exists 
constants 0 1 and O2 such that (1) 1<p(E)1 < 0 1 and (2) Im(<p(E)) ~ O2 • 

Let (a, b, c, d) E JR4 such that ad - bc = 1. Then (1) is equivalent to I ~::~ 1< 
0 1 and (2) is equivalent to Im(~::~) = 1~:~~2 ~ O2 • These conditions give 
that (a, b, c, d) are bounded. 0 

Theorem 4.1.5. Let r be a subgroup of PSL(2, JR). Then the following are 
equivalent: 
(1) r is a discrete subgroup(i.e. Fuchsian}. 
(2) r acts properly discontinuously on lHI. 
(3) r -orbits are discrete in lHI. 

Proof. (1) =} (2): We show that for any point z E lHI, the r-orbit of z 
is locally finite. Let K be any compact subset of lHI and consider the set 
{T E r I T(z) .E K} which by the lemma above is a discrete subgroup of 
compact set and thus is finite. So r acts properly discontinuously on lHI. 
(2) =} (3): This is trivial since if r acts properly discontinuously its r-orbits 
are already discrete. (3) =} (1): Suppose r acts properly discontinuously 
but is not a discrete subgroup. Choose a point z that is not fixed by any 
element of r except the identity. Then there exists a sequence {Tn}~=1 such 
that Tn --+ I as n --+ 00. Now the r-orbit of z has a limit point at z which 
contradicts that the orbits are discrete. 0 

Corollary 4.1.6. Any Fuchsian group is at most countable. 

Proof. Let r be a Fuchsian group, then for any z E lHI we have a bijection 
between the group and each orbit: r +----------+ rz and each r-orbit is a discrete 
subset of the upper-half plane and thus at most countable. 0 

4.2 

Theorem 4.2.1. If all non-identity elements of a Fuchsian group r have the 
same fixed-point set then r is cyclic. 
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Proof. Suppose r consists only of hyperbolic elements, then by conjugation 
we can suppose the fixed point set is 0 and 00. It follows that r is a discrete 
subgroup of {TIT(z) = )..z,).. > O} rv JR.*, the multiplicative group of positive 
real numbers. The only discrete subgroups of JR.* rv JR. are the infinite cyclic 
groups. 
Similarly if r contains only parabolic elements fixing 00 then r must be a 
discrete subgroup of {TIT(z) = z + (3, (3 E JR.} rv JR. and r is again infinite 
cyclic. And lastly, suppose r consists only of elliptic elements, if we are using 
the disk model we can suppose the fixed point set is the origin. Then r is a 
discrete subgroup of {TIT(z) = ei9() E JR.} rv Sl the circle group. Thus again, 
r is cyclic, this time finite. 0 

Corollary 4.2.2. The only elements of finite order in a Fuchsian group are 
the elliptic elements. 

Another way to see this is to consider a cyclic group generated by any 
elliptic element, say T. Then by conjugation we can suppose T(z) = ei9 z. If 
() is a irrational number then all the powers, Tn are different, otherwise for 
m =1= n we would have (m - n)() E Z, a contradiction. So the set {eiOn In E Z} 
has a limit point on the unit circle and this contradicts discreteness of the 
Fuchsian group. 

Proposition 4.2.3. Let r be a Fuchsian group and z E IHI. Then the stabi­
lizer of z, Stabr(z) is a finite cyclic group. 

Proof. Since each element of the stabilizer of z have the same fixed points, 
this subgroup is abelian and hence cyclic by the above theorem. Since it is 
generated by an elliptic element it has finite order and so the Stabr(z) is 
finite cyclic. . 0 

Corollary 4.2.4. A Fuchsian group is abelian if and only if it is cyclic. 

Proof. The elements of an abelian Fuchsian group must have the same fixed­
points so by the theorem must be a cyclic group. 0 

Theorem 4.2.5. The normalizer of an non-cyclic Fuchsian group is Fuch­
swn. 

Proof. Let A be a non-cyclic Fuchsian group and N(A) the normalizer of A 
in PSL(2, JR.). If N(A) is not a Fuchsian group then its not discrete, so there 
exists a sequence of distinct elements {Tn}~l in the normalizer such that 
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Tn --+ I as n --+ 00. Recall that two elements of P8L(2, JR) commute if and 
only if they have the same fixed-point set. 
Claim: For large n, Tn commutes with every element of A and hence has 
the same fixed-point sets as every element of A. 
Proof of Claim: 'liS E A{TnST;;l }~=1 C A such that {Tn ST;; 1 } --+ 8 as 
n --+ 00. But as A is discrete, its points are isolated and so for large n, 
Tn8T;; 1 = 8 and the claim is proved. 
Now since A is non-cyclic, it is non-abelian and so there exists at least two 
elements 8 1 and 8 2 which have different fixed-point sets but both have the 
same fixed-points sets as Tn for large n. This gives a contradiction, so N(A) 
is discrete and hence F\lchsian. 0 

4.3 Fundamental Regions and their Tessellations 

Let r be a F\lchsian group. Define an equivalence relation on the upper-half 
plane lHI as follows: z rv z' if z' = T(z) for some T E r. We get a disjoint 
union of orbits rz = {T(z) IT E r}: 

lHI = Il rz. 
zEJH[ 

We want to find a set .J c lHI that contains exactly one representative 
point from each orbit, so we can use it as a tile to tessellate the upper-half 
plane: lHI = UTEr T(.J). Every element in lHI is equivalent to an element in 
this set which is called a fundamental set. Though such a set exists by 
the axiom of choice, it isn't unique5 [Leh66]. F\lrthermore we cannot say a 
priori that such a set has any topological properties such as being convex or 
locally finite, but we can say that it cannot be an open set since points on 
the boundary would then not be equivalent to any representative. So instead 
we work with the concept of a fundamental region which we now define: 

Definition 4.3.1. Let $ be closed subset of lHI(or the disk model IDl). Then 
$ is called a fundamental region if 
(1) UTEr T($) = lHI and 
(2) int($) n T(int($)) = 0 for all T =1= I in r. 

From the definition, we can conclude that if we have a fundamental region 
$, then there exists a fundamental set .J such that int($) C .J c $. For 

5For any subset A of ~, ~/A U T(A) is still a fundamental set for any T -I=- I in r, 
although not connected. 
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each T in r we call T(§) a hyperbolic tile and UTa T(§) = lHI the 
corresponding tessellation of the upper-half plane. Clearly, two tiles can 
only intersect along their boundaries and any succession of tiles connected 
along their boundaries is called a chain. Before we prove the existence of 
fundamental regions, we first show that its hyperbolic area does not depend 
on the choice of such a region but only on the Fuchsian group. 

Theorem 4.3.2. If §1 and §2 are both fundamental regions for a Fuchsian 
group r, then they have the same hyperbolic area: P,(§1) = P,(§2)' 

Proof. P,(§1) = LTEr P,(§1 n T(§2)) = LTa p,(T-1(§1) n §2) = P,(§2) 
D 

We now prove the existence of a convex, locally finite fundamental region 
by a construction due to Dirichlet in the Euclidean plane and Poincare in 
the hyperbolic plane. Suppose p E lHI is not fixed by any element of rand 
for each T E r define the half-plane HT(P) = {z E lHIlp(z,p) ::; p(z, T(p))} 
with boundary given by the geodesic LT(P) = {z E lHIlp(z,p) = p(z, T(p))} 
which is the perpendicular bisector of the geodesic joining p and T(p). We 
can now define the Dirichlet region to be 

Dp(r) = n HT(P). 
TEr,T-j-I 

Definition 4.3.3. Let r be a Fuchsian group. Consider a point p E lHI not 
fixed by any non-identity element of r. Then Dp(r) = {z E lHI I p(p, z) ::; 
p(z, T(p)) \IT E r} is called the Dirichlet region for r centered at p. 

Remark 4.3.4. By the invariance of the metric under isometries, we have 
p(z, T(p)) = p(T-1(z),p) for each T E r. So the Dirichlet region can also be 
described as the following set: Dp(r) = {z E lHI I p(z,p) ::; p(T(z),p) \IT E 

r}. 

Theorem 4.3.5. Let r be a Fuchsian group. Then the Dirichlet region is a 
convex, connected fundamental region. 

Proof. It is non-empty since it contains, first of all p, but also since the orbits 
are discrete it actually contains some small neighbourhood of p. Since each 
half-plane is closed and convex, we see that Dp(r) is closed and convex and 
hence connected. We now show that Dp(r) contains at least one point from 
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each orbit and if it contains two points from the same f-orbit, these points 
lie on the boundary. This then implies that there exists a fundamental set -J, 
with int(Dp(r)) C -J c Dp(f) and so the Dirichlet region is a fundamental 
region for f. 
For any f-orbit, since it's discrete, has a point closest to p and so is a point 
in Dp(f). Thus the Dirichlet region contains at least one point from each 
orbit. Now suppose that more than one point is closest to p in the same 
f-orbit, say z and z' = T(z) for some T E f. Then p(z,p) = p(T(z),p) = 

p(z,T-1(p)), so z lies on the boundary of a half-plane, LT-l(P). Since z is 
in Dp(r) , the only way this can happen is if z E &Dp(r). Similarly for z'. 
In particular, the interior contains at most one point from each orbit and 
the only congruent points lie on the boundary of the Dirichlet region. This 
completes the proof. 0 

Definition 4.3.6. Let $ be a fundamental region for a F\lchsian group f. 
$ is called locally finite if every compact set K intersects only finitely 
many tessellations of $: {T E f I T($) n K} is finite. 

Theorem 4.3.7. The Dirichlet region of a Fuchsian group is locally finite. 

Proof. Let $ be the Dirichlet region Dp(f). vVe can always choose a large 
enough disk centered at p so that contains any compact set. If we can show 
that there are always finitely many intersection of T($) with this disk then 
it proves the result. So let K be a compact disk centered at p of radius r. 
Now if T($) n K #- 0 then for some z E $, we have p(p, T(z)) :::; r. By the 
triangle inequality and invariance under isometries, we have 

p(p, T(p)) :::; p(p, T(z)) + p(T(z), T(p)) :::; r + r = 2r. 

Since the f orbits are locally finite, the above can only hold for finitely many 
T and this proves the result. 0 

Theorem 4.3.8. Let A be a subgroup of finite index in a Fuchsian group fJ 
with coset decomposition {A, AT1 , ... , ATn}. If the fundamental region of f is 
$r then we have the following: 
(1) $A = $r U Tl($r ) ... U Tn($r) is a fundamental region for A. 
(2) f-L($A) = [1: Alf-L($r). 

Proof. (1) We first show U=USEA($A): let z E U, then z = T(z') for some 
T E f and z' E $r. We have T E ATi for some i, so write T = S~ for some 
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SEA, it then follows that z = S(w) where w = ~(z') E §A. Thus the 
A-tessellation covers the upper-half plane. 
We now show int(§A) nS(int(§A)) = 0 for all S =I- I: Suppose z E int(§A) 
and z = S(z') for some non-identity element S in A and some z' E int(§A)' 
Then z E ~ (§r) and z' E 'Fj (§r) for some i and j, which implies that the 
tiles ~ (§r) and STj (§r) intersect with interior points which is impossible 
unless ~ = STj • But now this implies that ~ and Tj belong to the same 
coset and so i = j and we that that z and z' are r -equivalent in ~ (§r ) 
which is a contradiction and the theorem is proved. 0 

Corollary 4.3.9. If A is a subgroup of a Fuchsian group r such that §A has 
finite area, then A is of finite index in rand §r has finite area. 

4.4 Structure of a Fundamental Region 

N ow that we have proven the existence of a convex and locally finite fun­
damental region, we use these properties to develop its polygonal structure. 
For more information see [Bea83]. Throughout this section we let r be a 
F'uchsian group and f!JJ be its convex and locally finite Fundamental region. 

(il (ii) (iii) (iv) 

Figure 5: [Kat92, pg.68] By construction, the Dirichlet region is a count­
able intersection of half-planes, so we expect that its fundamental region is 
bounded by at most count ably many geodesic segments and possibly seg-. 
ments on aID>. (i) is an example of a compact fundamental region. (ii) has a 
vertex on the boundary of the unit disk and is called an ideal vertex. (iii) 
has a segment on the boundary and is called a free side of the fundamental 
region. (iv) has countably many sides with an ideal vertex. 

Proposition 4.4.1. The only points of f!JJ that are equivalent{i.e. in the 
same r -orbit) are the points on the boundary, a f!JJ, and every point z on the 
boundary, there exists some non-identity element T E r such that T(z) E 

af!JJ . 
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Proof. If z lies on the boundary, by local finiteness, it intersects only finitely 
many tiles: z E f!lJ nTI(f!lJ) ... nTk(f!lJ) for k ~ 1. So there exists at least one 
other element z' with z = T(z') and this must also lie on the boundary. D 

e Sides of f!lJ: For any non-identity T E r, f!lJ nT(f!lJ) is either empty or 
at most a geodesic segment called a side of f!lJ. To see this note that 
f!lJ n T( f!lJ) is convex and so if it contains more than one point it must 
contain a geodesic segment. Now since the intersection occurs along 
the boundary of f!lJ, it must be a set of measure zero and thus cannot 
contain any three non-collinear points. It follows that a non-empty 
intersection is either a single point or a geodesic segment . 

• Vertices of f!lJ: For any distinct non-identity elements TI , T2 E r, f!lJ n 
TI(f!lJ) n T2(f!lJ) is either empty or a single point called a vertex of 
f!lJ. This can be seen by considering f!lJ n TI(f!lJ) n f!lJ n T2(f!lJ). So 
a nonempty intersection must consist of a single point. Moreover, a 
vertex cannot by an interior point of a side by convexity. 

Theorem 4.4.2. Let f!lJ be a convex, locally finite fundamental region, then 
we have the following: 
(1) f!lJ has at most countably many sides and vertices, 
(2) Any compact set K intersects finitely many sides and vertices, 
(3) fJf!lJ is a union of sides, 
(4) Intersection of two sides is either empty or is a vertex that is the common 
end-point of each side. 
(5) Conversely, every vertex is the intersection of exactly two sides and is 
the common end-point of each side. 
(6) Vertices are isolated, in particular a compact f!lJ can only have a finite 
number of vertices and sides. 

Proof. (1) follows since r is countable. By local finiteness only finitely many 
tiles intersect K (i.e. {T E r I T(f!lJ) n K =I- 0} is finite), and since each 
side is of the form f!lJ n T(f!lJ) only finitely many sides can intersect K. 
Similarly for vertices and this proves (2). For (3), let z E fJ f!lJ, by local 
finiteness z lies at the intersection of finitely many tiles and we cannot have 
f!lJ n T( f!lJ) = {z} for all T E r so z lies on some side. To see (4) let 81 = 

f!lJ n TI (f!lJ) and 82 = f!lJ n T2 (f!lJ) be two sides with non-empty intersection, 
then f!lJ n TI (f!lJ) n T2 (f!lJ) =I- 0 and so must be a vertex and since it cannot 
by the interior of either side, it must be the common endpoint of each. 
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(5) A vertex must be contained in a finite number of sides by (2) and cannot 
be an interior point to any side. 
(6) A small compact disk around any point intersects only finitely many 
vertices by (2). D 

Figure 6: Side paired polygon 

Definition 4.4.3. fYJ is called a side-paired polygon if for each side s 
there exists a unique side 8 such that 8 = T(s) for some T E f. We include 
the possibility that 8 = s, in which case the corresponding transformation T 
is elliptic of order 2 and we consider the midpoint of side s to be a vertex 
which is the unique fixed point of T. 

In particular, a side-paired polygon has an even number of sides. 

Proposition 4.4.4. Let f* = {T E f I fYJ nT(fYJ)is a side} and let S be the 
collection of sides of fYJ. Then we have a bijection: f* t--7 S. 

Theorem 4.4.5 (Side Condition). fYJ is a side-paired polygon. 

Proof. If s is a side then it corresponds to a unique Ts E f* and s = fY1 n 
Ts(fYJ). Then Ts-l(S) = fYJ n Ts-l(fYJ) and is also a side of fYJ, call it 8. 
So we have Ts = Ts-

1 and an involution <1> : S ----7 S defined by <1>(s) = 8: 
<1>2(S) = <1>(8) = Ts-l(8) = Ts(8) = s. D 

Lemma 4.4.6. Any two tiles of a tessellation are connected by a finite chain. 
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Proof. Choose two interior points, one in each tile and consider the closed 
geodesic segment connecting them. This geodesic is a compact subset of U 
and so by local finiteness it intersects only finitely many tiles. D 

Now suppose two tiles have non-empty intersection, let e TI(&') n 
T2(&') be the edge they intersect, then s := Tll(e) = &' n TIIT2(&') is in 
S, and so TI-

IT2 = Ts E r*. With this observation we can prove the following 
algebraic result: 

Theorem 4.4.7. r* generates r. 

Proof. Let T E r be a non-identity element, then T corresponds to a unique 
tile T( &') and there exists a finite chain of tiles from &' to T( &') say given 
by {7i(&,)}i=l' If the edges connecting the tiles are {ei} then Ti+1 = 7iTsi 
for some Si in S. D 

We will be working with F'uchsian groups which have fundamental regions 
of finite area. For the following theorem see [Kat92]. 

Theorem 4.4.8. Let r be a Fuchsian group with fundamental region &'. 
Then the following are equivalent. 
(1) p,(&') < 00 

(2) &' has a finite number of sides and no free sides. 

Note that if &' has finite area then it follows that r is finitely generated. 
Now let V be the collection of vertices of fYJ and consider an equivalence 

relation defined by VI f'V V2 if and only if V2 = T( VI) for some T E r. The 
equivalence classes are called cycles. 

Theorem 4.4.9 (Cycle Condition). Let &' be a fundamental region for a 
Fuchsian group and [VI] = {VI, ... , vn } be a cycle of vertices with internal 
angles (h, ... , en. The stabilizer of the vertices from the cycle are conjugate 
and hence are of the same order) say m. Then we have 

Proof. There exists elements {7i}~1 in r such that 7i(Vi) = VI and so Ti(&') 
are tiles with VI as a vertex and angle ei . Since the stabilizer of any vertex 
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is a finite cycle group, let Stabr( VI) = {I, S, S2, ... , sm-I}. 
Claim: The set of all tiles with VI as a vertex is a union of cosets: 

n 

U Stabr(vI)~' 
i=1 

The result will follow since the elements of the stabilizer are hyperbolic ro­
tations, each tile from the coset Stabr(vI)Tj has vertex VI and angle Bj and 
since there are m such tiles in each coset we have m(BI + ... + Bn) = 27r. 
Proof of Claim: A tile T has VI as a vertex (i.e. VI E T( g'J)) if and 
only if VI = T(Vi) for some i if and only if TT:- I E Stabr(vI) if and only if 
T E Stabr ( VI)~' D 

4.5 Quotient Riemann Surface 

We have seen that every connected Riemann surface with universal cover 1HI 
can be uniformized by a group A acting discontinuously on 1HI. So in particular 
A is a F'uchsian group; conversely if A is a torsion-free Fuchsian group then 
it acts discontinuously on the upper-half plane so that 1HI/ A can be given 
a Riemann surface structure. If a Fuchsian group r has elliptic elements, 
however, 1HI/r can still be given the structure of a Riemann surface. 

Theorem 4.5.1. Let r be a Fuchsian group, then the quotient space 1HI/r 
is a connected Riemann Surface such that the canonical projection map 7r : 
1HI -----+ 1HI/r is holomorphic. 

Proof. See [JS87]. D 

Theorem 4.5.2. Let r be a Fuchsian group with locally finite fundamental 
region g'J. Then we have the following: 
(1) 1HI/r is homeomorphic to g'J /r. 
(2) 1HI/r is compact if and only if g'J is compact. 

Proof. See [JS87]. D 

Definition 4.5.3. A Fuchsian group is called cocompact if it has compact 
fundamental region. 

Theorem 4.5.4. A cocompact Fuchsian group does not contain any parabolic 
elements. 
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Corollary 4.5.5·. If A is a non-cyclic, torsion-free Fuchsian group, then 
the group of automorphisms oflHI/A is isomorphic to a quotient of Fuchsian 
groups f / A with A <I f. 

Proof. Since A is torsion-free, Aut(lHI/ A) = N(A)/ A and as A is also non­
cyclic, its normalizer is a Fuchsian group and this completes the proof. 0 

4.6 Fricke-Klein Signatures 

Note that if p is fixed by an elliptic element S in a F'uchsian group, then it 
must lie on the boundary of a tile, say T(9), so T-l(p) is an elliptic fixed 
point on 89 fixed by T-1ST. Similarly for parabolic fixed points. With this 
we have the following: 

Theorem 4.6.1. Let f be a Fuchsian group with fundamental region 9 with 
Vi elliptic fixed points on 8f!Jl which has stabilizer generated by Ii. Then any 
elliptic element off is conjugate to some power ofTi . Similarly for parabolic 
fixed points. 

Proof. Let T-I(p) = Vi for some i, then since T-IST fixes Vi we must have 
T-IST E (Ti). 0 

We now restrict to the case when the quotient space is compact, so we 
have that the fundamental region § is compact and thus is a polygon with 
a finite number of sides and vertices. In particular there are no parabolic 
elements only a finite number of elliptic cycles, let mi denote the order of the 
stabilizer for the elliptic cycle [Vi], then we define the signature of f to be 
(g; ml, ... , m r ) where 9 is the genus of the quotient space. 

Theorem 4.6.2. Let f be a Fuchsian group with signature (g; ml, ... , mr). 
If the fundamental region for f is J-L-measurable, then its area is given by: 

r 1 
J-L(F) = 21f{(2 - 2g) + 2:(1- -)}. 

i=1 mi 

Proof. Let F the Dirichlet region for f. There are r elliptic cycles [VI], ... , [vr ] 

and say s classes of non-elliptic vertices. The sum of the angles for elliptic 
cycle [Vi] is ~. So the sum of all the angles at elliptic vertices is 2:~=1 !~. 
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The sum of all the angles at non-elliptic vertices is 27fs. Thus the total sum 
of all the internal angles for F is 

r 1 
27f{(L m) + s}. 

i=1 ~ 

Now we find the Euler-characteristic of the closed oriented surface JHIj F = Xg 
of genus g. The triangulation of F gives a triangulation on the quotient 
surface. Since the number of edges in F come in pairs, lets say there are 
2n-edges. When glued together we get n-edges, (r + s)-vertices and I-face 
on X g. So we get X(Xg) = V - E + F = (r + s) - n + 1 = 2 - 2g. Now we 
can also use the Gauss-Bonnet theorem for polygons to calculate the area of 
F as: 

r 2 
p,(F) = (2n - 2)7f - 27f{(L ;:) + s}. 

i=1 ~ 

Solving for n in the Euler characteristic and substituting we get the resulting 
formula. 0 

Theorem 4.6.3 (Siegel's Theorem, 1945). Let JHIjr be compact Riemann 
surface with r a Fuchsian group. Then the hyperbolic area of § is bounded 
from below. In particular, p,(F) 2: ;. and equality implies r has signature 
(0; 2, 3, 7). 

Proof We need to show p,(§) = 27f[(2g - 2) + l:~ {I - ~i}] 2: ;.. If 9 > 1 
then the result is trivial. If 9 = 1 then there must be periods (r 2: 1) since 
p,(§) > 0, and since 1- ~i 2: ~ we get p,(§) = 27f(l: 1- ~) 2: 27f~ 2: 7f. If 
9 = 0 then we get p,(§) 2: 7f(r - 4) and now we check possible cases for r. If 
r 2: 5 then p,(§) 2: 7f. If r = 4 then signature (0; 2, 2, 2, 2) gives zero area so 
a minimum is attained for signature (0; 2, 2, 2, 3) which gives area p,(§) 2: ~. 
For r :::; 2 we get negative area which is not possible, so we have reduced to 
the case when r has signature (0; ml, m2, m3)' We have 

and by permuting if necessary, we can assume ml :::; m2 :::; m3. Consider the 
following cases: 
Case(l) ml 2: 4: Then for signature (0; 4, 4, 4) we get minimum area ~. 
Case(2) ml = 3: Then signature (0; 3, 3, 3) gives zero area and signature 
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(OJ 3, 3, 4) gives minimum area ~. 
Case(3) ml = 2: Since the area must be positive we have m2 > 2, and if 
m2 2: 4 gives minimum f-l( §) 2: 27f (1 - ! - ~ - n!3) 2: 27f 210 = ;. So consider 
when m2 = 3 this gives f-l(§) = 27f{1 - ! - ~ - n!3} and as the area again 
must be positive this forces m3 > 6 and we get minimum when m3 = 7 and 
so f-l(§) 2: 27f{1 - ! - ~ - ~} = 27f(4~) = ~ for signature (OJ 2, 3, 7). 0 

4.7 Theorems of Poincare 

We have seen that the Dirichlet region for a Fuchsian group satisfies side 
and cycle conditions. Poincare's theorem proves the converse, if a compact 
polygon satisfies these conditions then the side transformations generate a 
Fuchsian group whose fundamental region is the given polygon. The theo­
rem is also true in the non-compact case, however Poincare's original proof 
contained a gap, for a complete proof see [Mas71]. 

Theorem 4.7.1 (Compact Polygon Theorem, Poincare, 1882). Let fYJ be 
a compact polygon with satisfies the side and angle conditions. Let r be 
the group generated by the side-pairing transformations for lHI. Then r is a 
Fuchsian group and fYJ is its fundamental domain. 

Proof. See [Sti92], [KL07] or [Ive92]. o 

Theorem 4.7.2 (Poincare 1882). There exists a cocompact Fuchsian group 
with signature (gj ml, ... , m r ) if and only if 2g - 2 + 2: (1- ~J > 0 and 
g 2: 0, mi 2: 2. 

Proof. Consider the Poincare unit disk model JD) and a regular (4g + r )-sided 
hyperbolic polygon inscribed in a circle of radius t for 0 < t < 1 and origin as 
its center. For each of the r sides construct an external isosceles hyperbolic 
triangle with angle ~. The union of the regular polygon with the external 
isosceles triangles gives a star-like hyperbolic (4g + 2r)-sided polygon N(t). 
As t ----7 0 we get f-l( N (t)) ----7 0 and we also have 

limf-l(N(t)) = (4g + 2r - 2)7f - "(internal angles) 
t->l L......t 

which equals 

,,27f ,,1 
(4g + 2r - 2)7f - L......t m. = 27f[(2g -1) - L......t (1- m.)] 

2 2 
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and by continuity we can choose t* such that Jl(N(t*)) = 27f[(2g - 2) -
2.:.:: (1 - ~)]. By considering the side transformations as indicated by the 
figure, we get (4g + r) congruent vertices and r elliptic cycles where the angle 
conditions of Poincare's compact polygon theorem are satisfied. If f is the 
group generated by the side transformations then we get a F\lchsian group 
with fundamental domain N(t*) and signature (g; mI, ... , mr)' 0 

Figure 7: [Kat92] Proof of Poincare's theorem. 

4.8 Hurwitz's Theorem Using Fuchsian Groups 

We can now give a proof of Hurwitz's theorem using Fuchsian groups. Note 
that this approach proves at once both the finiteness of the automorphism 
group and gives the upper-bound. 

Theorem 4.8.1 (Hurwitz, 1893). Let X be a compact Riemann surface of 
genus 9 2: 2. Then IAut(X) I :::; 84(g - 1). 

Proof. Let X = lHIl A, where A is a torsion-free Fuchsian group. If FA is 
the fundamental domain for A then its hyperbolic area is given by Jl(FA ) = 

27f(2g - 2). Now the automorphism group, Aut(X) , is isomorphic to the 
quotient of Fuchsian groups: f I A with A <l f for some f. Now the quotient 
lHI/f is compact - to see this, consider the surjective continuous map lHIl A -7 

lHI/f, so the fundament.al domain for f, Fr , is compact and its area is finite 
and bounded from below by ~. Thus we have that IAut(X) I = [f : A] = 
p,(FA) < 27f(2g-2)2I = 84( - 1). 0 
p,(Fr) - 7f g 
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Figure 8: [Bur 55] Tiling inside an octagon model for a genus two surface. 

We can now give an interpretation of the automorphism group as tiling 
on the surface. Suppose G acts on a compact Riemann surface X. Then 
G is isomorphic to a quotient of Fuchsian groups r / A with A torsion-free. 
The fundamental region of A, FA, is a compact hyperbolic polygon such 
that when the sides are identified we get the surface X. Moreover, FA is 
tessellated by finer tiles which correspond to the fundamental regions for r 
and the number of these finer tiles in FA is exactly the order of G. So the 
surface X is tessellated by IGI fine tiles and by identifying sides of these tiles 
we get the quotient Riemann surface X/G. Since fundamental regions have 
the same area we have: 

4.9 Group Actions Using Fuchsian Groups 

Suppose we are given a Fuchsian group r and a finite group G with a surjec­
tive map rp that has torsion-free kernel K. Then we get a short exact sequence 
of groups: 1 ~ K ~ r ~ G ~ 1. 

Theorem 4.9.1. The above short exact sequence gives a well-defined group 
action) W: G x lHI/ K ~ lHI/ K ) given by W(g, [P]) = [g(p)]. 

Proof. First note that by the first isomorphism theorem, G is isomorphic to 
r / K. So let g = gK for some g E r. Now suppose that [P] = [q], then there 
exists T E K such that T(p) = q and we need to show that [g(p)] = [g(q)]. 
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Figure 9: [Bur55] Tiling on a genus two surface. 

Consider the map f := gTg-1 , which is an element of K by normality of 
the kernel. Then f(g(p)) = g(q) and so the action does not depend on the 
representative of the orbit. 

Next we need to show that w(g, [p)) = w(h, [p)) for gK = hK E r I K. 
Then consider the map f := gh-1 E K. We have that f(h(p)) = g(p), so 
[g(p)] = [h(p)]. 0 

Corollary 4.9.2. A finite group G acts on a compact Riemann surface X of 
genus g 2:: 2 if and only if G is isomorphic to a quotient of Fuchsian groups 
r I A where A is torsion-free with X = lHIl A and XI G = lHI/r. 

Theorem 4.9.3 (Chih-Han Sah, 1969). Let r be a Fuchsian group with 
signature (g; ml, ... , mr ) and a normal subgroup H ::::l r which has finite index 
d. If ti is the order of CiH in the quotient group, then the signature of H is 
given by Cii; f(i, j)) where f(i, j) = ~i, 1 5:. j 5:. ~ ,1 5:. i 5:. r with f(i, j) = 1 
is deleted and 

d r 1 
g - 1 = d(g - 1) + - '" (1 - -). 

2 L..,. t· 
i=l ~ 

Proof. See [BreDD]. o 

Corollary 4.9.4 (W.J. Harvey, 1966). Let r be a Puchsian group and con­
sider a homomorphism r.p : r ----+ G onto a finite group G. Then the kernel of 
r.p is torsion-free if and only if r.p preserves the orders of the elliptic generators. 
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Theorem 4.9.5. Every finite group G acts as a group of automorphisms of 
some compact Riemann surface X of genus g 2: 2. 

5 Hurwitz Groups 

In this section we prove Hurwitz's criterion for a finite group G to be a 
Hurwitz group, this time using the Fuchsian groups approach. We will also 
see that PSL(2, JF7) (sometimes denoted PSL(2,7) is a Hurwitz group of 
smallest order. 

5.1 Hurwitz's Criterion 

Definition 5.1.1. A group G that acts as a group of automorphisms on 
some compact Riemann surface of genus g 2: 2 and has order 84(g - 1) is 
called a Hurwitz Group. 

Theorem 5.1.2. A non-trivial finite group G is a Hurwitz group if and only 
if it is the homomorphic image of the triangle group .6.(2,3,7) = (X, YIX 2 = 
y3 = (XYF = 1). . 

Proof. Suppose G is a Hurwitz group that acts on a compact Riemann Sur­
face JHI/ A where A has signature (g; -) for some g 2: 2. Now the group of 
automorphisms of JHI/ A is isomorphic to r / A for some Fuchsian group r with 
A:::;] r. So we have the following short exact sequence: 1 --+ A --+ r ~ G --+ 1, 
where 7r is the canonical projection homomorphism and G ~ r / A. Since 
84(g - 1) = IGI = Ir / AI = P,CJ;A)) = 27r:~:~2) we see that r must be the 
triangle group .6.(2,3,7). 
Conversely, suppose we have G as the homomorphic image of the triangle 
group r = .6.(2,3,7), then we have the following: 1 --+ A --+ r ~ G --+ 1, 
where <p is the homomorphism and A = K er<p. 

Claim{l): A is torsion-free and has signature (g; -), 
Claim(2): G is a Hurwitz group. 
Proof of Claim{l): If A contains an elliptic element, then it must be 
conjugate to some power of X, Y or XY. Since these elements have prime 
order, A contains X, Y or XY, but then the homomorphic image G is reduced 
to the trivial group. Thus there are no elliptic elements in the kernel A and 
it has signature (g; -) where g 2: 2. 
Proof of Claim(2): The short exact sequence gives that G acts on a 

45 



Nima Anvari-:tvLSc. Thesis-McMaster University-Dept. of lVIathematics and Statistics 

compact Riemann surface of genus g 2 2 and IGI 
84(g - 1) and so G is a Hurwitz group. 

21f(2g-2) 
-,r 

2I 
o 

Theorem 5.1.3. (1) The quotient group of a Hurwitz group is also a Hurwitz 
group. 
(2) There is no Hurwitz group of order 84. 
(3) PSL(2,Z7) is a Hurwitz group of order 168. 

Proof. (1) follows from the above theorem since if H is any normal subgroup 
of a Hurwitz group G, consider the projection homomorphism 7f : G ----7 G / H. 
If G satisfies x2 = y3 = (xy)1 = 1, then so does G/H: 7f(x)2 = 7f(y)3 = 

(7f(x)7f(y))7 = 1. 
(2) If H is a Hurwitz group of order 84 then it is a Hurwitz group of smallest 
order. So H must be simple, otherwise a factor group would also be a Hurwitz 
group with order smaller than 84. But by using Sylow's theorem it can be 
shown that there is no simple group of order 84, contradiction. 
(3) PSL(2, '167 ) has generating elements x and y such that x2 = y3 = (xy)7 = 
1. See [JS87, pg.265]. 0 

The above theorem tells us that PSL(2, '167) is a Hurwitz group of smallest 
order and hence is a simple group. So the Hurwitz bound is attained for 
genus 3 but not genus 2. In the next section we will see that the Hurwitz 
bound is attained and not attained infinitely often. 
It will be useful later to eliminate given groups as being Hurwitz, so we 
now look at some necessary conditions for Hurwitz groups. The simplest 
condition is to note that by Hurwitz's theorem such a group must have order 
divisible by 84. There is a less obvious condition, first recall that the triangle 
group ~(2, 3, 7) has presentation (x, Ylx 2 = y3 = (xy)1 = 1), so if x and y 
commute, then x7y7 = 1 which gives xy = 1. So the generators are inverses 
of each other so should have the same order but since they have order 2 and 3 
respectively this implies x = y = 1. Thus ~/[~,~] = {I} and so is a perfect 
group. Since homomorphic images of perfect groups are perfect we get that 
a Hurwitz group must be perfect. We summarize this in the following: 

Theorem 5.1.4. Suppr:Jse G is a Hurwitz group. Then we have the following: 
(1) IGI is divisible by 84. 
(2) G is a perfect group. 
(3) If G is not simple it has a maximal normal subgroup J( such that G/ J( 

is a simple non-abelian Hurwitz group. 
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Since perfect groups are not solvable groups, we also get that Hurwitz 
groups are not solvable. Recall the following sequence of inclusions from 
group theory: 

cyclic c abelian c nilpotent c solvable. 

It follows that neither of such groups can be Hurwitz. In particular, since p­
groups and dihedral groups are solvable they also cannot be Hurwitz groups. 

Corollary 5.1.5. (1) p-groups and dihedral groups are not Hurwitz. 
(2) Any group of odd order cannot be Hurwitz. 

5.2 Theorems of Macbeath 

Recall that a subgroup K of G is characteristic if it is invariant under any 
group automorphism of G. 

Theorem 5.2.1 (Macbeath, 1961). The Hurwitz bound is attained for in­
finitely many X g • 

Proof. Let r be the triangle group with signature ..6..(2,3,7) and choose a 
torsion-free normal subgroup A. Consider the following sequence of sub­
groups { Am [A, An mEZ+. Let Km = Am [A, A]. Each element of the sequence 
is a characteristic subgroup of A (hence normal in r) and the factor group 
AI Km is isomorphic to the finite abelian group 71.,;::,. Let the signature of 
Km be (9; -) and now since r I Km is a Hurwitz group (canonical projection 
gives nontrivial homomorphism from triangle group ..6..) we have 84(9 - 1) = 

!r I Kml· So we get an exact sequence: 1 -----+ Km -----+ r -----+ r I Km -----+ 1 with 
the Hurwitz group r I Km acting on the compact Riemann surface lHIl Km of 
genus gm = (g -1) . m 2g + 1. This last formula comes from finding the index 
: IrlKml = Ir/AI·IAIKml = 84(g -1). m 2g

. 0 

Theorem 5.2.2 (Macbeath). The Hurwitz bound is not attained for in­
finitely many X g • 

Proof. Consider genus g so that g - 1 is a prime number p greater than 84. 
This gives us an infinite sequence of Riemann surfaces {Xg}, for which we 
show that each such surface cannot attain the Hurwitz bound. Let G = 

Aut(Xg) and suppose on the contrary that IGI = 84p. Then it is enough to 
show that G is a simple group, since this contradicts Sylow's theorem that 
G should contain a nontrivial normal subgroup. 
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If G has a nontrivial normal subgroup H then we have the surjective 
canonical homomorphism given by 7r : G --7 G / H. But a nontrivial homo­
morphism of a Hurwitz group is also a Hurwitz group and so for some integer 
k, 84k = IG/HI = I~II = fiJI. This gives p = IHI' k. Now since p is prime 
and H is a nontrivial subgroup, k = 1 and this contradicts that there is no 
Hurwitz group of order 84. So G is a simple group. 

Sylow's theorems tell us that G must have a p-subgroup of order p and 
if np is the number of such subgroups, then np Imodp and np divides 
84. These two conditions imply that np = 1 and so this subgroup must be 
normal. 0 

6 Automorphisms of Compact Riemann Sur­
faces 

This section contains a survey of some results on automorphisms of compact 
Riemann surfaces. 

6.1 Automorphisms of Hyperelliptic Surfaces 

Recall that a subgroup H in G is central if H lies in the center of the group 
(i.e. H ~ Z(G)), where the center contains elements of G that commute 
with every other element in the group. A group G is called an extension of 
Q by H if we have an exact sequence of groups 

An extension is called central if H is central in G. With this terminology we 
can completely describe the automorphism groups of hyperelliptic Riemann 
surfaces. 

Theorem 6.1.1. Let X be a hyperelliptic compact Riemann surface of genus 
g 2': 2 with J the unique involution that fixes 2g + 2 points. Then the group 
generated by J is normal and central in Aut(X) and the quotient group 
Aut (X) / (J) is a finite Mobius group. 

Proof. For any automorphism of X, T, we have that T JT- 1 is also an invo­
lution that fixes 2g + 2 points. Since J is the unique involution that satisfies 
this property we have T JT- 1 = J. Thus the group Z/2 generated by J is 
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both normal and central in Aut(X). Since X/ (1) is the Riemann sphere 
with 2g+2 branch points we have that the quotient group Aut(X)/(1) must 
consist of automorphisms of the Riemann sphere that act as permutations 
on these points. Such a group must be a finite Mobius group. D 

Corollary 6.1.2. Let X be a compact hyperelliptic Riemann surface of genus 
9 ~ 2. Then the full automorphism group of X is a central extension of Q 
by 7L/2 where Q is one of the finite Mobius groups: 

1 ---7 7L/2 ---7 Aut(X) ---7 Q ---7 1 

These groups have all been determined[Wea02]. 

Corollary 6.1.3. Automorphisms of hyperelliptic curves X do not attain the 
Hurwitz bound. 

Proof. Suppose Aut(X) is Hurwitz, then it must be perfect and since ho­
momorphic images of perfect group are perfect, one of the finite Mobius 
groups is perfect. The only such group is the icosahedral group of order 60. 
So IAut(X) 1 = 21QI = 2(60) = 120 and this is not divisible by 84 and so 
Aut(X) cannot be Hurwitz. D 

6.2 Lifting Automorphisms and Accola's Bound 

Let X be a compact Riemann surface. If <p is an automorphism of X, we 
can define an induced action on the fundamental group 7f(X, x) by defining 
a map <p* : 7f(X, x) ---7 7f(X, x) which sends 'Y to a-1<pb)a, where a is a path 
joining x and <p(x). 

Theorem 6.2.1 (Lifting Automorphisms, A.M. Macbeath 1961, [Mac61]). 
Let X be compact Riemann surface with an automorphism <p and D a normal 
subgroup of 7f(X, x). If D is invariant under <p* then <p lifts to an automor­
phism <j5 of the Galois covering corresponding to D such that it preserves the 
fibers. 

For a fixed genus 9 let l1(g) denote the largest automorphism group that 
acts on a compact Riemann surface of genus g. Hurwitz's theorem shows 
that l1(g) ::; 84(g - 1). The following theorem shows that l1(g) ~ 8g + 8. 

Theorem 6.2.2 (Accola 1968 [Acc68], Maclachlan 1969, [Mac69]). For every 
9 ~ 2, there exists a group of order 8g + 8 acting on a hyperelliptic Riemann 
surface of genus g. 
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6.3 Abelian Groups of Automorphisms 

In this section we examine the results of Maclachlan and Harvey on abelian 
and cyclic groups of automorphisms. See Breuer's book, [BreOO], for more 
information. Let G be a finite Abelian group of order n which has prime 
decomposition pfl ... p~k, then by the Kronecker decomposition theorem we 
have G rv Al X ... X Ak where Ai is a p-group of order pfi. . 

Theorem 6.3.1 (C. Maclachlan, 1964). Let G be a finite Abelian group and 
r a Fuchsian group with signature (g; ml, ... , m r) with M = lcm(ml, ... , mr)' 
Then there is a surface kernel epimorphism r.p : r ----+ G if and only if the 
following are satisfied: 
(1) There exists at least one epimorphism) 
(2) lcm(ml' ... , ffii, ... , m r) = M) for all i 
(3) M divides exp( G) 
(4) r i- 1 and if g = 0) r ~ 3) 
(5) If ]vI is even and exactly one of the Abelian invariants of G is divisible 
by the maximum power of 2 dividing ]vI) then the number of mi divisible by 
the maximum power of 2 dividing M is even. 

As a corollary we get Harvey's result for cyclic groups of automorphisms: 

Theorem 6.3.2 (W.J. Harvey, 1964). Let r be a Fuchsian group with sig­
nature (g; ml, ... , m r)) and let M = lcm( ml, ... , mr)' Then there is a surface 
kernel epimorphism epimorphism r.p : r ----+ Zn if and only if the following are 
satisfied: 
(1) lcm(ml, ... , ffii, ... , m r) = M) for all i 
(2) M divides n) and for g = 0) M = n 

(3) r i- 1 and if g = 0) r ~ 3) 
(4) If M is even) then the number of periods mi divisible by the maximum 
power of 2 dividing ]vI is even. 

Corollary 6.3.3. Let X be compact Riemann surface of genus g ~ 2. Then 
(1) The maximum order of an automorphism is 4g + 2. 
(2) If X admits an abelian group of automorphisms G) then IGI ::; 4g + 4. 

In particular, the upper-bound for a cyclic group action is 4g + 2. Sim­
ilarly, the following are other Hurwitz-type bounds for various classes of 
groups. 
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Theorem 6.3.4 ([Wea02]). For each of the following classes we have the 
given upper-bound for the group of automorphisms: 
(1) Abelian: 4g + 4 
(2) Solvable: 48(g - 1) 
(3) Cyclic: 4g + 2 
(4) Nilpotent: 16(g - 1) 

{ 

16 (g - 1), if p = 2 

(5) p-group = 9(g - 1), if p = 3 

P~3 (g - 1), if p > 3 

For a finite group G, let JL( G) denote the minimum genus greater then 1 for 
which G acts as a group of automorphisms. The following is the result of W. 
Harvey [Har66] on the minimum genus for cyclic groups. 

Theorem 6.3.5 (W.J. Harvey, 1966). For the cyclic group of order n, Zn, 
let p~l ... p~t be the prime factorization of n. Then we have the following: 

Z _ {maX{2, (Pl;l)(;:)}, 
JL( n) - max{2, (Pl;l)(;: _ 1)}, 

6.4 Kulkarni's Theorem 

if r1 > 1 or n is prime; 

if r1 = 1. 

Let G be a finite group and Gp a Sylow p-subgroup of order pnp. If the 
exponent of Gp is exp( Gp) = pep then np-ep is called the cyclic p-deficiency 
of G. Define fp as follows: 

fp = {np - ep, if p is odd prime or p = 2 and n2 = e2 

n2 - e2 - 1, if p = 2 and n2 > e2 

Now we define an integer that depends on G given by: 

no(G) = 7] I1pfp 
p 

where the product is over the prime divisors of IGI and 7] depends on G2 . A 
Sylow 2-group is of Type II if it is non-cyclic and there exists a homomor­
phism cp : G ----+ Z2 with cp-1(O) containing elements of order strictly less than 
2e2 and cp-1(1) containing elements of order 2e2 . Otherwise it is defined to 
be of Type I. Now define 7] = 1 or 2 depending on if G2 is of Type I or II 
respectively. 
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Theorem 6.4.1 (Kulkarni, 1987, [Ku187]). Let G be a finite group. Then 
there exists an integer no (G) ~ 1 such that 
(1) If G acts on 8g , then 9 - l(mod no(G)). 
(2) Conversely, if 9 - l(mod no(G)) is large enough, then G acts on 8g . 

Example 6.4.1. Let G = Zp for p odd prime. Then Gp = G and exp(G) = p 
and this gives np = ep = 1 so that no( G) = 1. So if Zp acts on 8g , then 
9 = 1 + a for some nonnegative integer a. Conversely, we have already seen 
that every genus of the form 9 = 1 + n has a free action of Zn. 

Example 6.4.2. Let G = Zp x Zp, for p odd prime. Then Gp = G and 
exp(G) = p. In this case no(G) = p so that if G acts on 8g then 9 = 1 + ap 
for some nonnegative integer a. Similarly, if G is an elementary abelian group 

n 
,-__ 1"'-_-. 

Epn = Zp x ... x Z;, then exp(Epn) = p so that jp = np - ep = n - 1 and 
this gives no(G) = pn-l. So if Epn acts on 8g then 9 = 1 + apn-l for some 
nonnegative integer a. 

7 Plane Algebraic Curves 

In this section, it will be proved that the Klein quartic is the unique non­
singular plane curve that attains the Hurwitz bound. 

7.1 Finite Collineation Groups 

We state the classification theorem of finite collineation groups in three vari­
ables;that is, finite subgroups of PGL(3, C). This can be found in Miller and 
Blichfeldt's book [MBD16, pg. 235]. See also [HL88]. 
(A) Abelian groups of rank::; 2 
(B) Finite subgroups of U(2) 
(C) A group generated by the permutation T : (XIX2X3) and an abelian group 
of transformations H of the form: 
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(D) The group generated by H, T from (C) and a transformation R of the 
form: 

R:(~ ~~) 
o c 0 

(E) The group of order 36 generated by 8 1 , T, and V: 

where p = ~ and w3 = 1. w-w 
(F) The group of order 72 generated by 8 1 , T, V and UVU-1 with: 

( 

I: 0 
U: 0 I: 

o 0 E~ ) 

where 1:3 = w2
• 

(G) The Hessian group of order 216 generated by 8 1 , T, V, and U. 
(H) Alternating group A5 of order 60, generated by X, Y, and Z: 

( 1 0 0) ( -1 X: 0 (4 0 Y: 0 
o 0 ( 0 

where (5 = 1, s = e + (3 and t = ( + (4 with v'5 = t - s. 
(I) Alternating group A6 of order 360, generated by X, Y, Z and TtV: 

(J) The group P8L(2,ID'7) of order 168, generated by 8, T, and R with 
relations R2 = T3 = 8 7 = I T- 18T = 8 4 R-1TR = T2 (R8)4 = I where , , , 

~2 ~) T = ( ~ 
o (34 1 

1 0) o 1 
o 0 
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R=h(~ ~ ~) 
cab 

where (;11 = I, a =(34_(33, b=(32-(35, c=(3_(36, andh= ~((3+(32+(34-
(36 - (35 - (33) = R 

7.2 Chang's Theorem and Moduli of Plane Curves 

Theorem 7.2.1 (H.C. Chang, 1978, [Cha78]). Any isomorphism of non­
singular plane algebraic curves C1 and C2 is induced by a projective linear 
transformation in PGL(3, C). In particular) for a smooth plane curve C this 
gives an imbedding 1,: Aut(C) "---+ PGL(3, C). 

Let Cd [x, y, z] be the space of homogeneous polynomials of degree d. Each 
polynomial of fixed degree d in x, y and z will have (d+1)~d+2) coefficients. So 

we can identify Cd [x, y, z] with the complex space CN where N = (d+1)~d+2). 
We want to consider the non-singular polynomials in this space: 

Lemma 7.2.2. The subset of non-singular polynomials c~onsing [x, y, z] in 

Cd [x, y, z] is open and dense. 

Theorem 7.2.3. The number of parameters need to describe the space of 
non-singular complex plane curves of genus g is 

(g + l)(g + 2) _ 9. 
2 

Proof By Hilbert's Nullstellensatz theorem, the zero sets oftwo polynomials 
are equal: {P = O} = {Q = O} if and only if P and Q have the same 
irreducible factors. But all polynomials in C N are non-singular and hence 
irreducible; so this occurs if and only if P = )...Q for some constant ).... Thus 
identifying polynomials in CN whicl~ give the same locus in Cp2 gives the 
projective space CpN - l . Now we have to identify isomorphic curves in CP2, 
this is where we use Chang's theorem since an isomorphism of curves is given 
by the restriction of a PGL(3, C) map. This gives an action of PGL(3, C) 
on CpN -l. The action is proper since for any compact set Kin CpN - 1 the 
set {g E PGL(3, C) I gK n K -I- 0} is a closed subset of Cps so is compact. 
Note also, that for a given P E CpN - 1 the stabilizer {g E PGL(3, C) I gP = 

P} = Aut(P) is finite by Hurwitz's theorem. So we have 
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dim(CpN- 1/PGL(3,C)) = dim(CpN-l) - dim(PGL(3,C) 

=N-1-8= (d+1)(d+2) -9. 
2 

o 

7.3 Invariant Surfaces in CP2 

Given a finite group G in PGL(3, C), we want to find a G-invariant non­
singular polynomial f(x, y, z) so that its zero-set is an invariant compact 
smooth algebraic curve in Cp2. For more information see [MBD16, pg. 253] 
and [Ben93]. 
First we consider the simplest case of a cyclic group: 

Example 7.3.1. Let G be a finite cyclic group of order d generated by the 
following matrix: 

A",n ~ C em en) 
where m and n are non-negative integers and ( = e 2Ji. Then f(x, y, z) = 
xd + yd + zd is non-singular and hence irreducible and so Xc = {f = O} is a 
G-invariant compact Riemann surface in Cp2. 

We now list examples of invariants for some finite collineation groups. 

(C) Suppose we have G = 7/.,/3 x 7/.,/3 given by 

where w3 = 1 and X 3 = y3 = I. Then the Fermat curve of degree three: 
x3 + y3 + Z3 is a non-singular invariant polynomial for the group. We can 
generate a family of Fermat curves that are invariant by considering {x3d + 
y3d + Z3d = O} for any d ~ 1. These are still non-singular and invari~nt to 
arbitrary high degree with genus (3d-l)~3d-2). In particular, by Kulkarni's 
theorem the period for G is no( G) = 3 so that if G acts on a non-singular 

55 



Nima Anvari-M.Sc. Thesis-McMaster University-Dept. of Mathematics and Statistics 

curve in CP2 then the genus must be g = 1+3a for some non-negative integer 
a. Solving for the genus in terms of the degree we get: 

(18d - 9)2 - 81 
a= ~----~----

216 ' 

a = 0,1,3,9,18,30,45, .... Similarly for G = Zip x Zip for p odd prime, 
represented as a group of the abelian type (A) has the family of Fermat 
curves invariant {xdp + ydp + zdp = O} for any d ~ 1. Again by Kulkarni's 
theorem the period for Gis no(G) = p and there exists a non-negative integer 
a such that 

(pd - l)(pd - 2) 
2 = 1 + ap 

for any d ~ 1. 

(D) Let G be the group generated by H, Rand T, where 

H~(C 1 J)R~ 0 ~ DT= 0 1 0) o 1 
o 0 

and wd = 1. This group generates the full automorphism group for the 
Fermat curve {xd + yd + zd = O} for any d ~ 3 by the following theorem. 

Theorem 7.3.1. [FG67} Let G be the set of linear transformations leaving 
the polynomial z~ + zg + zg invariant. Then G is the group of linear trans­
formations given by ii = ciZ(}"(i) where cf = 1 and (J" is a permutation in 
~. . 

(G) Let ¢ = xyz, 'I/J = x3 + y3 + Z3, and X = X 3y3 + y3z3 + X 3Z3, then the 
generators are given by 

(J"l = 'l/J2 - 12X, 

(J"2 = 'I/J('Ij} + 216¢3), 

(J"3 = ¢(27¢3 - 'l/J3), 
(J"4 = (x3 - y3)(y3 - z3)(x3 _ x3) 

which satisfy the following relation 

(432(J"~ - (J"r + 3(J"1(J"2)2 = 4(1728(J"; + (J"2) 
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If J/ is the ideal generated by this relation, then the invariant polynomials 
are CG [x, y, z] = C [0'1, 0'2, 0'3, 0'4] / J/. 

(H) There are four generators for CH [x, y, z]. Let A be the non-singular 
polynomial x2 + yz and B = x(x5 + y5 + Z5 + 5xy2z2 - 5x3yz) then A and B 
are two generators. 

(I) Again, there are four generators for the invariant polynomials. F = 

A + )"B where ).. = -9±~F is a generator of lowest degree. The other 
invariants are the determinant of the Hessian of F, the bordered Hessian and 
the Jacobian of the previous invariants. 

(J) PSL(2, JF7 ) is isomorphic to PSL(3, JF2 ) and has as generators for the 
invariant polynomials CJ [x, y, z] the following polynomials of degree 4, the 
Hessian of degree 6, bordered Hessian of degree 14 and the Jacobian of the 
previous polynomials of degree 21: 

1 = xy3 + yz3 + zx3, 

111 112 h3 
H(1) = 121 122 123 , 

hI h2 h3 

111 h2 h3 h 
X = 121 122 123 12 

hI h2 h3 h ' 
11 12 h 0 

and finally, the Jacobian of F = (1, H,X): 

01 01 01 
ox oy oz 
oH oH oH 
ox oy oz 
oX oX oX 
ox oy oz 

Notice that the invariant of lowest degree 1 is the Klein quartic and so 
gives a Hurwitz surface in CP2 of genus 3 with 168 automorphisms. In the 
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next section we will see that this curve is the unique non-singular plane curve 
which attains the Hurwitz bound. 

7.4 Hurwitz Curves in CP2 

If C is a Hurwitz surface in CP2
, then its automorphism group is a Hurwitz 

group in PGL(3, C). So finding Hurwitz curves in the complex projective 
plane is now reduced to finding Hurwitz groups among Blichfeldt's classifi­
cation of finite collineation groups. We know that PSL(2,7) is a Hurwitz 
group for the Klein quartic, the next theorem shows that it's the only Hurwitz 
group. 

[I.D.D] 

Figure 10: Fundamental triangle in Cp2. 

Theorem 7.4.1. The only Hurwitz group in PGL(3, C) is PSL(2, 7). 

Proof. Since the order of a Hurwitz group must be divisible by 84 we have 
only to check subgroups of type (A),(B),(C) and (D). Subgroups of type (A) 
are not possible as abelian groups never reach the Hurwitz bound. Suppose G 
is oftype (B), that is, a finite subgroup of U(2). If G is Hurwitz then it must 
be perfect and so is actually a finite subgroup of SU(2). But the only perfect 
finite subgroup of SU(2) is the binary icosahedral group of order 120, and 
this is not divisible by 84. It only remains to check subgroups G from type 
(C) and (D) and we will show that no such group can be perfect and hence 
cannot be a Hurwitz group. The fundamental triangle {Xl = O}, {X2 = O}, 
{X3 = O} is invariant under these transformations and those of from H fix 
the points PI = [1,0,0]' P2 = [0,1,0] and P3 = [0,0,1]. T cyclically permutes 
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these points while transformations of the form R fix Pl and interchange P2 
and P3. Thus G acts on these points and so gives a homomorphism <p to the 
symmetry group of the fundamental triangle: <p : G -7 83 , This action is not 
faithful as transformations of the form H are in the kernel. We have 

Im(<p) = {Z3' if G is type (C) 
83 , if G is type (D) 

In the first case we have 1 -7 H -7 G -7 Z3 -7 1 and so G has a non-trivial 
abelian quotient and thus cannot be perfect. Similarly, in the second case 
we have G/ Ker(<p) rv 83 and as Z3 is a normal subgroup of 83 there is a 
subgroup K of G containing Ker(<p) such that G/ K rv Z3 and again we have 
that G cannot be perfect. 0 

Corollary 7.4.2. The Klein quartic is the unique non-singular complex plane 
curve that attains the Hurwitz bound. 

Proof. If C = {f = O} is a non-singular plane curve that attain the Hurwitz 
bound, f must be an invariant quartic polynomial of P8L(2, 7) and so is a 
constant multiple of the Klein quartic. 0 

Theorem 7.4.3. Let C be a non-singular plane curve, C* its dual and C 
the desingularization of the dual, all of which have the same genus g. Then 
we have the following: 

Aut(C) C Aut(C*) c Aut(C). 

Proof. Aut(C) = Lin(C) = Lin(C*) C Aut(C*). And now since each auto­
morphism of the dual curve lifts to an automorphism of the desingularization[BD04] 
we have Aut(C*) C Aut(C). 0 

Example 7.4.1. Let C be the Klein quartic of genus 3 and degree d = 4, 
then Aut(C) = Aut(C*) = Aut(C). It is well-known that this curve has 
24 flexes f and 28 bitangents b. By the classical Pliicker's formula C* has 
degree d* = d(d-1) = 12 and the genus is given by g = (d*-1)id*-2) -b- f = 

10;11 _ 52 = 3. By the above theorem we have Aut ( C) C Aut( C). But C 
also has genus 3 and cannot be hyperelliptic since such curves never reach the 
Hurwitz bound, so the desingularization of C is embeddable in the complex 
plane CP2 and therefore must be the Klein quartic, C = C. 
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Since every non-singular plane curve has genus of type g = (d-l)2(d-2) , it's 
natural to ask the following question: does there exist a Hurwitz surface of 
genus g = (d-l~(d-2) with d 2: 5 that is not embeddable in the complex plane 
CP2 as a non-singular curve? 

8 Automorphisms of Non-Compact Surfaces 

This section contains theorems about automorphisms of surfaces with cusps. 
There is a similar bound for these surfaces in terms of their topology, deter­
mined by the genus and and the number of cusps. Interestingly, even though 
a torus has infinitely many automorphisms, the punctured torus does not. 
We will also give a criterion for when a finite group can be realized as a group 
of automorphisms that attains the upper-bound. 

8.1 Bound for Cusped Surfaces 

Let X be a non-compact Riemann surface that is uniformized by a torsion­
free Fuchsian group A with parabolic elements. So we have X f'V r / A where 
the fundamental region for A is non-compact but has finite hyperbolic area. 
The topology of X is determined by two parameters; the genus g and the 
number of cusps s that go off to infinity and 1fl (X) f'V A. Since A has 
fundamental region with finite area it has finite number of sides and is finitely 
generated. The signature is given by (g; -; s) where s > 2 is the number 
of maximal conjugacy classes of parabolic infinite cyclic subgroups and we 
denote this by Ag,s 

Theorem 8.1.1. The fundamental region for a Fuchsian group with signa­
ture (g; ml, ... , m r ; s) has hyperbolic area 

r 1 
21f{(2g - 2) + s + 2::(1- -)}. 

i=l mi 

Remark 8.1.2. Note that for a torsion-free Fuchsian group (g; -; s), if g = 0 
then the fundamental region has positive area if s 2: 3. Thus, there is no 
Fuchsian group with signature (0; -; s) with s < 3. Note that the punctured 
sphere is conformal to the complex plane and the twice punctured sphere is 
conformal to the the punctured plane. So by the uniformization theorem, 
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the three-punctured sphere has hyperbolic structnre. Similarly, for a Fuch­
sian group of signature (1; -; s), we must have s > O(i.e. the torus has no 
hyperbolic structure but the punctured torus does). 

Theorem 8.1.3. Let f!lJ be the fundamental region for a Fuchsian group with 
signature (g; ml, .'" m r ; s). Then 

and this minimum is attained by the modular group P S L(2, Z) with signature 
(0;2,3;1). 

The following bound was found by Oikawa using covering space theory, 
here we give a F'uchsian groups proof of the bound. 

Theorem 8.1.4 (Kotaro Oikawa, 1956,[Oik56]). Let X be a Riemann surface 
of genus g with s > 0 cusps that go off to infinity. The automorphisms of X 
are finite and we have the following bound: 

IAut(X) I ::; 12(g - 1) + 6s. 

Proof. Let X be uniformized by A = Ag,s' Since A is torsion-free and non­
cyclic, Aut(X) rv N(A)/ A where N(A) is the normalizer in PSL(2, JR) and is 
itself a Fuchsian group, call it r. Let FA and Fr be the fundamental regions. 
Then we have 

IAut(X) I = [r : A] = ~~~~~ = 27r(2~(-;,~ + s). 

For a general Fuchsian group with parabolic elements, the lower bound 
for the fundamental region is ~ (in the compact case it was ;1)' so we have: 

IAut(X) I ::; 27r(2g - 2 + s)3 = 12(g _ 1) + 6s. 
7r 

o 

8.2 Criterion for lVlaxhnal SYlllllletry 

The modular group PSL(2, Z) has signature (0; 2, 3, 1) and has presentation 
(X, YIX2 = y3 = 1), so it is a free product Z/2 * Z/3. 
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Lemma 8.2.1. Let r be the modular group PSL(2, Z), with A a normal 
subgroup of finite index greater than 3. Then A has signature (g; -; s) for 
some 3 > O. 

Proof. We show that A cannot contain any elliptic elements. Every elliptic 
element in PSL(2, Z) is conjugate to a power of X or Y, but as these have 
prime order it must be conjugate to either X or Y. Suppose A contains X, 
then r j A is generated by an element of order less than or equal to 3 and 
this contradicts that the condition on the index. Similarly, A cannot contain 
Y. 0 

Theorem 8.2.2. Let G be a finite group with IGI > 3. Then G can be 
realized as a maximal symmetry group of a Riemann surface with cusps if 
and only if G is a homomorphic image of the modular group PSL(2, Z). 

Proof. Suppose G is a homomorphic image of the modular group r given by 
7r with kernel A. 

1 --+ A --+ PSL(2, Z) --+ G --+ 1 

By the lemma we have A = Ag,s for some g and s. Then we have 

IGI = IrjAg,sl = f-l~~i;)) = 27r(2g ~ 2 + s) = 12(g -1) + 6s. 

Conversely, if G acts as maximal symmetry group for a Riemann surface with 
cusps uniformized by Ag,s. Then G rv r jAg,s for some r. Then 

12( - 1) + 63 = IGI = IrjA 1= Il(Ag,s) = 27[(2g - 2 + s) 
g g,s f-l(r) f-l(r) 

and we see that r must be the modular group PSL(2, Z). This completes 
the proof. 0 

8.3 Punctured Surfaces in Cp2 

The following can be found as an exercise in [For81] pg.59. 

Theorem 8.3.1. Let X and Y be compact Riemann surfaces and Xr and 
Ys be rand s-punctures on X and Y res]!ectively. Then every isomorphism 
f : Xr --+ Ys extends to an isomorphism f : X --+ Y. 
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Proof. Since in particular, every isomorphism is a homeomorphism, we have 
r = 8. Let Up be a small neighbourhood of a puncture pin Ys, then f-l(Up) 
is a small neighbourhood of a puncture p' in Xs (since f is an isomorphism, 
locally this is a unbranched covering of a punctured disk and so f-l(Up) is 
itself isomorphic to a punctured disk). Now we can extend f by defining 
f (p') = p and carry this out for each puncture. The extended map 1 is an 
isomorphism of X and Y. D 

Corollary 8.3.2. Aut(Xs) i8 a subgroup of Aut(X). 

Proposition 8.3.3. For 8> 0, if the automorphism group of the 8-punctured 
Klein quartic attains its upper-bound, then 8 = 24. 

Proof. Let G be the automorphism group of the 8-punctured Klein quartic. 
Then I GI = 24 + 68 and as every automorphism extends to an automorphism 
of the compact Klein quartic it follows that G is a subgroup of order greater 
than 24. But the largest proper subgroup of PSL(2,7) has order 24, so 
IGI = 168 and this gives 8 = 24. D 

We now attempt to generalize the above proposition. We call X a simple 
Hurwitz surface if X is a Hurwitz surface and Aut(X) is a simple group. 
Then we have the following theorem 

Theorem 8.3.4. Let Xs be a 8-punctured simple Hurwitz surface for 8 > O. 
Then Aut(Xs) is either trivial or 8 = 12(g - 1) and in this case Aut(Xs) 
attains the upper-bound 12(g - 1) + 68. 

Proof. It's enough to show that Aut(Xs) is a normal subgroup of Aut(X). Let 
rp be any automorphism of the punctured surface, then for any T E Aut(X) , 
T-1rpT is an automorphism of X but permutes the 8-punctures and so can 
be realized as an automorphism of Xs' Since Aut(X) is a simple group, 
we have that either Aut(Xs) is trivial or Aut(Xs) = Aut(X) which forces 
8 = 12(g - 1). D 
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