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Abstract

[n recent years there has been a growing interest in computer-based surgical plan-
ning, virtual-reality enabled training of medical procedures, and computer gam-
ing all involving non-rigid deformable objects. High-fidelity simulations of haptic
interaction with deformable objects is computationally demanding. The Finite El-
ement Method (FEM) is known to produce relatively accurate solution for contin-
uum mechanics-based models of soft-object deformation. Linear elastic FE models
require solving a large sparse system of equations. The solution accuracy can be
improved by increasing the resolution of the finite element mesh resulting in a
larger number of equations and hence greater computational complexity. Depend-
ing on the mechanical characteristics of the soft-object, to maintain stability and
high fidelity in haptic interaction, the update rate should be in the range of 100-
1000Hz. This, for example, means that for a moderately-sized three-dimensional
mesh of 6000 nodes, a set of 18000 linear equations must be solved within 1-10ms.

In this thesis, hardware-based parallel computing is proposed for finite-element
(FE) analysis of soft-object deformation models. In particular, a distributed imple-
mentation of the (CG) algorithms on V Field Programmable Gate Array (FPGA)
devices connected in a ring configuration is developed. This Parallel architecture

can be utilized to solve the large system of equations arising from FE models at
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high update rates required for stable haptic interaction. Massive parallelization
of the computations is achieved by customizing the hardware architecture to the
problem at hand and employing a large number of adaptive fixed-point computing
units in parallel. The proposed hardware architecture satisfies three important cri-
teria: (i) it meets the haptic rendering timing constraint by enabling an update rate
of 400Hz; (ii) it attempts to simulate as many nodes as possible, given the available
resources on the FPGA devices employed in this work and (iii) it is scalable both
within an FPGA and also across multiple FPGA devices.

This research builds upon our group’s earlier work in [1]. In that paper a novel
highly parallelized single-FPGA architecture was proposed for solving system of
equations arising from FEM using Conjugate gradient method. In this thesis, a
multiple-FPGA architecture based on that design has been proposed. The contri-

butions in the new multiple-FPGA design can be summarized as follows.

e proposing a novel method for expansion of conjugate gradient (CG) algo-

rithm to multi processors.

e a new sparse matrix by vector multiplication unit, performing as the kernel

of our hardware-based CG solver.

e proposing a novel storage format (SMVIS) for storing a vector, pre-multiplied
by an sparse matrix which tremendously reduces the memory required vec-

tor storage.

e developing a new memory architecture for storing vectors in the CG algo-

rithm, making the design capable of performing vector operations in the CG

iv



algorithm regardless of their lengths.

e developing a novel communication scheme for Inter-FPGA communications

in multiple-FPGA implementation of the CG algorithm.

An implementation of this scalable hardware accelerator on a quad-FPGA sys-
tem has enabled real-time simulation of haptic interaction with a three-dimensional
FE model of 6000 nodes at update rate of 400Hz. Both static and dynamic linear

elastic models have been successfully simulated.
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Chapter 1

Introduction

1.1 Motivation

In the early 20th century, psychophysicists introduced the word haptics from the
Greek haptesthai meaning to touch in order to label the subfield of their studies
that addressed human touch-based perception and manipulation [5]. In the early
1990s a new usage of the word haptics began to emerge. “The confluence of sev-
eral emerging technologies made virtualized haptics, or computer haptics, possi-
ble” [6], [5]. Computer haptics allows a user to interact with the virtual objects,
receiving kinesthetic, force and tactile feedback. This interaction between user and
the virtual environments is fulfilled using bidirectional human-machine interfaces
called haptic devices which allow users to receive force-feedback based on an in-
teraction model. Fig. 1.1 illustrates an example for such haptic interaction with a
virtual soft-object utilizing a haptic device.

Modern computers have the capability for visual and auditory interactions

with their users. The next generation of computer interfaces will add the haptic feel
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Figure 1.1: An example of employing haptic interfaces for modeling a soft-object.
figure from [2]

to the computers, allowing their users to feel and touch the virtual objects. Such
computer interactions have been already developed in simple forms such as vibra-
tions and force feedback in computer games using rudimentary joysticks or racing
wheels. The current force feedback in these applications is predominantly from
interaction with rigid objects. Modeling of such interactions is relatively straight-
forward and has been extensively studied in the literature [7]. The ultimate form
of computer haptics would involve simulating interactions with both deformable
and rigid objects.

Real-time haptic rendering of deformable objects can be helpful in applications
involving interaction with a non-rigid soft object. It is especially of a great interest
in gaming, surgical training and surgery planning.

In surgical training, having a realistic simulation of biological soft-tissue allows
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surgeon to rehearse operation without exposing the patient to undue risk. This ap-
plication of soft-tissue modeling has become more relevant since the emergence of
robotics-assisted in minimally invasive surgery. The novelty of such systems for
most surgeons demands extend training to acquire the required skills. Such train-
ing can be enabled by virtual-reality based systems involving haptics and visual
feedback. Moreover in surgical planning for procedures such as needle insertion,
pre-operative plans usually need to be updated in real time due to soft-tissue de-
formations or organ movements during the operation. In such cases, a simulator
can allow the surgeon to examine different task scenarios using the latest informa-

tion available and choose the best course of action.

1.2 Problem Definition

Real-time haptic and deformation rendering of soft objects can be challenging
due to massive computations that most be performed within a very short time
to achieve the required high simulation update rate. Violating a minimum update
rate can degrade the quality and accuracy of the simulation and even lead to inter-
action instability when haptic feedback is involved. This accentuates the need for
powerful computational engine capable of performing these necessary computa-
tions within the permissible time.

Continuum mechanics based models can be utilized to accurately model soft-
object deformation. Such a modeling approach will produce boundary condition
Partial Differential Equations (PDEs) which generally do not have a closed-form
solution except in special cases [8]. A numerical method such as the FEM can be

employed to find an approximate solutions for these PDEs.

3
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between fixed-point and floating point computing. Using floating point represen-
tation of numbers will in a high hardware cost, limiting the achievable parallelism.
On the other hand fixed-point implementation will reduce the dynamic range of
values’ representation which can be problematic specially for iterative methods
by increasing relative error. This can result in numerical instability. We utilize a
custom fixed-point implementation of the CG algorithm proposed by mafi et.al in
[1]. More details about our fixed-point implementation and it’s numerical stability
analysis is given in Chapter 4. In this approach customized fixed-point computing
can greatly increase the parallelism without noticeable decrease in accuracy.
Another problem concerns the scalability of the utilized solver for the system of
equations A'w = b. Accuracy of the FEM, to a large extend, depends on the number
of nodes in FE mesh. For example, typical meshes for biological soft-tissue may
involve several thousand nodes. On the other hand, due to insufficient resources
available on any processor, non of the current available processors (CPUs, GPUs,
FPGAs, etc.) are powerful enough to solve such big set of equations in expected
time frame.
Taking these into account, utilization of multiple-processors for solving such sys-
tem of equations is inevitable. The scalability of the hardware architecture for the

solver is important in two senses:

1. The hardware design utilized for doing the computations should be scalable
on multiprocessors.
Thus breaking down the computations involved such that it creates the min-
imum overlap among the processors both in data and timing sense is neces-

sary. This means that there should be a minimum amount of data needed to
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be shared between the processors for less memory usage on each processor
and moreover to reduce the communication required among them. In ad-
dition minimizing the timing overhead requires that the processors should
work such that none of them be idle at any time waiting for results from

other processors.

2. The proposed architecture design should be scalable in a way that it can take
advantage of newer FPGA devices that will have greater amount of on-chip

memory and DSP resources

1.3 Thesis Contributions

The main premise of this work is that the steps involved in the FE simulation of ob-
ject deformation can be classified as: (i) performing algorithmically complex but
computationally inexpensive routines; (ii) solving a large linear system of equa-
tions. The latter can be delegated to a customized parallel-computing platform
whereas the former can be simply executed on a conventional computer.

In [1], we developed an FPGA-based accelerator for solving a sparse system
of equations using the iterative method of Conjugate Gradient [9]. In this thesis,
the hardware solution will be generalized to a multiple-FPGA configuration with
increased parallelism in order to solve larger FE problems using the Conjugate
Gradient (CG) method.

[t is worth mentioning that although this architecture has been developed mainly
for modeling soft-tissues using linear models which result in equations in the form

K = b, it can be also utilized for some non-linear deformation models by solving
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an incremental form of such equations. This incremental form of these equations
can be derived as described in [10].

The main contributions of this thesis are in:

e proposing a novel highly parallelized, scheme for fixed point CG implemen-
tation on an FPGA with a new sparse matrix by vector multiplication unit,

vector by vector operation unit and a new memory architecture comparing

to [1].

this design is scalable to multi processors with linear increase in resource

usage by increase in number of FPGAs.

e Proposing a new storage method for storing a dense vector, pre-multiplied
by a sparse matrix (Sparse matrix vector Indexing Scheme(SMVIS)) which
dramatically decreases the memory usage while parallelizing the matrix by
vector multiplication by performing multiplication for some rows at the same

time.

e proposing a novel method for performing the CG method on multiple pro-

CesSors.

e proposing a novel architecture for implementing multi-processor CG method
on multiple FPGAs. The implementation on 4 Stratix III Altera devices yields
302 Giga Operations per Second and a memory bandwidth of 7.257 TB/s

while doing the matrix by vector multiplication.



M.A.Sc. Thesis - B.Mahdavikhah McMaster - Electrical Engineering

e Designing a novel communication scheme for required inter-FPGA data ex-

changes.

1.4 Thesis Outline

The rest of this thesis is organized as follows:

In the Chapter 2 a brief review of the prior work is presented, Chapter 3 intro-
duces the finite element method and formulations, Chapter 4 briefly discusses the
fixed-point implementation of the Conjugate Gradient method. In Chapter 5 the
algorithm for the expansion of the design on multiple FPGAs is described. Chapter
6 presents the proposed hardware architecture employed for carrying CG on mul-
tiple FPGAs. Chapter 7 covers the system performance and experimental results
and Finally, the thesis is concluded in Chapter 8 where some possible directions

for future research are also discussed.

1.5 Related Publication

e R. Matfi, S. Sirouspour, B. Moody, B. Mahdavikhah, K. Elizeh, A. Kinsman,
N. Nicolici, M. Fotoohi and D. Madill, “Hardware-based Parallel Computing
for Real-time Haptic Rendering of Deformable Objects” IROS 2008. [EEE/RS]
International Conference on Intelligent Robots and Systems Volume , Issue , 22-26

Sept. 2008 Page(s):4187 - 4187, Digital Object Identifier 10.1109/IROS.2008.4651242.

e Ramin Mafi, Shahin Sirouspour, Behzad Mahdavikhah, Brian Moody, Kaveh

Elizeh, Adam Kinsman and Nicola Nicolici, “A Parallel Computing Platform
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for Real-time Haptic Interaction with Deformable Bodies” submitted to the

[EEE Transactions on Haptics(revised).



Chapter 2

Literature Review

This chapter presents an overview of related works on real-time modeling of soft
tissue deformation. At first we will have a survey on different deformable body
models described in the literature and as will be explained in we have chosen
FEM based continuum mechanics modeling in our application. This would be fol-
lowed by an introduction to different mathematical methods and computational
platforms for real-time FEM based modeling of soft tissue deformation. The last
section will review the efforts done for FEM based modeling of soft tissue by em-

ploying multi processors.

2.1 Deformable Object Modeling

In this section some of the most common methods used for deformable body mod-
eling are briefly introduced and then we will focus on finite element based contin-

uum mechanics based model, which is the core model used for our simulation.

10
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21.1 Soft Object Modeling Methods

Deformable object models are used to find the new formation of a deformable body
after applying external or internal forces on it. There has been a considerable re-
search in modeling of real-time interaction with non-rigid deformable objects, e.g.
see [11,12]. Generally soft object modeling methods are divided into two groups,
physical based models and non-physical models. Non-physical models are based
on heuristic geometric techniques or use simplified physical principals to obtain
an acceptable model of the tissue. [13, 14]. For more details the reader is referred
to [15].

Two popular non-physics based models are:

e Spline modeling: In this approach, both planar and 3D curves and surfaces
are represented by a set of control points. The deformation of the object is
then defines as a function of these control points. By varying the positions
of these points or adding or removing or changing the weight of some of
these points the new formation of the complex objects would be determined
[15,16]. As a result of inaccuracy of this model model due to it’s non-physics

base modeling, this model is no longer used [15].

e ChainMail modeling: In this approach, the soft tissue is represented with
cubic lattices, where each of the cubs an move slightly with respect to its
neighbors and the position of cubes are finally adjusted by minimizing the
total potential energy. ChainMail has very low computational cost but it is
not realistic and imposes severe constraints on what mesh topology may be

used [17]. Moreover, simultaneous multiple contact points in this model

11
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result in an extensive computational cost for determining the propagation
of the imposed displacements on the elements [11]. Fig. 2.1.1 depicts the

ChainMail model representation of a 2D object.

a
\ws,
Relaxed Maximum Maximum

Compression Stretching

Figure 2.1: ChainMail model representation of 2D object before and after deforma-
tion (Figure from Sarah F.F. Gibson [3]).

The physical methods are based on solving the equations from physics prin-
ciples or more specifically the theory of elasticity considering material properties.
These models are computationally demanding because they require solving partial
differential equations. Physically based models result in more accurate and realis-
tic results. Terzopoulos [18], Waters [19] and Platt [20] showed the advantages of
the physically-based models on previous computer animation techniques [21].

Physical based models can be divided into following categories:

e Mass Spring models
e Linear Green Function (GF) models

e Continuum mechanics-based models

12
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Mass Spring Models

Mass Spring models represent the object with a mesh of nodal concentrated masses
with a network of massless springs connecting the nodes together. Also each nodal
mass is connected to its initial position with a damper element. Fig. 2.2 illus-
trates the mass-spring representation of a 2D rectangle. The elastic behavior of the
springs can be changed to match physical properties of the material. The springs

can have linear behavior, but non-linear or volumetric material properties may

also be used [22,23].

Mass-Spring modeling

Figure 2.2: Mass spring model of a 2D rectangular shape

Therefore for node N of the mesh we can write the equation of motion:

Mx + bk + > Fi = Fex (2.1)

where x, X and x are position, velocity and acceleration of the node respectively,
M denotes the mass connected to node N, F; represents the internal force exerted
to node N from node i which is connected to node N through a spring connector.
Also, Fey is the total external force applied to node N. After assemblage and
writing the equations for all of the nodes in a matrix format we will come up with

Eq. 2.2 for the dynamic case which will reduce to Eq. 2.3 for a static case.

13
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Linear Green Function (GF) Models

One of the earliest approaches introduced in [27] uses Greens functions (GFs) and
fast low-rank updates based on Capacitance Matrix Algorithms. GFs form a ba-
sis for describing all possible deformations of a linear elastic model. This method
works based on a huge amount of pre-computations assuming a linear deforma-
tion model. It uses a look-up table for different deformations and applies super-
position principle. This approach is not suitable for objects with nonlinear elastic

models and for large number of nodes and contact nodes. [27].

Continuum Mechanics Based Models

Constitutive models based on continuum mechanics have been proposed to ac-
curately model soft-object deformation [28]. Continuum mechanics provides a
physics based-model for modeling soft object deformation. In continuum mechan-
ics a material is known to have definite densities of mass, momentum, and energy
in the mathematical sense. The mechanics of such a material continuum is contin-
uum mechanics [29]. Therefore, for such an object the continuum model estab-
lishes a set of relationships between the shape of the body, constraints and internal
deformations within this solid and the external forces applied to it. The behavior
of the tissue would be governed by equations arising from continuum mechanics.
Such modeling approach yields partial differential equations involving the defor-
mation filed, applied forces to the object, and a set of boundary conditions. These
equations are defined by physical principals such as the laws of conservation of
mass, the balance of momenta and the balance of energy, as well as the constitu-

tive equation that mathematically expresses the mechanical property of the body

15
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material [30]. The continuum equations are obtained by computational methods
for solving the continuum mechanics based equations of the body.
Some of the most common computational methods for finding solution to con-

tinuum based models are:

e Finite Difference Method: In this method continuous derivatives in PDEs
are substituted by finite difference equations in related domain. As a result
of this process, the PDEs will reduce to a set of algebraic equations [31]. The
applications of this method are limited because the discretization of objects

with irregular geometry becomes extremely dense. [14]

e Boundry Element Method(BEM): This approach transforms the integral of
the motion equations for a volume in surface integrals using Green-Gauss
theorem. Thus this method is considerably faster than other modeling meth-
ods since it will only deal with 2D equations. One drawback of this method
is that it requires homogeneity of the object [12] which is not always the
case in biological tissue material. Furthermore, it does not allow volumetric
changes to the object which means it can not compute the displacement of
any interior point. So it will be incapable of simulating medical operations

such as cutting or suturing.

e Finite Element Method(FEM): This method can be used to discretize the
model in the spatial domain in the absence of an analytical solution to such
problems in most cases. This is achieved by partitioning the object into small
elementary shapes and then derive the equations of motion for each element
as a function of the mesh node displacements [32].

FEM is applicable to solve PDEs in irregular grids. In this method the object

16
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is divided into some elemental shapes e.g. triangles in 2D space or tetrahe-
drons in a 3D space, then the formulation for each element is done based
upon the Principle of Minimum Potential Energy. After this step for each el-
ement the relation between stress, strain and nodal displacements has been
determined. The next step in FEM is assemblage, in which the equations re-
lating the external and internal forces and nodal displacements are derived
for the whole object. Thus the continues problem in 3D spatial domain con-
verts to a set of discrete set of unknown position equations [12], which can be
solved more easily by numerical methods. However, the need to manipulate
large matrices and solve large numbers of differential equations imposes per-
formance difficulties to apply FEM to real time interactive haptic feedback
applications. [33]. In [34] and [35] interpolation of forces is proposed for
calculation of high rate haptic fedback from a low rate model. The other ap-
proach to speed up run-time simulation is to isolate some procedures of the
real-time computation, precompute them and later combine precomputed

results with states of a simplified run-time model [33].

2.2 Solvers for Linear Systems of Equations

For performing the matrix by vector operation on a CPU , the memory bandwidth
limit would be the bottleneck, which lowers the performance of CPU down to 10-
33% of their peak performance while doing matrix by vector operation [36]. The
situation is even worse when the matrix is sparse [36].

In general, there has been a prevailing tendency in the research community

towards using algorithmic software-based solutions for addressing the problem

17
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of real-time object deformation simulation. Notable exceptions to this trend are
a number of papers proposing parallel computing using multiple-CPU computer
clusters [37] or Graphics Processing Units (GPU) [38].

CPU and GPU architectures are bounded by their maximum computational
and memory bandwidth. Their efficiency mainly depends on the implemented
operations. In the case of sparse matrix by vector operations, both computational
and memory bandwidth efficiency are low in GPUs and CPUs [39].(computational
band width refers to the measure of amount of operations a processor can do in
the unit of time).

In the last few years, FPGAs have significantly advanced both in terms of speed
and resources, i.e. the number of arithmetic units, programmable logic cells and
embedded memories. Such solution offers a real advantage over networked paral-
lel computers by providing enormous computation power in a compact and rela-
tively inexpensive package. Compared with general-purpose GPUs, FPGA-based
custom computing architectures can provide greater parallelism by tailoring the
hardware computing unit to the problem at hand.

In [40], the authors have presented fast algorithms for the solution of large lin-
ear equation systems as they typically arise in finite element discretisations. They
used both GPU and FPGA devices for implementing solvers for these systems, us-
ing Emulated and mixed precision solvers. The emulation utilizes two single float
numbers to achieve higher precision by using lower precision processing elements,
while the mixed precision iterative refinement computes residuals and updates the
solution vector in double precision but solves the residual systems in single preci-

sion using CG or multigrid solver.

18
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They show that implementation of the emulation technique on GPU is signifi-

cantly slower for the PDE problem than the mixed precision iterative refinement

on FPGA.

Elkurdi et al. [41] presented an architecture and implementation of an FPGA-
based sparse matrix by vector multiplier (SMVM) for use in the iterative solution
of large, sparse systems of equations arising from FEM applications, their archi-
tecture benefits from a hardware-oriented matrix striping algorithm utilizing the
matrix structure. The implemented SMVM-pipeline prototype contains 8 Process-
ing elements(PEs) and is clocked at 110 MHz obtaining a peak performance of 1.76
GFLOPS. For 8 GB/s of memory bandwidth typical of recent FPGA systems, this
architecture can achieve 1.5 GFLOPS sustained performance. Mafi [42] proposed
a highly parallelized hardware implementation of CG algorithm. In that design
they utilized a novel fixed point method for representation of floating point num-
bers with static and dynamic scaling to mitigate quantization errors. This design
works on a single FPGA and achieves 18 GOPs for implementation on a Stratix II
EP2560.

It is worth mentioning that hardware-based solutions for sparse matrix by vec-
tor multiplication and for solving linear systems of equations have been discussed
in a few previous papers, e.g. see [43,44]. These approaches, which use floating
point operations, are rather abstract and cannot be scaled to solve practical prob-
lems using existing FPGA devices. Floating-point implementations have a high
hardware cost, severely limiting the parallelism and thus the performance of the

hardware accelerator. In contrast, the proposed hardware architecture reaches a
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good tradeoff among error, calculation time and hardware cost by using a novel,
modified type of fixed point operations and utilizing fixed-point computing units.
A key novelty of the proposed solution is in its ability to continuously supply data
operands to a large number of computing units within a scalable architecture. The
hardware solver is largely independent of the FE mesh configuration and can be
scaled up based on available FPGA resources to solve problems of larger size.

Due to the properties of computation intensiveness and computation locality ,
it is very attractive to implement FEM on multi processors. For this objective two
general approaches can be considered. One is exploiting domain decomposition
methods to subdivide the physical domain into smaller regions or subdividing the
large linear systems into smaller subsystems whose solution can be used to pro-
duce a pre-conditioner for the system of equations that results from discretizing
the PDE on the entire domain. [45]. The second is to apply multi processing meth-
ods for solving equations from the single level equations, that is performing the
computations involved in single level equations on multiple processors.
Generally all domain decomposition methods, require iteration on solution to sys-
tem of linear equations on each sub-domain in order to find the result for interface
nodes, located between two sub-partitions. Aside from convergence issues, this
makes them slower comparing to the second method which only requires one time
of solving a set of linear equations.

Another significant disadvantage of the domain decomposition methods is that
the mesh levels must be generated offline. This prohibits, for example, local mesh

refinement when tissue is cut. [46]
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Ulrike et al. [47] performed the parallel implementation of CG algorithm on
Cedar(4 multiple processor clusters which are connected through an inter connec-
tion network). They achieved a speed of 38 milliseconds for 1 CG iteration for
n=255, where n is the dimension of matrix. The performance is worse for a multi
processor architecture with 16 processors working in parallel which diminishing
to 5% of the peak performance of whole system. [36]

A floating point implementation of sparse matrix by vector multiplication on
multi FPGAs has also been proposed by delorimier et al. [36], in this design they
project 1.5 double precision Gflops/FPGA for a single VirtexII-6000-4 and 12 dou-
ble precision Gflops for 16 Virtex IIs (750Mflops/FPGA).

In this thesis, a parallel computing platform is proposed that employs multiple
Field Programable Gate Array (FPGA) devices to greatly speed up the calculations
in the FE-based deformation analysis. In the proposed method a customized fixed-
point operation proposed by Mafi et al. in [48].

The implementation on 4 Stratix III Altera devices achieves a peak performance
of 302 GOPs(giga operations per second) and a memory bandwidth of 7.257 TB/s

while doing the matrix by vector multiplication.
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Chapter 3

Finite Element Modeling

As discussed in Chapter 2, for modeling the soft-object deformations, we use Fi-
nite Element Method to obtain physical modeling of the object based on continuum
mechanics differential equations. In this chapter the formulation of the Finite El-
ement Method will be presented for both static and dynamic simulations. In our
haptic simulator, the user interacts with a virtual object using a force feed-back
haptic interface. The simulation uses a model of interaction to calculate the ob-
ject motion/deformation as well as the interaction force. In an impedance-type
simulation, the haptic device imposes its displacement on the virtual object at the
contact point and in response the deformation of the entire body and interaction
force are computed by the model.

In finite element method we need to take some steps for discretizing the PDEs
governing the object behavior to some linear equations coming from assemblage
of the equations for elemental shapes constituting the object. The steps (quoted

from [49]) are as follows :
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1. ”"The continuum is separated by imaginary lines or surfaces into a number of

"finite elements’.

2. The elements are assumed to be interconnected at a discrete number of nodal
points situated on their boundaries. The displacements of these nodal points

will be the basic unknown parameters of the problem.

3. A set of functions is chosen to uniquely define the state of displacement

within each ‘finite element” in terms of its nodal displacements.

4. The displacement functions now uniquely define the state of strain within
an element in terms of the nodal displacements. These strains together with
nodal initial strains and the constitutive properties of the material, will define

the state of stress throughout the element and on the boundaries.

5. A system of forces concentrated at the nodes and equilibrating the bound-
ary stresses and any distributed loads is determined, resulting in a stiffness

relationship of the form of equation 3.1.

Kx = f (3.1)

This approach is also known as Displacement formulation [50,51].

One of the most important and challenging steps in finite element analysis is the
derivation of the finite element characteristics [52]. In stress and structural anal-
ysis, the finite element characteristics can be derived by applying the principle of
minimum potential energy.

This approach will result in the stiffness (or displacement) method, wherein the
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primary unknowns are the nodal displacements.
The material used in this section are mostly borrowed from [28,32,52] and the

reader is referred to them for more details.

3.1 Basic Elasticity Concepts

Generally the term stress in elasticity theory refers to the force per unit area. The
term strain refers to elongation per unit length [52]. An elastic object will return to
its natural shape (the formation it had before applying the force on it) after releas-
ing the force being exerted on it, if the applied stress would have been less than its
elastic limit. The elastic objects are divided into two types, linear elastic and non-
linear elastic materials. Linear elastic materials have a stress-strain characteristic
as shown in Fig. 3.1 and some non-linear objects have a stress-strain characteristic
as shown in Fig. 3.2. In the following sections first modeling for static linear elastic
models would be presented and then it will be expanded to dynamic modeling of

linear objects.

Kinematic Relations

The modeled tissue will be defined in 3D spatial domain as 2. ) consists of the
particles with positions x = [xyz| while the tissue is not deformed. Q2 is made by
two partitions, I'; and I'y, where the nodes which are in I'; are constraint nodes,
that is before and after deformation their location does not change but nodes in I',
will be displaced when the object is under stress. These displacements are referred

as u = [uvw|. Therefore, the new position of the particle x after deformation would
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‘ Stress

‘Strain

Figure 3.1: Strain-stress characteristics of a linear elastic material

be x + u.

Fig. 3.3 illustrates a 2D object and its partitions in xy plane. In this figure s
corresponds to surface traction forces, b represents<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>