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Abstract 

Thermally tunable planar Bragg gratings in silicon-on-insulator (SOl) rib waveg­

uides with external and integrated heaters were simulated, fabricated, and mea­

sured. Planar Bragg gratings were fabricated using selective silicon self-implantation 

at a dose of 2 x 1015 ions/cm2 to amorphize and increase the refractive index by 

0.3 due to the induced damage. External heating resulted in a positive shift of 0.080 

nmldegree in a good agreement with the 0.082 nmldegree predicted by theory. This 

demonstrated the tunability of planar Bragg gratings in SOl rib waveguides and 

motivated the fabrication of integrated heaters on waveguides . The planar surface 

of implanted Bragg gratings makes it desirable for subsequent processing such as 

surface bonding and its tunability makes it applicable as an active device. 

Simulations performed with the heat transfer module of COMSOL in conjunc­

tion with beam propagation method (BPM) simulations predicted that application 

of200 rnA current to 100 nm thick aluminum strips is sufficient to generate a 10 de­

gree temperature increase in a waveguide and that a minimum thickness of 300 nm 

of oxide layer is required to prevent mode loss in a waveguide due to the presence 

of the metal layer on top. Due to temperature restrictions on implanted damage and 

high temperatures involved in growth of oxide, non-cured spin-on-glass was used 

as the insulating layer between the rib waveguide and metal strips. Although, the 

combination of spin-on-glass (SOG) and aluminum worked on the test samples, it 

was unsuccessful on the device samples, such that the integrated heaters failed and 

the deposited aluminum affected the propagation optical mode. 

The use of Bragg gratings to couple a broad spectrum of surface illuminating 
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light to a multimode SOl slab waveguide was also demonstrated. This has poten­

tial applications in enhancing the long wavelength performance of solar cells. The 

addition of Bragg gratings on top of slab waveguides promotes light coupling, trap­

ping reflected light and also increasing the optical path length of the incident beam, 

which increases the efficiency of the solar cells. Bragg gratings with a pitch of 500 

nm were fabricated on part of the surface of a multimode planar SOl waveguide and 

the coupling of light into waveguides with and without Bragg gratings were mea­

sured. The measurements and the simulations were in good agreement, confirming 

that broadband Bragg grating couplers are a good candidate for coupling in more 

light with higher efficiencies. 
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Chapter 1 

Introduction 

1.1 Optical Integration and Silicon Photonics 

As industry progresses according to Moore's law there is a constant drive to reduce 

device size and improve pelformance. As this migration proceeds more limitations 

must be conquered, for example limitations in size reduction due to thermal isola­

tion and heat dissipation in the chips or the bandwidth and distance requirements 

in telecommunication. On-chip metal interconnects represent a major obstacle to 

fUlther increases in device density. Therefore, replacement of electrical wires with 

optical beams and even substitution of separate optical devices with integrated opti­

cal devices and integration of optics and electronics on one chip is essential for the 

further development of the technology. 

Integrated optics and replacement of wires and electrical circuits with optical 

beams for signal processing has been a major research topic since the early 1960's . 

As optical fibers replace copper cables, it becomes necessary for many of the elec­

tronic components to be replaced by their equivalent optical components such as 
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filters, switches, and splitters, and it is highly desirable that they be fabricated in 

a planar surface. The substitution of optical integrated circuits for electrical inte-

grated circuits improves the switching times, batch fabrication economy, and low 

loss of the system. Not only does the optical integrated circuit have smaller size, 

weight and lower power consumption but also expanded frequency division multi-

plexing and increased bandwidth [4] . Although the concept of integrated optics has 

existed for long time, only recently have the proper conditions for development of 

these technologies emerged. 

Employing silicon as the material of choice for the optical part of the devices 

has been an important topic in integrated optics since it is the optimal choice for 

the electrical circuits and utilizing silicon adds more functionality to the chips and 

makes the production of an active optical device possible. For instance, the variation 

in free carrier density that accompanies the basic functionality of transistors can be 

used to modulate the phase of the light. Thus , a new level of performance and 

functionality can be achieved along with reductions in power and size and cost [5]. 

The concept of silicon as the platform for integrated optics was substantially ad-

vanced by the work of Soref and Pogossian in early 1990s. These works presented 

the possibility of fabrication of micrometer-size single mode waveguides in silicon 

via standard photolithography [6, 7]. 

Silicon inherently is restricted as an optical material due to its indirect bandgap, 

which makes light emission inefficient, and it has centrosymrnetric inversion sym-

metry, which precludes an electro-optic (Pockels) effect [8]. Optical waveguiding 

in silicon is conveniently possible using Silicon-on-Insulator (SOl) material where 

the silicon device layer is separated from the bulk silicon crystal with an oxide 

layer (Si 0 2). The high contrast in the index of refraction of silicon and silicon 
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dioxide provides the essential optical confinement for guided modes to propagate 

in the device layer [9]. This strong confinement between the layers in Sal not 

only enhances the miniaturizing of the features to the size required for economic 

compatibility with IC processing but also makes nonlinear optical interactions pos-

sible on the chip scale. Moreover, sal is an ideal platform for creating planar 

optical confinement and integrating photonics and microelectronic devices. There-

fore, functions like optical amplification and wavelength switching, that are central 

functions of multi wavelength communication and signal processing that were con-

sidered beyond the reach of silicon, are now developed [10, 11]. 

The absence of Pockels effect in silicon precludes the traditional method of op-

tical modulators, but can be overcome by modulation of the free-carrier density. 

This makes possible direct changes in the optical intensity by free carrier absorp-

tion, or changing the index of refraction of the material that would cause changes 

in intensity when incorporated into an intelferometer [8 , 10]. 

The non-idealities of silicon structures, such as surface scattering, coupling loss 

between fiber mode and silicon rib waveguide modes 1, and low light emission 

efficiency add to the disadvantages of using silicon as the light propagating material. 

However, such disadvantages can be overcome to some extent by reducing the size 

of the waveguides and using tapered fibers for fiber-waveguide coupling. 

Moreover, the low cost, abundance and purity of the crystalline silicon in addi­

tion to its compatibility with CMOS fabrication processes 2and established facilities 

makes it a good candidate for optical devices and photonics. Silicon has a high ther-

mal conductivity, large thermo-optic coefficient, and high optical damage threshold. 

I due to their high modal mismatch 
2This process accounts for more than %95 of the semiconductor chips [1 2] 
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It is transparent to wavelengths greater than 1.1 /-lm which makes it a great choice 

for functionality of optical devices in the standard telecom window between 1.3 /Lm 

to 1.55 /-lm. Materials like LiNb03 , GaAs, and I n? [5,13] have been used for fab-

rication of devices such as modulators and filters due to their excellent electrooptic 

properties, but demands for greater bandwidth, lower power and monolithic integra-

tion of optics and microelectronics on one substrate make silicon a better candidate 

for enhancing photonics. In the last few years silicon photonics has progressed to-

wards active devices, including modulators and amplifiers. High speed electro optic 

modulators with speed of up to 10 Gb/s [14] have been demonstrated. 

Silicon photonics has diverse applications from biosensors and lab-on-a-chip 

devices to detectors, switches, couplers, and filters in telecommunications. One 

of the possible methods for constructing integrated optical filters is to use Bragg 

gratings. These fine periodic structures have a period comparable to the optical 

wavelength and are widely used as modulators, bandpass filters, and couplers with 

the advantage of having suitable dimensions for integration. 

1.2 Bragg Gratings and Silicon Photonics 

Bragg gratings are implemented either as a Fiber Bragg Gratings (FBG) or Inte-

grated Bragg Gratings. With the discovery of the photosensitivity in optical fibers , 

Fiber Bragg Gratings as an in-fiber optical component have been developed . Not 

only can they perform the primary functions like reflection and filtering with high 

efficiency and low loss [15] but these devices are also fundamental to optical net-

works with great impact on telecommunication and optical fiber sensing. FBG 

dispersion compensators [16], biosensors [17], and optical storage are some of the 
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exciting applications of Fiber Bragg Gratings. 

Chapter 1. Introduction 

Integrated Bragg gratings can be constructed by physical cOlTugation of the sub-

strate instead of relying on the photorefractive effect. This versatility in fabrication 

applies more functionality to such gratings. For instance, fabrication of Bragg grat-

ings in Si and InP has become possible. Moreover, the combination of mUltiple 

levels of lithography, which leads to more precise alignment and better integration, 

better control over dimensions, and closer packed devices, is another advantage of 

such implementation. 

Integrated Bragg Gratings can be categorized into two types: Surface relief 

gratings are defined by physically removing parts of the waveguide layer; index 

modulated gratings are defined when an index modulation is induced in the layer. 

The two types of gratings are illustrated in Figure 1.1. 

Figure 1.1: A surface relief (Etched) grating on the right, An index modulated grating on 

the left 

Surface relief gratings are usually passive devices with large coupling coeffi-

cient. These devices have many sensing applications such as temperature sensors 

[18] and biosensors [19] as well as others like an antireflective structure [20]. 

Index modulated gratings can be formed not only through photorefractive ef-
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fects but also doping, the electro-optic effect3 , and the acousto-optic effect4 [21]. 

In these devices the planar surface of the waveguide is retained and active device 

capabilities are possible. The preservation of the planarity is an important attribute 

as surface sensitive bonding techniques find ever-greater use in integrated photon-

ics. One of the primary applications of integrated Bragg gratings has been the 

Distributed Feedback Laser or DFB where diffraction gratings provide the optical 

feedback that controls laser action. These semiconductor lasers were originally 

fabricated using III-V materials but other materials including metal [22], have been 

used for the gratings. Bragg gratings have been fabricated on different platforms 

like Polymers [23], LiNb03 [24] , Silicon-an-Insulator (SOl) [25], and Silica [26]. 

In applications involving Bragg gratings on Sal, surface relief gratings are the 

more commonly used option. These gratings are usually patterned through lithog-

raphy techniques and then etching. Realizing grating patterns using a holography 

system and RIE etcher [27], e-beam lithography, and focused ion beam milling [28] 

are some of the common procedures. These devices are inherently passive but are 

electrically and thermally tunable. However, their non-planar surface limits their 

applications as technology progresses towards smaller, more compact, and three 

dimensional optical circuits where surface bonding and subsequent processing is 

required. 

Therefore, index modulating gratings would be a better option. These are possi-

ble due to an impOltant propelty of silicon explored by Baranova [29] . As ions are 

implanted in crystalline silicon, their imparted energy damages the lattice and as 

the damage accumulates the index of refraction of the silicon increases . With very 

3by applying electric field 
4by exciting a surface acoustic wave 
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high implantation doses, the damaged crystalline silicon transforms to the amor-

phus state with the index of refraction 0.3 greater than that of the crystalline silicon 

[30). Thus, by ion implanting the surface of the SOl substrate selectively and amor-

phizing the surface in a periodic pattern, an index modulation can be induced and 

planar Bragg gratings can be formed. However, a loss due to the produced damage, 

first explored by Fan and Ramdas [31], is introduced to the device. 

One of the key issues for many integrated optical devices is having high wave-

length selectivity, and the ability to tune the output wavelength is important to the 

operation of such devices. Moreover, the wavelength tuning capability is valuable 

for fine tuning when the target wavelength is not met during the fabrication. Ther-

mal tuning of the resonant wavelength is one of the common possibilities and the 

large thermo-optic coefficient of silicon and its good thermal conductivity enhances 

silicon's tuning ability. Using this capability of the silicon is a simple and cost ef-

fective way to tune the devices at a moderate modulation speed [11]. Thus, thermal 

tuning of the planar Bragg gratings will introduce a new level of optical integration 

and efficiency. 

The goal of this thesis is to explore the viability of thermal tuning of planar 

Bragg gratings in SOl rib waveguides with both external and integrated heaters and 

a comparison between the effects and efficiency of each technique. 

Chapter 2 explores the background theory of propagation of guided light in SOl 

rib waveguides. It will cover the fundamentals of Bragg gratings, Contradirectional 

Coupled Mode Theory as the method used to predict the response of the ion im-

planted gratings to the incident light, the coupling coefficients and grating strength, 

and broadband grating couplers on SOL The modeling of implanted Bragg grat-

ings in waveguides will be discussed after fundamentals of ion implantation, amor-
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phization of silicon, and the damage-induced refractive index modifictaions are de-

scribed. Finally, the thermal tuning of the resonant wavelength of Bragg gratings 

with both external and integrated heater is discussed. 

Chapter 3 outlines the fabrication of silicon photonic devices, fabrication of 

Bragg gratings, and the implanted and etched Bragg gratings in SOl waveguides . 

Fabrication of integrated heaters on implanted Bragg gratings in SOl waveguides, 

broadband grating coupler on SOl, and the development and application of fabric a-

tion processes are also discussed. 

Chapter 4 presents the results of the characterization of the RIE etcher (critical 

in the fabrication of present and future SOl devices at McMaster and up until now 

uncharacterized), results of the thermal tuning of the planar Bragg gratings, and 

results of the primary measurements towards a broadband grating coupler on SOL 

Chapter 5 offers some conclusions and suggestions for future work. 
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Chapter 2 

Background Theory 

2.1 The Propagation of Guided Light 

Light propagation and light and matter interactions have been studied for many cen-

turies. The fundamental principles can be explained using Maxwell's equations by 

considering light as an electromagnetic wave. However, simpler models such as the 

Ray optical model can be employed to investigate some important phenomena. The 

principles governing light propagation and its interaction with media are covered in 

detail in [1,4, 5, 21,32] 

Ray optics is based on Snell's law. Considering a light ray propagating in a 

medium with index of refraction nl and impinging at an interface with angle el , the 

light will be partially reflected and partially transmitted to the second medium with 

index of refraction of n2. The relationship between the indices of refraction and 

incident and refracted angles is given by Snell 's law!. 

I Snell 's law can simply be shown experimentally and it is also a natural consequence of 
Maxwell 's Electromagnetic Theory [33] 
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(2.1) 

Snell 's law can be used to explain the confinement of propagating light in a 

dielectric layer with higher index of refraction sunounded by materials with lower 

index of refraction. A diagram of such layout is shown in Figure 2.1. This diagram 

can be considered as an asymmetric dielectric slab waveguide since the sunounding 

materials have different indices of refraction. 

x 

Figure 2.1: A diagram of asymmetric slab waveguide 

In the above figure, n 2 > n3 > n1 with e j ,1 and e j ,2 being the angles of in­

cidence at the interfaces. When the angle of incidence at the interfaces is greater 

than the critical angle at both the substrate and the cover interfaces, the light will be 

confined in the middle layer and will propagate in a zig-zag pattern. If the incident 

angle is less than either of the critical angles, there will be a large radiation loss 

at that intetface. It can also be shown that due to phase matching considerations 

only discrete guided-modes , and conesponding angles of incidence, exist and their 

characteristics depend on the geometry of the waveguide. 

10 
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Using Maxwell's equations or wave optics to describe the light propagation is 

essential when a full description of the propagating modes is required, which is the 

case here. Thus, the modal characteristics of confined light in one and two dimen-

sional waveguides will be examined using Maxwell's equations in the following 

sections. 

2.1.1 Maxwell's Equations and Electromagnetic Wave 

Equation 

By the ground work of James Clerk Maxwell the relationship between the electric 

field, magnetic field, and their sources is established. This set of equations in add i-

tion to the Lorentz force law completes the set of laws of classical electromagnetism 

and can explain all the interactions among electric, magnetic, electromagnetic, and 

optical phenomena. Moreover, these equations govern the behavior of light as an 

electromagnetic wave in media. Maxwell equations are expressed as 

aB 
V' x E =-­at 

aD 
\7 x H=J+-at 

\7·D=p 

\7·B=Q 

(2.2a) 

(2.2b) 

(2.2c) 

(2.2d) 

In the above equations E and H represent time varying electric and magnetic 

fields respectively, while D and B are electric and magnetic flux density. J is the 

current density and p corresponds to the charge density. The current and charge 
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density can be considered as the source of electromagnetic radiation and in the 

optical case in dielectrics are often considered to be zer02. The fields and flux 

densities are related through constitutive relations 

D = EE (2.3a) 

B = f-LH (2.3b) 

where E is the permittivity of the medium and f-L is the permeability of the 

medium. These two equations are employed to obtain a unique solution for electric 

and magnetic fields. It is also helpful to recall Ohm's law. 

J = O'E (2.4) 

To derive the wave equation, one takes the curl of both sides of the equation 

2.2a and substitutes for B field, \l x H, J , and D respectively using equations 2.3b, 

2.2b, 2.4, and 2.3a, resulting in 

(2.5) 

applying the following vector identity 

(2 .6) 

we arrive at the wave equation which describes the propagation of electromag-

netic waves in a homogenous and isotropic medium with 0' =0. 

2 which still yields to a non-zero solution meaning there exist electromagnetic fie ld in the absence 
of any current or charge 
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The wave equation can be written for magnetic field similarly and it relates the 

space and time dependence of the field. Solutions to the wave equation mathemati-

cally describe modes of the form 

E(r, t) = Eo(r, t) ei(wt- k.r) (2.8) 

where Eo(r,t) is the slowly varying amplitude of the harmonic wave, k is the 

propagation constant, and w is the angular frequency. In the situation where the 

amplitude Eo(r,t) is constant in time and space, the wave solution reduces to a 

plane wave. Substitution of such a solution into the wave equation results in 

and simplifying this equation leads to the dispersion relation as follows 

The phase velocity,'U , is defined using the dispersion relation as 

w 1 
'U =-=--

k v1ii 

and combining equation 2.11 and the definition of index of refraction 

c 
n=­

'U 

(2.9) 

(2.10) 

(2.11 ) 

(2.12) 
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The index of refraction can be written as 

.JiLf-n = c.Jji:E = --
JI-LoEo 

Chapter 2. Background TheolY 

(2 .13) 

Therefore, assuming I-L = J-.lo 3 the index of refraction of a dielectric is expressed 

as 

n= E =Fr V E~ 

2.1.2 Wave Propagation in Slab Waveguides 

(2.14) 

SlablPlanar waveguides are characterized by the parallel planar boundaries con-

fined in one direction (the x direction in Figure 2.1 but infinite in extent in the 

lateral directions. Although they have limited practical applications in integrated 

optical circuits, their mathematical analysis is much simpler than that of practical 

waveguides with rectangular cross section. An example of such a slab waveguide 

is illustrated in Figure 2.1. 

In this structure, a dielectric layer is surrounded by layers with lower index of 

refraction. Light can propagate within the dielectric layer in an in-plane direction 

as a result of total internal reflection. To characterize the propagating wave, the 

wave equation can be applied in each of the layers and solved by considering the 

continuity relations at each interface. 

Assuming that light propagates as monochromatic plane waves in z direction, 

the electromagnetic fields vary as 

3since in dielectrics are not magnetic 

14 



Sh. Homampour - Masters Thesis 
Engineering Physics, McMaster University Chapter 2. Background TheOlY 

E(r , t) = E(x , y) ei (wt- f3z) (2.15) 

H(r, t) = H(x, y) ei (wt- f3 z) (2.16) 

where ,6 is the propagation constant in z direction i.e. (3 = kz the z component 

of the wave vector. It is also defined as 

(3 = Nko (2.l7) 

where N is the effective index of refraction, which can be thought of as the 

refractive index of the mode as it propagates within the waveguide. We need only 

to consider the electric field here, since the results will be analogous for magnetic 

field. Therefore, the wave equation reduces to 

8
2
E(x, y) 8

2
E(x, y) [k2 2 _ (32]E( ) = 0 

8x2 + 8y2 + on x,y (2 .18) 

where n assumes the values nl, n2, or n3, as appropriate in each layer. Since 

the waveguide is invariant in y direction, the above equation can be written for the 

three layers as 

(2 .19) 

The solutions will be either sinusoidal or exponential functions of x, depending 

on (3 and the sign of the second term in the above equation at constant frequency 

w. When the requirement for total internal refl ection i.e. kOn3 < (3 < kOn2 is met, 

then the solution for TE polarization can be written as 
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x> o cover 

E2 cos( kxx + <p) a 2: x 2: - T guiding layer (2.20) 

x < -T substrate 

where, 

(2.21a) 

(2.21b) 

'" 2 _ (32 _ n 2k2 
13 - 3 0 (2.21c) 

This shows that the solution is sinusoidal in region II while it decays exponen-

tially in the other two regions . Thus, the energy can'ied by these modes will be 

confined in the vicinity of guiding layer, but a portion of the energy is contained 

in the exponential tails in the substrate and cover. Considering the boundary con­

ditions4, the allowed values for (3 are discrete and the number of confined modes 

depends on the indices of refraction of the layers, the frequency, and the thickness 

of the guiding layer. For fixed frequency and indices, the number of the guided 

modes increases proportional to the thickness of the layer. 

Applying the boundary conditions to the equations 2.20 leads to the eigenvalue 

equation relating the parameters to the discrete modes. Considering TE modes , for 

which E = (0, Ey, 0) and H = (Hx, 0, Hz), E(x) and 8E(x)/8x are continuous 

at x = O. This leads to 

4i.e. E(x) and fJE(x) / fJx must be continuous at the inte rfaces 
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Similarly, at x = - T 

El = E2 COS <P 

11 
tan <p = k 

x 

13 
tan(kxT - <p) = k 

x 

Chapter 2. Background TheoIY 

(2.22a) 

(2.22b) 

(2.23a) 

(2.23b) 

Combining and reananging 2.22a - 2.23b equations leads to the following eigen-

value equation 

(11 ( ' 3) arctan k
x

) + arctan kx = kx T + rn:Tr (2.24) 

where m = 0,1 , ... denotes the mode numbers. The TEo is the fundamental 

mode of the waveguide with largest effective index and closest angle to 90°. Each 

allowed mode has a conesponding propagation constant 13m that is given by 

(2.25) 

where em is the conesponding reflection angle. If 13 > kOn2 then the electric 

field will be exponential in all three layers and field will increase without bonding 

to the waveguide. Hence, the solution won't be physically realizable. Moreover, if 

kOnl < 13 < kOn3 or 0 < 13 < kOnl then the solution is sinusoidal in regions II and 

III or in all three regions, which leads to the radiation modes of the waveguide. 
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As mentioned before, the number of discrete modes depends on the indices of 

refraction and frequency as well as the thickness of the guiding layer. Therefore, 

there exists a cut-off in the number of modes allowed for a specific wavelength 

and device setup. The cut-off point corresponds to the point where the reflection 

angle becomes less than the critical angle for total internal reflection. In the case of 

asymmetric waveguide, where nl is very much less than n3 which is very common 

in optical integrated circuits, the required relation between the indices for a given 

number of modes is given by equation 2.26 [34] 

(2.26) 

The cut-off is very important since it allows tailoring of the waveguide param-

eters to allow only certain number of modes to propagate. The physical optics 

(electromagnetic wave) approach for solving the possible modes in a waveguide is 

more useful for optical integrated circuits since it allows obtaining the mode profile 

of the propagating mode. The first few TE modes are illustrated in the Figure 2.2 

nl x = 0 -----t>,,___---~"-:-----~,___----

x = -T -----;-,,£-----~------;,...<==-----

Figure 2.2: The first few computed modes in a planar waveguide structure 
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2.1.3 SOl Rib Waveguides and the Effective Index Method 

In order to have a practical waveguide, lateral confinement is necessary. Using rib 

structures is one of the common methods to do so, especially in Sal platforms. A 

typical rib waveguide is illustrated in Figure 2.3 

Air 

Si 

Figure 2.3: A typical rib waveguide structure in SOl 

In the Sal waveguides considered in this thesis , the silicon guiding layer is a 

few micrometers thick and the thickness of the silicon dioxide layer is about half a 

micron. The buried oxide layer is to prevent the penetration of the field associated 

with the optical mode into the substrate. Thus, this layer should be thicker than the 

evanescent fields associated with the modes. 

Unlike slab waveguides, rib waveguides do not have any analytical solutions 

hence, intensive numerical solutions are required to solve for the modes . The Ef-

fective Index Method is one of the common approximation methods employed to 

solve for the modes. In this approach the goal is to solve for the propagation con-

stants by separating the two dimensional problem into two, one-dimensional planar 

waveguide problems; a horizontal one and a vertical one, (as shown in the Figure 

2.4) and then solving the cOlTesponding planar waveguide eigenvalue equations. 

The complication of this method is in choosing the correct polarization eigenvalue 

equation. 
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Figure 2.4: Effective Index Method for a rib waveguide 

To clarify more, if the TE-polarized modes of the rib waveguide are to be solved 

for, then first regions I and II are each considered as a slab waveguides confined 

in the x direction and the TE effective index of each is computed. Then, a slab 

waveguide confined in the y direction (i.e. laterally) is solved for, based on the 

calculated effective index of each region. One solves for the TM-polarized modes 

of the lateral slab waveguide to obtain the effective index of the entire structure. 

To solve for the TM-polarized modes of the rib waveguide the polarizations are 

reversed. To confine the modes in the rib when slab waveguides in regions I and II 

are considered single mode must have N J J > N J . 

2.1.4 Single Mode Condition for Rib Waveguides 

It was not till 1991 that the possibility of having a single mode rib waveguide with a 

large cross section i.e. several microns high and several microns wide was realized 

by Soref et al. [6]. Prior to this work it was assumed that a rib waveguide in silicon 

must have a very small cross section, with a thickness similar to that of the single 

mode slab waveguide, to support propagation only in the lowest order mode. This 

would lead to a great amount of coupling loss due to the dimensional mismatch 

between the waveguide and optical fiber cross sections. 

It was shown that a waveguide that is multi mode in vertical direction, can still 

function as a single mode if the ratio of its height to width is appropriate. In this 
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case the propagation constants of all higher order modes in the rib region, II, are 

lower than that of the fundamental mode in the slab regions,!. Thus , the higher order 

modes will couple into the fundamental slab mode of regions I and leak out of the 

waveguide (become filtered) [6,7, 35]. 

The single-mode criterion for dimensions of the rib waveguide is described by 

a r 
- <a+---
b - v'f=T2 (2.27) 

and 

0. 5 ::; r ::; 1.0 (2.28) 

where a = (rib width) / 2>' and b = (slab hight) / (2r>.). a is a constant defined 

as a = 0.3 by Soref et al. [6] and a = -0.05 by Pogossian et al. [7]. According 

to Soref's derivations the etched slab region must be at least half the height of the 

rib region i.e. r = hi H > 0. 5 while the latter is based on the experimental results 

obtained by Rickman et ai. [36]. The Figure 2.5 shows the cross section of a rib 

waveguide with the parameters involved. 

\V = 2a/.. 

Air 

H = 2bA 

Si 
h = 2br), 

Figure 2.5: Cross section of a rib waveguide 

21 



Sh. Homampour - Masters Thesis 
Engineering Physics, McMaster University Chapter 2. Background TheOlY 

Here A is the free-space optical wavelength and r is the fractional height of the 

side regions compared to the rib 's center. 

2.1.S Mode Properties 

Maxwell's equations and waveguide symmetries lead to modal properties and sym-

metries that are important components for formulating the coupled mode theory 

(CMT) used to model Bragg gratings. 

The first set of waveguide symmetries are the reversal symmetries. For simpli­

fication, the electric field and similarly magnetic field can be separated into longi-

tudinal and transversal components 

(2.29a) 

(2.29b) 

If the propagation constant (3 is replaced by -(3 , Maxwell 's equations can still be 

satisfied with a new solution of the form 

(2.30) 

Therefore, there is a corresponding backward traveling mode for every forward 

traveling mode, which is related through equations 2.30. This symmetry is known 

as z-reversal symmetry. Similarly, time-reversal symmetry allows the existence of 

solutions in the case that sign of t is reversed in the Maxwell's equations. These 

equations can be satisfied by a modified solution in the form of 
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(2.31) 

Moreover, the modal orthogonality of the waveguides is the basis of CMT and 

can be generalized for all the m and n modes by either of the following equations 

[37, 1] 

J J (Emt x Hnt . ZdS = 2P sgn(n) 61mllnl (2.32a) 

100 1 m 2W/-l 
EyEy dx = -(3 6l,m 

- 00 m 
(2.32b) 

where P is the power carried by the mode and sgn(n) is + 1 for positive nand -1 

for the negative n. These relations state that the waveguide only supports orthogonal 

modes. Hence, a complete set of the corresponding modes can form a basis set 

to describe any arbitrary light propagation through the waveguide by their linear 

superposition. Furthermore, the orthogonal modes propagate independently of one 

another and there is no power exchange between them. 

2.1.6 Beam Propagation Method and Mode profile 

There are many numerical techniques such as finite element methods and boundary 

integral techniques to solve partial differential equations. The Beam Propagation 

Method (BPM) is one of the more widely used methods; it implements the basic 

techniques rapidly with optimal computational complexity. BPM is an approach 

to approximate the exact wave equation for a monochromatic wave and is based 

on factoring out the rapid phase variation ¢ of the field by introducing a slowly 

varying field u via equation 2.33 such that the Helmholtz equation 2.34 is simplified 
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to equation 2.35 [38] 

¢(x , y , z ) = u(x , y , z )ei krZ 

82¢ 82¢ 82¢ 
8 x 2 + 8y2 + 8 z2 + k(x , y , Z)2¢ = 0 

(2.33) 

(2.34) 

(2.35) 

where ¢( x, y , z) is the time independent part of the scalar electric field, k is the 

medium wave number, and kr is the reference wave number, which represents the 

average phase variation of the field. Therefore, the wave equation is reduced to a 

first order initial value problem. 

BPM employs many numerical techniques like split-step, which was one of the 

earliest techniques used, and finite difference method, which is the approach mostly 

employed to solve the integrated optics related problems. 

In this method, the electric or magnetic field is computed as the field evolves 

along the propagation direction (z) at discrete grid points in the transverse plane 

(x y). Thus, field changes can be monitored very conveniently since the field profile 

may be extracted and analyzed at any point along the propagation direction[38]. 

2.2 Bragg Gratings 

The ability to efficiently couple the power between the forward traveling mode and 

the backward traveling mode leads to important features in integrated optics like 

wavelength filtering, optical feedback, and broadband reflectors. This coupling can 

be obtained by introducing a periodic modulation in a waveguide. 

One possibility for providing this modulation is to introduce periodic variation 
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in the index of refraction of the dielectric waveguide. When the periodicity is con-

fined to one dimension the arrangement is referred to as Bragg grating while in two 

or three dimensions photonic crystal telminology is used. These arrangements af-

fect the propagation of the electromagnetic waves and lead to new phenomena. This 

is analogous to the way that the motion of the electrons in a semiconductor crys-

tal lattice leads to an electronic bandgap or to the diffraction of x-rays by a crystal 

lattice. 

Bragg gratings are one of the most valuable elements in integrated optics. Their 

dimensions, structures, and fabrication procedures are ideally suited for integration 

and they can be used both as passive and active devices . Bragg gratings manipulate 

the propagation constant of the propagating wave through diffraction and couple 

waves. Input/output couplers, waveguide couplers, broadband couplers, reflectors, 

mode convertors, wavelength filters , and waveguide lenses are some of the passive 

components that are realized using gratings. Some of them are illustrated in Figure 

2.6 

--- --
(a) Wavelength Filter (b) Broadband Coupler 

(e) Input/Output Coupler Cd) Mode Converter 

Figure 2.6: Passive grating components for optical circuits 
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The most common and well known method to fabricate gratings is to employ 

photorefractive effect via UV illumination while other effects such as the acous-

to optic and electrooptic effets can also be used to induce the periodic modulation 

in the refractive index. However, these methods can be used mostly in dielectrics 

and III-V materials, not in silicon, since these effects are weak or absent in sili-

con. Thus, the common approach for patterning silicon is physically cOlTugating 

its surface with lithography and etching processes or focused ion milling. How-

ever, retaining a planar surface is becoming important in the integrated optics as 

procedures like subsequent processing and wafer bonding are becoming more com-

mon in fabrication. Alternative techniques such as ion implanting can be utilized to 

modify the index of refraction locally while maintaining the planar surface. In the 

following sections the fundamentals governing devices based on Bragg gratings are 

explored. 

2.2.1 Fundamentals of Bragg Gratings 

A Bragg grating can be considered as a one-dimensional diffraction-based specular 

reflector. In order for light to be diffracted from the forward-traveling mode and 

couple into backward-traveling mode, the reflected light from the consecutive inter-

faces must interfere constructively. For incident light with vacuum wavelength AO' 

the Bragg period A is defined by 

(2.36) 

where m is a positive integer representing the order of the Bragg grating and 

n eJ J is the effective index of refraction of the mode. Considering that the first-order 
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diffraction is the strongest, first-order Bragg gratings are the primary concern and 

therefore, m is set to one. Thus , the required grating period for different wave-

lengths and material can be determined. Since the main goal of silicon photonics is 

to facilitate and escalate the fabrication of integrated optical components for tele-

com applications, wavelengths around 1550 nm are of greatest interest. Approxi-

mating the effective index of refraction of the waveguide modes to that of silicon 

(i.e. n = 3.5) and using equation 2.36 leads to the grating period of 220 nm. 

The Bragg gratings considered in this thesis are formed via selective ion implanta-

tion where crystalline damage accumulates and changes the refractive index. The 

characteristics of these gratings will be discuss in more details later. A typical ion 

implanted Bragg grating is depicted in Figure 2.7 . 

Figure 2.7: Ion implanted Bragg gratings with period A. The forward and backward trav­
eling modes can be coupled under Bragg condition 
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2.2.2 Contra directional Coupled Mode Theory in a Periodic 

Structure 

The study of wave propagation in periodic structures has been studied in many dif-

ferent fields including solid-state physics, crystallography, surface wave acoustics, 

and of course integrated optics. Many techniques are used to solve this problem 

and the Fioquet [39] (or in solid-state physics Bloch theorem) is one of them. This 

method evaluates the field by decomposing it into discrete harmonics and applying 

Green's theorem to the components [40]. Finite-difference time domain algorithms 

can also be used to find the numerical solutions of this method [41]. The exact 

solutions of all Bragg interactions including a propagating electromagnetic wave in 

a Bragg grating structure can be found using this technique. 

A better and more common approach is to treat the gratings or periodic varia-

tions of dielectric constant as perturbations in a z-invariant unperturbed structure 

i.e. Coupled Mode Theory. In this approach the behavior of the perturbed wave 

is expressed as the superposition of normal modes of an unperturbed waveguide. 

Thus, the coupling between the orthogonal modes of the unperturbed waveguide as 

the result of the perturbation is predicted. This separation is illustrated in Figure 

2.8. Ray optics and diffraction theory [42] and effective index matching [43] are 

other alternative modeling methods. 

The dielectric constant in this system can be written as 

d x, y , z ) = cu(x, y) + .0.c (x, y , z ) (2.37) 

where Cu is the unperturbed part of the dielectric and .0.c is the periodic pertur-

bation of the dielectric in z direction which is only non zero at the gratings. The 
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x x 

z = L 

+ 
-+----------------~ - -+-----------------+z 

E (x,y.z) Eu (x ,y) ,3.£ (X.y,z) 

Figure 2.8: Expression of a perturbed wave in CMT. Such expression with an additional 
layer in the unperturbed section is called Additional Layer Method with a z­
averaged index of refraction 

second term multiplied by the field leads to an additional polarization field that acts 

as the radiation source and can be written as equation 2.38. 

~p = ~c (x, y , z ) E(x , y) ei (wt -(3z) (2.38) 

This induced source transfers the energy between the modes, which is the premise 

of coupled mode theory. In the z-invariant case of an unperturbed waveguide, the 

normal modes of the propagation field can be expressed as 

E(x, y , z, t) = Em(x, y) ei (wt - (3m Z
) (2.39) 

where 13m is the propagation constant of the mth order mode and Em is the wave 

function of that mode. The propagation constant can be solved using equation 2.18 

and expressing n in terms of cu ' Thus, any field propagating in the unperturbed 

waveguide can be defined as linear superposition of the normal modes with scalar 

modal expansion coefficients denoted as Am by the following expression 

(2.40) 
m 

The expansion coefficients are constant in the unperturbed waveguide, implying 
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that there won' t be any coupling or energy transfer between the modes . However, in 

the perturbed waveguide the second term in the right hand side of the equation 2.37 

results in a z-dependant modal expansion coefficient and equation 2.40 becomes 

(2.41) 
m 

where Am(z ) accounts for the coupling between the orthogonal modes and de-

scribes the evolution of the coefficient as the wave propagates in z direction. The 

wave equation is modified to 

(2.42) 

Substituting equation 2.41 into equation 2.42 and simplifying leads to 

m 

(2.43) 
n 

Assuming slow amplitude variation approximation, i.e. 

I d2 Am I (3 I dAm I 
dz2 « m dz (2.44) 

The second ordered term in the left hand side of the equation 2.43 can be ne­

glected. Taking the dot product of Ek (x , y) with both sides of the simplified form of 

equation 2.43 , integrating over the whole xy plane, and employing equation 2.32b 
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the solution becomes 

(2.45) 

Expanding the perturbation as a Fourier series in z for a periodic medium gives 

~c(x, y , z ) = L ~cm(x, y) eim2; z. 

m ;fO 

(2.46) 

Note that ~cm is real and that the summation is over all of the m harmonics and 

m = a is excluded here since it is considered in the unperturbed term. Defining 

K kn, the coupling coefficient as 

(2.47) 

and substituting equation 2.46 into equation 2.45 the solution can be expressed 

as 

(2.48) 

The coupling coefficient determines the strength of coupling and the energy 

transfer between the modes. This coefficient depends on the strength of the per-

turbation and is only non-zero in the grating region. It is the overlap between the 

kth and nth modes due to the mth Fourier component of the perturbation and is also 

called the reflectivity per unit length of the grating. The coupling length is defined 

as L = 7r / 2K. 

The equation 2.48 is the complete set of the linear differential equations, ex-

pressing the coupling between the modes. In single mode waveguides this equation 
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reduces to a pair of equations describing the coupling between the two modal am-

plitudes of forward and backward traveling modes. 

There are two important conditions for the coupling to occur: one is the phase 

matching condition 

(2.49) 

This is required for resonant coupling. Otherwise, the phase dependence of the 

traveling wave and the source i.e. f3k and f3n respectively are different, and the 

coupling averages out to zero over the distance z [1]. The second condition for the 

coupling to happen is the conservation of the total power carried by the coupled 

modes. 

In the contra-directional mode coupling in a single mode waveguide with peri-

odic perturbation, equation 2.48 simplifies to 

~A = _iK-B(z)ei6. .Bz 
dz 

~B = iK-* A(z)e-·i6.!3z 

dz 

(2.50a) 

(2.50b) 

where A(z) is the amplitude of the forward traveling mode and B(z) is the amplitude 

of the backward traveling mode, K- = K-Oo and K-Oo = [K-otl * = K- . The total power 

calTied by these modes is conserved since 

(2.51) 

The effective index of the mode is defined such that 

(2.52) 
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thus, the phase matching condition can also be modified as 

6.,8 
27f 

2(3 - m A 
2((3 - (30) 

2neJJ ( ) - - W -Wo 
C 

(2.53) 

where (30 = m* and W o is the center frequency where the phase matching con­

dition is satisfied and w is the operating frequency. To determine the behavior of 

the optical fields , it is sufficient to calculate the propagation constant, which can 

be achieved by solving equations 2.50. The general solution to these equations is 

defined as 

A( z ) = C
1 
ei (6.{3/2)z-sz + C

2
ei (6.{3/ 2)z+sz 

i d 
B(z ) = --d A(z ) 

/'i, z 

(2.54a) 

(2.54b) 

where C1 and C2 are constants to be determined by boundary conditions and s 

is defined as 

(2.55) 

Assuming that the grating region is extended between z = 0 to z = L, the forward 

traveling mode of light is expressed as Ao at the input, and that there is no backward 

traveling mode at the end of the grating region (z = L) i.e. B(L) = 0 then, the 

particular solutions are 
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A(z) = ei(D.{3j2)z s cosh[s(L - z)] + i(!:::.f3/2) sinh[s(L - z)] A(O) 
s cosh[sL] + i( !:::.f3 / 2) sinh[sL] 

B z = e--i(D.{3j2)z -i"'* sinh[s(L - z)] A 0 
( ) s cosh[sL] + i(!:::.f3 / 2) sinh[sL] () 

(2.56a) 

(2.56b) 

The result is the forward and backward propagating modal coefficients at any point 

z in the grating region with the reflectance efficiency that is calculated through 

R = IB(O)1 2 = 1"'1
2

sinh2(sL) 
A(O) S2 cosh2 (sL) + (!:::.,6 /2)2 sinh2 (sL) 

(2.57) 

Under the phase matching condition for maximum reflectance, the above solutions 

simplify to 

A(z) = s cosh[s(L - z)] A(O) 
s cosh[sL] 

B(z) = -i",* sinh[s(L - z)] A(O). 
s cosh[sL] 

(2 .58a) 

(2.58b) 

For sufficiently large arguments of cosh and sinh functions in the mode pow-

ers i.e. IA(z)12 and IB(ZW, the incident power drops off exponentially along the 

perturbation region due to the reflection of power. The z-dependent part of the so-

lutions of the perturbed waveguides being exponentials with complex propagation 

constants implies that the modes will experience either exponential attenuation or 

amplifications depending on contribution of the amplitudes of propagation. 
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Figure 2.9: A cOlTugated section of the dielectric waveguide with the incident and reflected 
intensities inside this section [1] 

(31 = 6.(3/2 ± is = (3 - (30 ± iJIf);1 2 
- [(3 (w) - (3oF· (2.59) 

Therefore, the range of frequencies where 6.(3 (w) < K, the propagation constant 

has imaginary part and evanescent behavior occurs. Thus, this range is called the 

forbidden region which is analogous to the energy band gap in semiconductors. The 

width of thi s region is defined by 

2K,C 
(6.w)gap = - . 

neff 
(2.60) 
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2.2.3 Coupling Coefficient for Index Modulated Gratings 

The coupling coefficient for implanted gratings can be calculated using the method 

mentioned in the previous section and the dielectric constant can be decomposed 

into unperturbed and perturbed constituents. In general the dielectric constant is 

related to the index of refraction through 

(2.61) 

therefore, the dielectric perturbation can be described [1] by 

(2.62) 

The unperturbed dielectric constant in the region of the grating is taken to be 

the z-averaged value given by equation 2.63 

grating 
(2.63) 

elsewhere 

where D is the duty cycle of non-implanted regions, n2 is the index of guiding layer, 

and the permeability over the grating region is the z-averaged index of refraction. 

Similarly, assuming square implanted regions hence, a uniform distribution of grat-

ings in the guiding layer, the periodic modulation of the index of refraction can be 

expressed as a Fourier series 

f:.n(x, z) = { 
I:q~O 6.nq(x) cos(qKz + cPq) 

o 
grating 

(2.64) 
elsewhere 
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where IKI = 27r / i\. and 6.nq (x) = 6.nq. In the case the induced index change 

is small (6.n « n) the following approximation holds [44] 

(2.65) 

Thus, the 6.Eq (x) can be expressed as 

(2.66) 

where nj is the guiding layer's refractive index. Hence, from equations 2.47 

and 2.66 the coupling coefficient of TE-TE mode coupling can be verified as 

(2.67) 

where - T < x < 0 is the grating region and N is the effective index of the 

mode. Similarly, the coupling coefficient of the TM-TM mode can be derived and 

expressed as 

~ 7r6.nq nj ~ J~T(Hkn/E) (Hnk/E)dx 
KT lvh ,T1V/" ~ -A- [J~oo (IHkn I2 /E ) dx J~oo (IHnk I 2/E) dXP/2· 

(2.68) 

Since the second factor in the above solutions will yield to 1 for modes with 

same order (k = n) and to zero otherwise therefore, the coupling coefficients in 

this case can be simplified to 
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(2.69) 

This relation indicates that the modal conversion between modes of different 

order cannot happen but the conversion between the modes of same order is strong 

specially for contra-directional coupling (of the same mode) . Therefore, such struc-

tures are suitable for fabricating waveguide reflectors employed as lasers and wave-

length demultiplexers. 

The dielectric constant of the perturbation part can also be written in terms of 

the Fourier coefficients of the z-periodic perturbation as 

where the Fourier coefficients can be computed as 

b
m 

= sin(m7l'D) 
m,7l' 

grating 
(2.70) 

elsewher e 

(2.71) 

leading to the coupling coefficient of a single mode rib waveguide in terms of 

the duty cycle of the non-implanted regions 

(2.72) 
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2.2.4 Coupling Coefficient for Relief Gratings 

The dielectric perturbation of a relief grating with a rectangular cross section can 

be described by 

co(n} - n~)bm - h < x < h 
(2 .73) 

o elsewhere 

with bm as the Fourier coefficients of the z-periodic perturbation and n f and nc as 

the guiding layer and cover layer index of refraction. The perturbation is considered 

as a square wave with unitary amplitude with Fourier coefficient computed as 

b
m 

= sin(q(L1f) 
q1r 

(2.74) 

with q =F 0 and 0 < a < 1. Substituting equation 2.73 into equation 2.47 leads 

to the following relation describing the coupling coefficient between two TE modes 

of a single mode rib waveguide 

1r (n} - n~ ) sin qa1r J~h EZn Enk dx 

/'i,TEk ,TE
n 

= ~ JNkNn q1r V J~oo IEknl2 dx J~oo IEnkl2 dx 
(2.75) 

A similar expression is found for the coupling coefficient of TM modes as a 

function of H field . Setting q = 1 in equation 2.75 leads to the possibility of 

coupling between different order modes and actually higher coupling coefficient 

for higher order modes. The latter is due to the higher penetration of high order 

modes at the coupling region. A better approximation for the coupling coefficient 
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is obtained when the depth of the gratings is much smaller than the thickness of the 

guiding layer where the electric/magnetic fie lds in the numerator can be considered 

constant with their value being that of the field at x = o. 

Therefore, coupling between different modes can happen in relief gratings while 

it is much weaker in index modulated gratings . This difference is due to the uniform 

distribution of the periodic modulation in the former while it is localized in the 

surface of the waveguide in the latter case [21, 44] . 

2.2.5 Broadband Bragg Grating Couplers on SOl 

The majority of the work described in this thesis deals with Bragg gratings that are 

fabricated in single mode SOl rib waveguides and designed to act as very narrow-

band retrorefiectors. In this section we discuss another class of grating structures 

that could be used in a quite different application, but have very much in common 

with the rib waveguide retrorefiectors in terms of fabrication methods. The gratings 

considered in this section are different in two important aspects. First, they are in-

tended to couple light into an SOl waveguide from a free-space optical beam that 

is incident on the silicon surface from above. Second, the waveguide is a highly 

multi-mode slab waveguide, not a single-mode rib guide. The application that mo-

tivates this study is photovoltaics , in particular possibility of enhancing the long 

wavelength response of silicon solar cells. 

As industry progresses towards more environmentally friendly technologies, en-

ergy production and the energy needs of futures generations are critically important. 

This is driving great interest in developing improved solar cells with lower cost and 

higher efficiency. Silicon is the most developed material for solar cells and is rel-

atively low cost. One approach to improving its efficiency is to use light trapping 
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techniques to enhance its optical absorption at long wavelengths that do not nor-

mally contribute to any photoresponse [4S, 46] . 

Light trapping techniques involve redirecting light so that it propagates more or 

less parallel to the active region of the p-n diode rather than perpendicular to it. This 

approach is equivalent to increasing the cell thickness with reduced recombination 

losses [4S]. Roughened front surfaces with sandblasted substrates [47], Bragg re-

fiector rear milTors [48], and textured photonic crystals (TPC) [46] are some of the 

methods used to accomplish this. In addition, the use of broadband grating couplers 

on silicon-on-insulator material has recently been demonstrated [4S, 46]. 

Grating coupling between free-space beams and single-mode rib waveguides 

is highly developed and widely used. Gratings can be placed anywhere on the 

chip without edge constraints and be integrated monolithically to an optical circuit. 

Moreover, they provide good coupling efficiency regardless of the waveguide thick-

ness. This efficiency remains constant since the coupler is part of the waveguide so 

it is not altered by the changes in the ambient. These couplers have the ability 

to excite only one guiding mode of the structure which is an important advantage 

[21 , 49, SO]. 

The grating couplers produce a phase matching between a particular waveguide 

mode and an unguided optical beam incident on the surface of the waveguide at 

specific angle of incidence. The periodic nature of the gratings perturbs the waveg-

uide modes and introduces a set of spatial harmonics with propagation constants 

of 

(2.76) 
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where 11 = 0, ±1 , ±2, .. . , A is the periodicity of the grating, and 130 is the propaga-

tion constant of a guided mode without the grating. In this case, one of the space 

harmonics produced by the grating is synchronized with the propagation constant 

of a guided mode in the waveguide i.e. ,60 , Hence, this guided mode component 

is excited and continues to propagate beyond the grating region and other waves 

are yielded by the reflection and transmission of the input beam. The grating cou-

pIer can be used to selectively transfer energy from an optical beam to a particular 

waveguide mode by properly choosing the incident angle of the beam. The relating 

equation for 11th order of space harmonic is 

(2.77) 

where ni is the index of refraction of the medium incident optical beam is prop-

agating which in this case would be air and ei is the incident angle. 

The details of coupling phenomena are complex and depend strongly on the 

cross-sectional shape of the grating bars and their spacing. In general the efficiency 

of the grating with symmetric profile is less than the ones with asymmetrical or 

blazed profile since in the former type a great part of the incident energy transmits 

through the guiding layer and is lost in the substrate [34]. The couplers are polar-

ization sensitive for instance, the coupling efficiency of TM polarization can be 21 

dB lower than that of TE polarization [51]. The grating couplers can be fabricated 

to enhance the coupling efficiency [50], be broadband [49]01' both [51] . Employing 

shallow gratings in a waveguide with a width much larger than its height can yield 

to broadband coupler with large coupling strength [51]. The grating's uniformity, 

buried oxide layer's thickness and addition of reflector layers to confine the light 
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better have major influence on the efficiency of the device. 

The grating couplers described above are designed to couple a beam of monochro-

matic light at a specific angle of incidence to the unique propagating mode in a sin-

gle mode rib waveguide. For solar cell applications, however, one wants to couple 

input light from all angles of incidence and over a wide spectral range into a highly 

multimode, relatively thick, planar Sal layer. This would appear to be inconsistent 

with equation 2.77 above. However, the presence of a very large number of modes, 

all with different effective indices, makes coupling possible over a wide range of 

input angles and wavelengths. The spectral region of interest in references [45] and 

[46] was around A = 1.0 J-Lm where the photon energy is only slightly above the 

bandgap energy of silicon and the small absorption coefficient makes conventional 

solar cells very inefficient. However, the same light trapping techniques could allow 

silicon solar cells to harvest energy from sub-bandgap photons if defect engineering 

techniques are used to induce optical absorption in the 1.2 to 1.6 J-Lm range [52]. 

To estimate the effectiveness of coupling from a free space beam to a multimode 

planar waveguide, a simulation was calTied out using FullWave software from Rsoft 

Design Group. A typical result is shown in Figure 2.10. A beam of light is directed 

from below onto a 5 p,m thick silicon layer. A grating was patterned on the first 

surface of the silicon slab with pitch of 520 J-Lm and 50% duty cycle. An input of 

10 J-Lm wide was launched at x = 0 with monitors placed at x = 20, 50, 100, 150, 

200, 250, 300, and 350 J-Lm. 

Without the grating, the beam would simply be transmitted through the slab and 

no light would be trapped within it. The presence of the grating causes a fraction of 

the optical power from the beam to the slab couple slab guided light back into free 

space, thus providing a loss mechanism that competes with optical absorption. As 
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Figure 2.10: The contour map of the power propagation of TE polarized beam in gratings 

illustrated in Figure 2.11 , the simulations indicate that the decay length for this loss 

mechanism is on the order of 100 p,m. 
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Figure 2.11: The plot of the power percentage of the TE mode vs. the distance under 
grating 

We obtained experimental results that are consistent with these simulations. The 
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fabrication details are given in the section 3.6 and the measured results are given in 

4.3. 

2.3 Ion Implantation in Silicon 

Ion implantation is ubiquitous in the fabrication of silicon integrated circuits and 

is the primary method used for the doping of semiconductors. The ability of ion 

implantation to precisely control the dopant dose and concentration profile makes 

the technique suitable for fabrication processes which require strict control of im-

purity introduction. Moreover, ion implantation is generally performed at room-

temperature which makes it compatible with doping masks with low thermal stabil­

ity; such as photoresist [5]. In addition to the introduction of dopant, high dose 

inert ion implantation may be used for defect engineering. For instance, self­

implantation of silicon ions to doses > lxl015 cm- 2 renders silicon amorphous . 

This is important in the formation of shallow junctions (through the elimination 

of subsequent dopant ion channeling) and in the case of silicon photonics offers a 

mean to selectively alter the refractive index. Amorphous silicon posses a higher 

index of refraction in comparison to crystalline silicon, making it a potential can-

didate as a core material for optical circuits [53]. The additional functionality of 

the silicon photonic devices due to selective self-amorphization is of interest in this 

work, hence the conditions for the creation of self-amorphization by ion implanta-

tion and the effects of the defects produced during the process are explored in this 

section. 
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2.3.1 Fundamentals of Ion Implantation 

In order to describe the distribution of implanted ions in silicon a detailed atomic-

scale description of the events along the ion trajectory is required. The entrance of 

an ion into a lattice of crystalline silicon leads to its energy loss along its trajectory 

caused by both nuclear and electronic scattering. The rate of this loss is given by 

equation 2.78 

(2.78) 

where N is the target atomic density (5 x l022cm-3 for silicon) and Sn(E) and 

Se(E) are the nuclear and electronic stopping powers in eV cm2 respectively [2]. 

The nuclear energy loss is due to the elastic scattering of ions from target atoms 

and depends strongly on the ion energy. On the other hand, the electronic stopping 

is inelastic and the result of two effects: the first is the drag force that a moving 

ion experiences while propagating in the implantation target and the second is the 

overlap between wavefunctions of electrons of the ion and the lattice atom. Both 

effects depend on the velocity of the incident ion. 

At relatively high ion energies, the nuclear energy loss is small due to the small 

interaction time and reduced cross section between the fast particle and scatter-

ing nucleus, thus electronic energy loss is dominant. For energies approaching the 

threshold for vacancy creation (approximately 15 eV), nuclear energy loss domi-

nates. By implication this occurs close to the end of the ion range where most of 

the energy of the ion is lost and the drag force that is proportional to the velocity of 

the ion is negligible. The nuclear stopping power is also dependent upon the atomic 

Z number of the ions. Hence, light ions with high velocity experience relatively 
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large fractions of electronic stopping power while heavy ions moving slowly lose 

energy primarily through nuclear stopping. 

The ion distribution can be described statistically due to the random nature of 

the ion implantation process and the high number of the implanted ions (i.e. greater 

than l012cm- 2) . The distribution may be modeled to the first order by a symmetric 

Gaussian defined by 

(2.79) 

where Cp is the peak distribution, Rp is the average projected range normal to 

the surface, and ~~)s the standard deviation or straggle about the range. The peak 

distribution of the implant is defined by 

c - Q 
p - v'21i ~Rp (2.80) 

where Q is the implantation dose. When implantation through a mask window 

is of concern instead of simple blanket implantation the lateral straggle becomes 

important. Lateral straggle indicates the number of ions scattered at the edge of the 

window, thus, a two-dimensional projection must be considered. This distribution 

is often assumed to be the product of the vertical and lateral distributions and is 

expressed as 

(2.81) 

where ~Rl is the lateral straggle. The lateral straggle profile is very difficult 

to quantify experimentally but can be described statistically by a Gaussian distribu-

tion. However, the description of detailed atomic-scale events that occur along the 
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ion trajectory is considered as the only viable method for accurately modeling ofthe 

ions final distribution in crystalline silicon. For such accurate profiles both nuclear 

and electronic stopping may be simulated using Monte Carlo methods [2, 54]. 

2.3.2 Amorphization of Silicon and Damage Profile 

The interaction and energy transfer between the implanted ions and lattice atoms 

results in structural modification of the lattice. The ion-atom collisions can produce 

vacancy-interstitial pairs in the lattice providing the ion energy is greater than a 

threshold 5; otherwise, these collisions create lattice vibrations leading to local heat 

generation. In the case where the imparted energy to the lattice atom is greater than 

the required energy for production of V-I (Frenkel) pair [55], a cascade of displace-

ments of lattice atoms is created. Such additional events are referred to as target 

recoils and greatly accelerate defect production and eventual amorphization of the 

silicon target. Although the majority of the ion induced defects are located within 

the ions path near the end of the range, the short range migration of the defect 

is possible even at room temperature. In general, implantation at low energy and 

temperature helps retain a greater fraction of the induced damage. The damage cas-

cades from individual ion tracks tend to overlap and aggregate until the crystalline 

state of the silicon lattice becomes highly unstable. At some point, an amorphous 

silicon (a-Si) state becomes thermodynamically favorable hence, crystalline silicon 

(c-Si) transforms to a-Si state [56]. 

The mass of the ion species, the substrate's temperature, the dose and dose rate 

of the implanted ions all play an interdependent role in amorphization [54]. In order 

to obtain a continuous amorphous layer in a crystalline silicon substrate the implan-

5Ions energy should be about 15-20 eV 
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tation dose must be greater than a threshold dose, otherwise, the implanted ions 

simply introduce isolated damage clusters and localized amorphous silicon. For 

the self-amorphization of silicon doses on the order of 1015 cm- 2 produce amor-

phous layers when the implantation is pelformed at liquid nitrogen temperatures 

[57]. Many different modeling approaches have been suggested for simulating the 

introduction of ion implantation damage such as Molecular Dynamics (MD) [58], 

analytical models based on linear Boltzman transport theory [59], and Binary Col-

lision Approximation (BCA) [60]. In the MD model the movement of atoms as a 

function of time and their interactions with all of their neighboring atoms are con-

sidered. This approach provides an accurate result for low energy processes but the 

calculations are time consuming. The second approach (Boltzman transport theory) 

describes the scattering process by the changes in the distribution of the statistical 

momentum. Finally, in the BCA model only collisions amongst moving and sta-

tionary atoms in the displacement cascade are of concern [61]. The BCA approach 

is the basis of the simulator called SSUPREM4 which is part of the ATHENA 2D 

process simulation software used for this work. 

In order to form a suitable implanted grating for the telecommunication range 

i.e. incident light with a wavelength at or around 1.55 ~tm, the gratings should have 

a period of 220 run which requires an implantaion mask with windows of width 

110 nm. To minimize the overlap between the implantation damage from adjacent 

windows and ensure the existence of the required modulation depth for implanted 

gratings, the lateral implant damage from any window should be half of the distance 

between the teeth i.e. it should be less than 55 run. The limitation on the lateral 

straggle of the implantation damage adds a constraint on the implantation damage 

depth due to their proportionality to the implantation energy. This then requires a 
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compromise in process strategy with a low energy implantation ensuring minimal 

damage overlap between masking windows, but a higher energy producing a greater 

depth of modulation from the resulting grating structure. Using the SSUPREM4 

simulation routine the maximum implant energy for Si+ ions meeting the lateral 

damage constraints was determined to be up to 60 keY for a dose of 2xl015 cm- 2 

at liquid nitrogen implantation temperatures, while for the 50 ke V implant energy, 

the amorphous silicon depth was estimated to be 155 om [62]. 

2.3.3 Damage-Induced Refractive Index Modification and Loss 

Inert ion implantation leads to a change in the refractive index of silicon through 

the introduction of damage to the lattice. The index of refraction (both the real and 

imaginary parts) increases proportionally with the implanted ion dose and defect 

concentration until an amorphous layer is completely formed at which point the 

refraction index reaches a saturation value. The real part of the refractive index of 

amorphous silicon has been determined to be approximately 0.3 greater than that of 

the crystalline silicon for near infrared wavelength [53, 63]. 

Moreover, infrared ellipsometry measurements indicate that two optical states 

of amorphous silicon are produced by implantation. One is the as-implanted state 

where the index of refraction reaches the maximum of 0.3; the other is the state 

induced by post-implantation thermal annealing at temperatures of a few hundred 

degrees Celsius (such that solid phase regrowth does not occur) where the refrac-

tive index is between that for as-implanted (amorphous) silicon and the crystalline 

silicon states. 

Several hypothesis have been suggested to explain the underlying physical mech-

anism resulting in the modification of the index of refraction by amorphization. The 
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atomic density of the amorphous silicon was suggested to be greater than that of the 

crystalline silicon and the reason for the increase in the index. However, it was ex-

peri mentally shown by Custer et al. that this density is approximately 1.8% lower 

than the density of the crystalline silicon [64]. 

The atomic strain was suggested as another explanation by Zammit et al.. The 

large degree of the lattice strain in the as-implanted induced amorphous silicon due 

to the point defect presence, the structural relaxation and reduction of the strain 

accompanied by evolution of point defects after thermal annealing and increase 

of the optical bandgap were some of the reasonings [65]. Similar explanations 

were suggested after Raman scattering and infrared reflectivity studies by Roorda 

et al. [66]. However, after low temperature annealing the index of refraction of 

the amorphized silicon is still higher than that of the crystalline silicon although 

amorphous silicon reaches a thermally stable state and many of the point defects 

are annealed. Thus, the induced strain by point defects could not be considered as 

the sole reason of the modification of the index of refraction. 

Introduction of dangling bond defects during ion implantation which have po-

larization abilities was also considered irrelevant [67]. The application of the Drude 

or Lorentz-Lorentz dielectric equation determined that dangling bonds increase the 

bond polarization by 28% causing an increase in the index of refraction [53]. In 

summary, a reason for the modification of index of refraction due to amorphization 

has not be reached and likely requires an explanation involving a combination of all 

of the above reasons . 

Another consequence of the creation of damaged crystalline or amorphous lay-

ers is the modification of the electronic structure of silicon which leads to variation 

of the band-edge and introduction of optical absorption in the sub-gap region which 
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results in an increase in the optical absorption coefficient. The damaged crystalline 

state consists of various point defects and point defect complexes that introduce 

electronic states in the band gap. As the defect concentration increases , the band 

tail increases which extends into the gap and broadens the bands. Thus, absorption 

edge shifts towards smaller energies and the near-edge absorption increases. This 

later effect is related to the increase of the real component of the index of refraction 

[53,68,69]. 

One of the most prominent defects in silicon at room temperature is the di-

vacancy which has an associated absorption peak previously observed at 1.8 11m 

with its absorption tail extending to telecom wavelengths around 1.5 11m [70]. The 

absorption peak disappears at high doses which is known to be associated with com­

pletion of amorphization of the implanted layer in silicon. Moreover, the concen-

tration of the divacancies first increases with implantation till it reaches a peak and 

then decrease till the amorphization is complete. The completion of amorphization 

is accompanied with a sudden increase in absorption at all wavelengths of interest 

[68, 71]. The divacancies, other primary defects , and dangling bonds all contribute 

to the absorption losses, with relative contributions dependent on the proximity of 

the lattice to the amorphoLls state. Loss effects can be eliminated to some extend by 

annihilating the defects by high temperature thermal annealing (usually at temper-

atures above that used for solid phase epitaxy rv 650°C). 
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2.4 Modeling Implanted Bragg Gratings in 

Waveguides 

The dependence on a number of physical properties, such as grating depth and duty 

cycle, on the performance of a Bragg grating requires that significant care must 

be taken when choosing implantation conditions such as dose and energy when 

forming as integrated grating via ion implantation. The grating strength is directly 

related to the degree of overlap between gratings and propagation mode profile thus, 

rib dimensions should be chosen to ensure the strength is adequate. In the case of 

implanted Bragg gratings the implantation depth is on the order of 150 nm (as was 

shown in section 2.3.2) and using CMT the reflected grating strength can be com-

puted as a function of silicon device thickness. The calculations show that a 2pm 

SOl device layer provides adequate modal overlap and also a maximum reflected 

grating strength when the grating depth is 150 nm [62]. Greater slab heights lead 

to lower reflected power and while coupling losses increase as the slab height is 

reduced. 

The effect of duty cycle may be investigated by varying the index of refrac­

tion of the additional layer in equation 2.63 and the coupling coefficient for the TE 

and TM polarizations can be computed as a function of duty cycle using equation 

2.72. The mode profile of the fundamental mode in the unperturbed SOl waveg-

uide is determined by implementation of BPM iterative mode solver. As a result, 

the coupling coefficients are shown to be polarization dependent and the difference 

between the cOlTesponding coupling coefficients is very large at particular duty cy-

cles. The larger overlap between the modal profile and gratings in TE polarization 

leads to such differences . 
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The coupling coefficient is also a function of the implant depth. As the implant 

depth is increased, the maximum coupling coefficient shifts away from a 50/50 duty 

cycle, attributed to the preferential shift of light towards the volume of the waveg­

uide (damaged) with the higher index of refraction. The increase of implant depth, 

raises the coupling coefficient and thus, reduces the coupling length. Although this 

is beneficial in terms of device packing density, it also leads to an increasing loss 

due to the implant damage. 

2.4.1 Gratings with Loss 

Equations 2.56a describe a real valued perturbation case where medium gain or 

loss is not considered. However, ion implanted gratings make the situation more 

complicated by introducing loss in the medium as described previously. Numerous 

methods have been investigated to explain the gain and loss mechanisms in the 

periodic medium due to the importance of Bragg gratings in DFB lasers [72, 73]. 

Assuming a complex index of refraction perturbation and taking into account 

loss , the previously stated perturbed dielectric constant can be modified to 

26.[ 6.n 
6.E(X , y , z ) = EO 6.n2 + i k 

~o 

(2.82) 

where 6.[ is the exponential loss coefficient with [ being negative to represent 

material loss [74]. Following the previous assumptions i.e. having a periodic and 

square wave function perturbation, the perturbation part of the dielectric constant 

after Fourier series expansion becomes 

(2 .83) 
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which leads to the modified coupling coefficient 

(m) Weo. 2. 2 !:'1 !:.n J 1 ,. /'i,oo = - sm(m1fD) [(!:.n ) + 2 k 1 E6 . Eo dxdy 
4m1f 0 grating 

(2.84) 

where !:.1 = 1 2 - 1imp' Thus, the implanted damage introduces a complex 

coupling coefficient where gain/loss coupling can occur. The latter is the principle 

behind the gain coupled distribution feedback lasers. Accounting for the loss in the 

coupled equations 2.50, they are modified by addition of loss components 

~A = _ i/'i,B(z )ei2t::. f3 z + 1uA 
dz 

~B = i/'i,* A(z )e- i2 t::.f3z - 1ufJ 
dz 

(2.85a) 

(2.85b) 

with 1u being the modal loss of the propagating mode due to the ion-induced dam-

age. Substituting 

A(z ) = A'(z )eT'uZ 

B(z ) = B'(z)e--tuZ 

into equations 2.85 results in 

~A' = _i/'i,B' (z )ei2(t::. f3+hu)Z 
dz 

~B' = i/'i,* A'(z )e-i2(t::. f3+hu)Z. 
dz 

(2.86a) 

(2.86b) 

(2.87a) 

(2.87b) 

This set of equations are in the exact form of the coupled equations determined 

previously. Thus, solutions can be obtained by replacing !:. fJ with (!:.fJ +h u) .These 

solutions are given by 
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A(z) = ei (6. f3/ 2 )z s cosh[s(L - z)] + i[( 6 j3 + iTu )/ 2] sinh[s(L - z) ] A(O) 
s cosh[sL] + i [(6 j3 + iTu )/2 ] sinh[sL] 

(2.88a) 

B z = e- i (6.f3 / 2 )z -i"'* sinh[s(L - z )] A 0 . 
( ) s cosh[sL] + i[(6j3 + iTu )/ 2] sinh[sL] () 

(2.88b) 

In this case, s is given by 

(2.89) 

therefore, the amount of loss can be estimated. For instance, for the implant 

depth of 150 om and unannealed 50keV implant the modal loss of 'Yu = 2.05 cm- 1 

and that of 'Yu = 2.76 cm- 1 for 60 keY implant is estimated. 

The grating strength is an increasing function of !", !L. In the loss less medium 

it saturates to a reflected value approaching hundred percent while in the medium 

with absorption loss the maximum reflected power saturates to a fraction of the 

input power. 

As the grating length L increases the shape of the spectral response deviates 

from a "sinc" to a more "box-like" function with squeezing sidelobes. Moreover, 

the transmitted power decreases with an increase in grating length and the reduction 

is very drastic for long gratings. Thus, it is beneficial to normalize the spectral plots 

to their transmitted power to ease the determination of the shape of the transmitted 

power. 

The deviation of the spectral response to a box-like function shape also happens 

as the absorption coefficient increase. The modal absorption coefficient is directly 
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related to the implantation depth and thus the deep implants result in the change in 

the shape of the response. Therefore, care must be taken to minimize additional and 

unnecessary losses while the index of refraction is increased due to amorphization. 

Low temperature annealing to eliminate the point defects and other low energy 

defects is one of the common methods to reduce the excess optical absorption. In 

[53], losses on the order of 115 cm- 1 were achieved after annealing at 500°C for 1 

hour while retaining an index increase of about 0.3 . 

2.4.2 Propagation Losses due to Implantation 

The beam propagation simulations can be used to verify the dependence of trans-

mitted power to the implanted grating depth and mode polarization. The TE polar­

ization exhibits greatest loss which is in agreement with the greater modal overlap 

of this polarization with the grating region. A difference of thirty percent in the 

transmitted power for grating lengths of 2400 {£m and implant depths of 200 and 

250 nm is observed [62]. The strong dependence of the grating strength and that 

of the propagation loss on the grating depth makes the chosen grating depth very 

important. Thus, it has to be chosen in this work to both maximize the coupling 

coefficient and minimize the propagation loss . Grating depths on the order of 150 

nm seem to adhere to the restrictions present in our case. 
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2.5 Thermal Tuning of The Resonant Wavelength of 

Bragg Gratings 

Although silicon based integrated photonic devices have the advantages of low cost, 

well known fabrication processes, and small propagation loss, as with all semicon-

ductor based integrated circuit fabrication, variation in fabrication dimensions of-

ten lead to resonant devices which may not necessarily meet required specification. 

Therefore, it is often desirable to maintain the capability to fine tune resonance 

conditions. 

The operation of integrated optical controllers are based on the electrooptic, 

thermooptic, and all optical effects in silicon. However, the electrooptic effect 

cannot be used practically due to the lack of inversion symmetry in silicon. The 

large thermo-optic coefficient and good thermal conductivity of the silicon permits 

the ability of tuning the resonant wavelength thermally. Thermal tuning is widely 

used since it can modify the index of refraction without adding optical losses. 

For instance, photonic crystal microcavities [75] , microring filters [76], Hybrid 

semiconductor-dielectric filters [77], and recently surface relief Bragg reflectors 

[78] can be tuned using the thermooptic effect in silicon. Therefore, thermal tuning 

can be employed on the Bragg gratings in the present study to tune the reflected 

wavelength. 

Considering the equation for the Bragg grating period 

(2.90) 

for the fundamental mode i.e. m = 1 and taking the derivative of the equation 
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with respect to temperature yields 

d)" dn 
- = 2A- + 2na A 
dT dT 

(2.91) 

where a is the thermal expansion coefficient. The temperature dependence of 

the effective index being the same as that of the bulk silicon then 

d)" 1 dn 
dT = (:;:;:dT + a ) .. . (2.92) 

The thermooptic coefficient (dnldT) of the si licon is 1.86 x 10- 4 IK [5] which 

is much larger than its expansion coefficient. Hence, the second term is negligible 

and a positive shift of 0.082 nrnJdeg in the resonant wavelength due to the increase 

of temperature is expected. 

2.5.1 External Heater 

The heaters required to thermally tune the devices can be external or integrated on 

the device. Both type of heaters were employed in this work. External heaters 

are the most straightforward way for heating a sample. There exist various device 

support stages (like Peltier stage [79]) and different thelmoeletrical heaters (like the 

NewpOlt TEe used in this work) to achieve this end. 

Although using external heating is convenient, it does not provide precise con-

trol. There is always doubt as to whether the temperature of the sample is exactly 

that shown on the support stage. Moreover, there does not exist the ability for lo­

cal heating in specific regions. Despite these disadvantages for external heating, it 

is widely used for thelmal tuning of SOl devices. For example, in thermal tuning 

of photonic crystals as refractometric optical sensors [80], planar photonic crystal 
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microcavities [79] , interferometric photonic sensors and many others . 

2.5.2 Integrated Heater 

Employing integrated tuning components for example heaters on photonic devices, 

is an approach which leads towards fabrication of actively controlled devices . In-

tegrated heaters have been used in thermooptic switches specifically those using a 

Mach-Zender geometry [81] and those requiring thermooptical tuning of SOl res-

onator swtiches [11]. 

One of the common methods of integration is to use resistive heaters. In such 

devices, heat is generated by application of current to a metal strip where resis-

tance causes heat to dissipate into the guiding/device layer. To optically isolate 

the waveguides and protect the optical mode propagating in the device, an insu-

lator layer usually oxide must be placed between the device layer and the metal. 

Common metals used as heaters are platinum, gold, nickel, chrome, aluminum, and 

tungsten. In this work aluminum was the metal of choice. 

The amount of heat generated by aluminum strips on a device surface is calcu-

lated via equation 2.93 

Q = p = 12 X R 
V V 

(2.93) 

where P is the applied power proportional to the applied current (1) and the 

resistivity of the aluminum layer (R), and V is the volume of the aluminum layer. 

The resistivity of the aluminum is calculated by 

R= Length ~ 
Width x Thickness (J 

(2.94) 
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with (5 being the aluminum conductivity that is 3.69 x 109 (S.m- 1) [82]. 

The minimum thickness of oxide between the aluminum and the silicon waveg-

uide such that no significant propagation loss was introduced was determined using 

the BPM method. In this way, a thickness of 300 nm was determined to be suf­

ficient for preventing any optical loss due to the aluminum layer. The simulated 

corresponding mode and power to 200 nm and 300 nm thick oxide layer is illus-

trated in Figure 2.1 2 

The heat transfer between the Al and Si layers must be calculated to determine 

values for the required aluminum thickness and applied voltage. In this system, 

heat is transferred by conduction and its rate is calculated by employing [83] 

Q = -KA 6.T 
6.X 

(2.95) 

where K is the thermal conductivity, t:.X is the layer's thickness, and A is the 

surface area. The negative sign accounts for the different directions of heat flux and 

temperature gradient. 
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Figure 2.12: TE Mode profile and the corresponding contour map of the transverse field 
for 200 nm oxide layer on left and that of 300 nm oxide layer on the right 

The heat transfer simulations were conducted using the heat transfer mode of 

the Comsol Multiphysics software, the resulting profile is shown in Figure 2.13. The 

simulations verified that a current of 200 rnA passing through a 100 run aluminum 

layer is sufficient to raise the waveguide's temperature more than 10 degrees. The 

fabrication and application of such a heater is discussed in more detail later. 
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Figure 2.13: The heat transfer profile on top and the temperature change over time in the 
entire waveguide at the bottom left and the temperature difference between 
the top and bottom parts of the rib at the end at the bottom right 
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Fabrication 

3.1 Fabrication of Silicon Photonic Devices 

The majority of fabrication techniques for silicon photonic devices are adapted from 

those for III-V photonic devices and silicon microelectronics. This approach takes 

advantage of the existing vast knowledge of the fabrication processes and facilities 

used in silicon-based electronic device fabrication. 

Silicon-an-Insulator (Sal) wafers are the platform and foundation of silicon 

photonic devices. These structures were originally conceived as method to reduce 

the parasitic capacitance in transistor circuits. Fabrication of these wafers and their 

characteristics play an important role in photonic device fabrication. There are three 

common methods used to manufacture sal wafers with maximum customizability 

in the thicknesses of the silicon overlayer and buried oxide layer: (1) Separation by 

Oxide Implantation (SIMOX), (2) Bond and Etch back (BESOI), and (3) Smart-Cut 

[84]. 

The SIMOX process is the oldest approach and involves implantation of high 
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dose oxygen over the entire surface of the wafer to achieve buried layer of high 

oxygen concentration. The high temperature anneal of about 13000C afterwards 

transforms this layer into high quality silicon dioxide. The implantation parameters 

and profiles define the depth, profile, and thickness of the oxide layer. Normally, 

this type of SOl wafer has a silicon overlayer of about 0.3 micron and an approxi-

mately 0.5 micron thick oxide layer [5]. If a thicker overlayer is required, it may be 

achieved via a post fabrication epitaxial growth. 

In the BESOI method more physical manipulation is involved. First hydrophilic 

layers of silicon dioxide are grown on the surface of the two silicon wafers followed 

by formation of the chemical bonds that are achieved by bringing the wafers into 

intimate contact. Finally, the silicon overlayer is formed by back etching and thin-

ning one of the wafers. This process does not produce SOl wafers with a high 

degree of control in thickness and uniformity due to the imprecise nature of the 

wafer thinning. 

A process that combines aspects of SIMOX and BESOI is Smart Cut. In this 

approach one of the wafers is oxidized and then implanted with high energy H+ 

ions which weakens the silicon lattice along a particular plane prior to bonding 

the wafer to another silicon handling wafer. The subsequent thermal annealing 

causes the implanted wafer to split along the implant-damaged silicon plane. A fine 

chemical mechanical polish (CVP) is the last required step thereafter. This process 

offers flexibility and efficient use of silicon and results in high quality wafers from a 

material and uniformity perspective. Although wafers produced by BESOI process 

have the least uniformity, they may be made with a thick silicon overlayer which is 

damage free. 

Another significant component and the most fundamental part of silicon pho-
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tonic devices is the rib waveguide. Its precise dimensions and fabrication process 

are crucial. To etch the waveguide to the required depth several methods are pos-

sible. The etch processes are divided into two categories: wet etch and dry etch. 

In wet etch, liquid chemical solutions are involved and based on the desired profile 

the chemistry may be varied. Potassium hydroxide (KOH) and Tetramethylammo­

nium hydroxide (TMAH) are known to be anisotropic etch ants that result in a 54.7° 

sloped side walls for sal waveguide aligned in the < 100 > direction [85]. 

On the other hand, in dry etch different combinations of gases, such as SF6102 

[86], CF4 or CH3Br [36] are applied to the sample to etch the layers. Dry etch 

is very common for anisotropic RIE etch resulting in vertical sidewalls, but it is 

also flexible enough that tapered sidewalls are also attainable. Etch processes and 

etchers are discussed in much more detail in the following sections of this chapter. 

Other standard CMOS processes including photolithography, metallization, and 

of course ion implantation are utilized in the fabrication of integrated silicon pho-

tonic devices. 

3.2 Fabrication of Bragg Gratings 

Following the introduction to silicon photonic devices and the procedures employed 

in their fabrication , it is now appropriate to explore the more challenging task of 

fabricating Bragg gratings. The required periodicity of Bragg gratings is on the 

order of 220 nm to 500 nm which places them beyond the reach of conventional 

photolithography available in the vast majority of academic fabrication facilities 

(including those at McMaster). Therefore, other fabrication methods have been 

developed to achieve the essential high spatial resolution. 
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3.2.1 Lithographic Based Fabrication Process 

Chapter 3. Fabrication 

The use of photolithography to define features on the surface of a wafer is dominant 

in the microelectronic industry. Similarly, interference lithography is the pillar of 

the integrated Bragg grating fabrication. The basis of the interference technique is 

the spatial overlap of two coherent plane waves and formation of a standing wave 

which is recorded in photoresist or other photosensitive materials. The periodicity 

of the standing wave is computed through 

A=~ 
2 sinO 

(3.1) 

where AIL is the illuminating wavelength and 0 is the half angle between the 

two interfering beams. To achieve perfectly periodic standing waves over the entire 

sample the maintenance of spatial coherence of the standing wave is very important. 

The spatial coherence of the standing wave depends directly on the spatial and 

temporal coherence of the interfering beams. The standing wave created as the 

result of interference holography setup used in this work is illustrated in Figure 3.1 . 

Standing 
Wa\'e~ 

I ~ 
SubstTate 

/ 

~- I L 

e e 

1 

Figure 3.1: Standing waves produced by interference holography on a photosensitive ma­
terial 

The Bragg gratings developed in this work were manufactured using a variant of 
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the Lloyd's milTor configuration. Lloyd's milTor is a classical setup of a two beam 

interference system. It consists of a laser source in this case a 325 nrn Heed laser, 

a pinhole to spatially filter any higher order lasing mode (thus ensuring spatially 

uniform optical beam intensity) and a milTor mounted perpendicular to the sample 

holder. This mirror folds half of the beam back to the sample to create the inter-

ference pattern. Hence, the angle of the mirror with respect to the incident beam 

specifies the periodicity of the fringes and the pattern periodicity can be adjusted 

by angular rotation of the mirror. The optical setup is shown in Figure 3.2. 

Heed Laser 
), = 325 nm Llyod's MilTor Setup 

Sample 

Pinhole Spatial Iris 
Filter 

Figure 3.2: Lloyd's mirror setup 

Ensuring planar waves at the sample is the most important step in using this 

setup since it defines the unifOlmity in the periodicity of the Bragg grating patterns. 

The waves leaving the light source have a Gaussian profile with non-uniform inten-

sity, which results in a varying exposure and develop time over the surface of the 

68 



Sh. Homampour - Masters Thesis 
Engineering Physics , McMaster University Chapter 3. Fabrication 

sample. However, as the beam travels through space it expands and approaches pla-

narity while its intensity is reduced. Thus, there is a trade off between the planarity 

of the beam and its intensity. Therefore, the optical path length plays a crucial role. 

The longer it is, the more unifOlm the beam will be over a greater area but at the 

same time the intensity will be lower which would result in impractical exposure 

times due to the specific exposing power required. Moreover, extremely careful 

adjustments of the pinhole and manipulation of the beam overlap are required to 

produce uniform exposure intensities . 

Another issue with the interference lithography process is the ripples in the 

resist's edge which are detrimental to the line width control. The perpendicular 

standing wave produced due to the reflections from the surface of the wafer has a 

high aspect ratio with respect to the Bragg gratings leading to ripples at the edge. 

Moreover, to prevent further reflections from the substrate the thickness of the pho­

toresist layer must be half the period of the perpendicular standing wave pattern, 

which is about 150 nm. However, it is noted that antireflection coatings can also be 

applied to prevent this type of reflection. 

Although Lloyd's setup is very versatile with high spatial resolution, there are 

important drawbacks that make its implementation in the more standard CMOS 

fabrication process difficult and not very desirable. One of the major drawbacks 

is the pattern inconsistency between consecutive samples which is due to the high 

sensitivity of the grating patterns to the optical alignment of the setup. Hence, it is 

very difficult to repeat exactly the same pattern on two samples. Another drawback 

is the inability to align fringes with existing patterns which leads to fabrication 

complexities. Furthermore, the interference effects caused by existing patterns on 

the substrate add to the disadvantages of employing such substrates. Therefore, 
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other lithography methods have been developed. 

Chapter 3. Fabrication 

Employing X-rays and combining them with interference lithography is one of 

these approaches. First an X-ray mask is patterned using interference lithography, 

which can be outfitted with alignment marks, and then X-rays are applied to pattern 

the substrate. The mask makes the pattern repeatable while X-ray characteristics 

make the patterning much less complex. The X-ray wavelengths are absorbed by 

most of photoresist material, which eliminates the reflection problems. Further 

details can be found in [87]. 

Another alternative is electron beam lithography. This method is the most flex-

ible with inherently high resolution. In this system a focused e-beam is traced over 

the surface of the sample and a prescribed pattern is defined. The ability of the 

system to narrowly focus the beam results in its very high resolution on the order 

of few nm's. Although this technique is very flexible, it has a low throughput and 

it is very time consuming since each pixel comprising the pattern must be exposed 

separately. Patterning a surface area requires an e-beam combined with an inter-

ferometrically controlled stage motion which imposes limitations on the accuracy 

of the pattern placements. Factors including thermal expansion, charging, beam 

cUlTent and focus drift conspire to make it more difficult than photolithography. 

Furthermore, the surface patterning in this system involves stitching small fields 

together, which leads to distOltion and stitching elTors that deteriorate the Bragg 

gratings coherence. The e-beam lithography is mostly used to fabricate prototype 

devices and generate masks that can be utilized in more conventional lithographic 

processes. 

Another alternative approach to producing fringe patterns is the use of a phase 

mask. As light impinges normal to a phase mask, it diffracts into the first three 
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orders. The o th order may be suppressed through the design of the mask and -1 

and + 1 diffraction orders intedere and produce a standing wave pattern. The mask 

results in the fringe pattern regardless of the illuminated wavelength hence, narrow 

wavelengths are not essential [88]. 

3.2.2 Other Techniques for the Fabrication of Bragg Gratings 

Focused-Ion-Beam (FIB) milling is a fabrication technique that has gained a lot of 

popularity and is considered as an alternative to e-beam lithography. This technique 

is very flexible, ideal for fast prototyping, and can produce extremely controlled 

very fine features. It writes patterns directly on the sample surface and has been 

used for a range of applications including production of fine sUlface relief gratings 

in SOl substrates. In this technique energetic ions are incident on the sample and 

cause the sputtering of tiny amounts of material. The repetition of this process 

forms the pattern. However, high acceleration potentials required for focusing the 

beam causes ion implantation, crystal damage and amorphization in the processed 

material which leads to attenuation of light and lossy devices [28, 89,90]. 

Nanoimprint lithography is a new lithography technique that can be used to 

fabricate Bragg gratings . The pattern is molded to the surface and the shape of the 

layer is changed instead of changing the chemical structure of the resist layer. Thus, 

PMMA polymer is used instead of photoresist. This technique has the significant 

advantage of a high throughput and low cost [91]. 

Deep-UV contact lithography is one of the other possible fabrication methods 

where a pre-existing mask pattern is brought into close contact with the substrate. 

For an appropriate design of the mask and resist, the UV illumination enables the 

near-field effects to transfer the pattern to the resist layer. Employing near optical 
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fields, leads to feature resolutions beyond the diffraction limits [92] 

3.3 Implanted Bragg Gratings in SOl Waveguides 

All of the Bragg gratings described in this thesis , except for the broadband grating 

couplers discussed in section 3.6 and 4.3, were fabricated on SIMOX SOl wafers 

with a 2.5 J-Lm thick device layer, 0.375 J-Lm buried oxide layer, and 625 J-Lm base 

layer. The wafers were lightly p-doped (boron) to produce a nominal resistivity of 

20-30 D cm. The samples were initially cleaved into one inch squares and cleaned 

rigorously to remove any organic or metallic residue and the native oxide. The 

cleaning procedure consisted of twice repeated acetone, methanol, deionised water 

(DI) rinse followed by 10 minutes H2S04 :H20 2 (4: 1) etch, 20 minutes of UV ozone 

growth and subsequent one and a half minute hydrofluoric (HF) etch. The outline 

of the fabrication process of ion implanted Bragg gratings in the SOl waveguide is 

illustrated in Figure 3.3. 

A) Deposition of the Buffer and the Implantation Mask Layer 

After the rigorous cleaning of the sample, a silicon dioxide layer with thickness 

of about 25 nm was deposited on the sample as a buffer layer. This layer serves as 

the etch stop layer when grating pattems are transferred to the a-Si layer by etching 

and the lift off layer when removing the a-Si layer. The second layer deposited was 

a 250 nm thick a-Si layer to be used as an implantation mask. The required thick-

ness of this layer was determined using SSUPREM4 to ensure adequate stoppage 

of Si+ ions while implanting with energies of up to 60 Ke V. Both of the layers were 

deposited with an Inductively Couple Plasma Enhanced Chemical Vapour Deposi-

72 



Sh. Homampour - Masters Thesis 
Engineering Physics, McMaster University 

A) 

Si 

C) 

E) 
Si Implant 

G) 

Chapter 3. Fabrication 

B) 

D) 

F) 

H) 

Figure 3.3: Fabrication process of implanted Bragg gratings on SOl waveguide 
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tion (ICP-PECVD) chamber at McMaster University. 

Chapter 3. Fabrication 

Following the depositions, samples were annealed at 1000°C for 45 minutes 

in a nitrogen ambient under atmospheric pressure to rigidify the layers and reduce 

void concentrations. The annealing of the a-Si layer film crystallizes the layer and 

results in a poly-Si structure. The poly-Si layer is prefelTed over the a-Si layer since 

it has etching characteristics close to that for c-Si (etching conditions that are well 

known). 

B) Defining Grating Windows 

Since the operation conditions of the holography system do not allow one to 

define the placement of the gratings on specific areas of the surface, windows were 

employed to localize the gratings. Prior to patterning the Bragg gratings with the 

Lloyd's milTor setup, grating windows with the width of 100 11m and varying length 

of 350-2100 11m were patterned using a chromium lift-off process. 

The Shipley 1808 positive photoresist was spun at 4000 rpm for 30 seconds to 

achieve a photoresist layer of about 800 nm thickness. The pre-spinning of a primer 

enhances the adhesion of the photoresist to the sample. Following a 5 minute wait 

and soft bake at 90°C for 2 minutes, the photoresist was exposed using 35 mJ from a 

Karl Suss MA6 mask aligner. To ensure that the gratings were perpendicular to the 

windows, the grating windows were aligned to the cleaved edge of the sample. The 

exposed sample was soaked in toluene without agitation for 6 minutes to harden the 

surface of the resist ensuring optimum lift-off results . After nitrogen blow drying, 

the sample was developed in a solution of Microposit 351 developer:DI (l :5) for 90 

seconds. Using e-beam metalization, a 30 nm chromium layer was deposited on the 

sample to serve as a grating mask. It was lifted-off subsequently using an acetone 
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bath. A 10-15 minute soak was sufficient for the lift-off process, however longer 

acetone bath or ultrasonic acetone for 2 minutes can be employed to remove any 

chromium residue without damaging the sample. 

C) Patterning the Holographic Photoresist Gratings 

Gratings with a period of 222 nm were defined using the Lloyd's mirror setup 

described in Figure 3.2. The fabrication of the gratings is highly sensitive to the 

setup's alignment, therefore, to achieve repeatability the process steps must be fol-

lowed exactly and in a timely manner. 

1 - Soft bake: Sample was heated on the hotplate at 800 C for at least 5 minutes 
to ensure no water remained in the sample surface. 

2 - Apply the thinned resist :A solution of Shipley 1808 PR:Thinner (2:3) was 
applied. A 30 second wait is required after application before moving to the next 
step. 

3 - Spin: The resist was spun at 5000 rpm for 30 seconds. 

4 - Wait for 5 minutes 

5 - Soft bake : Sample was heated on a hotplate at 800 C for 1 minute to 
evaporate any remaining solvent in the resist and improve adhesion. A soft bake at 
this level also relieves the stresses due to spinning through thermal relaxation. 

6 - Wait for 30 seconds : After the soft bake wait for 30 seconds and then 
transfer the sample to the holography station. 

7 - Exposure: The sample was exposed to 25 m] of energy. 

8 - Develop: The sample was developed in Shipley CD-30 while agitating 
slowly for approximately 45 seconds. 

9 - Rinse: The sample was rinsed in DI water for 30 seconds. 

10 - Blow dry: Blow dry with N2 carefully. 
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11 - Hard Bake: The sample was hard baked on the hotplate at 11 ODC for 2 
minutes to harden the resist. 

It is noted that to achieve a good line width control (lateral feature size of 100 

nm) a 100 nm thick photoresist cPR) layer is required therefore, thinned PR with 

the specified spin speed and time was used. Thinned PR requires a lower baking 

temperature and is more susceptible to variation in that temperature. If too hot, the 

process leads to patchy gratings and incomplete PR removal while too much of the 

resist is removed if the bake is too cold. 

During exposure the sample must be placed such that the edge used in the align-

ment of the grating windows is at the bottom part of the sample holder to ensure the 

gratings are perpendicular to the grating windows. Although the exposure time can 

be calculated based on the energy received at the sample holder, the best method is 

to adjust the exposure time such that the time for resist to develop is approximately 

45 seconds, conceding that the development is the most difficult step to control. 

The developing step is very important since a few seconds less or more than 

that required leads to under or over development. Therefore, close color inspection 

of the surface is crucial while developing, coupled with agitating slowly. When the 

sample is submerged in the solution, it turns to a dark blue color and remains in this 

state for most of the developing stage. After about 30 seconds the sample begins to 

tum into a beige color. The key to the development process is to rapidly remove the 

sample as soon as the entire surface of the sample has the uniform beige color and 

immerse it in DI water. The best gratings are achieved when the total development 

time is about 45 seconds. 

Diffraction from a white light source can be used to test the integrity and unifor-

mity of the grating patterns. Under the proper angle the diffracted light should be a 
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uniform pale blue. The presence of black regions on the surface signifies underde-

velopment while shiny regions suggest overdevelopment. Inspection of the gratings 

using an SEM allows confirmation of a continuous gratings across the chromium 

layer and signifies that the presence of these chromium windows has little effect on 

the spinning and development of the grating patterns. 

D) Etching the PR Gratings into the poly-Si Mask 

To realize a suitable ion implantation hard mask, poly-Si layer was used. Thus, 

the grating pattern had to be transferred from the PR to the poly-Si layer. The 

Reactive Ion Etch (RIE) was accomplished using a Bosch process on an Akatel 

601E RIE etcher at University of Western Ontarion (UWO). The Bosch Process in 

this system cycles between an etch step with sulfur hexafluoride (SF6) for 2 seconds 

and a passivation cycle with Octafluorocyclobutane (C4Fs) for 1 second to gain 

vertical sidewalls with aspect ratio of about 20: 1. The etches were all performed 

under pressure of 1 x 10- 2 mBar, plasma source RF power of 1000 W, substrate bias 

RF power of 80 W, with He cooled backside at 20°C. 

The etch rate of photoresist, poly-Si, silicon dioxide, and chromium were found 

to be "" 100 nm/min, ",,275 nm/min, ",,25 nm/min, and < 5 nm/min respectively. 

Hence, there is a selectivity of 2.75: 1 of poly-Si to PR which makes the 100 run 

PR gratings sufficient for etching the poly-Si hard mask. The etching process was 

carried out for 1 minute without any concern for over etching due to the existence of 

the silicon dioxide layer which acts as the buffer and etch stop layer. Furthermore, 

the large selectivity between the chromium and poly-Si ensured that only gratings 

at the grating windows would be etched in the poly-S i layer. Etched gratings in 

poly-Si and the effect of the chromium window are shown in the SEM image in 
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Figure 3.4: Etched PR grating and the effect of the chromium grating windows. The length 
bar indicates 1 f-Lm. The patterns on the surface are due to the gold coating for 
better SEM resolution. 

Figure 3.4. The PR residuals after RIE were removed by 10 minutes O2 plasma 

ash. Again at this point the white light test can be performed and a uniform light 

blue diffraction can be seen at the grating sections signifying a good transfer of the 

grating patterns into the poly-Si . 

E) Si+ Ion Implantation 

In this step silicon ions were implanted to produce a damaged induced amor-

phous silicon layer. The implantation was done using the ion implanter at UWO. 

The samples were implanted at the nominal dose of 2x 1015 ion/cm2 at the liquid 

nitrogen temperature of 77 K with 50 and 60 KeY. During implantation a sample 

tilt of 00 was used since the presence of silicon dioxide minimizes the channeling 

due to its non-crystalline structure. Good thermal contact between the sample and 

sample holder during the process is crucial to prevent poss ible thermal annealing. 

F) Removal of Masking Layers 

Prior to patterning the ribs on the implanted Bragg gratings, the implantation 
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mask must be removed. The first step was to remove the chromium grating window 

via a selective chromium etch in Cyantek's CR-100 etchant. 

The next step was to remove the poly-Si and oxide layers. The sample was 

submersed in buffered HF (BHF) for about 17 minutes. The sample must be left 

in the HF until both of the layers are completely removed and the shiny surface of 

the silicon is visible. The submersing of the sample in BHF results in two effects. 

One is the etching of the oxygen contents in the PECVD grown poly-Si layer and 

second is the seeping of BHF through grating teeth into the silicon dioxide layer 

which leads into lift-off of the poly-Si layer. As the BHF seeps into the oxide layer 

through the voids present in poly-Si layer, it interacts with and etches away the 

oxide layer thus, a quick and easy lift-off happens. 

After the mask removal a visible color difference exists in the ion implanted 

regions on the surface of the SOl, which indicates the amorphization of the silicon 

in those areas as the result of the damage introduced by ion implantation. 

G) Rib Patterning 

The rib structures were patterned on the planar surface of the implanted SOl 

using standard photolithography techniques. Shipley 1808 was spun on the surface 

(after deposition of the primer) at 4000 rpm for 30 seconds and then soft baked for 

2 minutes at 110°. Then rib patterns were defined on the 800 nm thick photoresist 

layer using Karl Suss MA6 mask aligner, developed in a solution of Microposit 

351 developer:Dl (1 :5) for about 30 seconds and finally, hard baked at 130°C for 2 

minutes. These PR ribs were used as the etching mask in the RIE etching of the rib 

waveguides. 
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H) Etching the rib and Preparing the Facets 

Chapter 3. Fabrication 

The rib waveguides were etched into the SOl sample using Alcatel 60IE RIE 

etcher at UWO. The etching rate of the silicon was determined to be 1 p,m/min, 

making the selectivity of the PR to silicon 20: 1.The etch depth of the ribs was 

targeted to be 700 nm, hence the thickness of the PR mask was deemed adequate. 

Optical facets were prepared through a thinning and cleaving process, where the 

samples are thinned to a thickness of 220 to 250 p,m for producing optimal results. 

The samples were mounted on a sanding block facedown using crystal bond and 

then backside-thinned with wet silicon carbide paper. After thinning, the mounting 

blocks were heated to I50aC to remove the sample. Any residual crystal bond was 

removed in an acetone bath. A SEM picture of the completed ion implanted SOl 

rib waveguide is illustrated in Figure 3.5. 

Figure 3.5: A completed ion implanted rib waveguide with a planar surface. The length 
bar indicates 1 p,m. 

The resulting samples are ready to be heated by external heater and be measured 

however, to fabricate the integrated heaters the last step should be modified and 

more steps must be added as will be discussed in the next sections. 
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3.4 Etched Gratings in SOl Waveguides 

It is interesting to compare the ion implanted Bragg gratings on SOl waveguides 

with more traditional, etched Bragg gratings. Etched gratings were fabricated using 

a technique similar to that described above. In fact the process of etched grating 

is less complex. The buffer and mask layers are not required since there is no 

implantation involved thus, step A is skipped. After patterning the PR gratings, 

they were etched to a depth of 120 nm. The removal of the chromium layer was 

done with the same process and finally, ribs were patterned and etched. Since the 

gratings are etched they are visible at all times. A SEM picture of such gratings is 

shown in the Figure 3.6 

Figure 3.6: Etched grating on SOl rib waveguide. The length bar represents 100 nm. 
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3.5 Integrated Heaters on Implanted Bragg 

Gratings in SOl Waveguides 

To prepare the integrated heaters on either the samples with implanted Bragg grating 

or those with etched gratings the last step in section 3.3 must be modified. The ribs 

may be etched but the facets should not yet be prepared. The outline of the steps is 

illustrated in Figure 3.7 

I) .J) 

Al 

L) 

Figure 3.7: Fabrication process for integrating heaters 

I) Deposition of Spin-On-Glass on the Ribs 

After etching the ribs, an oxide layer is deposited to prevent any optical propa-

gation loss due to the aluminum layer covering the waveguides. However, a silicon 

dioxide layer prepared via growth or deposition cannot be used due to the temper-

atures involved in depositing oxide layers or growing oxide thermally, which are 
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above 200°C and will remove the damage induced by the implanted ions. There-

fore, spin-an-glass (SaG) was employed instead. The SaG remains in a quasi-solid 

state thus, solvents like acetone can still dissolve it. The Futurrex DC4-S00 spin­

on-glass was spun on the sample at 3000 rpm for 40 seconds following a 1 minute 

wait after applying SaG on the sample. Then the sample was heated on a hotplate 

at lS0° for 2 minutes. After waiting for 2 minutes the process was repeated 2 more 

times. The resulting SaG layer has a thickness of about 600 nm on the slab sides 

and 400 nm on the sidewalls and edges. The SEM image of this layer is shown in 

the Figure 3.8 

Figure 3.8: SEM image of SOG on the rib. The length bar indicates 100 nm. 

J) Deposition of Aluminum Layer and Patterning the Aluminum Strips and 

Contacts 

A 100 nm Aluminum layer was deposited using a bell jar setup at McMaster 

University and patterned using negative resist. 

K) Patterning the Aluminum Strips and Contacts 

The negative resist NR9-1S00P was spun at SOOO rpm for 40 seconds which 
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resulted in a photoresist layer of about 1.2 J-lm thick. The sample was soft baked 

at 150° e for 60 seconds and then exposed with 30 mJ of energy. Following the 

soft bake at 1000 e for 60 seconds , the sample was developed in RD6 for about 8 

seconds , and rinsed in DI water. 

L) Etching the Aluminum Strips and Contacts 

To etch the pattems into Aluminum, the aluminum etchant by Transene com­

pany was heated up to 500 e which led to aluminum etch rate of 100 Alsecond thus, 

the etch took about 10 seconds. The sample was rinsed in DI water afterwards. 

M) Removing the Photoresist Residue and Preparing the Facets 

The photoresist residue was removed via O2 plasma ash for 4 minutes. The 

sample could not be cleaned by acetone since this would remove the SaG. More-

over, plasma ashing the samples longer than 4 minutes also started to attack the 

aluminum. 

A Microace 3 dicing saw was used to dice the samples which were subsequently 

polished at the University of Surrey to smooth the optical facets. The thinning and 

cleaving technique could not be used due to the effect of acetone on SaG. 

3.6 Fabrication of Broadband Grating Coupler on 

SOl 

These samples were fabricated on a BESOI sal wafers with 5 ~Lm thick device 

layer, 1 J-lm buried oxide layer, and 625 J-lm base layer. The wafers were lightly p­

doped (boron) to produce a nominal resistivity of 20-30 n cm. The samples were 
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cleaved in one inch squares and rigorously cleaned in the same way described in 

section 3.3. Bragg gratings with period of 500 f-bm were patterned using the Lloyd's 

mirror setup. The sample was placed in the setup so that only half of the sample 

would be exposed to the gratings . Thus, the sample consisted of two sections one 

with the grating and one "shiny side" without any grating. The gratings were etched 

using the STS 320PC parallel plate etcher at McMaster University to the depth of 

120 nm. The facets of these samples were prepared parallel to the gratings by 

thinning and cleaving as explained in part H of section 3.3. 

3.7 Development and Application of Fabrication 

Processes 

The fabrication of silicon-based microstructures, including both photonic devices 

and CMOS devices, requires the ability to etch material from the surface of a wafer 

with extremely tight control over the vertical etch depth and the lateral profile. Etch-

ing processes can be broadly separated into two categories: wet etch and dry etch. 

After a very brief description of wet etching, we discuss below the dry etching 

processes that were developed in-house for the device fabrication reported in this 

thesis. 

3.7.1 Wet Etch 

Wet etching was originally the dominant etch process used in the microelectronics 

industry. Its low cost, reliability and high selectivity made it popular for defining 

patterns with feature sizes greater than 3 f-bm [93]. 

In wet etching, the sample is usually immersed in a liquid etchant solution. 
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Chemical reactions, which are the basis of this process , can be very selective; i.e. 

different materials etch at very different rates. The etchant reacts with the film to 

form a water-soluble byproduct or gases that diffuse away from the surface. 

Temperature, composition, density of the film, and in some cases the crystallo­

graphic orientation I all have a great effect on the etch rate. Potassium hydroxide 

(KOH), sodium hydroxide (NaOH), and ammonium hydroxide (NH40H) are some 

of the common etchants used for silicon wet etching [2, 93]. 

3.7.2 Dry Etch 

In plasma or dry etching there are two dominant processes: chemical and physical. 

An etch can proceed by chemical reactions, physical sputtering or a combination 

of the two. This makes the process more complicated but it offers better resolu-

tion than wet etching. Dry etching has replaced wet etching in integrated circuit 

manufacturing in recent years for two main reasons. First, the etching can be more 

vigorous due to the very reactive chemical species produced in the chemical com-

ponent of the etch. Second, and more important, etching can be highly directional 

since the physical etch processes are anisotropic. Thus, etching films with thick-

nesses comparable to the minimum pattern dimensions has become possible. In this 

process the sample is placed in a vacuum chamber into which the required gas(es) 

are admitted. The danger of direct exposure to and the handling and disposing 

of large amounts of harmful gases, acids and chemicals are substantially reduced 

[2,93]. 

I The etch rates for two crystallographic directions in silicon using KOH are different [2] 
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3.7.2.1 Chemical Etching 
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This process is based on the chemical reactions between the species that are present. 

Reactive species or free radicals are formed in the plasma and produce volatile etch 

byproducts by reacting with the substrate. Desorption of these products from the 

surface is the last step to complete the etch cycle. Free radicals are the product of 

the reaction between the free electrons in the plasma and the atoms of the desired 

material. They are electrically neutral with incomplete bonding and unpaired elec-

trons. Thus, they are highly reactive and react with the material to be etched. The 

volatile nature of the byproducts causes more substrate to be exposed and etched. 

Gas additives are usually used to react with dissociated2species and prevent their 

recombination. This increases the density of free radicals and etch rate. Chemical 

etching is very selective with low surface damage since it is based on chemical reac-

tions. The isotropic distribution of arrival angles of the free radicals at the substrate 

surface and their low sticking coefficient makes this etch process isotropic [2 , 3]. 

3.7.2.2 Physical Etching 

In this process energetic ions accelerated by electric fields to an energy of more 

than 200 e V are the dominant etch component. The energy and momentum of these 

ions are transferred to the substrate as they strike the atoms on the surface and 

sputter away the surface material. Normally, sputtering efficiency is described by 

sputtering yield, which is defined as the ratio of the number of atoms or molecules 

ejected from the target to the number of the incident ions. This is a function of the 

angle of incidence of the ions. The efficiency can be enhanced by considering the 

2 Some of the typical reactions occur in the plasma are dissoc iation, ionization, excitation, disso­
ciation ionization, and recombination [2] 
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chemistry involved in the sputtering, since ions have the potential to react with the 

sUlface atoms and dislodge more atoms. 

The strongly directional nature of the ions makes the etch very anisotropic with 

significant surface damage, roughness and reduced selectivity. Moreover, the high 

sticking coefficient of the ions prevents them from striking the surface more than 

once, which leads to a more anisotropic etch. However, redeposition and trenching 

of the ejected species can occur due to their nonvolatile nature, which makes the 

process unfavorable in VLSI fabrication [2, 3, 93] . 

This method is slow compared to the other dry etch methods. The etch rate is 

several hundred angstroms per minute while in chemical etching it can be as high 

as 6 f.Lm per minute. Some of the plasma damage produced in the process can be 

removed by thelmal annealing. 

3.7.2.3 Ion-Enhanced Etching 

Combining the purely chemical etch process with the sputter-based physical etch 

can overcome the shortcomings of both and enhance the etch results. This combina-

tion is called an Ion-Enhanced etch process and offers both the control of anisotropy 

and adequate selectivity in the etch with much higher etch rate. This process is not 

the linear combination of the two process and both components are required at each 

step for the process to work. The etched profile in this process is more similar to 

that of the physical etch but increasing the chemical component doesn' t have the 

same effect as it would in the pure chemical process. 

In this process the ion bombardment, in addition to dislodging surface mate-

rial , enhances one of the chemical etch steps, such as etch reaction and formation 

of bypro ducts or removal of the byproducts. Moreover, some of the byproducts 
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or other species from the plasma can be deposited on the surface to enhance the 

directionality of the etch. By changing the etch chemistry and plasma conditions 

different etch profiles with different slopes can be achieved, which makes the pro-

cess more desirable [2, 93]. 

3.7.2.4 Different Dry Etch Systems 

Different dry etch techniques and models have been developed based on the ma­

terial being etched, the required chemistry in the plasma, and the profile specifi-

cations. These etchers can be categorized as Bane! Etchers, Parallel Plate Etch-

ers, or High-Density Plasma Etchers. Considering ion enhancements can subdi-

vide them into etchers in plasma mode or Ion-Enhanced mode. Some of the com-

mon plasma sources are Electron Cyclotron Resonance (ECR), Inductively Coupled 

Plasma (ICP), and Parallel Plate Systems [2, 3] . 

Parallel Plate systems 

The parallel plate systems are among the more common ones used for plasma etch-

ing of thin films. These systems consist of two parallel electrodes in a vacuum 

chamber with an RF power source (13.56 MHz) connected to one of the electrodes. 

The sample is placed on the bottom electrode. Ion directionality and density in such 

systems is low compared to the other systems, which leads to a lower etch rate and 

reduced selectivity. Thus, using a lower pressure and greater ion bombardment is 

recommended as will be explained in more detail below. 

Plasma etching in parallel plate systems can be operated in two modes . The 

plasma mode in which chemical etching is the dominant process and the physical 

etching component can be neglected; and the reactive ion etching (RIE) mode in 
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which the physical component of the etch is enhanced. The etcher used in McMas­

ter falls into this latter category. 

In reactive ion etching both chemical and physical mechanisms play an impor-

tant role. In this mode, ion bombardment is stronger, ions have more energy, which 

enhances the physical component of the etching. This can be achieved by having 

a greater voltage drop between the plasma and the electrode or having a physically 

smaller lower electrode and grounding the upper electrode. The operating steps in 

an RIE etcher can be summarized as follows: 

1. Application of RF (radio frequency) signal to electrodes 

This step creates a high electric field across the electrodes in the vacuum cham-

ber that ionizes some of the gas atoms and produces a plasma containing posi­

tive ions and free electrons. The gas pressure is usually stabilized between 10- 3 

and 10- 2 Torr. Electrons traveling in the electric field between the electrodes gain 

enough energy (greater than ionization energy of atoms) to ionize the atoms by in­

elastic collisions. Collisions of less energetic electrons with atoms will only excite 

the atoms, which then will lose their energy by luminescing and a distinctive glow 

is observed. Therefore, once a plasma state is formed and an equilibrium between 

positively and negatively charged particles is reached, the collisions resulting in 

luminescence dominate over ionization collisions. The chamber pressure and elec-

trode spacing are the two important parameters to initiate a discharge. 

The greater mass of the ions, and the higher speed of the electrons compared to 

the ions, leads to loss of more electrons than ions to the electrodes and the creation 

of a positively biased plasma. This charge distribution determines the DC poten-

tial in the plasma which accelerates the positive ions towards the ground electrode 
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where sample sits [5, 93]. 

2. Creation of free radicals 

Chapter 3. Fabrication 

When electrons collide with gas atoms free radicals, which are electrically neu-

tral but have incomplete bonding, are produced. These elements have unpaired 

electrons and therefore, they are highly reactive. For instance, considering CF4 the 

reaction becomes 

CF4 + e -+ C F3 + F + e (3.2) 

These components react with the material being etched, for instance silicon, and 

produce a byproduct that is volatile and leaves the surface. Hence, more silicon is 

exposed and etched. 

4F + Si -+ SiF4 (3 .3) 

Adding other gases can increase the density of free radicals by preventing re-

combination among them. For example, O2 atoms react with CF3 and CF2 and 

prevent them from recombining with F. These reactive chemical components en-

hance chemical etching and increase the etch rate. They have a wide arrival angle 

distribution and enhance isotropic etching. 

3. Ionic components 

These contribute to the physical part of the etching. The electric field across 

the electrodes accelerates positive ions towards the electrodes almost normally and 

therefore, normal to the surface of the wafer. Ions strike the surface only once and 

their flux is more directional than that of the free radicals due to the directional 

electric field . Hence, the physical etching is more directional and anisotropic. Ionic 
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components strike the atoms on the surface of the material and physically dislodge 

them. The energy of the ions must be greater than the surface binding energy of the 

atoms which is few hundred e V [5]. 

4. Ion enhanced etching 

As the ions bombard the substrate, they enhance the etch process by: 

-Breaking the atomic bonds, which enhances the chemical reactions between 

free radicals and surface of the material. 

- Accelerating the formation and sputtering away the volatile byproducts. 

- Removing the inhibitors, which are the residues that either block the chemical 
etch species or react with them. This improves the anisotropy of the etch. 

The directionality of the ion flux has a major influence on the sidewall's profile. 

If the arrival angle of the ions is not normal to the surface, non-vertical sidewalls 

are obtained [2, 93]. 

Barrel Etchers 

This type of etcher is one ofthe earliest etch systems developed for dry etching. The 

electrodes are wrapped around a quartz tube. Hence, they are curved. RF power is 

applied to the electrodes and a plasma is generated. The sample is placed vertically 

in the middle of the chamber and is shielded by a perforated metal shield to reduce 

the substrate exposure to charged, highly energetic species in plasma. Considering 

the design of the etcher, there cannot be any ion bombardment and the etch pro-

cess is completely chemical. Therefore, the etch is very selective and isotropic but 

very slow and nonuniform. Normally, a barrel etcher is only used to remove pho­

toresist residue due to the characteristics of its etch profile. Moreover, the etch or 
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photoresist ashing is usually done over a long time to overcome the nonuniformity, 

which won't harm the sample due to the high selectivity of the process [2, 94]. A 

schematic of such an etcher is shown in the Figure 3.9. 
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Figure 3.9: Barrel Etcher system [2] 

Other Ion-Enhanced Dry Etchers 

Inductively Coupled Plasma (ICP) systems represent the more recent developments 

in etching technology. The plasma densities in ICP systems are two to four orders 

of magnitude higher than in RIE systems. 

The plasma is formed in a dielectric vessel encircled by an inductive coil and 

RF power is applied into the coil. These coils being in the horizontal plane, lead to 

an induced magnetic field in the vertical direction. This strong magnetic field traps 

the electrons in the center of the chamber and produces a high-density plasma. The 

plasma diffuses from the center to the substrate at low pressures with low ion energy 

[3]. 

The high density of the plasma makes utilizing lower pressures possible while 

having high ion flux and etch rate. A lower pressure not only facilitates more 

anisotropic and direct etch but also reduces the substrate damage that results from 
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high sheath bias and ion energy. Also superimposing an RF bias on the sample 

increases the anisotropy of the etch and two power sources enable the system to 

control the energy of bombarding ions independently of the plasma density. The 

ICP system is popular due to its simpler design, easy wafer diameter scale-up, and 

lower cost and power requirements [2, 95]. The schematic diagram of an ICP sys-

tern is shown in Figures 3.10. 
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Figure 3.10: rep Dry Etch system [3] 
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3.7.3 The Important Parameters in an Etch Process 

3.7.3.1 Bosch Process 

In the fabrication of optoelectronic and microelectromechanical systems (MEMS) 

using an anisotropic plasma for etching is indispensible and the Bosch process is 

one of the etch processes established to enhance the anisotropic characteristic of 
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the etch resulting in vertical sidewalls, high etch rate, and high aspect ratio. This 

process consists of two cycles: an etch cycle and a passivation cycle. Thus, for each 

cycle a different gas is used. For instance, to etch silicon a gas such as sulfur hex-

afluoride (SF6 ) is used for the etch cycle and a gas containing carbon and fluorine, 

such as carbon tetrafluoride (CF4 ) or in our case octafluorocyclobutane (C4Fs), is 

used for passivation. 

In the passivation cycle a thin layer is deposited on the surface and sidewalls of 

the substrate. This layer acts as an inhibiter. In the etch cycle the inhibiter layer 

protects the sidewall from being etched while the layer on the bottom of the trench 

will be etched preferentially by the ion bombardment. The thickness of the inhibiter 

layer is very important in the final etch profile. If it is too thin, the sidewalls will 

be etched and will be tapered. If it is too thick, the passivation layer will prevent 

the substrate from being etched completely or at all. The alternating cycle forms 

scallops on the sidewalls, although the roughness of these scallops can be controlled 

to some extent by the operating conditions. 

The Bosch process has become a common choice for deep etches with vertical 

sidewalls. Moreover, new sequences and chemistries have been explored including 

the addition of a third step in the cycle for depassivation of the trench bottoms or 

an isotropic etch cycle to improve the control on the sidewalls and profile as well as 

the process [96, 97, 98]. 

Considering the etcher's design and the etch process, there are number of pa-

rameters that can be varied to obtain a desired etch profile. Chamber pressure, gas 

flow rate, RF power, duration of cycles, and temperature are the influential param-

eters in the parallel plate RIE etcher used in McMaster. 
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3.7.3.2 The Effect of the Parameters 

Pressure 

Chapter 3. Fabrication 

Pressure in the chamber influences the concentration of free radicals in plasma. 

As the pressure is increased the mean free path of the atoms and molecules is de-

creased. Hence, there are more collisions and the probability of molecular dissoci-

ation is increased. As a result, the F concentration increases, which will increase 

the etch rate. However, further increasing of the pressure will reduce the ion energy 

and ion flux and as a result reduces the etch rate [96, 99, 100]. 

To achieve a more anisotropic etch, one can decrease the pressure to increase 

the mean free path of the ions. This results in fewer ion collisions during the transit 

across the sheath3 and reduces sidewall etching due to the more highly directional 

arrival of ions at the surface. Alternatively, one can use the sidewall passivation 

technique to protect the sidewalls at high pressures . 

Reduction of pressure will also increase the sheath voltage4 which results in 

more energetic ions and thus, a more directional etch. However, pressure reduction 

will decrease the chemical flux and the chemical etch rate. In addition, the plasma 

density will decrease, which will tend to lower the etch rate. The diffusivity of the 

species in the plasma is inversely proportional to the pressure. Hence, a reduction in 

pressure will increase the diffusivity which leads to improved uniformity of plasma. 

The more uniform plasma provides a better ion flux distribution and more uniform 

etch [2, 5, 93 , 101] . In RIE systems each parameter affects the others differently 

which makes the control of the system complicated. 

3Sheath is the region next to each electrode where the vo ltage drop between plasma and electrode 
occur. Also corresponds to the dark regions of the plasma [2, 5] 

4The voltage drop between plasma and electrodes [2] 
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Gas flow rate 

The flow rate of gases in different cycles affects the etch differently. Increasing 

the flow rate of the etch gas increases the etch rate since the concentration of the 

etching species, F, increases and redeposition of the etch products (SiF4) decreases. 

An increase of the flow rate in the passivation cycle decreases the etch rate due to a 

thicker passivation layer. Furthelmore, as the flow rate increases, the anisotropy of 

the etch reduces due to enhancement of the chemical component of the etch. The 

pressure also increases with increased the flow rate [86, 96, 102]. 

RF power 

The RF power is one of the most influential parameters in the etch process. By 

changing the power by only a few watts an obvious change in the sidewall's slope 

is visible. RF power changes the ion energy directly and therefore, changes the 

etch rate. An increase in power increases the sheath voltage, which leads to an 

increase in ion energy, ion flux, and the fraction of the physical component of the 

etch. Moreover, the ion concentration in the plasma is proportional to the plasma 

density which increases with power. 

Cycle duration 

Similar to the flow rate of the gases, their cycle duration influences the etch pro-

file as well. The longer the duration of the etch cycle is, the longer is the exposure of 

the sample to glow discharge and etching species and therefore, the greater the etch 

rate. However, too long an etch cycle will promote tapered sidewalls. On the other 

hand, the longer passivation cycle means thicker fluorocarbon film depositions on 

the sidewalls and substrate which decreases the etch rate and can also affect the 

slope of the sidewalls and surface roughness [96]. 
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Temperature 

Chapter 3. Fabrication 

Temperature of the substrate is normally kept at about 20- 25 C. The lower the 

temperature is, the higher the deposition rate of the inhibitors on the sidewall is, and 

therefore the etch is more directional. It is important to minimize the temperature 

rise on the substrate's surface. In order to maintain a sufficient heat transfer between 

the substrate and the electrode backside helium pressurization is used [2, 96]. 
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Chapter 4 

Experimental Results 

4.1 Dry Etch Characterization 

Dry etching of silicon is critical in the formation of silicon photonic circuits. Al­

though an RIE system exists within the McMaster CEDT, it has not been qualified 

for use at the time of the commencement of this work. This section describes results 

which will be suitable for a wide range of etching applications, including silicon 

photonic device fabrication. 

Silicon samples with dimensions 112 x 1 inch with photoresist and oxide masks 

were prepared to characterize the STS 320PC parallel plate etcher located at Mc­

Master manufactured by Surface Technology Systems. The etcher has four recesses 

to hold samples, and the front recess was used in this investigation. Samples were 

placed in the holder after being bonded to a 4 inch silicon wafer' with a solution 

of crystal bond and acetone. The feature thickness was measured with an alpha­

stepper before the etch, right after the etch, and after removing the mask and clean-

I The wafer had a thick oxide layer on the surface to prevent etching of the wafer 
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ing the sample. SF6 gas was used as the etch gas, C4FS gas as the passivation gas , 

oxygen and hydrogen for purging between the two cycles steps. Previously, CF4 

had been used in the passivation cycle but it was replaced with C4FS to increase 

the carbon content of the plasma and reduce the free F radicals to raise the selec-

tivity between Si and Si02 [2]. In addition, oxygen had been used, especially in 

continuous etch process, to reduce the lateral etch rate. By adding oxygen to an 

SF6 plasma, a chemically inert layer is produced that acts as an inhibitor and the 

anisotropic nature of the etch is improved [86]. 

This system was originally designed for continuous etch process in which all 

the gases are introduced to the chamber at the same time and the etch profile is 

determined by their relative flow rates and settings of the parameters. However, 

controlling the etch parameters in the continuous process is a difficult task. The 

etch tends to be isotropic and obtaining a vertical sidewall is difficult. Therefore, a 

Bosch process was designed for the system. 

The C4FS flow rate was varied from 16 to 32 sccm, the power was varied from 

50 to 200 Watts, the etch and passivation cycle times normally had the relative ratio 

of 2: 1, but 1: 1 and 4:3 ratios were also investigated. The SF6 flow rate was kept 

at 20 sccm, temperature at 25 degrees, and pressure at 20 mT. The flow rates were 

chosen based on the MFCs and ratios commonly used for such etchers in industry. 

Other parameters were chosen considering the suggested values by the company 

and common values. 
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4.1.1 Analysis of Results 

4.1.1.1 Effects of Power on Etch Rate and sidewall Angle 

The flow rate of SF6 was set at 20 sccm and that of C4Fs at 32 sccm with cycle 

ratio of 2: 1 respectively. The pressure was 20 mT while temperature was kept at 25 

degrees . The power was varied from SOW to 200W while etch rate was measured. 

The results are plotted in Figure 4.1. Note that the curves in the figures of this 

section are all to just guide the eye. 
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Figure 4.1: Graph of Etch Rate VS. Power 

The slope of the sidewalls of each sample was also measured by taking its SEM 

picture and using ImageJ software. The obtained results are illustrated in Figure 

4.2 . 

At low powers, i.e. from 50 to 75W, the chemical component ofthe etch is dom-

inant, and therefore the etch rate is relatively low. The flux of the neutral chemical 

species with a wide angular distribution and collisions of the reactant species with 

the sides of the sample before arriving at the etch surface cause positively tapered 
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Figure 4.2: Graph of Sidewall Angle VS. Power 
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As power reaches 75W the best balance between the etch parameters is reached. 

The etch rate is at its highest value and sidewalls are veltical within ±2 degrees. 

Raising the power above 75W leads to reduction in etch rate and selectivity. 

Note that selectivity is obtained by comparison of the etch rates of different mate-

rials. Generally, increasing the RF power will enhance the ion flux and F radicals , 

which increases the etch rate until a peak is reached. Beyond this point, generation 

of F components does not depend on the power but is limited by the pressure. Thus, 

further increase of power does not increase the ion flux unless the pressure is in-

creased to obtain a higher etch rate. Therefore, etch rate and anisotropy, i.e. having 

a veltical sidewalls, can be improved with raising power depending on the pressure 

in the chamber [96, 103]. 

Moreover, inspecting the sidewalls shows undercutting, which means ions have 

too much energy, the ion density and free radical concentration are too high which 
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leads to lateral chemical etching of the walls, or free radicals sputter before they 

have time to react with the surface of the sample and are deposited on the sidewalls. 

The flux of the neutral species decreases with height, especially in narrow features 

with high aspect ratios. Hence, the sidewalls become undercut [3 , 104, 105]. Sim­

ilarly, the nonuniformity in the polymer deposited on the sidewalls will also result 

in undercut sidewalls. Thus, decreasing the RF power can reduce the ion energy 

and lowering the pressure can decrease the chemical flux and hence the chemical 

etch rate. Moreover, decreasing the pressure will increase ion energy, so decreasing 

power is helpful. 

Reduction in the selectivity also confirms that the chemical component of the 

etch has changed since the selectivity depends on the chemical reactions and the 

proper proportions between the etch parameters. Finally, the combination of chem­

ical and physical etching does not always act as predicted and there exist some 

C,F, Flow Rate (seem) 

Figure 4.3: Graph of Etch Rate vs. C4Fs Flow Rate. 
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4.1.1.2 Effects of Passivation Cycle Flow Rate on Etch Rate and Sidewall 

Angle 

The flow rate of SF6 was set at 20 sccm with the etcher set to a passivation cycle 

ratio of 2: 1. The pressure was 20 mT while the temperature was kept at 25 degrees. 

The power was set at lOOW and the C4Fs gas flow rate was varied from 16 to 32 

sccm while the etch rate was measured. The results are plotted in Figure 4.3. The 

slope of the sidewalls of each sample was also measured with the same technique 

described in the previous section. The results are illustrated in Figure 4.4. 

Generally, the higher the flow rate of the gas, the higher the etch rate but too 

high a flow rate can lead to a decrease in etch rate. Considering that in the Bosch 

process there are different cycles of gases, an etching gas and a passivation gas, the 

flow rate effect is consistent for the etch cycle gas but not for the passivation cycle. 
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Figure 4.4: Graph of Sidewall Angle vs. C4Fs Flow Rate. 

The results show that the greater the flow rate of the passivation gas, the more 
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vertical the sidewalls are, but the etch rate decreases at maximum flow rate. The 

latter is due to the rise of the pressure as the result of the increase of the flow rate 

which yields to decrease in the etch rate. Sloped etch profiles are illustrated in 

Figures 4.5 and a vertical profile in Figure 4.6. 

Figure 4.5: A positively tapered sidewall on left with 60W power and A Sidewall with 
Undercut is illustrated on right with power set at lOOW. The C4FS and SF6 

flow rates were kept at 32 and 16 sccm respectively. The white bar indicates 
200 nm. 

Figure 4.6: Vertical Sidewall with 75W power. The flow rates were same as that in above 
figures. The white bar indicates 200 nm. 
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4.1.1.3 Sidewall Roughness 

Chapter 4. Experimental Results 

Sidewall roughness is one of the important aspects of an etched sample since it has 

direct influence on device performance. In MEMS, the roughness of the surface 

affects the other mechanical properties of the etched microstructure such as surface 

tension, while in optics sidewall smoothness is important in minimizing the loss due 

to light scattering. The surface roughness exists in both isotropic and anisotropic 

etches but arises for different reasons. 

One of the obvious features of the Bosch process is the scalloping of the side-

walls due to the alternating between the cycles. Changing the etch parameters will 

enhance or diminish this feature. 

Pressure is considered to be the dominant factor affecting surface roughness. 

Pressure influences the mean free path of the reacting species. An increase in pres-

sure reduces the mean free path of the atoms and ions and the other species in the 

plasma and their path becomes less directional. Hence, the range of angles of inci-

dence of the reactant species increases. Some of them anive normal to the substrate 

while others are obliquely incident. The ions at oblique incident angles get reflected 

from the surface into the sidewalls at near normal angles which leads to more side-

wall roughness. The same reasoning can be used to explain the undercut of the 

sidewalls at high pressures. 

However, at the low pressures most of the ions anive normal to the surface of the 

substrate, which prevents them from being reflected and thus, sidewalls are more 

smooth. It is important to note that the effect of the pressure is completely opposite 

to the roughness of the substrate's surface due to the opposite nature of the angle of 

the incidence of an ion on substrate's surface and sidewalls [103, 106]. 

RF power is one of the other parameters that impact the sidewall scalloping. A 
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change in the RF power induces a change in the ion flux and directionality of the 

ions and therefore their angle of incidence on the substrate's surface. Based on the 

same reasoning, the etch rate of the passivating film on the surface of the substrate 

and sidewalls is different which leads to a minimum amount for RF power where 

the etch rate of the planar film is higher than that of the sidewalls. Basically, this is 

the point beyond which the physical component of the etch becomes the dominant 

component [103, 106] . 

There are other modifications that can improve the sidewall roughness. One is 

minimizing the cycle duration. However, this will reduce the selectivity, which can 

be overcome to some extent by increasing the relative time ratio between the cycles 

[107]. Oxidation of the sidewalls after etching and then removing the oxide layer 

will also lead to a smoother morphology. The different rate of oxide's growth for 

concave and convex surfaces leads to this improvement [108]. 

4.1.1.4 Uniformity 

The uniformity across the sample is controlled by the plasma unifOlmity and the 

temperature uniformity across the sample. Normally, a higher plasma density is 

achieved closer to the RF power source or heat source, which leads to higher etch 

rates at the edges of the sample compared to the center. Pressure influences the 

diffusivity of the elements and therefore, the uniformity of the plasma. The lower 

the pressure is , the higher the diffusivity is and thus the better is the distribution 

of the ion flux on the sample. Hence, a low flow rate of the etch gas is desired to 

maintain a low pressure [96] . 
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4.1.2 Propagation Losses 

The propagation loss of the etched waveguides with vertical sidewalls was mea-

sured to be -12.5 (dB/cm) with standard deviation of2.3. The dominant cause ofthe 

losses is considered to be the surface roughness , followed by the uniformity over 

the entire waveguide. The measurements were conducted using the optical setup 

described in section 4.2.1 without the copper block and the temperature controller. 

4.2 Thermal Tuning of the Resonant Wavelength of 

the Ion Implanted Planar Bragg Gratings 

4.2.1 External Heater 

An external thermoelectric heater was used in the measurements to control the tem-

perature of a copper mounting block. The heater and a monitoring thermocouple 

were connected to a Newport temperature controller model 3150. 

4.2.1.1 Experimental Setup for Optical Characterization 

A sample with Si+ ions implanted at 50 KeV energy and 10 grating lengths ranging 

from 350 to 2100 /-Lm was prepared for measurements. The rib width was 2.2 /-Lm 

and the silicon ridge layer was 2.5 /-Lm thick at its center. The ribs were etched to a 

depth of r-J 700 nm. Five implant-free straight waveguides were also etched in the 

sample to provide a baseline for the measurement of the excess loss caused by the 

insertion of the implanted Bragg gratings . 

The experimental setup illustrated in Figure 4.7 was used to obtain the trans-

mission spectra of the Bragg gratings in a rib waveguide for TE and TM light. At 
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first the measurement was done at room temperature and then repeated at higher 

temperatures . 
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Figure 4.7: Experimental setup for optical characterization of samples with external heater. 

The tunable laser was fiber-coupled to a three-paddle polarization controller. 

The tilt of each paddle of the polarizer could be altered to change the stress-induced 

birefringence acting on the looped fiber. Hence, the state of polarization, TE or TM, 

was set by the polarization analyzer. The polarized light was then fed through a 

polarization-maintaining (PM) single mode tapered fiber to slowly reduce the mode 

size to about 2.5 p:rn while preserving the light's polarization. The reduction of the 

mode's size decreases the optical losses due to mode mismatch between that of the 

fiber and the rib waveguide and improves coupling dramatically. 

The copper block connected to the temperature controller was placed on the 

stage and the sample was sited on the block. The fiber was butt coupled to the rib 

waveguide facet. 

The output light was collected from the waveguide 's facet via 20X objective 

lens and then directed towards either the CCO infrared camera to capture light for 

alignment purposes and image the mode or the InGaAs photodetector to measure 

109 



Sh. Homampour - Masters Thesis 
Engineering Physics, McMaster University Chapter 4. Experimental Results 

the transmitted power. The 50/50 beam splitter and the white light source were used 

only to align the setup. 

4.2.1.2 Transmission Spectra 

The transmission spectra of TE and TM modes of the sample ion implanted with 

50 Ke V energy were first measured at room temperature rv 22°C. The measurement 

was done by scanning the tunable diode laser from 1520 - 1570 nm with a wave-

length step of 0.1 nm. The measured transmission spectra were then normalized to 

the corresponding throughput power to establish a grating strength trend. A typical 

transmission spectrum is illustrated in Figure 4.8. 
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Figure 4.8: The typical transmission spectrum of rib waveguides with implanted Bragg 
gratings 

Considering the governing equation for the Bragg period, only one Bragg wave-

length is expected to be reflected in a single mode waveguide and therefore, only 
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one dip at rv 1550 nm is anticipated in the transmission spectrum. However, two 

distinct dips were observed in the spectral scans for the SOl waveguides, as shown 

in Figure 4.8. 

The longer wavelength dip at rv 1555 nm corresponds to the coupling between 

the forward and backward traveling fundamental modes as predicted, while the 

shorter wavelength dip is due to the coupling between the forward traveling funda-

mental mode and the first backward traveling higher-order leaky mode [109]. Since 

the rib waveguide is a single mode structure, higher order modes are not supported 

and will radiate out of the rib over a short propagation distance. The wavelengths 

corresponding to the coupling modes can be computed using the phase matching 

condition and the eigenvalue equation for total phase shift of the asymmetrical pla-

nar waveguides [5] as discussed in section 2.2.2. 

The fundamental Bragg wavelength was measured to be rv 1554.6 nm instead 

of the anticipated resonant wavelength at 1550 nm. This slight deviation can be 

attributed to a minor angular misalignment of the Lloyd's mirror setup since 10 

angular deviation leads to a rv 25 nm change in the resonant wavelength. 

The transmission spectrum for the 2100 I-tm long implanted Bragg grating ex-

hibited a transmission reduction of 12.1 dB at the Bragg wavelength. However, the 

transmitted power for the rib waveguide with the same length Bragg gratings but 

higher implant energy showed greater extinction ratio due to the greater depth of 

the damage profile, thus, increased overlap between the grating and the mode. An 

extinction ratio of 18.1 dB [62] was achieved from the rib waveguide with the same 

grating length implanted but 60 KeV Si+ ion energy. 

Following the measurements at room temperature, the sample's temperature 

was raised via temperature controller in 10 degree intervals and after a 10 minute 
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wait measurements were conducted. Only the TE mode was considered since the 

strength of the gratings and thus, Bragg reflection is greater than that of the TM 

mode as discussed in section 2.4. A positive shift in the resonant wavelength was 

induced and observed as shown in the Figure 4.9. 
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Figure 4.9: Transmission spectrum of planar Bragg grating rib waveguide for different tem­
peratures. 

The observed shift is of average 0.080 nmIdeg which agrees well with the theo-

retical prediction in section 2.5. The comparison is shown in Figure 4.10. 

4.2.1.3 Loss Measurements 

Many loss mechanisms are involved in optical propagation in rib wavguides. The 

most detrimental and prominent losses are the coupling losses due to mode mis-

match and Fresnel reflections at input and output facets, and light scattering due 

to sidewall roughness of the structure. Moreover, fabrication procedures and ad-
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Figure 4.10: Measured and modeled shift in the resonant wavelength of the grating using 
dA / dT = ((l / n) (dn / dT + a)A, 

ditional layers and devices insert additional losses. Thus, by including a series of 

straight waveguides with the same dimensions in the device and implementing them 

as reference, such excess losses can be measured and accounted for, The excess 

loss due to implantation for the 50 KeV implanted sample was determined to be 

0,9 dB/mm for TE polarization, The excess loss due to external heater and heating 

up the sample is not considered to be significant since the thermal expansion coeffi­

cient of silicon is on order of 10- 6 K- 1 [110]. Thus , 10 degrees temperature change 

results in length change of order 10- 11 m in the device layer, which is negligible, 
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4.2.2 Integrated Heater 

4.2.2.1 Experimental Setup for Optical Characterization 

Samples ion implanted with Si ions at 50 KeY and 60 Kev with 10 grating lengths 

ranging from 350 to 2100 11m, and aluminum strips and contact pads with 10 dif-

ferent lengths ranging from 550 to 2300 11m were prepared for measurement. The 

rib widths were 2 11m and the silicon ridge layer was 2.5 11m thick at its center. The 

ribs were etched to a depth of rv 700 nm. Five implant-free straight waveguides 

were also etched in the sample to measure the excess loss caused by the inseltion 

of the implanted Bragg gratings and a complete set of ion implanted ribs including 

all the grating lengths without heaters was etched to measure the excess loss caused 

by the insertion of the aluminum heaters. 

The experimental setup used was the same as that used for the external heater 

shown in Figure 4.7 with a minor difference i.e. the copper block was removed. 

4.2.2.2 Transmission Spectra 

Samples ion implanted with both 50 and 60 Ke V energies were measured. Most of 

the samples transmitted a relatively high amount of power (in few cases up to 20 

J-d;V) but only a small Bragg grating dip was observed in the transmission power 

spectrum. The relevant spectrum is illustrated in Figure 4.11. 

A typical spectrum obtained from other measurements is shown in the Figure 

4.12. In these cases the observed mode in the CCD camera used to monitor the rib 

output profile, looked multimode (i.e. having two or more bright spots instead of 

one) which was not expected since the dimensions of rib waveguide were designed 

to assure a single mode operation. 
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Figure 4.11: The transmission spectrum of an ion implanted sample with integrated alu­
minum heaters. A small dip close to the expected wavelength is observed. 

The surface image of these samples were taken by SEM, one of which is shown 

in Figure 4.13. 

As can be seen in the picture, the oxide layer in between the waveguide and 

aluminum layer did not remain in the same state at all times. Although the pattern 

of the aluminum is distinguishable, it seems that the aluminum and oxide layers are 

intermixed. 

One possible cause of these surface imperfections is that the spin-on-glass layer 

did not reach a stable state due to the inability to heat the sample at temperatures 

higher than 150aC. However, the SaG layer seemed intact when it was tested on 

trial samples; with electrical current passing through the aluminum layer with the 

application of voltage. Thus, the final step, i.e. removing the residual PR and using 

O2 plasma ash, could have influenced the SaG. 
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Figure 4.12: A transmission spectrum obtained from the ion implanted samples with inte­
grated heater showing no bragg dip . 

Figure 4.13: SEM image of an ion implanted rib with aluminum pattern and SOG. The 
white bar indicates 1 f-Lm length. 
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4.2.2.3 Comparison to the Etched Gratings 

The etched grating samples also consisted of 10 grating lengths ranging from 350 

to 2100 f.L7n and aluminum strips and contact pads with 10 different lengths ranging 

from 550 to 2300 f.L7n . The spectra of these samples looked better than that of the 

ion implanted samples . The modes looked single mode on the CCD camera and in 

many of the transmission spectra, two dips could be almost identified. An example 

of such a spectrum is illustrated in Figure 4.14. 
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Figure 4.14: A TE mode transmission power spectrum of an etched grating. 

However, application of voltage to the aluminum strips did not result in circu-

lation of any current through the layer. The SEM picture of one of these samples, 

shown in Figure 4.15 , looks very similar to that of the ion implanted ones. 

Due to the complications involved in adding an oxide layer after the ion implan-

tation steps, other device structures were considered. Addition of aluminum heaters 
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Figure 4.15: SEM image of an etched grating sample with aluminum pattern and SOG. 
The white bar indicates 1 J-lm length. 

on the side of rib waveguides is one of the possibilities. In this case no oxide layer 

is required, and based on the simulations done with BPM a minimum of 0.5 J-lm 

between the metal on the rib is adequate to prevent optical losses due to the metal. 

A contour map of the rib waveguide mode is shown in Figure 4.16. 

Contour Map of Transverse Field Profile 

-10 o 
Horizontal Direction (flm) 

10 

1.0 

I 

0.0 

Figure 4.16: Contour map of the field when aluminum strip is deposited 0.5 J-lm from a rib 
waveguide 
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It shows that the mode power at the surface of the silicon is very small in the 

etched slab regions, even as close to the rib as 0.5 J-lm. Thus a metallic heater could 

be placed beside the rib without using an oxide layer. The heat transfer properties 

of this structure were simulated by COMSOL, showing that application of 200 rnA 

current to aluminum strips of 10 J-lm wide, with a thickness of 300 nm leads to 

15 degrees temperature increase relative to an ambient of 295 K. The heat transfer 

profile and the temperature variation across the rib is illustrated in Figures 4.17 and 

4.18. 
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Figure 4.17: The heat transfer profile 
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Figure 4.18: The plot on left shows the temperature variance across the width of the rib at 
y = 2.3 f.Lm and the variation of temperature from bottom to top of the rib at 
x = 0 is shown on the one on right. 

We compared the mode profile and heat transfer properties for the case of 

heaters beside the rib, with no oxide layer, to the case of heaters plus oxide on 

top of the rib. The latter was found to have more uniform lateral temperature distri-

bution within the rib (0.25 degrees difference between the opposite edges of the rib). 

However, the former produced a more uniform temperature distribution vertically. 

Another possible structure is to add aluminum heaters on both sides of a rib 

waveguide. Although, this enhances the heating procedure and results in more in-

crease in temperature, it imposes more restrictions on the distances. The heat profile 

and plots of the temperature variation is shown in Figure 4.19 and 4.20. 
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Figure 4.19: The heat transfer profile. 
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Figure 4.20: The plot on left shows the temperature variance across the width of the rib 
and the variation of temperature from bottom to top of the rib is shown on the 
one on right. 

It is observed that the heat rise and heat uniformity is greater in this case as 

expected, while mode profile is less uniform. The contour of the rib waveguide 

mode of this structure is presented in Figure 4.21. Therefore, the two suggested 
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structures have the potential to substitute the fabricated device while considering 

the constraints. 
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Figure 4.21: The contour map of the field when aluminum strips are deposited on each side 
of the rib at a 0.5 J-Lm from the rib waveguide. 

4.3 Broadband Grating Coupler on SOl 

A sample consisting of regions of etched gratings on slab SOl waveguides and 

adjacent unetched shiny regions was prepared as discussed in section 3.6. The 

sample was characterized using a setup similar to that shown in Figure 4.7 with 

small modification. The copper block and temperature controller were removed and 

a cleaved fiber connected to a xyz-stage was mounted vertically above the gratings, 

with motion in all three directions. This setup is illustrated in Figure 4.22 

The tunable diode laser and horizontal fiber were used to align the setup and en­

sure that slab guided light was coupled to the detector. Once the detector alignment 

was confirmed, the power to the horizontal fiber was removed and the vertical fiber 

was brought very close to the surface of the sample to direct light onto the surface. 

The vertical fiber was connected to a diode laser operating at wavelength of 1550 
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Figure 4.22: Experimental setup for optical characterization of the broadband grating cou­
pler. 

run. The fiber was moved from the grating region to the unetched shiny side on a 

straight line and the transmitted power was measured at each point. The measure-

ment was conducted on different parts of the sample. A typical plot obtained in the 

measurements is shown in Figure 4.23 . 
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Figure 4.23: A typical plot obtained in the measurements of the broadband grating coupler 
with a fitted gaussian 
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The peak of transmitted power occurs when the fiber is at the border between the 

grating and the unetched region. As the vertical fiber is moved onto the unetched 

Si (i.e. more to the left on the graph) no coupling is expected thus, the power 

drops quickly to almost zero. On the other hand, as the fiber is moved deeper in 

the grating part, the intensity drops due to the out-coupling of the light that is in­

coupled below the fiber by the unilluminated parts of the grating. To compare the 

measurements, the logarithm of the detected power was plotted vs. the distance and 

then fitted with a straight line. The slope of the plot indicates the lie decay length. 

Two examples of the measurements and the summary of all the measurements with 

the comparison between the measured and the estimated results is shown in Figure 

4.24. Considering the average slope of the measurements and its standard deviation, 

the measurements and theory are in a good agreement. 
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Figure 4.24: The summary of the measurements is shown in top and the theory in the bot­
tom plot. The distance is the amount traveled from the border between the 
grating and unetched region. 
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Chapter 5 

Conclusion 

Thermal tuning of implanted Bragg gratings in SOl rib waveguides is presented in 

this work. To our knowledge this is the first time such work is reported for silicon 

rib waveguides. Both external and integrated heaters were examined. By employing 

an external heater to increase the temperature, a positive shift of 0.080 nm/deg in 

the resonant wavelength of planar Bragg gratings was observed. The observed shift 

was in good agreement with the positive shift of 0.082 nm/deg predicted by theory, 

showing the tunability of planar Bragg gratings. Furthelmore, the observed shift 

agrees with the recent report on thermal tuning of relief gratings [78]. 

The integrated thermal tuning and utilization of integrated heaters was also at­

tempted using aluminum resistive heaters. However, the predicted results were not 

achieved due to the unstable state of the oxide layer resulting in a mixture of oxide 

and aluminum layers. The resulting complications are considered to be due to the 

temperature sensitivity of the implanted ions and the high temperatures involved in 

growing oxide layers and curing spin-on-glass. 

Thermal tuning and more importantly integrated thermal tuning of the reso-
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nance wavelength of implanted Bragg gratings in SOl rib waveguides introduces a 

new level of optical integration and efficiency in a silicon photonic platform. Thus, 

exploring other possibilities to replace the spin on glass layer, other methods of 

introducing oxide layer or replacing the oxide layer with another insulating layer 

would be very beneficial. Altering the oxide layer can also be beneficial for prepa-

ration of the facets since the thinning and cleaving method leads to better results 

in comparison to using a dicing saw. The two suggested structures can also substi-

tute the existing structure and overcome the complexity of the oxide layer since it 

does not require an oxide layer. Hence, by overcoming the fabrication difficulties 

thermal tuning of planar Bragg gratings is very possible. 

The initial measurements conducted on a Bragg grating coupler on a multimode 

planar SOl waveguide gave results in good agreement with the theory, showing 

its high potential to be used in integrated optical devices, predominantly in solar 

cells. The Bragg grating coupler can be a good alternative for coupling normal 

incident light into a substrate with less dependence on its ambient temperature and 

higher efficiency. More detailed studies on the coupling angle of light and the 

required period and shape of the gratings can be very valuable in reducing losses 

and improving the efficiency. 

The parallel plate etcher at McMaster university was characterized to be used 

for the Bosch process, although this kind of etcher is not normally used for such 

processes. It was shown that by changing the combination of gases , adding steps 

to the process, and changing the influential parameters such as RF power, pressure, 

and gas flow the etcher is operable for advanced processes (such as Bosch) and that 

despite a longer time required for completion of each step, in comparison to more 

modem etchers, any sidewall angle may be achievable. However, further optimiza-
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tion and testing of new processes for expanding the possible profiles realizable with 

the etcher would be beneficial. 
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Appendix A 

Conferences and Publications 

The following publications/ presentations have resulted from this thesis research. 

• Sh. Homampour, M. P. Bulk, P. E. Jessop, and A. P. Knights, Thermal tuning 
of planar Bragg gratings in silicon-an-insulator rib waveguides", Physics Status 
Solidi (C), 6, S240-S243, 2009. 

• Photonics North and CIPI conference, Quebec City, QC - May, 2009. 

• ICOOPMA, Edmonton, AB - July, 2008. 
(Received the Best Poster Award) 
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How to Operate the Etcher STS 
320PC 

The STS 320PC parallel etcher is located at the first floor of the Tandem Accelerator 
Building (TAB). The operating procedure can be divided into three steps. 

Step 1. Powering Up the Etcher 

To get the etcher ready to run , the steps must be followed respectively. 

1. Flip the breaker located on the wall behind the etcher to ON position. 

2. Plug in the black cable of the power source. 

3. Move to the gas controllers located on the wall to the far right side of the breaker 
and tum on the N2 and O2 gas knobs by turning them counter clockwise. 

4.Move to the blue locker beside the etcher and open the N2, SF6 , and C4FS gas 
cylinders. Ensure to open the black knobs on the tanks as well. 

5. Open the O2 gas cylinder located beside the blue locker in the same manner as 
point 4. 

6. Tum on the BetterTech Chiller i.e. the small box to the left of the etcher. 

7. Tum on the etcher by pressing the power button. 

Step 2. Preparing the Computer for an Etch 
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1. Tum on the PC and select the first boot up option. 

2. On the command prompt type : cd fdos/320 pc 

Appendix A 

3. Type process. Note that at this point the etcher's pumps must tum on. If they do 
not, most probably the power source of the etcher is experiencing a problem like a 
burnt part and should not proceed to the next step. 

4. At this point a blue screen with the available recipes must be on the blue screen. 
Choose the required recipe. 

5. After system is prepared, it indicates ready and F1, F2, F3 , F4 commands indi­
cated at the bottom of the page will be available. 

Step 3. Loading the Sample 

1. Press F3 (Vent) and subsequently F1 (Open). 

2. Move to the etcher, press and hold the two matching buttons glowing white light 
located on right and left in front of the machine. Hold the button till the lid is 
completely open. 

3. Load the sample in one of the four wafer holders, indicated as slightly shaded 
regions with an edge. The front one has shown more uniform results and is recom­
mended. 

4. Press F1 (close), press and hold the same buttons in step 2 till the lid is completely 
closed. 

Step 4. Etching 

1. Choose the recipe again on the screen. 

2. When the machine is ready and the black screen is loaded, the instructions will 
be indicated on the screen. Press F1 to start the etch. 

Step 5. Preparing the Computer for Turning off 

1. After the etch process is completely finished , press F4 to exit the program. 
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2. When DOS is loaded, change the operating directory to two directories back 
using "cd .. / .. " 

3. Type "halt" to shut down the machine, turn off the Pc. 

Step 6. Powering Down the Etcher 

It is recommended to follow the steps in the order stated. 

1. Power off the etcher. 

2. Turn off the BetterTech Chiller. 

3. Close the O2 gas valve on the cylinder and close the black knob. 

4. Close the N2 , SF6 , and C4F8 gas cylinders located in the blue locker. Ensure to 
close both the valve and the black knob for each. 

5. Move to the gas controller panel located on the wall far right side of the breaker. 
Close the N 2 and O2 knobs by turning them clockwise. 

6. Move to the breaker and flip it to the OFF position. 

7. Unplug the black cable. 
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