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ABSTRACT

The cooling of a hot surface by fluid motion has many applications in engineering. For these mixed convective problems, the forced component of fluid motion may be in the direction of the buoyancy vector or it may oppose the buoyancy force. In the present study, the opposing mode is used to study the interaction of inertia and buoyancy forces in a fluid. Both numerical and experimental techniques are used to study the flow in a rectangular cavity of aspect ratio 2.

The inlet Reynolds number is varied between 800 and 1300 and the Grashof number based on the height of the enclosure is varied between 0 and $2.4 \times 10^{10}$. The cases considered correspond to Archimedes numbers of approximately 0, 1, 10 and 20.

The flow field is observed qualitatively using laser induced fluorescence and a detailed flow field is generated using a laser doppler anemometer. Temperature profiles are found using fine wire thermocouple probes. These detailed measurements may provide a data base for the verification of computer programs used to predict mixed convection as there are no such detailed data bases in the present literature.

Numerical modelling is based on the SIMPLER algorithm with QUICK differencing. The observed flow field indicated that some regions in the cavity were turbulent while other regions were laminar. This observation suggests the necessity of a low Reynolds number turbulence model. In this study, two forms of the low Reynolds number $k-e$ model are used. In addition, the commercial computational fluid dynamics program, FLUENT, is used to predict the flow.

Comparison of the experimental and computational results suggest that for isothermal and buoyancy dominated flow cases the computational modelling is adequate. Difficulties arise in the prediction of the intermediate Archimedes number cases as the predicted flow is dominated by buoyancy while the experiments show more of a balance. Sources for this discrepancy are discussed.
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CHAPTER 1
INTRODUCTION

1.1 Nature of the Flows and Heat Transfer

The mechanism of convective heat transfer is referred to as heat transfer to a fluid in motion. The two modes of convection are free and forced convection and the heat transfer rates are usually estimated by considering one of these modes dominant.

As heat is transferred to or from a fluid, the temperature gradients present give rise to density gradients. In the presence of a body force, such as gravity, these density gradients bring about fluid motion. This mode of heat transfer is called free or natural convection. Since the velocity field is determined by the buoyancy effect of the fluid, the velocity and temperature fields are strongly coupled. The heat transfer is usually dependent on fluid properties through the Prandtl and Grashof numbers (see section 2.1 for a definition of these parameters).

In the case of forced convection, the fluid motion is due primarily to some external force. This external force may be the result of a fan, pump, the wind, etc. With this type of convection, usually the velocity field is determined first and the temperature field is determined from it. The heat transfer rate is a function of the Reynolds and Prandtl numbers.

In many engineering applications the effect of buoyancy and forced convection are of the same order. In this case, the heat transfer is referred to as mixed or combined convection. The present study considers this type of convection in rectangular enclosures.
current literature, the present numerical study will aid in the testing of the performance of some of the models and formulations.

CHAPTER 2
LITERATURE SURVEY

2.1 Introduction

Before a summary of previous literature is presented, a brief explanation of terminology and parameters used in mixed convection problems is presented. In the present study, the velocity, temperature, and turbulence fields will be obtained both experimentally and numerically in a rectangular cavity. The specific cavity is shown schematically in Figure 2.1. The enclosure shown is a rectangular cavity with a horizontal jet entering in the upper left corner. This inlet jet has specified velocity and temperature profiles ($u_J$ and $T_J$ respectively). The fluid discharges by way of a horizontal duct located in the lower left corner of the cavity. All solid boundaries are insulated with the exception of the right wall, which is maintained isothermally at $T_w$.

This problem may be specified in terms of dimensionless parameters. These are the fluid Prandtl number, the cavity inlet ratio, the cavity aspect ratio, the inlet Reynolds number, and the Grashof number. The Prandtl number, $Pr$, is a dimensionless parameter defined as the ratio of momentum to thermal diffusion and is expressed as

$$Pr = \frac{\mu L}{\alpha L} = \frac{\mu}{\alpha L}$$

where $\mu$ is the dynamic viscosity of the fluid, $C_p$ is the specific heat at constant pressure, $K$ is the thermal conductivity of the fluid, $\nu_L$ is the kinematic viscosity, and $\alpha_L$ is the thermal diffusivity of the fluid.

The inlet ratio, $a$, is defined as the ratio of the inlet height to the cavity height and is expressed as

$$a = \frac{D}{H}$$

It must be noted that, in the current study, the outlet height equals the inlet height. The cavity aspect ratio, $A$, is the ratio of the height to width of the cavity

$$A = \frac{H}{W}$$

The inlet Reynolds number, $Re_i$, is the ratio of inertial to viscous forces and is defined as

$$Re_i = \frac{u_J D}{\nu}$$

The system Grashof number, $Gr$, is the ratio of buoyant to viscous forces and is expressed as

$$Gr = \frac{\beta (T_w - T_D) H^3}{\nu^2}$$

In this notation, the subscript $i$ refers to the component of gravity and the subscript $H$ refers to the length scale. In the present work, the non-zero component of gravity is $g$. The length scale is the height of the cavity as an important boundary layer forms on the heated wall. Another convenient parameter that is often used with mixed convection is the Archimedes (Ar) or Richardson (Ri) number. In general, this variable is,

$$Ar = Ri = \frac{Gr}{Re^2}$$

This parameter is defined as the ratio of buoyant forces to inertial forces and is derived from the buoyant term in the dimensionless momentum equations. This term appears as a source term in the dimensionless governing equations. If the Grashof and Reynolds numbers do not have the same length scale additional dimensionless parameters may be present in this term.
In Figure 2.1, the fluid inertia drives the fluid across the top boundary. As it meets the solid right wall, the fluid turns down the right boundary, and as it meets the lower boundary, the fluid turns horizontally toward the exit. As the fluid flows adjacent to the right boundary, heat is transferred to or from the wall. If the boundary temperature is less than the fluid temperature, the fluid transfers heat to the wall resulting in a downward buoyancy force. Since the buoyancy force is acting in the same direction as the inertial force, the flow is said to be "aiding flow". If the temperature of the wall is greater than the fluid temperature, heat is transferred to the fluid resulting in an upward buoyancy force. Since the buoyancy and inertial forces oppose each other, the flow is said to be "opposing flow". The aiding or opposing nature of the flow may be characterized in terms of the Grashof number.

\[
Gr_L > 0 \quad \text{for opposing flow} \\
Gr_L = 0 \quad \text{for isothermal flow} \\
Gr_L < 0 \quad \text{for aiding flow} 
\]  

(2.7)

2.2 Mixed Convection in Enclosures

The study of mixed convection in internal vertical and horizontal flows has been studied extensively in the past. Typically, the geometry used in most of the research includes flow between parallel planes and flow in tubes and ducts (both circular and non-circular). While the results of this research is insightful, it is not presented in this literature survey for the sake of brevity. However, Gebhart et al. [1] provides a complete literature survey on this topic and others. The research of mixed convection in confined enclosures is limited. A detailed survey of the current literature follows.

Inertial forces and the buoyancy forces and that these interactions had a significant effect on the temperature field. For the case considered, it was found that for an Archimedes number greater than approximately 0.2, the flow was buoyancy dominated and for Archimedes numbers less than this value, the flow was dominated by inertia. The results also indicated that turbulence modeling was needed for such flow interactions. The k-\omega model appeared to give adequate results.

Cha and Jalaria [7,8] studied mixed convection flow for energy extraction. Hot fluid was withdrawn from the top of the cavity and cold water was placed in the cavity at the boundary to preserve thermal stratification. The effect of buoyancy was found to be significant for Richardson numbers greater than 0.1 and was very strong for Ri greater than about 1. The horizontal spread and the vertical mixing was found to be dependent on the inlet parameters.

Conclusions and Paul [9] modeled laminar mixed convection using a finite element stream function-vorticity formulation. The problem specification is identical to that of Figure 2.1, with the exception of the left wall being maintained isothermally at the same temperature as the jet temperature. This study found that the buoyancy forces increase the average heat transfer for aiding flow and decrease the heat transfer rate in the case of opposing flow. However, for opposing flow, the heat transfer is enhanced by buoyancy if the Reynolds number is very small. The effect of buoyancy may be neglected if

\[
\frac{Nu_{mixed}}{Nu_{free}} > 2.5 
\]  

(2.8)

For buoyancy-dominated flow, the inertial force tends to make a more uniform heat transfer distribution. For the opposing flow case, the local heat transfer rate is significantly influenced by the Reynolds number.

2.2.1 Previous Numerical Research

Oberkampf and Crow [2] considered an open reservoir with a horizontal inlet jet at the surface on one end of the reservoir and a horizontal outlet port at various heights on the opposite end. The study considered the effects of inflow and outflow, heat transfer, and wind shear at the surface. In a well mixed reservoir, the fluid circulates up to boundary by way of large vortices, while in a stratified reservoir, the vertical motion of the fluid is inhibited by buoyancy. Wind speed also had a significant effect on the temperature and flow field. An aiding wind increased the speed of the flow while dissipating a considerable amount of heat by convection and evaporation. An opposing wind forced the heated jet below the surface and significantly reduced the heat dissipation to the atmosphere. The researchers also reported a high amount of computer time necessary for the simulations.

To study the flow inside solar energy storage tanks, Cabelli [3] used a stream function-vorticity approach to calculate a laminar flow field. The results indicate that for a Richardson number greater than about unity, buoyant effects were dominant.

Kjernager and Magnusen [4,5] predicted three-dimensional turbulent flow in a room. In this work, both the isothermal and buoyant flows were considered. Comparisons with experiments, indicated that for isothermal flows the predictions is adequate. However, inadequate results were obtained with buoyant flows. References [5] states that reliable measurements are needed for the validation of the computer codes.

Shoushtari and Abbaspour [6] studied turbulent mixed convection in enclosures. In this study, an explicit numerical scheme and a two equation, k-\omega turbulence model was employed. The boundary conditions consisted of a square enclosure with two inlets (one at each end) and an outlet port (on the centre) of the bottom wall. The fluid was heated volumetrically in a region in the centre of the cavity. The study indicated that there are strong interactions between the

Kumar and Yum [10] used a SIMPLE family algorithm to predict laminar mixed convection. In this study, a vertical isothermal jet entered the cavity in the upper left corner. The outlet port (vertical as well) was in the upper right corner. The entire cavity was maintained at a constant temperature. This study concluded that buoyancy effects have been found to be significant on the flow and temperature fields and on the friction factor and heat transfer rate.

Recently, papers have been written which deal with reviews of current numerical analysis. These include the papers of Patankar [11] and Leschziner [12]. While these papers are not written specifically for modelling mixed convection, many of the principles presented may be employed when modelling such flows.

2.2.2 Previous Experimental Research

Neiswanger, Johnson and Carey [13] conducted flow visualization and measured local heat transfer for cross flow mixed convection in a rectangular enclosure with restricted inlet and outlet. Until the publication of this paper, the authors claimed that no detailed experimental studies had been conducted on high Rayleigh number mixed convection near vertical walls in enclosures. For Reynolds numbers less than 2000, the flow was laminar. The flow structure changed considerably at a Reynolds number of 5000. Neiswanger et al. suggest that there is a need for more experimental data for different geometries and Prandtl numbers.

Jaluria and Cooper [14] studied negatively buoyant wall flows. In this study, a detailed investigation of penetration, entrainment, and heat transfer characteristics of buoyant wall jets is performed.
2.2.3 Natural Convection in Enclosures

A brief review of natural convection in enclosures is presented as has been studied extensively in the past. In addition, natural convection may be considered a limiting case of mixed convection (completely buoyancy dominated). Thus some aspects of natural convection may be applicable to mixed convection.

The present survey is limited to rectangular vertical cavities. In this configuration, the two vertical walls are differentially heated and the horizontal walls are isothermal (see Figure 2.2). Natural convection problems are usually specified in terms of the fluid Prandtl number, the system Rayleigh number and the cavity aspect ratio. The Prandtl number and aspect ratio have been previously defined and the Rayleigh number is defined as the product of the Grashof and Prandtl numbers. The review papers of Catton [16,17] present complete literature reviews of rectangular vertical cavities as well as other special cases. Catton [16] states that vertical cavities contain all of the essential physics relevant to all confined natural convection problems.

In 1978, the conference on Numerical Methods in Laminar and Turbulent Flow was held at University College, Swansea. During this conference, a session concerning the comparison of numerical techniques applied to standard problems was held. This session concluded that buoyancy driven flow in a cavity with differentially heated sides was an adequate problem for a comparison. For this standard problem, the Rayleigh numbers based on the temperature difference of the vertical walls were set at $10^3$, $10^5$, $10^7$ and $10^9$. The fluid in the cavity had a Prandtl number of 0.71 which corresponds to air.

A year later, after several days of discussion with various mathematicians and engineers, it was decided that the two-dimensional problem of Martinson and de Vahl Davis [18] was an adequate test case. Following the discussion, Jones and de Vahl Davis invited contributors to submit a solution for the flow and thermal fields. The contributors were requested to submit the following information:

(a) the average Nusselt number,
(b) the maximum and minimum local Nusselt numbers on the hot wall and their locations,
(c) the maximum vertical velocity on the horizontal midpoint and its location,
(d) the maximum horizontal velocity on the vertical sides and its location,
(e) contour plots of the velocity components, and, if available, the stream function, the pressure and the temperature.

In 1983, de Vahl Davis and Jones published two papers on this subject [19,20]. The first was a summary and assessment of 37 solutions and the second was the description of a benchmark solution. The authors claim that the benchmark solution is accurate to within one percent. The motivation for obtaining a highly accurate solution was to have something to compare with for validating computer programs. In 1990, Hermans et al. [21] used a finite volume multigrid procedure to predict the benchmark solution. They predicted their solution to be accurate to within 0.01%.

Hyun and Lee [22] performed transient natural convection in a square cavity. This study concluded that if the Prandtl number is greater than unity, oscillations in the solution are evident if

\[ Re > Pr^4 A^2 \]  

The present literature survey for laminar natural convection is restricted to these cases as the benchmark problem may be considered the definitive test case. Several researchers have studied turbulent natural convection using both experimental and numerical techniques. A detailed discussion of this literature is presented after turbulence modelling has been introduced (see section 2.5). In this section, specific emphasis is placed on the effect of turbulence modelling.

2.3 Turbulence Modelling

Turbulent motion is described as being rotational, intermittent, highly disordered, and dissipative [23]. In principle, the instantaneous conservation equations apply equally to a turbulent motion as to a laminar one. However, at present, this is not a practical route as the important details of turbulence are still in character. For example, in engineering applications, the flow domain is many orders of magnitude larger and hence direct simulations require large computing time and computer memory.

A comprehensive discussion of different turbulence models is beyond the scope of the present project. Thus the objective of this chapter is to provide an understanding of the need of turbulence models and to provide background information necessary for the discussion of the wall bounded models presented in section 2.4. A comprehensive discussion of turbulence modelling may be found in references [25,34,35].

2.3.1 Time-Averaged Governing Equations

Fortunately, in most applications, the engineer is only concerned with the time-averaged effects of turbulence. Thus, the first step towards the modelling of turbulent flow is the decomposition of the flow variables into a time-averaged and fluctuating component. Thus, a given flow variable, $\phi$, is decomposed by

\[ \phi = \phi^\tau + \phi' \]

where $\phi^\tau$ is the time-averaged component, and $\phi'$ is the fluctuating component.
The overbar denotes the time-averaged value while the prime denotes the random variation about the mean. With the substitution of equation (2.10) into the governing equations, the time-averaged governing equations may be written. For nearly incompressible flow, the resulting two-dimensional cartesian equations of motion written in tensor notation are:

**Continuity**

\[
\frac{\partial \overline{u_i}}{\partial x_i} = 0 \tag{2.11}
\]

**Momentum**

\[
\frac{\partial \overline{u_i}}{\partial x_i} + \frac{1}{\rho} \frac{\partial \overline{p}}{\partial x_i} + \frac{\partial}{\partial x_i} \left[ \rho \overline{u_i u_j} - \overline{u_i u_j} \overline{u_j u_i} \right] - \frac{\partial}{\partial x_i} \left[ \mu \frac{\partial \overline{u_i}}{\partial x_i} \right] = g \left( \frac{\partial \overline{u_i}}{\partial x_i} \right) \tag{2.12}
\]

**Energy**

\[
\frac{\partial \overline{T}}{\partial t} + \frac{\partial}{\partial x_j} \left( \overline{u_i u_j} \right) = \frac{\partial}{\partial x_i} \left( \rho \frac{\partial \overline{T}}{\partial x_i} \right) + \frac{\partial}{\partial x_i} \left( \overline{u_i u_j} \right) \left( \frac{\partial \overline{T}}{\partial x_j} \right) \tag{2.13}
\]

The turbulent viscosity concept

The turbulent viscosity, \( \overline{u_i u_j} \), which in the Boussinesq approximation is responsible for the action of the fluid due to density gradients. Without this approximation, the Boussinesq source term is modelled by \( -\overline{u_i u_j} \). The use of the Boussinesq equation is discussed in Chapter 8. For simplicity, it is usual to drop the overbar in the governing equations on all the terms except the Reynolds stress term, \( \overline{u_i u_j} \) and the turbulent heat flux term, \( \overline{T u_i} \). This notation has been adopted in the present work. These equations are not closed as there are more unknowns than equations. The averaged equations of motion differ from their instantaneous counterparts, as the former contains the Reynolds stress term and the turbulent heat flux term.

The obvious approach to close the set of equations is to derive exact equations for the Reynolds stress and turbulent heat flux terms. This is a possible solution to the closure problem but the resulting equations for these terms contain higher order terms [23]. For example, the partial differential equation for the Reynolds stress term, \( \overline{u_i u_j} \), contains a third order term, namely, \( \overline{u_i u_j} \overline{u_j u_i} \). Equations for the third order terms contain fourth order terms. In general, closure schemes are usually stopped at second order terms and the third order terms are approximated by known variables.

2.3.2 The Turbulent Viscosity Concept

Another approach to the closure of the equations is to use a simple turbulence transport model. These models use an eddy or turbulent viscosity concept. Some examples of the models include the zero, one and two equation models where the number of equations refers to the number of partial differential equations in the model.

Boussinesq introduced the first concept of a turbulence model [24]. Analogous to Newton’s law of viscosity, sensitivity to the product of the mean velocity and a turbulence viscosity. Thus

\[
\overline{u_i u_j} = \rho \frac{\partial \overline{u_i}}{\partial x_j} = \rho \frac{\partial \overline{u_i}}{\partial x_j} - \frac{1}{2} \frac{\partial \overline{u_i}}{\partial x_j} \tag{2.15}
\]

The turbulent viscosity, \( \nu_t \), is a property of the fluid but is dependent on the local turbulence. Its value may vary from flow to flow and even point to point within a given flow. The first term on the right hand side of equation 2.15 accounts for the shear stress due to turbulent motion just as equation 2.14 accounts for the shear stress due to molecular motion. The second term on the right

right hand side of equation 2.15 accounts for the normal stresses due to turbulent motion just as the static pressure, \( P_0 \), accounts for the normal stresses due to molecular motion. The variable, \( k \), is the Karman delta and is defined as

\[
k = 1 \text{ if } i=j
\]

\[= 0 \text{ if } i \neq j\tag{2.16}
\]

The turbulent kinetic energy is defined as

\[
k = \frac{1}{2} \overline{u_i u_j} \tag{2.17}
\]

In a similar manner the turbulent heat flux can be expressed as,

\[
\overline{T u_i} = \frac{1}{2} \overline{u_i u_j} \tag{2.18}
\]

where \( e_t \) is turbulent Prandtl number [26].

The concept of turbulent viscosity provides a basis for turbulence modelling but it itself cannot be considered a model since it can’t be determined from calculable quantities. Thus additional modelling must be used in conjunction with the turbulent viscosity concept.

2.3.3 Zero Equation Models

The first proposed zero equation model for the turbulent viscosity, \( \nu_t \), is the mixing length hypothesis [24]. Prandtl suggested that the turbulent viscosity be described as

\[
\nu_t = \sqrt{\nu} \left( \frac{\partial \overline{u_i}}{\partial x_j} \right) \tag{2.19}
\]

where the mixing length, \( l_m \), must be prescribed algebraically. The mixing length hypothesis has been mixed extensively in the past and has many limitations. This model is based on the assumption that the turbulence is in local equilibrium. Thus, the turbulence is dissipated and produced at the same rate. This hypothesis does not account for the convection, diffusion or history of turbulence. As a result, the model incorrectly predicts the turbulent viscosity to be zero whenever the velocity gradient is zero [25].

In 1930, von Karman proposed that the mixing length may be modelled using

\[
l_m = \frac{\rho}{\nu} \frac{\partial \overline{u_i}}{\partial x_j} \tag{2.20}
\]

where \( \nu \) is von Karman’s constant (\( \nu = 0.42 \)). Von Karman’s proposal is limited as it is dependent on the local turbulence. Its value may vary from flow to flow and even point to point within a given flow. The first term on the right hand side of equation 2.15 accounts for the shear stress due to turbulent motion just as equation 2.14 accounts for the shear stress due to molecular motion. The second term on the right

2.3.4 One Equation Models

In an attempt to overcome limitations of the zero equation models, turbulence models have been developed to account for the transport and history of turbulence. This is accomplished with the use of a transport equation for an acceptable velocity scale of turbulence. Several models use the square root of the turbulent kinetic energy, \( \sqrt{\nu_k} \), for the dependent variable in the differential transport equation. An exact equation may be derived from the Navier-Stokes equation. The following equation for the turbulent kinetic energy is exact with the exception of the term on the right hand side. This term, called the diffusion term, assumes that the
diffusion is proportional to the gradient of \( k \). The constant, \( c_D \), is an empirical diffusion number commonly referred to as the turbulent Schmidt number.

\[
\frac{dk}{dt} = -\frac{\partial k}{\partial t} + \frac{\partial}{\partial x} \left( \nu \frac{\partial k}{\partial x} \right) + \frac{\partial}{\partial y} \left( \nu \frac{\partial k}{\partial y} \right) + \frac{\partial}{\partial z} \left( \nu \frac{\partial k}{\partial z} \right) - \varepsilon
\]  
(2.21)

The second term on the right hand side accounts for the production of turbulence. The dissipation term, \( \varepsilon \), is modelled on the assumption that in an equilibrium flow, the rate of energy dissipated by the smallest eddies is equal to the rate of energy fed down the chain of eddies from the largest to the smallest \( (23) \). The dissipation is determined from

\[
\varepsilon = C_D \frac{\rho k^2}{L}
\]  
(2.22)

where \( C_D \) is an empirical constant and \( L \) is a length scale. For the case of buoyant flow, as is the case of mixed convection, an additional term is included in the differential equation to account for the production of turbulent kinetic energy due to buoyancy. This production term is added to the right side of equation \( (2.21) \) and is \( (28) \)

\[
G = \rho \beta \frac{T}{T_m} \frac{\partial U}{\partial x}
\]  
(2.23)

This term is naturally obtained as a result of time-averaging the momentum equation when the buoyancy term is included. The turbulent Reynolds stresses are related to the turbulent kinetic energy through the Prandtl-Kolmogorov relationship,

\[
\sigma_T = C_p \frac{k}{L}
\]  
(2.24)

where \( C_p \) is an empirical constant and \( L \) is a length scale which must be prescribed from simple empirical functions similar to those used with the mixing length \( (23) \). Although the equation for the turbulent kinetic energy accounts for the transport and history of kinetic energy, its range of applications is limited by the prescription of the length scale, \( L \). This model works well in simple shear flows or boundary layers where it is easy to specify the length scale, \( L \). However in complex flows it is no easier to prescribe than \( \varepsilon \) was in the mixing length hypothesis \( (23) \). Therefore the trend has been to use two equation models where the length scale is also determined from a differential equation.

### 2.3.5 Two Equation Models

For any improvement over the transport models presented thus far, an additional transport equation for the length scale must be used. This allows the length scale to be influenced by transport and history processes in a similar manner to the turbulent kinetic energy \( (23) \). Several models have been adopted such as the \( k-w \), \( k-e \), and the \( k-\omega \) models where \( \omega \) represents the square of the vorticity and \( \varepsilon \) the rate of dissipation. These models have achieved moderate success. The \( k-\omega \) model will be discussed in detail as it has been used to predict recirculating flow successfully \( (23) \).

The equation for the dissipation of turbulent kinetic energy may be derived from the Navier-Stokes equations. However many modelling assumptions must be made and the result is very empirical \( (23) \). The usual equation for the rate of dissipation of turbulent energy, using the assumption of infinitely Reynolds number, is

\[
\frac{\partial \varepsilon}{\partial t} = -2k \frac{\partial G}{\partial x} + \frac{\partial}{\partial x} \left( \frac{k \frac{\partial k}{\partial x}}{L} \right) + \frac{\partial}{\partial y} \left( \frac{k \frac{\partial k}{\partial y}}{L} \right) + \frac{\partial}{\partial z} \left( \frac{k \frac{\partial k}{\partial z}}{L} \right) - \frac{\varepsilon^2}{k}
\]  
(2.25)

where \( \rho \) is an empirical diffusion constant commonly referred to as the Prandtl-Schmidt number for the dissipation rate. Just as a buoyancy term appears in the turbulent kinetic energy equation, some authors use such a term in the rate of dissipation equation. This source term is

\[
G = \rho \beta \left( \frac{T}{T_m} \right) \frac{\partial U}{\partial x}
\]  
(2.26)

Other authors argue that there is no physical reasoning for including such a term and neglect it in the conservation equation \( (28,39) \). Some work has indicated that the inclusion of this term is completely insignificant \( (29,30) \).

The normally used constants in the \( k-\omega \) equation are presented in Table \( 2.1 \) \( (26,31) \).

<table>
<thead>
<tr>
<th>( C_p )</th>
<th>( C_1 )</th>
<th>( C_2 )</th>
<th>( C_3 )</th>
<th>( a_T )</th>
<th>( a_k )</th>
<th>( \sigma_T )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.09</td>
<td>1.44</td>
<td>1.92</td>
<td>0.7</td>
<td>1.3</td>
<td>1.00</td>
<td>0.9</td>
</tr>
</tbody>
</table>

The complete \( k-\omega \) model with the inclusion of buoyancy terms in two-dimensional flow is,

\[
\frac{\partial \varepsilon}{\partial t} = \frac{\partial}{\partial x} \left( \nu \frac{\partial \varepsilon}{\partial x} \right) + \frac{\partial}{\partial y} \left( \nu \frac{\partial \varepsilon}{\partial y} \right) - \frac{\varepsilon^2}{k} + G + \rho \beta \frac{T}{T_m} \frac{\partial U}{\partial x}
\]  
(2.27)

\[
\frac{\partial k}{\partial t} = \frac{\partial}{\partial x} \left( \nu \frac{\partial k}{\partial x} \right) + \frac{\partial}{\partial y} \left( \nu \frac{\partial k}{\partial y} \right) + \frac{\partial}{\partial z} \left( \nu \frac{\partial k}{\partial z} \right) - \frac{\varepsilon k}{L} + G + \rho \beta \frac{T}{T_m} \frac{\partial U}{\partial x}
\]  
(2.28)

\[
\frac{\partial \omega}{\partial t} = \frac{\partial}{\partial x} \left( \frac{\nu \frac{\partial \omega}{\partial x}}{\omega} \right) + \frac{\partial}{\partial y} \left( \frac{\nu \frac{\partial \omega}{\partial y}}{\omega} \right) + \frac{\partial}{\partial z} \left( \frac{\nu \frac{\partial \omega}{\partial z}}{\omega} \right) - \frac{\varepsilon \omega}{k} + G + \rho \beta \frac{T}{T_m} \frac{\partial U}{\partial x}
\]  
(2.29)

where the mechanical production of turbulence, \( G \), is
2.4.1 Wall Functions

Wall functions are formulae based on experimental data which attempt to account for an overall function for the effects of the wall [23]. The usual approach to applying wall functions is to place the first computational grid node in the turbulent region where the logarithmic velocity law may be applied (see Figure 2.3-3).

Unless otherwise stated, most of the information in section 2.4.1 is cited from Cline and Collins [22].

Wall functions commonly assume a viscosity-dominated sublayer where the profiles are linear followed by a logarithmic region. If the friction velocity, \( u_* = \sqrt{k/\nu} \), is used as a velocity scale and \( x_u/u_* \) as a length scale, the distance and velocity are non-dimensionalized by

\[
y^* = \frac{y}{x_u} \quad \frac{u^*}{u_*} \quad (2.31)
\]

The profiles of velocity are assumed to follow [33]

\[
\begin{align*}
  u^* &= y^* & \text{for} & \quad y^* \leq \kappa^* y^* \\
  u^* &= \frac{1}{\kappa} \ln (y^*) & \text{for} & \quad y^* > \kappa^* y^*
\end{align*}
\]

where \( \kappa \) is von Kármán's constant (\( \kappa = 0.41 \)) and

\[
\kappa^* = 11.
\]

To ensure continuity at the boundary between the two velocity profiles, \( E \) is related to \( \kappa^* \) by

\[
\kappa^* = \frac{1}{\kappa} \ln \left( \frac{5}{\kappa} \right)
\]

from which a value of \( E = 9 \) has been used by many investigators.

Another common velocity scale is the square root of the turbulent kinetic energy at the near wall grid point, \( k^{1/2} \). This scaling is derived by solving the kinetic energy equation for a simple shear flow. The shear velocity, \( u_* \), and the dimensionless distance, \( y^* \), can be related to the turbulent kinetic energy by neglecting the diffusion and convection terms and equating the generation and dissipation terms. The distance and velocity are non-dimensionalized by

\[
y^* = \frac{\nu^{1/2} y}{\kappa} \quad \frac{\nu^{1/2}}{\kappa} \quad \frac{u^*}{u_*} \quad (2.36)
\]

\[
\kappa^* = \frac{\nu^{1/2}}{\kappa}
\]

This scaling is based on the assumption that for an equilibrium boundary layer, the turbulent kinetic energy is almost a constant (\( C_p \), \( \nu \)) in the region \( 20 \leq y^* \leq 60 \). The velocity profiles are calculated using equations (2.33) and (2.34). \( k \) is calculated from a modified turbulent kinetic energy equation and the dissipation in the near wall cell is calculated from

\[
\epsilon = \frac{u_*}{\nu^{1/2}} \frac{\nu^{1/2}}{\kappa} \quad (2.38)
\]

A different approach [32] used the square root of the turbulent kinetic energy at the edge of the viscous sublayer, \( k^{1/2} \), as the velocity scale. The distance and velocity are non-dimensionalized by

\[
y^* = \frac{k^{1/2}}{x_u} \quad (2.39)
\]

The velocity profile within the viscous sublayer is calculated from equation (2.33).

Outside the viscous sublayer the velocities are calculated by

\[
\begin{align*}
  u^* &= \frac{1}{\kappa} \ln (y^*) & \text{for} & \quad y^* > \kappa^* y^* \\
  E^* &= \frac{E}{\kappa^*} \quad (2.40)
\end{align*}
\]

where \( \kappa^* = 11 \), \( E^* = E/\kappa^* \)

The sublayer thickness is defined by

\[
\delta^* = \frac{\nu^{1/2}}{u_*} = 20 \quad \text{constant}
\]

The value of turbulent kinetic energy at the edge of the viscous sublayer is calculated by extrapolating the value of \( k \) to the two grid points nearest the wall. This is required because of the unique equation since \( y \) is defined in terms of \( k \).

Outside of the sublayer the profile of turbulent kinetic energy is assumed to be linear, but within the sublayer it is assumed to be parabolic

\[
k = k_* \frac{y^*}{\kappa^*} \quad \text{for} \quad y^* \leq \kappa^* y^*
\]

The rate of dissipation of turbulent kinetic energy follows

\[
\begin{align*}
  \epsilon &= \frac{2\nu}{\kappa} \frac{k^{1/2}}{y^{1/2}} & \text{for} & \quad y^* \leq \kappa^* y^* \\
  \epsilon &= C_1 \frac{k^{1/2}}{y^{1/2}} & \text{for} & \quad y^* > \kappa^* y^*
\end{align*}
\]

where \( C_1 = 2.25 \).
In the wall function methods described thus far, the near wall region is separated into two regions, namely the viscous sublayer and the logarithmic region. The current literature also describes wall function methods which use a three layer model. In this approach the flow field is divided into three regions. These regions are:

- Viscous sublayer for \( y^+ \lesssim 5 \),
- Buffer layer for \( 5 < y^+ \lesssim 30 \), and
- Fully turbulent region for \( y^+ > 30 \)

Other variations of the wall function method are available in the current literature. Patel and Chan [33] use a two point wall function method and claim that much of the sensitivity of the solution to the location of the first grid point is removed.

Ciaballo and Collins [31] claim to have developed a new treatment for the prediction of wall bounded turbulent flow. This treatment keeps classic wall functions and scaling based on the near wall turbulent kinetic energy but allows the thickness of the viscous sublayer, \( \delta^* \), to vary with the local turbulence intensity, \( \psi \). The turbulence intensity is defined as

\[
\psi = \frac{\sqrt{u'^2}}{U_{*}}
\]

For an equilibrium boundary layer, the distance and velocity, may be scaled using the friction velocity (see equations (2.31, 2.32)). The nondimensional turbulent kinetic energy is

\[
k^* = \frac{\nu' \delta^*}{k} = C_{k} \left( \frac{\nu^*}{\nu} \right)^{3/2} \rho \left( \frac{\u'^2}{\nu} \right)
\]  

for \( y^+ \lesssim \delta^* \)  

\[
k^* = C_{k} \nu^*/\nu = \text{constant} \quad \text{for} \quad y^+ > \delta^*
\]

Equation (2.45) is valid for \( y^+ \) up to about 30 or 100. Outside of this region the values of \( k^* \) depend on the free stream turbulence levels.

At the 12th IASER meeting, predictions of several computer codes were compared with experimental data from an abrupt pipe expansion. Most of the predictions used a k-ε turbulence model with wall functions. In general, the peak Nuelt numbers were underestimated for Reynolds numbers less than \( 10^5 \) and were overestimated for higher Reynolds numbers [32].

The improved wall treatment of Ciaballo and Collins shows better agreement with experimental heat transfer data. However, there is a need for improvement in heat transfer predictions upstream of reattachment. In this region any wall function fails [32].

### 2.4.3 Low Reynolds Number Modelling

In an attempt to create a model valid in the laminar, semi-laminar and fully turbulent regions, the low Reynolds number approach was devised. In this approach, computations extend into the viscous sublayer. As the wall is approached, the local turbulent Reynolds number, \( R_{\theta} \), decreases. Viscous effects become important for turbulent Reynolds numbers less than about 150 (36) where the turbulent Reynolds number is defined by

\[
R_{\theta} = y^+ \frac{\nu}{u'}
\]

The number of nodes needed across the viscosity affected sublayer may be as high as twenty or thirty to resolve the highly non-linear variation in turbulent transport coefficients [34] (see Figures 2.3-b).

In this version of the model, \( k \) and \( \varepsilon \) are determined from

\[
k_r = C_k f_b \frac{U_{*}}{D}
\]

\[
\varepsilon = \frac{\varepsilon}{D}
\]

The wall function method has been most widely used and is preferred for many practical purposes. This method has two merits. Firstly it economises computer time and memory and secondly it allows the inclusion of empirical information in special cases such as incorporating wall roughness [31]. However, as larger and larger computer memories become available, some of the arguments for wall functions begin to weaken [34]. In addition, there is a number of instances in which the standard wall functions approach has to be abandoned, eg. turbulent boundary layers at low and transitional Reynolds numbers, unsteady and separated flows and flow over spinning surfaces [35].

For separated flows and reattaching flows, wall functions with velocity scaling based on \( \rho u'^2/\nu \) is unsuitable. In this situation the predicted profiles of Nusselt number gives a minimum value at the reattachment point whereas experiments show a maximum [33,36].

Wall functions with the velocity scaling based on \( \rho u'^2/\nu \) are advantageous for unsteady flows and are more general. When used to predict separated flows however, the model yields disappointing results. It underpredicts heat transfer in the low to medium Reynolds number range and overpredicts heat transfer in the high Reynolds number range [32].

Wall functions with the velocity scale based on \( \rho u'^2/\nu \) also underpredict the heat transfer coefficient for low Reynolds numbers and overpredict the heat transfer coefficient in the high Reynolds number range. In some cases computational difficulties arise when using this scaling [32].

Hesketh and Hoogendoorn [37] state that no good wall function exists for the natural convection boundary layer. In addition, the logarithmic wall functions only hold for forced convection boundary layers with small pressure gradients.
An evaluation of several low Reynolds number turbulence models is available in [33]. Henseleit and Heinesen [37] state that the low Reynolds number models of Lam and Bretherton [39], Chen [40], and Jones and Launder [38] gave the best results when describing the velocity profiles for natural convection (flow field). The modified forms of the Jones and Launder model [41] and Lam and Bretherton model [42] are presented in Table 2.2. The variable, a, refers to the distance to the closest boundary.

In one study [36] a low Reynolds number model was applied to an abrupt pipe expansion. This study concluded that the predicted heat transfer coefficient in the vicinity of the reattachment point was seven times greater than that measured. In 1987, Yap [45] found the cause of the problem to be the excessive level of near wall length scales that are generated in separated flows. In an attempt to overcome this problem, Yap suggested adding an additional source term to the rate of dissipation of turbulent kinetic energy equation.

\[
\varepsilon = 0.12c^{2} \left( \frac{\nu}{\nu_{e}} \right)^{2} \left( \frac{\nu}{\nu_{e}} \right)^{2} \quad (2.54)
\]

With the addition of this term, Yap found the maximum heat transfer coefficient to be comparable with his experiments and the Reynolds number dependence was also improved.

Pandit et al. [30] suggest that most modifications to the basic high Reynolds number turbulence model lack a sound physical basis. A major disadvantage of this approach is that a fine grid analysis is necessary to the vicinity of the wall thereby drastically increasing both computational time and memory. However, Launder [36] states that with increasing computer power available, it is feasible to adopt low Reynolds number models in complex flows.

Ince and Launder [44] applied a low Reynolds number model to natural convection in a vertical rectangular cavity with an infinite aspect ratio. From their study they concluded that the initial forms of the low Reynolds number model do not adequately predict the correct flow rate or heat transfer in the cavity. Agreement was, however, reasonable with the addition of the Yap correction.

2.4.3 Two Layer Models

The two-layer model approach assumes the flow field can be divided into two fluid layers in the vicinity of the wall. The region adjacent to the wall is modeled with one turbulence model and the other layer is modeled with a different turbulence model. At the interface of the two layers, both models must predict identical flow variables.

One of the most basic two layer models is the parabolic sublayer. The parabolic sublayer (PSL) also adopts a fine grid analysis except that over a thin layer adjacent to the wall the flow is assumed to be parabolic and the variation of static pressure is neglected (see Figure 2.3-c) [45].

In the thin parabolic sublayer adjacent to the wall, major simplifications may be made to the conservation equations. Ince and Launder [44] suggest the following simplifications:
(a) The pressure does not need sourcing as it is given by the pressure just outside the region.
(b) No pressure inversion equation has to be solved.
(c) The velocity normal to the wall may be obtained very rapidly by cell continuity rather than by solving the normal momentum equation.

The benefit of the PSL approach is that it uses a fine grid analysis in the vicinity of the wall without a significant increase in computing cost compared with the wall function method [45].

<table>
<thead>
<tr>
<th>Table 2.2: Typical Low Reynolds Number Models</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>$f_{s}$</td>
</tr>
<tr>
<td>$f_{t}$</td>
</tr>
<tr>
<td>$f_{d}$</td>
</tr>
<tr>
<td>$\varepsilon$</td>
</tr>
<tr>
<td>$k$ (B.o.c.)</td>
</tr>
<tr>
<td>$e$ (B.o.c.)</td>
</tr>
<tr>
<td>$Re_{f}$</td>
</tr>
</tbody>
</table>

Ciofalo and Cicinna [32] state that low Reynolds number models are inadequate when applied to separated flows. In some cases they significantly overpredict heat transfer rates while in other cases they significantly underpredict heat transfer.

Chen and Pandit [33,46] suggest a slightly more complex two layer model. In this approach the flow field is divided into two regions (see Figure 2.3-c). Region 1 includes the sublayer, buffer layer and part of the logarithmic region while region 2 contains the remainder of the flow field. Region 3 is modeled using a standard two equation, k-ε model of turbulence while region 1 uses either a zero or one equation model. The main difference between this approach and the PSL approach is that in the latter approach the governing equations are simplified while in the former the fully elliptic equations are solved [46]. Chen and Pandit [46] show that the two layer approach is successful in economically solving important features of wall bounded flows.

Two layer models are not easily implemented in general purpose codes, and require special care for each flow. In one instance PSL was not found useful [32].

When compared with the low Reynolds number model, the PSL approach reduced computational times by a factor of two or three when there were no flow reversals present. However, in the case of flow reversal the benefits were significantly reduced [45].

2.4.4 Discussion of Near Wall Turbulence Models for Separated Flows

The selection of a near wall turbulence model appears to be very problem dependent. The characteristic of the models were discussed for separated flows and for reattaching flows. For these types of flows the following conclusions can be drawn:

The wall functions with velocity scale based on the friction velocity, the turbulent kinetic energy of the near wall grid point, or the turbulent kinetic energy at the edge of the viscous sublayer fail to predict heat transfer when separation or reattachment is present. The improved wall function method presented appears to have some promise in predicting the best transfer distribution but additional work is required.
The two-layer models are difficult to incorporate into computer codes. In addition, it is unlikely that the parabolic sublayer approach will save on computing costs.

The usual forms of the low Reynolds number models lack a sound physical basis and are inadequate when applied to separated flows.

The Yap correction applied with a low Reynolds number model appears to yield adequate results.

2.6 Turbulence Modelling in Buoyancy Driven Flows

In 1963, Marbles and Pitcher [29] assumed the bench mark case study (see Figure 2.3) of laminar natural convection in a two-dimensional cavity to include turbulence. The problem was solved numerically for Rayleigh numbers up to \(10^{10}\) using a standard two equation, k-ε, turbulence model with wall functions. It is concluded that the k-ε model is an adequate model for predicting the overall flow structure. However, additional research must be conducted to provide more realistic wall functions.

At the University of Washington, Emary's group [47,48] have also studied this problem computationally for Rayleigh numbers up to \(10^{11}\). Abram [47] used a low Reynolds number k-ε turbulence model and Silva and Emary [48] compared the results of a k-ε model and an algebraic stress model. Silva and Emary stated that the algebraic stress model is sensitive to the complex flow in the corners. Larger differences in the prediction of the algebraic stress model and the k-ε are evident in the higher Rayleigh number cases. In addition, significantly shorter meshes and higher computing times are required for the algebraic stress model. Silva and Emary also noted that no local experimental data exist to compare with their predictions.

Schmidt's group [41,49,50] studied natural convection in a water-filled rectangular enclosure both experimentally and computationally. The aspect ratio of the cavities were 2 and 10 and the Rayleigh numbers varied between \(3.43 \times 10^6\) to \(8.79 \times 10^9\). The velocity profiles were measured with a laser doppler anemometer (LDA) and the flow was predicted with a multi-level-multigrid PISO algorithm code. Turbulence has been modelled with either a zero equation or two equation low Reynolds number model. Gill [41] states that the zero equation model is inadequate as the calculations were unstable. In addition the effect of turbulence was studied using two low Reynolds number models. The Humphery and Tu [51] model tended to overpredict the turbulence while the Jones and Launder model [58] tended to underpredict the turbulence quantities. In fact, there was no significant difference between the Jones and Launder predictions and the predictions obtained assuming laminar flow. Gill [41] also states that the convergence rate is greatly improved with the implementation of a multi-level-multigrid algorithm.

Chesniewicz et al. [52] conducted experiments in a well two-dimensional cavity of Rayleigh number \(4 \times 10^{10}\). Velocity measurements were conducted using a laser doppler anemometer and the core temperatures were obtained. Davidson [43,53] predicted this flow with a low Reynolds number k-ε turbulence model and a hybrid model. The hybrid model combined the non-isotropy properties due to the buoyancy of the algebraic stress model with the k-ε model. The mean velocity and temperature predictions of both of these models were in excellent agreement with the experimental data of Chesniewicz et al. [52]. Davidson [53] stated that both the Reynolds stress model and the algebraic stress model required significantly more computational time than the k-ε model. In addition, they are numerically unstable and may lead to convergence problems. The hybrid model presented overcomes these shortcomings while still accounting for the non-isotropy effects due to buoyancy. The hybrid model predictions of the Reynolds stress and turbulent heat flux were significantly larger than that of the k-ε predictions. Davidson [43] also stated that the convergence rate may be greatly increased with the use of the Coupled Equation Laminar Solver (CELS) of Galpin and Rathbun [54].
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CHAPTER 3
EXPERIMENTAL APPARATUS

3.1 Introduction

This chapter presents a brief description of the experimental apparatus.

Since the computer code developed in the present work is based on two-dimensional conservation equations (see Chapter 5), the test cell has been designed to produce this type of flow as closely as possible. A description of the materials, dimensions, and components of the test cell are presented in section 3.2. In addition, the components of the flow loop are also described in this section.

The velocity and turbulence fields are investigated using flow visualization and are measured with a Laser Doppler Anemometer (LDA). This measuring technique has many advantages. These include [51]:

(i) Does not disturb the flow,
(ii) High spatial resolution,
(iii) Fast response,
(iv) Linearity and easily calibrated,
(v) Directional discrimination in possible, and
(vi) Operation is not usually seriously affected by temperature.

A brief theory and description of the LDA is presented in section 3.4.

The temperature fields are measured with fine wire thermocouple probes. These thermocouples give good accuracy, spatial resolution and frequency response to measure the temperature field within the cavity. The geometry of the thermocouple probes and the choice of material and size are discussed in section 3.5.

3.2 Description of Test Cell and Loop

3.2.1 The Test Cavity

An acrylic test cell is used to obtain two-dimensional results. The test cell is constructed from 25.4 mm thick clear acrylic and has height of 267 mm, a width of 149 mm, and a depth of 48.5 mm as shown in Figure 3.1. A horizontal jet, of width 8 mm (D J = 13.7 mm), enters the cavity at the top of one of the vertical walls. A 203 mm flow development length is incorporated into the cavity to ensure fully developed flow. The inlet to this development length is by way of a 12.7 by 12.7 mm (D J = 12.7 mm) entrance. Using a similar inlet, Johnson [59] found the inlet jet to be two-dimensional. The flow exits the cavity horizontally at the bottom of the same vertical wall. The exit is geometrically identical to the entrance.

The opposite vertical wall is constructed from a 9.5 mm thick copper plate and is maintained at a uniform temperature by 10 electric film heaters as shown in Figures 3.2. These heaters are placed on the back of the copper wall (not the flow side), have dimensions of 48.5 by 29.7 mm each, and are controlled independently. Eighteen instrumentation thermocouples are used to measure the inner wall temperature and are located approximately 0.5 mm from the inner surface. These thermocouples are located on the centre line of the copper wall and eight are offset to determine the validity of the two-dimensional heating assumption.

The pressure is measured using a pressure gauge mounted at the top of the test cavity. The entire cavity is insulated with 25.4 mm expanded polystyrene to reduce heat losses to the atmosphere.

![Diagram of the test cell and loop](image-url)
3.3.2 The Test Loop

The flow cell is placed in the flow loop as shown in Figure 3.3. Water flows from the head tank to the inlet of a centrifugal pump (Little Giant model 3E-12BXT). The outlet of the pump is connected to a flow control valve where the water may flow into a cooling water (Brooks Rotameter R-6M/25-4) or it may flow in a bypass loop back to the pump inlet. From the flow meter the water flows into the test cell where it is heated by the electric film heaters. After leaving the cavity, the water enters a return line and flows to a counterflow heat exchanger where it is cooled and then returns to the head tank. Coolant water to the heat exchanger is provided by cold tap water and is controlled by a control valve.

3.3 Flow Visualization

For a qualitative description of the flow field, flow visualization was carried out using two different methods. These techniques provide insight into the overall flow field and give an indication of the two-dimensionality of the flow. In addition, the location of the separation point adjacent to the heated wall may be identified. The motion of the flow field in a plane is observed by illuminating a foreign material that has been introduced into the test cavity. The motion of the material, and hence the motion of the fluid, is recorded with a camera.

The first procedure referred to as particle streak flow visualization. With this technique, the flow loop is seeded with particles which are illuminated by a plane of light. Selection of the particle size, density, and shape are important since the particles may or may not follow the flow. It is required that the particles be able to follow the turbulent fluctuations. The time scale of the turbulent fluctuations is estimated by the Kolmogorov time scale.

\[
\tau_k = \left( \frac{\nu}{L} \right)^{1/4}
\]  

(3.1)

The maximum value of dissipation of turbulent kinetic energy is used to calculate the smallest time scale. The value of this variable is not easily measured as it is deduced by the simulations.

The particle time scale is calculated as recommended by Buchave et al. [60].

\[
r_p = \frac{c_0}{\nu} \left( \frac{\rho_{particle}}{\rho_{fluid}} - 1 \right)^{1/4}
\]  

(3.2)

For the 100-μm polystyrene particles (\(\rho_{particle} = 1.03 \text{ g/cm}^3\)) used in this study, the Buchave time scale is within the Kolmogorov requirement.

A sheet of light is produced by directing the beam of a 15 mW Helium Neon Laser (Spectra Physics Model 120) into a 9.3 mm diameter glass rod. As the particles enter this plane of light, the flow field is observed as streaks of light which are photographed. A sketch of the apparatus is shown in Figure 3.4.

The second procedure is laser induced fluorescence. In this technique, a soluble florescenting dye is injected in the entrance of the cavity. The dye must be soluble in the working fluid and it must not be visible under normal lighting. However, the dye may be excited as it enters into contact with certain types of light. A sheet of laser light is produced to induce the dye in places of interest. In the present work, a saturated solution of fluorescein and distilled water is injected in the entrance of the inlet developing a light. The sheet of light is caused by directing the beam of a 15 mW Argon Ion laser (Toptica) into a rotating mirror. A sketch of the apparatus is shown in Figure 3.5.
where \( \lambda \) is the light wavelength and \( \Theta \) is the half angle between the beams.

As the fluid moves through the measurement volume it carries seeding particles at the same velocity. A photomultiplier detects the frequency of scattered light. This doppler frequency is related to the particle velocity normal to the fringes and the fringe spacing by

\[
f_f = \frac{2 \lambda}{\sin \Theta} \tag{3.3}
\]

Since the fringes are stationary in space, only the magnitude of velocity can be determined as the doppler frequency is independent of direction. Frequency shifting one of the beams results in the fringes moving with a velocity proportional to the frequency shift. The flow direction can be determined with this technique. Thus, for a given velocity magnitude, a particle moving in the same direction of the fringes will create a lower doppler frequency than a particle moving in the opposite direction.

3.4.2 Laser Doppler Apparatus

The Laser Doppler Anemometer (LDA) determines the velocity at a small measuring volume by detecting the Doppler shift of light scattered from a moving particle.

A single component LDA system is used to measure the velocity and turbulence fields in the cavity. A Diamec 55X LDA system operating in forward scatter mode is used for the velocity measurements. A block diagram of the LDA apparatus is shown in Figure 3.6. A 35 mW Helium Neon laser (Spectra Physics model 127) of wavelength 632 nm, provides the light source for the LDA. The beam is polarized and split into two beams 35.05 mm apart. A Bragg
3.4 Temperature Measurement

In the present work, three temperatures are measured as shown in Figure 3.3. These include the inlet and outlet temperatures (T1 and T2 respectively) and the temperature distribution in the cavity (T3).

The inlet and outlet temperatures are measured with a 3.3 mm thermocouple probe assembly (Chrome/Alumel with stainless steel sheath). In the case of the inlet temperature, the thermocouple is placed at the inlet of the flow development length as shown in Figure 3.3. For the outlet, it is placed at the exit of the flow development length. These thermocouple signals are acquired with a digital recorder. The heat transfer to the fluid may be calculated using these temperatures and the mass flow rates of the fluid. This may be compared to the energy input from the heaters which will give an overall energy balance of the cavity.

As previously mentioned, the thermocouples in the cavity must give good accuracy, spatial resolution, and frequency response. In addition, the probe must disturb the flow as little as possible and the thermocouple must have a reasonable life. In a recent study [11], the temperature field in a cavity heated by natural convection was obtained. In this study, 0.001 inch and 0.005 inch copper/constantan and chromel/alumel thermocouples were considered. The results of the tests concluded that there were no significant differences in the measured temperature using either size thermocouples. However, the copper/constantan thermocouples deteriorated over time in a water environment. Thus 0.003 inch chromel/alumel thermocouples are used for measuring the temperature field. The voltage to temperature conversions, the frequency of sampling and the sampling period are accomplished by way of Labtech Notebook software.

Two types of probes have been used in the present work. The horizontal temperature profile adjacent to the heated wall is measured using a 1.3 mm minisensor steel probe. These

CHAPTER 4

EXPERIMENTAL PROCEDURE

4.1 Introduction

Approximately three to four hours is required for the system to reach steady state. Velocity measurements required approximately two weeks of data collection for each case considered. To obtain the same flow and temperature fields, each day the velocity and temperature boundary conditions had to be nearly identical. As a result, a set of general operating procedures are required to be followed. A summary of these procedures is presented. Refer to Figure 3.3 for a schematic of the flow loop.

(1) Turn on the cold tap water to the heat exchanger. Allow the warm water in the building piping system to purge.
(2) Turn on the pump and adjust the flow control valve to the required flowrate.
(3) Turn on the wall heater; and conservatively adjust the electrical input. Allow the system to stabilise for approximately 10 minutes.
(4) Repeat step 3 until the wall temperatures are near the required temperatures.
(5) Adjust the cold water flowrate into the heat exchanger to obtain the required inlet temperature.
(6) Gradually adjust the power to each of the heaters until the required wall temperature is achieved.
(7) Gradually adjust the flow control valve to the required flowrate.
(8) Go to step 3 until the required thermal and velocity boundary conditions are established.
(9) Leave the system for approximately three hours to allow the system to attain steady state.

In the above adjustments, the wall temperature was considered uniform when the difference between the maximum and minimum measured temperature was less than 0.5°C.

A summary of the specific procedures for flow visualization, velocity measurement and temperature measurements is presented in this chapter.

4.2 Flow Visualization

The results of the flow visualization studies were recorded on a Nikon FE2 35 mm camera and a Sony V9 camcorder. An array of film types, shutter speeds, and f-stop values were tested to obtain optimal results. More specifically, Kodak Ektachrome 100, 200 and 400 ASA and Ektachrome 1600 ASA film were tested using an f-stop of 2.8 and 5.6 and shutter opening of 1/2, 1/3, 1/4, 2 and 4 seconds. Preliminary tests suggested that Ektachrome 1600 ASA film with an f-stop of 2.8 and a shutter opening of either 2 or 4 seconds yielded optimal results.

4.3 Velocity Measurements

The test cavity was mounted on a xyz traversing table. The x and z traverses are Dandach traverses with a repeatability of 0.004 mm. The y traverse (Thomson type 530) is capable of supporting a higher load but only has a repeatability of 0.05 μm. A M/s5000 controller board and PCI21 controller card are used for control of the traversing table.

The diameter and length of the measurement volume are given by

\[ d_n = \frac{4F_l}{\lambda} \]

\[ L_n = \frac{d_n}{\sin \theta} \]

where \( F_l \) is the apparent focal length, \( \lambda \) is the laser light wavelength, \( D_{i-1} \) is the diameter of the laser beam, and \( \theta \) is the half angle of intersection.

For the present setup, the diameter and length of the measurement probe are calculated to be 0.003 mm and 0.045 mm respectively. The fringe spacing is calculated to be 1.46 μm.

The counter processor settings are summarized in Table 4.1.

<table>
<thead>
<tr>
<th>Frequency</th>
<th>1000 kHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>Comparator</td>
<td>36</td>
</tr>
<tr>
<td>Low Pass Filter</td>
<td>2 MHz</td>
</tr>
<tr>
<td>High Pass Filter</td>
<td>256 kHz</td>
</tr>
</tbody>
</table>

The quality of the velocity data can be estimated from indicators on the counter processor. The rate of validated data is reflected by the data rate. This parameter varied from a low of 3 kHz to a high of 5 kHz. The region adjacent to the heated wall suffered from low data rates as the changes in temperature in this region change the index of refraction of water. The data rate for the majority of the work fell between 1 kHz and 3 kHz. The percentage of

\[ \gamma = \frac{\gamma_{\text{top}}}{\gamma} \]

In addition to the entire flow field, areas of specific interest are studied in more detail. These include the separation region adjacent to the heated wall and the exit flow. The exit region gives an indication of the exit boundary conditions required for the numerical modelling. For both the exit region and the separation region, measurements were obtained on a 7 by 7 grid. The specific grid for the separation and exit regions are shown in Tables 4.3 and 4.4 respectively. In Table 4.3, the coordinate, \( y \), is the distance from the separation height and is defined as

<table>
<thead>
<tr>
<th>Location</th>
<th>x(xm)</th>
<th>y(xm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>133</td>
<td>68</td>
</tr>
<tr>
<td>2</td>
<td>134</td>
<td>69</td>
</tr>
<tr>
<td>3</td>
<td>135</td>
<td>70</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Location</th>
<th>x(xm)</th>
<th>y(xm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>136</td>
<td>71</td>
</tr>
<tr>
<td>5</td>
<td>137</td>
<td>72</td>
</tr>
<tr>
<td>6</td>
<td>138</td>
<td>73</td>
</tr>
</tbody>
</table>

In Table 4.4, the x coordinate, y, is the distance from the separation height and is defined as

<table>
<thead>
<tr>
<th>Location</th>
<th>x(xm)</th>
<th>y(xm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>133</td>
<td>68</td>
</tr>
<tr>
<td>2</td>
<td>134</td>
<td>69</td>
</tr>
<tr>
<td>3</td>
<td>135</td>
<td>70</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Location</th>
<th>x(xm)</th>
<th>y(xm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>136</td>
<td>71</td>
</tr>
<tr>
<td>5</td>
<td>137</td>
<td>72</td>
</tr>
<tr>
<td>6</td>
<td>138</td>
<td>73</td>
</tr>
</tbody>
</table>

The percentage of variance, or validation rate, is the second important parameter. This parameter rarely fell below 60% and was typically above 80%. Again the validation rate was low in the region of the heated wall. Edwards [81] claims that this is an intermediate data density.

For each of the xcm considered, two components of velocity (u and v) are measured in various planes. All references to x, y and z are based on the coordinate systems defined in Figure 3.1. The velocity components u, v and w correspond to the coordinates x, y and z respectively.

A summary of the location of the velocity measurements is presented in Tables 4.2 to 4.6. The entire flow field was measured in the plane of symmetry (x = 0). The flow field in this plane shows the overall "two-dimensional" results in the cavity. These velocities were measured on a 19 by 29 rectangular grid. The specific x and y grid locations are summarized in Table 4.2.

<table>
<thead>
<tr>
<th>Location</th>
<th>x(xm)</th>
<th>y(xm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>133</td>
<td>68</td>
</tr>
<tr>
<td>2</td>
<td>134</td>
<td>69</td>
</tr>
<tr>
<td>3</td>
<td>135</td>
<td>70</td>
</tr>
<tr>
<td>4</td>
<td>136</td>
<td>71</td>
</tr>
<tr>
<td>5</td>
<td>137</td>
<td>72</td>
</tr>
<tr>
<td>6</td>
<td>138</td>
<td>73</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Location</th>
<th>x(xm)</th>
<th>y(xm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>133</td>
<td>68</td>
</tr>
<tr>
<td>2</td>
<td>134</td>
<td>69</td>
</tr>
<tr>
<td>3</td>
<td>135</td>
<td>70</td>
</tr>
<tr>
<td>4</td>
<td>136</td>
<td>71</td>
</tr>
<tr>
<td>5</td>
<td>137</td>
<td>72</td>
</tr>
<tr>
<td>6</td>
<td>138</td>
<td>73</td>
</tr>
</tbody>
</table>

Table 4.2: Velocity Measurement Locations in the Plane of Symmetry

<table>
<thead>
<tr>
<th>Location</th>
<th>x(xm)</th>
<th>y(xm)</th>
<th>Location</th>
<th>x(xm)</th>
<th>y(xm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>133</td>
<td>68</td>
<td>1</td>
<td>133</td>
<td>68</td>
</tr>
<tr>
<td>2</td>
<td>134</td>
<td>69</td>
<td>2</td>
<td>134</td>
<td>69</td>
</tr>
<tr>
<td>3</td>
<td>135</td>
<td>70</td>
<td>3</td>
<td>135</td>
<td>70</td>
</tr>
<tr>
<td>4</td>
<td>136</td>
<td>71</td>
<td>4</td>
<td>136</td>
<td>71</td>
</tr>
<tr>
<td>5</td>
<td>137</td>
<td>72</td>
<td>5</td>
<td>137</td>
<td>72</td>
</tr>
<tr>
<td>6</td>
<td>138</td>
<td>73</td>
<td>6</td>
<td>138</td>
<td>73</td>
</tr>
<tr>
<td>7</td>
<td>139</td>
<td>74</td>
<td>7</td>
<td>139</td>
<td>74</td>
</tr>
</tbody>
</table>

Table 4.3: Velocity Measurement Locations in the Separation Region

<table>
<thead>
<tr>
<th>Location</th>
<th>x(xm)</th>
<th>y(xm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>133</td>
<td>68</td>
</tr>
<tr>
<td>2</td>
<td>134</td>
<td>69</td>
</tr>
<tr>
<td>3</td>
<td>135</td>
<td>70</td>
</tr>
<tr>
<td>4</td>
<td>136</td>
<td>71</td>
</tr>
<tr>
<td>5</td>
<td>137</td>
<td>72</td>
</tr>
<tr>
<td>6</td>
<td>138</td>
<td>73</td>
</tr>
<tr>
<td>7</td>
<td>139</td>
<td>74</td>
</tr>
</tbody>
</table>
Table 4.6: Velocity Measurement Locations in the Exit Region

<table>
<thead>
<tr>
<th>Location</th>
<th>x(mm)</th>
<th>y(mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>11</td>
<td>5</td>
</tr>
<tr>
<td>3</td>
<td>14</td>
<td>8</td>
</tr>
<tr>
<td>4</td>
<td>17</td>
<td>11</td>
</tr>
<tr>
<td>5</td>
<td>20</td>
<td>14</td>
</tr>
<tr>
<td>6</td>
<td>23</td>
<td>17</td>
</tr>
<tr>
<td>7</td>
<td>26</td>
<td>20</td>
</tr>
</tbody>
</table>

The three-dimensionality of the flow is also studied by obtaining measurements in planes perpendicular to the planes of symmetry. The inlet and outlet jets are studied by taking measurements in the y = 205 mm and y = 4 mm planes respectively. The coordinates of these velocity measurements are shown in Table 4.5. In addition, the two-dimensionality in the region of the heated wall is studied by obtaining velocity measurements in a plane 4 mm from this boundary. The locations of these velocity measurements are shown in Table 4.6.

Table 4.5: Velocity Measurement Locations in the Inlet and Outlet Planes

<table>
<thead>
<tr>
<th>Location</th>
<th>x(mm)</th>
<th>y(mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>18.8</td>
<td>-20</td>
</tr>
<tr>
<td>2</td>
<td>38.5</td>
<td>-13.3</td>
</tr>
<tr>
<td>3</td>
<td>58.5</td>
<td>-6.67</td>
</tr>
<tr>
<td>4</td>
<td>78.5</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>98.5</td>
<td>6.67</td>
</tr>
<tr>
<td>6</td>
<td>118.5</td>
<td>13.3</td>
</tr>
<tr>
<td>7</td>
<td>138.5</td>
<td>20</td>
</tr>
</tbody>
</table>

4.4 Temperature Measurements

The horizontal temperature profiles were measured at 80, 140 and 200 mm heights. The 140 and 200 mm heights correspond to the separation height in two of the cases considered. The location of the temperature measurements is given in Table 4.7. The variable, \( y \), is defined as the distance from the heated wall. The zero location is defined as the point at which no temperature increase is found by bringing the thermocouple close to the wall. Labtech Notebook software is used for data acquisition. Initial analysis of the flow field suggested that a sampling period of 200 seconds is required to compute the average temperature. The sampling frequency is 10 Hz.

The vertical temperature profiles are measured at 2, 4, 10 and 75 mm from the heated wall. The temperatures are measured in 1.5 cm increments from a height of 1.5 to 38.5 cm. The same sampling frequency and data rate are used for the vertical profiles.

Table 4.7: Horizontal Temperature Measurement Locations

<table>
<thead>
<tr>
<th>Location</th>
<th>x(mm)</th>
<th>y(mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>13</td>
</tr>
<tr>
<td>2</td>
<td>0.1</td>
<td>14</td>
</tr>
<tr>
<td>3</td>
<td>0.2</td>
<td>15</td>
</tr>
<tr>
<td>4</td>
<td>0.3</td>
<td>16</td>
</tr>
<tr>
<td>5</td>
<td>0.6</td>
<td>17</td>
</tr>
<tr>
<td>6</td>
<td>0.9</td>
<td>18</td>
</tr>
<tr>
<td>7</td>
<td>1.3</td>
<td>19</td>
</tr>
<tr>
<td>8</td>
<td>1.7</td>
<td>20</td>
</tr>
<tr>
<td>9</td>
<td>2.0</td>
<td>21</td>
</tr>
<tr>
<td>10</td>
<td>2.3</td>
<td>22</td>
</tr>
<tr>
<td>11</td>
<td>2.5</td>
<td>23</td>
</tr>
<tr>
<td>12</td>
<td>2.8</td>
<td>24</td>
</tr>
</tbody>
</table>

CHAPTER 5
MATHEMATICAL FORMULATION

5.1 Introduction

The conservation equations that govern the velocity, temperature and turbulence fields in the cavity are presented in Section 5.1.1 while the boundary conditions are presented in Section 5.3. The conservation equations are written in terms of primitive variables and diffusion terms are in the fully conservative form. The following assumptions have been made

(i) the flow is in the cavity is two-dimensional,
(ii) the fluid is Newtonian,
(iii) temperature change due to viscous dissipation is negligible, and
(iv) the density of the fluid is considered constant except in the buoyancy force term. This approximation is commonly referred to as the Boussinesq approximation [62] and the validity of this assumption will be considered in Chapter 7.

5.2 Governing Equations

5.2.1 Dimensional Governing Equations

The instantaneous form of the governing equations are used to predict laminar flow in the cavity. The continuity, x-momentum, y-momentum and energy equations are

Continuity

\[
\frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} = 0
\]
X-Momentum
\[ \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} = -\frac{1}{\rho} \frac{\partial p}{\partial x} + \frac{1}{\rho} \left( \frac{\partial}{\partial x} \left( \frac{u}{\rho} \right) \right) + \frac{1}{\rho} \left( \frac{\partial u}{\partial t} \right) + \frac{1}{\rho} \left( \frac{\partial \beta}{\partial T} \right) \] (5.7)

Y-Momentum
\[ \frac{\partial v}{\partial x} + \frac{\partial w}{\partial y} = -\frac{1}{\rho} \frac{\partial p}{\partial y} + \frac{1}{\rho} \left( \frac{\partial}{\partial y} \left( \frac{v}{\rho} \right) \right) + \frac{1}{\rho} \left( \frac{\partial v}{\partial t} \right) + \frac{1}{\rho} \left( \frac{\partial \beta}{\partial T} \right) \] (5.3)

Energy
\[ \frac{\partial e}{\partial x} + \frac{\partial e}{\partial y} = \frac{\partial}{\partial x} \left( \rho \left( u \frac{\partial e}{\partial x} \right) \right) + \frac{\partial}{\partial y} \left( \rho \left( v \frac{\partial e}{\partial y} \right) \right) \] (5.4)

For the Boussinesq approximation (used in equations (5.3) and (5.4)), the thermophysical properties are computed at the reference temperature given by
\[ T_r = \frac{T_0 + T_d}{2} \] (5.5)

The equations used to compute the thermophysical properties are cited by Gioi [4] and are presented in section 5.4 of the present work.

The governing equations for turbulent flow are based on the low Reynolds number, k-e, turbulence model. The momentum equation is obtained by substituting equation (1.15) for the turbulent Reynolds stresses into the time-averaged versions of equations (5.2) and (5.3) while the energy equation is obtained by substituting equation (2.18) for the turbulent heat flux into the time-averaged form of equation (5.4). The conservation equations for turbulent flow in cartesian coordinates are then:

Continuity
\[ \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} = 0 \] (5.6)

Rate of Dissipation of Kinetic Energy
\[ \frac{\partial G}{\partial x} + \frac{\partial G}{\partial y} = \frac{1}{\rho} \left( \frac{\partial}{\partial x} \left( \rho \frac{\partial u}{\partial x} \right) \right) + \frac{1}{\rho} \left( \frac{\partial}{\partial y} \left( \rho \frac{\partial v}{\partial y} \right) \right) \] (5.13)

where the generation of turbulence, \( G \), is
\[ G = \frac{\rho}{2} \left[ \left( \frac{\partial u}{\partial x} \right)^2 + \left( \frac{\partial v}{\partial y} \right)^2 \right] \] (5.14)

The terms \( D \) and \( \tilde{D} \), in equations 5.12 and 5.13 respectively, are used for low Reynolds number modelling as discussed in section 2.4.2.

5.2.2 Dimensionless Variables

The governing equations may be cast in terms of the relevant dimensionless parameters described in section 2.1. This may be accomplished by non-dimensionalizing the variables as follows

Dimensionless Coordinate
\[ X = \frac{x}{H}, \quad \frac{Y}{H} \] (5.15)

where \( H \), is the height of the enclosure.

Dimensionless Velocity
\[ \frac{U}{U_j}, \quad \frac{V}{U_j} \] (5.16)

Dimensionless Continuity
\[ \frac{\partial U}{\partial X} + \frac{\partial V}{\partial Y} = 0 \] (5.21)
Dimensionless X-Momentum

\[
\frac{\nu U}{\nu} \frac{\partial U}{\partial x} + \frac{v^2}{\nu} \frac{\partial U}{\partial y} = \frac{1}{Re} \left( \frac{\partial}{\partial x} \left( \frac{\partial U}{\partial x} \right) + \frac{\partial}{\partial y} \left( \frac{\partial U}{\partial y} \right) \right) - \frac{\partial \rho U^2}{\partial x} \frac{\partial \theta}{\partial x}
\] (5.32)

Dimensionless Y-Momentum

\[
\frac{\nu V}{\nu} \frac{\partial V}{\partial x} + \frac{v^2}{\nu} \frac{\partial V}{\partial y} = \frac{1}{Re} \left( \frac{\partial}{\partial x} \left( \frac{\partial V}{\partial x} \right) + \frac{\partial}{\partial y} \left( \frac{\partial V}{\partial y} \right) \right) - \frac{\partial \rho U V}{\partial x} \frac{\partial \theta}{\partial y}
\] (5.33)

Dimensionless Energy

\[
\frac{u^2}{\nu} \frac{\partial U}{\partial x} + \frac{v^2}{\nu} \frac{\partial V}{\partial y} = \frac{1}{Re} \left( \frac{\partial}{\partial x} \left( \frac{\partial U}{\partial x} \right) + \frac{\partial}{\partial y} \left( \frac{\partial U}{\partial y} \right) \right) - \frac{\partial \rho U^2}{\partial x} \frac{\partial \theta}{\partial x} - \frac{\partial \rho U V}{\partial x} \frac{\partial \theta}{\partial y}
\] (5.34)

In these equations the dimensionless parameters Re, \( \alpha \), \( \beta \), and Gr are defined by equations 2.1, 2.2, 2.4 and 2.5 respectively. The subscript \( L \) refers to the dimensionless parameter based on the laminar properties. The temperatures at which these properties are computed are discussed in section 5.4.

The non-dimensional conservation equations for turbulent flow in cartesian coordinates are then:

Dimensionless Continuity

\[
\frac{\partial U}{\partial x} + \frac{\partial V}{\partial y} = 0
\] (5.25)

Dimensionless Turbulent Kinetic Energy

\[
\frac{\partial u^2}{\partial x} + \frac{\partial v^2}{\partial y} = \frac{1}{Re} \left( \frac{\partial}{\partial x} \left( \frac{\partial U}{\partial x} \right) + \frac{\partial}{\partial y} \left( \frac{\partial U}{\partial y} \right) \right) - \frac{\partial \rho u^2}{\partial x} \frac{\partial \theta}{\partial x} - \frac{\partial \rho u v}{\partial x} \frac{\partial \theta}{\partial y}
\] (5.50)

Dimensionless Rate of Dissipation of Kinetic Energy

\[
\frac{\partial \epsilon}{\partial x} + \frac{\partial \epsilon}{\partial y} = \frac{1}{Re} \left( \frac{\partial}{\partial x} \left( \frac{\partial u^2}{\partial x} \right) + \frac{\partial}{\partial y} \left( \frac{\partial u^2}{\partial y} \right) \right) - \frac{\partial \rho u^2}{\partial x} \frac{\partial \theta}{\partial x} \frac{\partial u}{\partial x} - \frac{\partial \rho u v}{\partial x} \frac{\partial \theta}{\partial y} \frac{\partial u}{\partial y}
\] (5.31)

where the generation of turbulence, \( \epsilon^* \), is

\[
\epsilon^* = \frac{\partial \rho u^2}{\partial x} \left[ \frac{\partial u}{\partial x} \right]^2 + \frac{\partial \rho u v}{\partial x} \left[ \frac{\partial u}{\partial y} \frac{\partial v}{\partial x} \right]
\] (5.32)

and the Grashof number based on turbulent viscosity is

\[
(Gr)^\prime = \frac{\partial \rho u^2}{\partial x} \frac{\partial u}{\partial x} \frac{\rho u \theta}{\nu^2}
\] (5.33)

5.3 Boundary Conditions

5.3.1 Laminar Flow

For the present laminar case studies, the program simulates a variety of velocity and temperature boundary conditions. These include the following boundary conditions: no slip walls, inflow, outflow, adiabatic and isothermal temperature. As an example, for the lower horizontal wall in a cavity these boundary conditions are formulated as follows:

No Slip Wall:

The no-slip boundary condition is set by prescribing both the U and V velocity to be zero at the wall.

\[
U_{|y=0} = 0
\] (5.34)

Adiabatic Wall:

The adiabatic boundary condition is set by specifying the temperature gradient such that the heat flux is zero at the wall.

\[
\frac{\partial T}{\partial y}_{|y=0} = 0
\] (5.35)

Isothermal Wall:

The isothermal wall boundary condition is set by specifying the wall temperature.

\[
t_{|y=0} = T_w
\] (5.36)
Outflow Boundary

The outflow boundary condition is set by specifying the tangential velocity to zero and the gradient of all remaining variables to be zero at the wall.

\[ \frac{\partial u}{\partial y} \bigg|_{y=0} = 0 \]  

(5.37)

Inflow Boundary

The inflow boundary condition is set by specifying the normal velocity to have a specified velocity, a parabolic profile or a cos navislaw power law profile. The tangential velocity is set to zero while the scalar variables are set to a specified value.

5.3.2 Turbulent Flow

The boundary conditions for turbulent flow are imposed in the same manner as the laminar flow case. In addition to this, the equations governing turbulent flow (equations 5.26 to 5.33) must account for the viscous effects in the vicinity of the walls. As previously mentioned in the literature review these equations are valid only for fully turbulent flow. Thus the governing equations must either be modified or additional theory must be introduced. The low Reynolds number methods employed in the present work are Gies' (R) modification to the Jones and Launder model (38) and Davidson's (42) modification of the Lau and Bretherton model (39). The boundary conditions for the turbulent kinetic energy next to a solid boundary is

\[ k^+ \partial k^+ = 0 \]  

(5.38)

For an inflow boundary, the turbulent kinetic energy is computed from equation (2.46) and is defined as

\[ f_T \]  

(5.44)

where the turbulent Reynolds number, ReT, is

\[ Re_T = \frac{u_T \delta}{\nu} \]  

(5.45)

The extra term in the turbulent kinetic energy equation (equation 5.36) is given by

\[ D^+ = \frac{a}{Re_T} \left( \frac{\partial u^+}{\partial x^+} \right)^2 \]  

(5.46)

The advantage of using this extra term in the kinetic energy equation is that it allows the dissipation to be set to zero at the boundary.

\[ \epsilon^+ \partial \epsilon^+ = 0 \]  

(5.47)

Jones and Launder (38) also included the extra term, \( E^+ \), in the dissipation equation (equation 5.31). Gies (41) cites Launder as noting that the physical justification of this term is not settled. Several researchers (41,51,64) have dropped this term. In the present work, this term has been incorporated.

\[ E^+ = \frac{1}{Re_T} \left( \frac{\partial u^+}{\partial x^+} \right)^2 \]  

(5.48)

5.4 Calculations of Thermophysical Properties

The effect of temperature on the thermophysical properties of water has been investigated. The properties of water are given by equations (5.49) to (5.53). When the constant property model is used, the fluid properties are evaluated at the reference temperature given by equation (5.3). The Properties, Gies, and Prandtl numbers used in the dimensionless governing equations are computed based on these reference properties. For the variable property model, the thermophysical properties and hence the above dimensionless parameters, are based on the local time-averaged temperature.

Density (kg/m³)  

\[ \rho = \rho_o \left( \frac{T}{T_o} \right)^{\gamma} \]  

(5.49)

where \( \rho_o = 999.8396 \)  

\( \rho_1 = 18.224944 \)  

\( \rho_2 = 1.225183 \)  

\( \rho_3 = 0.5844464 \)  

\( \rho_4 = 0.1975025 \)  

\( \rho_5 = 0.0932952 \)  

\( \rho_6 = 0.0485922 \)  

maximum deviation = 0.004% at 21°C, standard deviation = 0.002%

Dynamic Viscosity (kg/(m.s))

\[ \mu = \mu_o \left( \frac{T}{T_o} \right)^{\gamma} \]  

(5.50)

where \( \mu_o = 8.435 \)  

\( \mu_1 = 0.221482 \)  

\( \mu_2 = 0.12248 \)  

\( \mu_3 = 0.0748 \)  

\( \mu_4 = 0.0485922 \)  

maximum deviation = -0.01% at 98°C, standard deviation = 0.37%
Thermal Conductivity (W/m K) \cite{41}

\[ K = K_0 + K_1 T_e + K_2 T_e^2 + K_3 T_e^3 + K_4 T_e^4 \]

where \[ K_0 = 5.506954 \quad K_1 = -20.27994 \]
\[ K_2 = 27.767135 \quad K_3 = -16.623386 \]
\[ K_4 = 3.580398 \quad T_e = \left( T_e^2 + 273.15 \right) \]
maximum deviation = 0.05% at 1°C, standard deviation = 0.009%

Specific Heat (J/kg K) \cite{41}

\[ c_p = C_{p_0} + C_{p_1} T_e + C_{p_2} T_e^2 \]

where \[ C_{p_0} = 1.27752349 \quad C_{p_1} = -1.7479235 \]
\[ C_{p_2} = 7.9762995 \quad C_{p_2} = 4186.8 \]
maximum deviation = 0.5% at 3°C, standard deviation = 0.07%

The coefficient of thermal expansion is calculated by numerical differentiation of the density equation with respect to temperature. By definition this variable is defined by

\[ \beta = \frac{1}{\rho} \frac{\partial \rho}{\partial T} \]  

5.5 Variation of Turbulent Prandtl Number

Keys and Crawford \cite{67} state the variation of turbulent Prandtl number in the boundary layer is difficult to measure accurately. However it is known that the turbulent Prandtl number is large adjacent to the boundary and decreases asymptotically to a value of about unity in the law of the wall region. This high value of turbulent Prandtl number suggests that momentum diffusion is greater than heat diffusion adjacent to the wall. Keys and Crawford \cite{67} compare the turbulent Prandtl number based on the turbulent Prandtl number, an experimental constant, \( c \), and the value of turbulent Prandtl number far from the wall, \( t_{\infty} \).

\[ \sigma_f = \frac{1}{2 \pi} \left( 1 - \frac{1}{c} \frac{1}{\sigma_{\infty}} \sqrt{\frac{1}{\pi} \left( 1 - \frac{1}{\sigma_{\infty}^2} \right)} \right) \]  

where

\[ \sigma_{\infty} = \phi \frac{\nu_f}{\nu} \]
\[ c = 0.36 \]
\[ \alpha = 0.2 \]

In the present work, the results from a constant turbulent Prandtl number model are compared with the results from the model of Keys and Crawford and will be discussed in Section 7.4.4.3.

Chapter 6

Numerical Formulation

6.1 Introduction

The solution technique is based on the Semi-Implicit Method for Pressure Linked Equations Revised (SIMPLER) algorithm of Patankar \cite{68,69}. A brief background of the procedure as cited by Patankar \cite{68} follows.

In 1972, Patankar and Spalding described a calculation procedure for three-dimensional parabolic flow. A three-dimensional parabolic flow procedure consists within it a procedure for two-dimensional elliptic flows. The resulting two-dimensional procedure has been employed in many applications. The particular technique by which the pressure-velocity linkage is handled in this procedure has been given the name Semi-Implicit Method for Pressure Linked Equations (SIMPLE). Since the original development of the SIMPLE procedure, many changes in the original procedure have been incorporated. A major change was the development of SIMPLE (SIMPLE-Revised). With this procedure, a converged solution is obtained with fewer iterations. A saving of computer time of 30-50% is commonly achieved with this procedure. Thus the SIMPLE procedure has been adapted with the present work \cite{69}.

In addition to the SIMPLER scheme, many other procedures have been derived from the SIMPLE algorithm. Some of the enhancements that have been incorporated in the present computer code will be discussed later in the chapter. A description and a comparison of these enhancements may be found in the papers of Van Dooren and Raithby \cite{70}, Laizer and Pollard \cite{71} and Jang et al. \cite{72}.

All results obtained were computed on a SUN SPARC 1+ workstation. The code was written in FORTRAN-77. A commercial graphics package (TECPL0T) has been used to display the results.

6.2 The Control Volume Method

The conservation equations described in Chapter 5 are solved numerically using the control volume integral approach with the SIMPLER algorithm. With this approach the calculation domain is divided into a two-dimensional array of control volume cells (see Figure 6.1) of variable dimensions \( dx \) and \( dy \). A non-uniform grid is incorporated in the present work to resolve the steep gradients of the dependent variables in the vicinity of the walls.

The staggered grid concept is used for locating flow variables. The velocities are located at points on the faces of the control volume while the scalar variables (\( P, \rho, \alpha^* \) and \( c^* \)) are located at control volume centres. If values are required at any other points in the grid they are calculated using simple linear interpolation. An advantage of the staggered grid technique is that the pressure difference between two cells centres becomes the driving force for the velocity component located between the cell centres. Another approach to describing the staggered grid concept is to consider the computational domain divided into three overlapping types of control volumes; the U-velocity control volumes are staggered from the scalar volumes in the X direction while the V-velocity control volumes are staggered in the Y direction as shown in Figure 6.1.

The solution technique used is Eulerian at the cells do not change in size or position and the flow variables are calculated for each cell at any point in time.
6.3 Discretization Equation

For a two-dimensional, Cartesian coordinate system, a general conservation equation may be written

$$ \frac{\partial \phi}{\partial t} + \frac{\partial \phi}{\partial x} v + \frac{\partial \phi}{\partial y} u = \frac{\partial}{\partial x} \left( \Gamma \frac{\partial \phi}{\partial x} \right) + \frac{\partial}{\partial y} \left( \Gamma \frac{\partial \phi}{\partial y} \right) + S $$  \hspace{1cm} (6.1)

where \( \phi \) is a general transport variable (\( U, V, W, G, G', \) etc.),
\( \rho \) is the fluid density,
\( \Gamma \) is the diffusion coefficient and
\( S \) is the source term.

The first term on the left hand side of equation 6.1 is the temporal term and represents the rate of change of \( \phi \) per unit volume. The remaining terms on the left hand side account for the flux of \( \phi \) convected by the flow and are called the convection terms. The bracketed terms on the right hand side are the diffusion terms modeled using a gradient mechanism. The last term in the equation is the volumetric generation of \( \phi \) and is referred to as the source term.

A general finite difference equation may be derived for equation 6.1 as described by Patankar [68]. As the formulation is Eulerian, the transport equation may be integrated over its corresponding control volume. The flux across the faces of the control volume is

$$ I_i = \rho \phi \frac{\partial \phi}{\partial x_i} $$  \hspace{1cm} (6.2)

where \( i \) represents the north, south, east, and west faces as shown in Figure 6.2. Substitution of equation 6.3 into 6.1 and subsequent integration over the control volume yields

$$ \left( \frac{\partial \phi}{\partial t} \right)_V = \int_{A_i} \frac{\partial \phi}{\partial x_i} \, dx_i $$  \hspace{1cm} (6.3)

where \( A_i \) is the area of the north, south, east and west faces,
\( \bar{S} \) is the averaged source term over the control volume,
\( \Delta V \) is the volume of the control volume and
the superscript ' refer to the previous time step.

From this flux equation, Patankar [68] has derived a discretization equation of the form

$$ \phi_{i}^{n+1} = \phi_{i}^{n} + \Delta t \rho \Gamma \frac{\partial^{2} \phi}{\partial x_i} + \sum I_i A_i - \sum J_i A_i - S \Delta V = 0 $$  \hspace{1cm} (6.4)

or

$$ \phi_{i}^{n+1} = \phi_{i}^{n} + \Delta t \rho \Gamma \frac{\partial^{2} \phi}{\partial x_i} + \sum A_i \phi_{i} \Delta x_i = 0 $$  \hspace{1cm} (6.5)

where the subscripts P, E, W, S, and \( \overline{\theta} \) refer to the point, east, west, north and neighboring points respectively. The discretization coefficients, \( \alpha \), are

$$ \alpha_x = \alpha_y = \alpha_p + \alpha_{pP} + \alpha_{pP} + \alpha_{pP} = \alpha $$  \hspace{1cm} (6.6)

$$ \alpha_p = \sum A_i \phi_{i} \Delta x_i $$  \hspace{1cm} (6.7)

$$ \alpha_p = \Delta t \rho \Gamma (\overline{\theta} - \phi) $$  \hspace{1cm} (6.8)

$$ \alpha_p = \Delta t \rho \Gamma (\overline{\theta} - \phi) $$  \hspace{1cm} (6.9)

$$ \alpha_p = \Delta t \rho \Gamma (\overline{\theta} - \phi) $$  \hspace{1cm} (6.10)

$$ \phi_{i} = \phi_{i} $$  \hspace{1cm} (6.11)
Here the source term, \( \bar{S} \), has been linearized in the form
\[
\bar{S} = \bar{S}_c + \bar{S}_D
\]

(6.13)

This linearization of the source term will be discussed in greater detail in section 6.6. The conductances, \( D_i \), are defined by
\[
D_i = A_i \left[ \frac{\partial C_i}{\partial y} + \frac{\partial \bar{u}_i}{\partial y} \right]
\]

(6.14)

the mass flow rates by
\[
P_i = \bar{u}_i \partial y
\]

(6.15)

and the Peclet numbers by
\[
P_e = \frac{P_i}{P_e}
\]

(6.16)

Similar equations may be written for the north, south, and west faces.

The function, \( A_i | P_i | \), accounts for the discretization of the convection terms in the governing equation. Expressions for \( A_i | P_i | \) are listed in Table 6.1 for various first order schemes [68]. Patankar [69] suggests using the power law scheme.

6.4 QUICK Differentiating

For multidimensional convection-diffusion formulations, false diffusion can be generated by the numerical scheme. False diffusion occurs when the flow is skewed to the computational grid and is a result of assuming each control volume face is locally one-dimensional [68]. Techniques can be adopted to decrease the false diffusion to an insignificant amount in comparison with the real diffusion. Two common techniques are the use of a finer grid and orienting the grid in the direction of the flow [68]. Another technique that has been incorporated into the present computer code is the use of a higher order differencing scheme.

Leishman [71] recently reviewed the performance of two higher order schemes and one skew scheme. These include the second order upwind scheme (ROUGO) [74], the quadratic upstream weighted interpolation scheme (QUICK) [75] and the skew upwind differencing scheme (SUDS) [76]. From a review of modeling recirculating turbulent flows, Leishman found that overall, QUICK provides the best performance. Patankar [77] suggests that lower order schemes introduce false diffusion but are stable while higher order schemes such as QUICK reduce false diffusion but lead to overbouts and underdoses and often have difficulty with numerical stability.

In the present work, the QUICK scheme was implemented using the approach described in Grid [41] and is considered as a variation to the hybrid scheme. The first order schemes use a five point computational molecule (\( \phi_5 \), \( \phi_6 \), \( \phi_7 \), \( \phi_8 \), and \( \phi_9 \)) while QUICK uses a nine point molecule (\( \phi_1 \), \( \phi_2 \), \( \phi_3 \), \( \phi_4 \), \( \phi_5 \), \( \phi_6 \), \( \phi_7 \), \( \phi_8 \), and \( \phi_9 \)). The convection is in the form of an additional source term in equation 6.4. This "QUICK" source term is
\[
\bar{S}_{QUICK} = \frac{\partial^2 \bar{u}_i}{\partial y^2} + \frac{\partial \bar{u}_i}{\partial y} \frac{\partial \bar{u}_i}{\partial y} + \frac{\partial^2 \bar{u}_i}{\partial y^2}
\]

(6.17)

The superscript, \( H \), refers to the hybrid scheme and the coefficients are calculated from equations 6.6-6.12 and Table 6.1. The superscript, \( Q \), refers to the QUICK scheme and these coefficients are calculated from
\[
a_{1Q} = 2a_{1H} + a_{2H} (0.5 - \xi) + 2a_{3H} (0.5 - \xi) + a_{4H} + D_i
\]

(6.18)
\[
a_{2Q} = 2a_{2H} + a_{3H} (0.5 - \xi) + 2a_{4H} (0.5 - \xi) + a_{5H} + D_i
\]

(6.19)
\[
a_{3Q} = 2a_{3H} + a_{4H} (0.5 - \xi) + 2a_{5H} (0.5 - \xi) + a_{6H} + D_i
\]

(6.20)
\[
a_{4Q} = 2a_{4H} + a_{5H} (0.5 - \xi) + 2a_{6H} (0.5 - \xi) + a_{7H} + D_i
\]

(6.21)
\[
a_{5Q} = a_{1Q} + a_{2Q} + a_{3Q} + a_{4Q}
\]

(6.22)

\[\bar{S} = \frac{\partial \bar{u}_i}{\partial y}
\]

(6.23)

\[\bar{S} = \frac{\partial \bar{u}_i}{\partial y}
\]

(6.24)

\[\bar{S} = \frac{\partial \bar{u}_i}{\partial y}
\]

(6.25)

The variables \( S_p \), \( S_n \), \( S_s \), and \( S_w \) account for the sign of the velocity at the north, south, east and west faces, respectively, and are defined as
\[
\bar{S}_p = \text{sign}(0.5, F_p) \quad \bar{S}_n = \text{sign}(0.5, F_n) \quad \bar{S}_s = \text{sign}(0.5, F_s) \quad \bar{S}_w = \text{sign}(0.5, F_w)
\]

(6.26)

where the function, \( \text{sign}(x) \), is defined as
\[
\text{sign}(x) = \begin{cases} 
1 & \text{if } x \geq 0, \\
0 & \text{if } x < 0.
\end{cases}
\]

(6.27)

The "B" variables or grid coefficients in equations 6.18-6.23 are only dependent on the grid spacing. These variables are implemented as described by Yee [43] and are derived in Appendix A.

6.5 Boundary Conditions

All of the boundary conditions presented in section 5.3 may be categorized into two categories: prescribed value or specified flux. The boundary conditions have been applied as
described by Rabih and Schneider [78]. Figure 6.3 shows a boundary cell with the following general boundary conditions imposed on it.

\[ c_1 \phi + \frac{\partial \phi}{\partial y} = c_5 \]  

(6.33)

A general discretized boundary condition equation for a node on the bottom boundary of the computational domain is

\[ a_0 \phi(i,1) - a_2 \phi(i,1) - a_3 \phi(i,1) = 0 \]  

(6.39)

The coefficients for the boundary node, \( \phi(i,1) \) are

\[ a_0 = c_1, a_2 = \frac{c_5}{c_1} \]  

(6.41)

\[ a_0 = c_1, a_2 = \frac{c_5}{c_1} \]  

(6.42)

\[ a_3(i,1) = c_1 c_5 - c_2 c_5 \]  

(6.43)

\[ a_0(i,1) = 0, a_2(i,1) = 0, a_3(i,1) = 0. \]  

(6.44)

Rabih and Schneider [78] suggest that the boundary condition equation be absorbed into the adjacent interior equation. This is accomplished using

\[ [a_0 \phi(i,2)]^{\text{NEW}} - [a_0 \phi(i,2)]^{\text{OLD}} = \frac{a_2 \phi(i,1) a_0(i,1)}{a_0(i,1)} \]  

(6.35)

\[ [a_0 \phi(i,2)]^{\text{NEW}} = [a_0 \phi(i,2)]^{\text{OLD}} \]  

(6.36)

\[ [a_0 \phi(i,2)]^{\text{NEW}} = 0 \]  

(6.37)

6.4 Linearization of Source Terms

The dimensionless governing equations (eqns. 5.35-5.31) may be written in terms of the generalized conservation equation (eqn. 6.1) using the values in Table 6.2. The generalized discretization equation (eqn. 6.4) is derived in terms of a linearized source term as shown in equation 6.13. Panaitor [68] states that, for a stable solution the source term must be linearized with a negative slope. In other words the values of \( S_p \) must be less than or equal to zero. The source terms for each equation are linearized as follows.

Dimensionless X-Momentum

All of the source term components are placed in the constant portion of the source term since none of these components are explicit functions of \( U \).

\[ x_E^2 = \frac{1}{\delta_{xy}} \left[ \frac{a}{\delta_{xy}} + \frac{a}{\delta_{xy}} \frac{\partial}{\partial x} \right] + \frac{1}{\delta_{zy}} \left[ \frac{a}{\delta_{zy}} + \frac{a}{\delta_{zy}} \frac{\partial}{\partial y} \right] \]  

(6.38)

\[ x_E^2 = x_E^2 + x_{22}^2 + x_{11}^2 + x_{22}^2 \]  

(6.39)

\[ x_E^2 = x_E^2 + x_{22}^2 + x_{11}^2 + x_{22}^2 \]  

(6.40)

\[ \text{Figure 6.3: Boundary Nodes with Typical Central Volume} \]

\[ \text{Table 6.2: Summary of the Dimensionless Governing Equations} \]

<table>
<thead>
<tr>
<th>( \phi )</th>
<th>( \phi^* )</th>
<th>( \phi^{**} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( U )</td>
<td>( \frac{a}{\delta_{xy}} + \frac{a}{\delta_{xy}} \frac{\partial}{\partial x} )</td>
<td>( \frac{a}{\delta_{zy}} + \frac{a}{\delta_{zy}} \frac{\partial}{\partial y} )</td>
</tr>
<tr>
<td>( V )</td>
<td>( \frac{a}{\delta_{xy}} + \frac{a}{\delta_{xy}} \frac{\partial}{\partial x} )</td>
<td>( \frac{a}{\delta_{zy}} + \frac{a}{\delta_{zy}} \frac{\partial}{\partial y} )</td>
</tr>
<tr>
<td>( S )</td>
<td>( \frac{a}{\delta_{xy}} + \frac{a}{\delta_{xy}} \frac{\partial}{\partial x} )</td>
<td>( \frac{a}{\delta_{zy}} + \frac{a}{\delta_{zy}} \frac{\partial}{\partial y} )</td>
</tr>
<tr>
<td>( E )</td>
<td>( \frac{a}{\delta_{xy}} + \frac{a}{\delta_{xy}} \frac{\partial}{\partial x} )</td>
<td>( \frac{a}{\delta_{zy}} + \frac{a}{\delta_{zy}} \frac{\partial}{\partial y} )</td>
</tr>
</tbody>
</table>
Dimensionless V-Momentum

Similarly, all of the source components of the V-Momentum equation are placed in the constant portion of the source term.

\[
\alpha \frac{\partial}{\partial t} \left[ \frac{\partial}{\partial x_2} \left( \frac{V_y}{Re_2} \right) \right] + \frac{\partial}{\partial x_3} \left[ \frac{\partial}{\partial x_3} \left( \frac{V_y}{Re_3} \right) \right] = - \frac{\partial^2 \phi}{\partial x_2^2} + \frac{\partial^2 \phi}{\partial x_3^2} \tag{6.33}
\]

Dimensionless Energy

Similarly the QUICK component is placed in the constant part of the source term.

\[
\alpha \frac{\partial}{\partial t} \left[ \frac{\partial}{\partial x_2} \left( \frac{\rho e}{Re_2} \right) \right] + \frac{\partial}{\partial x_3} \left[ \frac{\partial}{\partial x_3} \left( \frac{\rho e}{Re_3} \right) \right] = - \frac{\partial^2 \phi}{\partial x_2^2} + \frac{\partial^2 \phi}{\partial x_3^2} \tag{6.40}
\]

Dimensionless Turbulent Kinetic Energy

Neither the generation term,

\[
\alpha \frac{\partial}{\partial t} \left[ \frac{\partial}{\partial x_2} \left( \frac{\kappa}{Re_2} \right) \right] + \frac{\partial}{\partial x_3} \left[ \frac{\partial}{\partial x_3} \left( \frac{\kappa}{Re_3} \right) \right] = - \frac{\partial^2 \phi}{\partial x_2^2} + \frac{\partial^2 \phi}{\partial x_3^2} \tag{6.41}
\]

or the QUICK correction, \( \alpha \frac{\partial}{\partial t} \left[ \frac{\partial}{\partial x_2} \left( \frac{\kappa}{Re_2} \right) \right] + \frac{\partial}{\partial x_3} \left[ \frac{\partial}{\partial x_3} \left( \frac{\kappa}{Re_3} \right) \right] \) are explicit functions of turbulent kinetic energy and are therefore placed in the constant part of the source term.

The dissipation term is not explicitly a function of \( \kappa \). Due to the strong coupling of \( \kappa \) and \( e \), this term may cause stability problems. To add stability to the calculation, the dissipation term is written in terms of the Reynolds number based on turbulent viscosity (eqn. 5.38) and is added to the variable part of the source term.

\[
\frac{\partial}{\partial t} \left[ \frac{\partial}{\partial x_2} \left( \frac{\kappa}{Re_2} \right) \right] + \frac{\partial}{\partial x_3} \left[ \frac{\partial}{\partial x_3} \left( \frac{\kappa}{Re_3} \right) \right] = - \frac{\partial^2 \phi}{\partial x_2^2} + \frac{\partial^2 \phi}{\partial x_3^2} \tag{6.43}
\]

The buoyancy term,

\[
\alpha \frac{\partial}{\partial t} \left[ \frac{\partial}{\partial x_2} \left( \frac{\beta \rho}{Re_2} \right) \right] + \frac{\partial}{\partial x_3} \left[ \frac{\partial}{\partial x_3} \left( \frac{\beta \rho}{Re_3} \right) \right] = - \frac{\partial^2 \phi}{\partial x_2^2} + \frac{\partial^2 \phi}{\partial x_3^2} \tag{6.43}
\]

can be either positive or negative depending on the temperature gradient. If this term is positive it is added to the constant part of the source term. If it is negative, it is linearized using the definition of turbulent Reynolds number (eqn. 5.38) and is added to \( \kappa \).

\[
\kappa_{\text{lin}} = \left[ \frac{\kappa}{Re_2} \right] \beta \tag{6.44}
\]

The extra term, \( \beta \rho \), is always negative for the Jones-Laurens low Reynolds number approach as shown by

\[
\alpha \frac{\partial}{\partial t} \left[ \frac{\partial}{\partial x_2} \left( \frac{\beta \rho}{Re_2} \right) \right] + \frac{\partial}{\partial x_3} \left[ \frac{\partial}{\partial x_3} \left( \frac{\beta \rho}{Re_3} \right) \right] = - \frac{\partial^2 \phi}{\partial x_2^2} + \frac{\partial^2 \phi}{\partial x_3^2} \tag{6.45}
\]

This term is also linearized and added to the variable source term.

Dimensionless Dissipation of Turbulent Kinetic Energy

The source terms in the dissipation equation are linearized in a similar manner to that of the turbulent kinetic energy equations. In each of the source terms (with the exception of the QUICK and Yap conventions) the term, \( \kappa^{n + 1} \), appears. This term is calculated from the definition of the Reynolds number based on turbulent viscosity (eqns. 5.28).

\[
\alpha \frac{\partial}{\partial t} \left[ \frac{\partial}{\partial x_2} \left( \frac{\kappa^{n + 1}}{Re_2} \right) \right] + \frac{\partial}{\partial x_3} \left[ \frac{\partial}{\partial x_3} \left( \frac{\kappa^{n + 1}}{Re_3} \right) \right] = - \frac{\partial^2 \phi}{\partial x_2^2} + \frac{\partial^2 \phi}{\partial x_3^2} \tag{6.46}
\]

The generation term is not explicitly a function of \( \kappa^{n + 1} \), and is added to the \( \kappa \) portion of the source term.

\[
\alpha \frac{\partial}{\partial t} \left[ \frac{\partial}{\partial x_2} \left( \frac{\kappa}{Re_2} \right) \right] + \frac{\partial}{\partial x_3} \left[ \frac{\partial}{\partial x_3} \left( \frac{\kappa}{Re_3} \right) \right] = - \frac{\partial^2 \phi}{\partial x_2^2} + \frac{\partial^2 \phi}{\partial x_3^2} \tag{6.47}
\]

The dissipation term is added to the variable portion of the source term as it is always negative.

\[
\alpha \frac{\partial}{\partial t} \left[ \frac{\partial}{\partial x_2} \left( \frac{\kappa}{Re_2} \right) \right] + \frac{\partial}{\partial x_3} \left[ \frac{\partial}{\partial x_3} \left( \frac{\kappa}{Re_3} \right) \right] = - \frac{\partial^2 \phi}{\partial x_2^2} + \frac{\partial^2 \phi}{\partial x_3^2} \tag{6.48}
\]

As in the case of the turbulent kinetic energy, the buoyancy term may be either positive or negative depending on the temperature gradient. For a positive buoyancy term, it is added to the constant part of the source term.

<table>
<thead>
<tr>
<th>( \phi )</th>
<th>( \frac{\alpha}{\beta} )</th>
<th>( \frac{\alpha}{\beta} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( U )</td>
<td>( \frac{\alpha}{\beta} )</td>
<td>( \frac{\alpha}{\beta} )</td>
</tr>
<tr>
<td>( V )</td>
<td>( \frac{\alpha}{\beta} )</td>
<td>( \frac{\alpha}{\beta} )</td>
</tr>
<tr>
<td>( \theta )</td>
<td>( \frac{\alpha}{\beta} )</td>
<td>( \frac{\alpha}{\beta} )</td>
</tr>
<tr>
<td>( \kappa )</td>
<td>( \frac{\alpha}{\beta} )</td>
<td>( \frac{\alpha}{\beta} )</td>
</tr>
<tr>
<td>( \rho )</td>
<td>( \frac{\alpha}{\beta} )</td>
<td>( \frac{\alpha}{\beta} )</td>
</tr>
</tbody>
</table>
6.7 Variable Property Model

When the variable property option is selected, the local Reynolds, Prandtl and Grashof numbers are computed based on the local thermophysical properties. In addition the Boussinesq approximation is overcome by calculating the dimensional buoyancy term at, e.g. this correction is in the form of an additional source term in equation 6.4. For the dimensionless y-momentum equation, this "variable property" source term is

\[ \frac{\partial}{\partial t} \left( \rho \left( \frac{\partial \bar{u}}{\partial y} \right) \right) - \frac{\partial}{\partial y} \left( \rho \frac{\partial \bar{v}}{\partial y} \right) + \frac{\partial}{\partial x} \left( \rho \frac{\partial \bar{u}}{\partial x} \frac{\partial \bar{v}}{\partial y} \right) = \frac{\partial}{\partial y} \left( \frac{\partial \bar{v}}{\partial y} \right) \]  
\[ \frac{\partial}{\partial y} \left( \frac{\partial \bar{u}}{\partial y} \right) = r_{\text{eff}} \]  
(6.51)

The effect of using a constant property model with the Boussinesq approximation or using a variable property model with equation 6.51 will be discussed in section 7.4.4.

6.8 Pressure-Velocity Coupling

The main difficulty when solving the governing equations is that the velocities cannot be directly computed from the momentum equations (eqns. 5.22 & 5.23). These equations contain the pressure gradient which is not expressible in terms of velocities. The continuity equation (eqn. 5.21) indirectly determines the pressure field. The SIMPLER algorithm is used to couple the pressure and velocity fields. This algorithm is described in this section as cited by Patankar (68).

The discretized momentum equation may be written as

\[ a_x \bar{u} + a_y \bar{v} = a_x \bar{u}_b + a_y \bar{v}_b + b \]  
(6.52)

The coefficients for \( a_x, a_y, b \) are given in equations (eqns. 6.6-6.12). As stated above it is not possible to directly solve for the velocities using the discretized momentum equation as the pressure field is not known. It is however, possible to solve the momentum equations for a given pressure field. Let \( u^* \) denote the velocity field based on an estimated pressure field \( p^* \). Thus

\[ a_x \bar{u}^* + a_y \bar{v}^* = a_x \bar{u}_b + a_y \bar{v}_b + b \]  
(6.53)

In general, this estimated pressure and velocity field will not satisfy the continuity equation. Thus these values must be corrected using

\[ p = \bar{p}^* + \bar{p} \]  
\[ \bar{u} = \bar{u}^* + \bar{u} \]  
\[ \bar{v} = \bar{v}^* + \bar{v} \]  
(6.54)

\[ \bar{u} = \bar{u}_b + \bar{u}_a + \bar{u}_p + \bar{u}_v \]  
(6.55)

where the asterisk refers to the estimated component and the prime denotes the correction.

A discretized equation for the pressure correction may be derived and cast into the form

\[ \bar{p}_b \bar{p}_b = \bar{p}_b \bar{p}_b + \bar{p}_b \bar{p}_b + \bar{p}_b \bar{p}_b + \bar{p}_b \bar{p}_b + \bar{p}_b \bar{p}_b + \bar{p}_b \bar{p}_b \]  
(6.57)

\[ \bar{u}_b = \bar{u}_b + \bar{u}_a + \bar{u}_p + \bar{u}_v \]  
(6.58)

\[ \bar{v}_b = \bar{v}_b + \bar{v}_a + \bar{v}_p + \bar{v}_v \]  
(6.59)

\[ a_x \bar{u} + a_y \bar{v} \]  
(6.60)

\[ a_x \bar{u} + a_y \bar{v} \]  
(6.61)

\[ a_x \bar{u} + a_y \bar{v} \]  
(6.62)
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\[ a_x = \frac{\partial \bar{u}}{\partial x} - \frac{\partial \bar{p}}{\partial x} \frac{\partial \bar{u}}{\partial y} + \left( \frac{\partial \bar{u}}{\partial x} - \frac{\partial \bar{u}}{\partial y} \right) \frac{\partial \bar{u}}{\partial y} \]  
(6.63)

where the pressure coefficient, \( \bar{p} \), is defined as

\[ \bar{p} = \frac{\partial \bar{u}}{\partial x} \]  
(6.64)

The velocities may then be corrected using

\[ \bar{u} = \bar{u}^* + \bar{u}_p \]  
(6.65)

\[ \bar{v} = \bar{v}^* + \bar{v}_p \]  
(6.66)

Once the velocities are corrected, the pressures may be calculated using Equations (6.5 - 6.12).

6.9 Summary of Steps in a Computational Cycle

The following are the steps in a cycle as cited by Patankar (68,69).

1. Start with a guessed velocity field.
2. Calculate the coefficients for the momentum equations and hence calculate \( A, T \) from the momentum equations such as equation (6.32) by substituting the values of the neighbour velocities. Note that this is simply a substitution; no simultaneous equations are involved.
3. Calculate the coefficients for the pressure equation (6.53), and solve it to obtain the pressure field. The simultaneous equations are solved with the use of Gauss-Seidel.
4. Treating this pressure field as \( p^* \), solve the momentum equations to obtain \( u^* \) and \( v^* \).

These velocities are calculated using a method described in section 6.3.
5. Calculate the mass source \( b \) from equation (6.65) and hence solve the \( p^* \) equation (6.56).

The simultaneous equations are solved with the use of Gauss-Seidel.
6. Solve the discretized equations for temperature, turbulent kinetic energy, and dissipation of turbulent kinetic energy using Equation (6.4). These variables are also solved using a method described in section 6.10.
7. Return to step 2.

6.19 Solution of Algebraic Equations

The application of the finite difference method previously described leads to a system of equations that must be solved. These equations, written in matrix form, are of the form

\[ [A] [a] = [b] \]  
(6.67)

where the coefficient matrix, \([A]\), is non-diagonal, \([a]\) is the unknown, and \([b]\) is a matrix of constants. In the present work, the solution of this matrix equation has been implemented using three procedures: the Alternating Direction Implicit (ADI) procedure of Patran and Rainford (79), the Strongly Implicit Procedure (SIP) of Sump (80), and the Modified Strongly Implicit Procedure (MSSP) of Schaffer and Zienk (81). For a comparison of these solution methods, several case studies were investigated. The results of these case studies indicated that each method yielded identical results with a maximum difference of CPU time of 4.6%. While all of the solution procedures are available in the computer code, the MSSP procedure has been adopted in most cases as this procedure was found to be most stable.
6.11 Description of FLUENT Software

Two and three-dimensional solutions have been obtained with the commercial software package, FLUENT [83]. These results were obtained on a Silicon Graphics workstation and were displayed with the commercial graphics package, TECAPLOT. FLUENT is a general purpose software package capable of predicting many types of flow. The discretization is based on a finite control volume approach and the pressure-velocity coupling is a SIMPLE family algorithm. The present solutions are obtained using a first order differencing scheme, a variable property model and a standard k-ε turbulence model with wall functions. Low Reynolds number turbulence models are not available in FLUENT.

CHAPTER 7
RESULTS AND DISCUSSION

7.1 Introduction

The interaction of buoyancy and inertia in the cavity described in Figure 3.1 has been investigated in the present work. Four cases are considered, and the specific parameters are summarized in Table 7.1.

Table 7.1: Summary of Cases

<table>
<thead>
<tr>
<th>Case</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>0.027</td>
<td>0.027</td>
<td>0.027</td>
<td>0.027</td>
</tr>
<tr>
<td>A</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>(v_1) (m/s)</td>
<td>.123</td>
<td>.174</td>
<td>.063</td>
<td>.063</td>
</tr>
<tr>
<td>(T_n) (°C)</td>
<td>20.0</td>
<td>42.5</td>
<td>63.0</td>
<td>80.6</td>
</tr>
<tr>
<td>(T_1) (°C)</td>
<td>20.0</td>
<td>21.3</td>
<td>24.0</td>
<td>25.9</td>
</tr>
<tr>
<td>(Pr)</td>
<td>7.09</td>
<td>3.14</td>
<td>4.05</td>
<td>3.96</td>
</tr>
<tr>
<td>(Re_p)</td>
<td>973</td>
<td>783</td>
<td>808</td>
<td>920</td>
</tr>
<tr>
<td>(Re_y) (10^5)</td>
<td>3.61</td>
<td>4.76</td>
<td>3.00</td>
<td>3.53</td>
</tr>
<tr>
<td>(Gr_e) (10^7)</td>
<td>0</td>
<td>3.47</td>
<td>10.7</td>
<td>24.2</td>
</tr>
<tr>
<td>(Re_h) (10^6)</td>
<td>0</td>
<td>1.48</td>
<td>4.33</td>
<td>8.13</td>
</tr>
<tr>
<td>(Re_h)</td>
<td>0</td>
<td>1.27</td>
<td>11.9</td>
<td>19.4</td>
</tr>
</tbody>
</table>

The first case is purely turbulent recirculating flow as case 1 is isothermal. The remaining cases have increasing amounts of heat transfer. These cases are selected as they cover the entire range from inertia dominated flows to buoyancy dominated flows. In other words, case 1 is

completely dominated by inertia and case 4 is buoyancy dominated. The remaining two cases represent intermediate degrees of buoyancy and inertia. Although case 1 is isothermal, the right vertical wall of the cavity is referred to as the "heated wall". The fluid properties are computed from equations 5.49 to 5.53 and are evaluated at a reference temperature given by equation 5.5.

The Richardson number is a dimensionless parameter and is defined as the ratio of the buoyancy to inertial forces. It is derived from the dimensionless buoyancy term in the momentum equation and is calculated from

\[ R_i = \left( \frac{\rho}{\rho_0} \right)^{1/3} \frac{\partial \rho}{\partial z} \frac{D^2}{v_0^2} \]  

(7.1)

The scaling factor, \( \sqrt{r} \), is present as the Grashof and Reynolds numbers are based on different length scales.

The experimental results are shown in sections 7.2.1, 7.2.2 and 7.2.3. These include the flow visualization, LDA measurements, and the temperature results respectively. The numerical results are presented in sections 7.3 to 7.5. A comparison of the experimental and numerical results is presented in section 7.6.

7.2 Experimental Results

Although the flow in the cavity is observed to oscillate, the experimental data can be taken as reliable since high Rayleigh number convective flows are by nature unstable. Le Quéré [83] used direct numerical simulations of turbulent flows to investigate natural convection in vertical rectangular enclosures. Le Quéré [83] observed that if the Rayleigh number exceeded some critical value, the flow was unsteady. For a water filled cavity with an aspect ratio of 10, the critical Rayleigh number was found to be between 8 X 10^6 and 9 X 10^6. Hou and

Hoogendoorn [83] studied natural convection in water filled vertical square cavities and found the critical Rayleigh number to be between 4 X 10^6 and 5 X 10^6. Le Quéré [83] attributes this instability to the interaction of travelling waves in the vertical boundary layers and thermal instabilities along the horizontal walls. For case 2, 3, and 4 of the present work, the flow is expected to be unsteady since the Rayleigh number for these cases exceeds the critical values cited. It must be noted that the magnitude of the oscillations is small in comparison to the large scale fluid motion. As an example, the separation location (defined in section 7.2.1) is observed to oscillate within ± 5 mm band. However, the size of the large scale flow cells are at least an order of magnitude higher. Thus the time-averaged governing equations would apply to the flow field.

An uncertainty analysis for the measured data is presented in Appendix B.

7.2.1 Flow Visualization

Although two methods of flow visualization are presented in Chapters 3 and 4, only the results of the laser induced fluorescence technique is presented. The quality of the results of the particle streak technique is diminished when reproduced from a slide. Neither technique could be recorded on the cassette due to insufficient light. In the plane of symmetry (y = y plane), the results of the flow visualization suggest that, for the heated wall cases, two flow regimes are possible. These two flow regimes are shown schematically in Figure 7.1. The shaded region shows the region of illumination in the cavity. Unless otherwise specified, the coordinates system used throughout this chapter is defined in Figure 3.1.

The first region is referred to as "separated flow" and is shown schematically in Figure 7.1 (b). The jet enters the cavity and flows along the top boundary. When the heated wall
is reached, the flow turns downward. However at some point, this inertia driven flow meets an upward flow due to buoyancy or recirculation and the flow separates at the wall. This separation height, $x_{sep}$, is shown in Figure 7.1(a) and is defined as the distance from the separation point to the bottom of the cavity. The fluid then flows toward the exit of the cavity. This flow regime is characterized with three recirculation regions. The first recirculation cell is a clockwise rotating cell due to the inlet jet. The second is a counterclockwise cell located in the bottom corner adjacent to the heated wall. The size of these two rotating cells is dependent on the Richardson number. A small counterclockwise rotating cell is also observed in the top corner adjacent to the heated wall.

The second regime is referred to as "buoyancy dominated flow" and is shown schematically in Figure 7.1 (b). The inlet jet enters the cavity and begins to flow along the top boundary. However the buoyancy cell dominates the flow and the inlet jet separates along the top boundary. The distance from this separation point to the inlet is referred to as the "penetration depth", $y_{pen}$. This regime has a large counterclockwise cell due to buoyancy. A small clockwise rotating cell may be observed below the inlet adjacent to the adiabatic vertical wall.

The separated flow regime is observed in the turbulent and low Richardson number cases (Cases 1 to 3) as shown in Figures 7.1 (c) to 7.4 (a). The penetration of fresh water into the cavity is shown by green dye in these figures. As the relative magnitude of buoyancy is increased (and hence the Richardson number), the clockwise inertia driven cell decreases in size and the counterclockwise buoyancy driven cell enlarges. As a result of the changing of size of cells, the separation height increases. If the Richardson number is high enough, buoyancy will dominate the flow and the separation location will move up the heated wall and across the top.
of the cavity. This is observed in the highest Richardson number case (see Figure 7.5 (a)). Thus the buoyancy dominated flow regime may be considered a special case of the separated regime.

Although the scope of the present work deals with steady state solutions, the separation location was observed to oscillate with an amplitude of about 5 mm. The frequency of this oscillation will be discussed in section 7.2.3.

The two-dimensionality of the flow is also studied with flow visualization. The flow field in a plane 4 mm from the bottom wall (referred to as the "wall plane") is presented in Figures 7.2 (b) to 7.4 (b). Although the dye is injected at the entrance of the developing length, the dye is not visible at the inlet of the cavity as the laser light is blocked out by the entrance channel (see Figure 7.1). The separation height may be quantified by measuring the height of downward propagation of green dye adjacent to the bottom wall in the plane of symmetry. In addition, the separation height profile on the y-axis plane is studied by observing the flow visualization in the wall plane. In this plane the separation height is a maximum near symmetry plane and a minimum near the face of the cavity. Although the flow visualization for the plane of symmetry and the wall plane was performed at least a week apart, the separation heights in the plane of symmetry appear to be consistent with the separation heights in the wall plane. This suggests the work is repeatable. In Figure 7.5, the penetration depth cannot be quantified as this point is not in the illuminated region of the cavity (see Figure 7.1 (b)). A summary of the dimensionless separation heights is presented in Table 7.2.

Table 7.2: Summary of Dimensionless Separation Heights from Flow Visualization

<table>
<thead>
<tr>
<th>Case</th>
<th>Ri</th>
<th>( V_{sepa} )</th>
<th>Symmetry Plane</th>
<th>Wall Plane</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0.37</td>
<td>0.34</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1.27</td>
<td>0.34</td>
<td>0.33</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>11.9</td>
<td>0.73</td>
<td>0.66</td>
<td></td>
</tr>
</tbody>
</table>

7.2.2 Velocity Measurements

The results of the laser Doppler anemometer measurements are presented in Figures 7.6 to 7.9. In each of these figures, the results are shown in the inlet plane (y = 293 mm), the plane of symmetry (y = 0), the wall plane (y = 144.5 mm) and the exit plane (y = 4 mm). Only the x component of velocity is measured in the inlet and exit planes and only the y velocity component is measured in the wall plane as these components of velocity are dominant and because of difficulties in measuring velocities close to a wall. The time-averaged and fluctuating components of velocity (u, v', w, and v') are presented on a floppy disk in Appendix C.

The isothermal case is shown in Figure 7.6. The velocity measurements in the plane of symmetry are consistent with the flow visualization presented in Figure 7.3. The flow in the bulk of the cavity is dominated by one large clockwise rotating cell. Small secondary counter clockwise cells are located in each of the corners adjacent to the bottom wall. The flow regime is separated flow and the separation height is approximately 70 mm or 0.24 in dimensionless units.
Figure 7.6: Case 3-LDA Results

Figure 7.7: Case 2-LDA Results

Figure 7.8: Case 3-LDA Results

Figure 7.9: Case 4-LDA Results
The inlet plane shows the fluid enters the cavity with a flat velocity profile. As the jet moves across the top of the cavity, the velocity profile is less uniform as the velocity is a maximum in the plane of symmetry and slowly curves to zero at the faces of the cavity. In the vicinity of the heated wall, small regions of backflow are shown in the corners.

Above the separation height (approximately 70 mm or 0.24 dimensionless units), the downward flow adjacent to the heated wall (the wall plane) has a nearly uniform velocity distribution. The flow appears to lack two-dimensionality at the separation height and at the top and bottom corners of the cavity.

The velocity has a uniform distribution in the exit plane and hence appears to be two-dimensional in this region.

The measurements for case 2 are presented in Figure 7.7. In the plane of symmetry, the results are again consistent with the flow visualisation observations. When compared with the measurements for Case 1 (Figure 7.6b), the large initially driven cell has decreased in size. The counter clockwise rotating cells adjacent to the heated wall have increased in size due to higher vertical momentum as heat is transferred from the walls to the fluid. The flow regime is separated flow and the separation height is 120 mm or 0.4 dimensionless units.

At the entrance of the cavity, the flow has a reasonably flat profile as shown in the inlet plane. However, the boundary layers adjacent to the two faces (x = ±24 mm) appear to be thicker than in the preceding case. For x greater than 0.1 m, the flow is influenced by the counter clockwise cell in the top corner adjacent to the heated wall and lacks two-dimensionality.

In the wall plane, the flow is two-dimensional everywhere except in the top corner. The separation height in this plane is shown to be approximately 0.15 m or 0.5 dimensionless units. The velocity is also shown to be much higher above the separation point.

The velocity vectors in the inlet plane suggest that the buoyancy flow is two-dimensional when it starts to flow along the top boundary. However, as the flow approaches the incoming jet, it lacks two-dimensionality. This plane shows the penetration depth to be approximately 25 m or 0.04 dimensionless units.

In the exit plane the flow lacks two-dimensionality everywhere except in the vicinity of the cavity exit.

For each of the cases, detailed velocity measurements of the separation regions are shown in Figure 7.10. The location of separation is summarised in Table 7.3 and is compared with the measured separation locations from the previous figures. For each of the cases, the time required to collect the velocity data for the plane of symmetry was of the order of a week. In each of the figures presented thus far, comparison of the separation heights would suggest that the experiment is fairly repeatable as the separation heights differ only slightly between figures.

The flow in the exit region is important to understand as the correct boundary conditions are not known a priori when modelling the flow. It may be possible to assume the flow is a fully developed suction (M 일式 = 0) or the flow may not be fully developed and the outlet channel may have to be modelled. For each case, the exit region is shown in Figure 7.11. The velocity vectors in this figure suggest that in the exit region the flow is not fully developed for any case. Thus an outlet channel must be modelled and the fully developed flow boundary conditions can be applied at the exit of this channel. In general, the higher the Richardson number, the steeper the slope of the velocity vectors at the exit. For the buoyancy dominated flow case, the vectors are almost vertical.

The velocity measurements for case 3 are shown in Figure 7.8. In the plane of symmetry the overall flow field and location of separation agree with the flow visualisation results of Figure 7.4. The clockwise rotating cell has decreased in size to approximately the upper half of the cavity. Both of the counter clockwise rotating cells adjacent to the heated wall have increased in size and strength. The separation on the heated wall occurs at approximately 190 mm or 0.64 dimensionless units.

In the inlet plane the flow is similar to the previous case. However, the counter clockwise cell in the upper corner is stronger and hence more backflow exists. In the region of backflow the flow is not two-dimensional.

The velocity vectors in the wall plane suggest that the flow is nearly two-dimensional in this plane with the exception of the region near separation. In this plane, the separation height is 190 mm or 0.64 dimensionless units.

The velocity measurements for case 4 are presented in Figure 7.9. In the plane of symmetry the flow in the bulk of the cavity is driven by buoyancy. The water adjacent to the heated wall rises as the fluid is heated. When this upward motion meets the top boundary, the fluid turns toward the entrance and meets the incoming jet. At this location both the buoyancy driven flow and the incoming flow turn towards the bottom of the cavity. As the fluid reaches the bottom boundary, the fluid divides with some moving towards the heated wall and the remainder leaving the cavity.

The velocity vectors in the wall plane show the fluid is nearly two-dimensional in this plane. At the bottom of the cavity the velocity profile is flat but as the fluid moves up the wall, the velocity vectors are slightly larger at the face of the cavity.

Figure 7.10: LDA Measurements in Separation Region
Table 7.3: Summary of Dimensionless Experimental Separation Locations

<table>
<thead>
<tr>
<th>Case</th>
<th>Xmax</th>
<th>Ymax</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

7.3.3 Temperature Measurements

Typical thermocouple outputs are shown in Figure 7.12 for Case 2. For the temperature measurements, the sampling period was 100 seconds and the sampling frequency was 10 Hz as described in section 4.4. The measurements shown in Figure 7.12 are approximately 0.4 mm from the heated wall at heights of 200, 140 and 10 mm. These heights correspond to typical data above, as and below the separation location respectively.

Above the separation location, the time-averaged dimensionless temperature is 0.27 and the temperature fluctuates between 0.05 and 0.65. In this region the fluid has just entered the cavity, yet, the temperature has already risen to 27% of the wall temperature difference in the cavity. The main modes of heat transfer to this water is due to two mechanisms. Firstly,

the warm water that is rising along the vertical boundary opposite the heated wall (see Figure 7.7) mixes with the incoming jet. Secondly, at the top of the cavity, the rate of heat transfer is high adjacent to the heated wall as the cold jet impinges directly on a hot surface.

At the separation height, the time-averaged temperature was found to be 0.55. At this location the temperature fluctuates almost the entire temperature range in the cavity (between dimensionless temperatures of 0.05 and 0.95). In dimensional terms, this corresponds to temperature fluctuations between 23.3 and 41.1 °C. This large fluctuation is due to the oscillations in the separation height as observed in the flow visualization. When the separation location oscillates below the thermocouple, the thermocouple detects relatively cool water as described in the preceding paragraph. However, when the separation location moves above the thermocouple, the thermocouple detects hot water as will be described in the next paragraph.

Below the separation height, the time-averaged temperature was 0.79 and the temperature fluctuates between 0.55 and 1. The temperature of the water is high at this location as the fluid is recirculating in a counter clockwise cell adjacent to the heated wall. Cooling of this cell is due to the interaction of this cell with the downward flowing warm water after it separates from the heated wall.

Fast fourier transforms of several typical thermocouple outputs were performed. The results of the FFT analysis suggest that no specific frequencies were found to be dominant in the temperature traces.

For each of the cases, the temperature profiles at three heights are shown in Figure 7.13. For all cases the thermal boundary layer is approximately 3 mm thick. The temperature gradient at the wall was highest for case 4. Outside of the boundary layer, case 2 shows a slight temperature dependence on height. For this case the lower the measurement location, the higher
the temperature. This observation is consistent with the flow field as shown by comparison of the 80 and 200 mm height profiles. At the 80 mm height, the profile height is below the separation location and the liquid is warm because it is in the buoyancy-dominated recirculation region. In addition, the temperature gradient at the wall is lower at this height because the difference between the insulated wall temperature and the local bulk fluid temperature is small resulting in a lower heat flux. The profile at the 200 mm height is above the separation location and the fluid is cooler adjacent to wall because the fluid motion is driven by the cold inlet jet. Since the temperature difference between the wall and local bulk temperature is higher, the heat flux in this location is higher resulting in a steeper temperature gradient at the wall.

In cases 3 and 4, the temperature outside of the boundary layer is independent of height as all the profiles become asymptotic to a dimensionless temperature of approximately 0.15. The measurements at the three elevations are similar because they are all in the buoyancy-dominated region.

The temperature profiles along the vertical centerline are shown in Figure 7.14. At heights greater than 8 cm, case 2 and case 3 have almost identical profiles but differ below this height. Comparison of Figures 7.13(b) and 7.13(d) shows a difference in the size and shape of the counter-clockwise cell in the bottom corner for those cases. In case 2 the cell is shorter but is wider than the cell in case 3. The cell extends beyond the vertical centerline in case 2 but it roughly ends at the vertical centerline in case 3. Since this cell is in contact with the heated wall, the fluid in the cell would be at an elevated temperature. Thus the temperature profile below a height of 8 cm should be higher for case 2. The temperature profiles for case 4 has a similar slope as the other cases but is offset by 0.1 dimensionless temperature units. This elevated temperature is due to the fact that the buoyancy-driven counter-clockwise cell occupies the entire height of the cavity.

7.3 Verification of the Computer Code

Since there are no detailed studies of turbulent mixed convection in rectangular enclosures, verification of the current computer program is accomplished by studying different aspects of the program. Three case studies are modelled. These include laminar natural convection, laminar mixed convection, and turbulent natural convection. These case studies are described in detail in sections 7.3.1 to 7.3.3. For all of the numerical predictions presented in this chapter, a solution is assumed to be converged if the sum of the temperature residuals is less than $10^{-6}$ and the sum of the residuals for each of the other variables is less than $10^{-3}$.

7.3.1 Verification Study 1-Laminar Natural Convection

The first verification study is laminar natural convection in a right vertical square cavity. This study is shown schematically in Figure 2.2 and has been discussed in section 2.3.3 of the present work. This is a relevant study as natural convection may be considered a limiting case of mixed convection and Canto [16] states that this type of cavity contains all of the physics relevant to all confined natural convection problems. The specific problem described by de Vahl Davis and Jones [19,20] was selected for a test case as accurate solutions are available in the form of a bench mark solution. The motivation for providing the bench mark solution was to have something to compare with for the validation of computer programs.

Although contributions for Rayleigh numbers of $10^3$, $10^4$, $10^5$, and $10^6$ were requested, only two cases are shown in the present verification. The cases considered are Rayleigh numbers of $10^4$ and $10^5$. These cases were selected as the mechanism for heat transfer is dominated by
conduction in the low Rayleigh number case (isotherms are nearly vertical) while the high Rayleigh number case is dominated by convection. The cavity aspect ratio is 1 and the fluid Prandtl number is 0.71 which corresponds to air.

The contour plots of stream function, horizontal velocity, vertical velocity, and temperature, for both the present work and the benchmark solution, are presented in Figures 7.15 to 7.18. The streamline plots are not labelled as the purpose of these plots is to show the overall flow patterns in the cavity. The remaining contour plots are not labelled but the contour values are equally spaced. As an example, the temperature contours in Figure 7.18 may be written as

$$\theta = 0.11$$

(7.2)

This indicates that the minimum contour value (at the right wall) has a value of 0 and the maximum contour value (at the left wall) has a value of 1. The remaining contours are penciled in increments of 0.1. Comparison of the contours suggest that, qualitatively, the present work has excellent agreement with the benchmark solution. In addition, the temperatures and velocity fields appear to be consistent with each other. A complete discussion on this topic and on the flow field may be found in reference [84].

A summary of the important flow variables is presented in Table 7.4. These flow variables are the maximum horizontal velocity on the vertical midplane and its location, the maximum vertical velocity on the horizontal midplane and its location, the average Nusselt number on the heated wall and the maximum and minimum Nusselt numbers on the heated wall and their locations. The variables are in dimensional form as described by reference [19].

Figure 7.15: Verification Study 1-Streamlines

Figure 7.16: Verification Study 1-U Velocity Contours

Figure 7.17: Verification Study 1-V Velocity Contours
7.3.2 Verification Case Study 2: Laminar Mixed Convention

The fluid motion in the preceding case study is due solely to buoyancy. However, in laminar mixed convention problems the fluid motion is due to a combination of inertia and buoyancy. In addition, the inlet and outlet boundary conditions must also be noted. The second verification problem is laminar mixed convention in a rectangular cavity.

The problem is shown schematically in Figure 7.19 and may be described as a vertical rectangular cavity. The horizontal walls are adiabatic and the left and right walls are maintained at $T_C$ and $T_D$ respectively. The fluid enters the cavity horizontally at the bottom left corner and leaves the cavity horizontally at the upper left corner. Oosthuizen and Paul [9] modelled this flow using a finite element stream function-vorticity formulation.

Three cases are considered for comparison. These cases are summarised in Figure 7.19 and have an aspect ratio of 2 and Richardson numbers of 0, 1 and 10 which are comparable to cases 1, 2 and 3 of the present work.

Streamlines are shown in Figure 7.20. For each case, the streamline legend corresponds to both the predictions of Oosthuizen and Paul [9] and the present prediction. Overall, the present solutions compare well with the previously published solutions. The streamlines of the present work are smoother than the contours of Oosthuizen and Paul. This difference is likely attributed to the difference in mesh size. In the present work, the results of a 45 by 45 mesh are presented. Solutions obtained with a 21 by 21 grid yielded almost identical solutions to the published solutions. The present solution predicts a small clockwise rotating cell in the upper right hand corner of the cavity which is not predicted by Oosthuizen and Paul [9]. This difference is also attributed to the difference in mesh size as a coarser mesh is unable to resolve this cell.

![Figure 7.18: Verification Study 1-Temperature Contours](image)

![Figure 7.19: Verification Study 2-Laminar Mixed Convention](image)

![Figure 7.20: Verification Study 2-Laminar Mixed Convention](image)

**Table 7.4: Verification Study 1-Summary of Important Flow Variables**

<table>
<thead>
<tr>
<th>$Ra$</th>
<th>$10^2$</th>
<th>$10^3$</th>
<th>$10^4$</th>
<th>$10^5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$U_{in}$</td>
<td>3.642</td>
<td>3.643</td>
<td>35.64</td>
<td>64.81</td>
</tr>
<tr>
<td>$Y_{in}$</td>
<td>0.512</td>
<td>0.904</td>
<td>0.910</td>
<td>0.925</td>
</tr>
<tr>
<td>$V_{in}$</td>
<td>3.697</td>
<td>3.693</td>
<td>219.4</td>
<td>220.5</td>
</tr>
<tr>
<td>$X_{in}$</td>
<td>0.178</td>
<td>0.171</td>
<td>0.078</td>
<td>0.033</td>
</tr>
<tr>
<td>$N_{in}$</td>
<td>3.171</td>
<td>1.118</td>
<td>8.817</td>
<td>8.831</td>
</tr>
<tr>
<td>$N_{max}$</td>
<td>1.505</td>
<td>1.507</td>
<td>17.93</td>
<td>17.78</td>
</tr>
<tr>
<td>$Y_{max}$</td>
<td>0.092</td>
<td>0.083</td>
<td>0.019</td>
<td>0.015</td>
</tr>
<tr>
<td>$N_{max}$</td>
<td>0.092</td>
<td>0.091</td>
<td>0.989</td>
<td>1.044</td>
</tr>
<tr>
<td>$X_{max}$</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
</tbody>
</table>

Small differences between the bench mark solution and the present work exist. Some differences are attributed to the method in which the maxima were determined. In the present work the maxima (and their position) are determined from the grid point values only while the bench mark used interpolation to obtain the maxima. This table indicates that agreement between the present work and the bench mark is good. However slight differences at $10^5$ suggest that a finer mesh may have to be used for better agreement at this Reynolds number.

In both the table of important flow variables and the contour plots, the present predictions are excellent when compared with the bench mark solution. This would suggest that the computer code is capable of predicting laminar turbulent buoyant flow. In other words, the horizontal velocity, vertical velocity, pressure and temperature are coupled correctly. In addition the mathematical model for these variables and the numerical formulation are also adequate.
In both predictions, the flow is buoyancy dominated at a Grashof number of $10^9$ (see Figure 7.20 (a)) which corresponds to a Richardson number of 10. This buoyancy domination is not observed in the lower Richardson number cases.

The present computer code is compared with a completely independent computer code based on different mathematical variables (stream function-velocity) and a different numerical formulation (finite elements). The present predictions compare well with the predictions of Cozzolino and Paul [9]. The differences in the flow field have been discussed and are attributed to differences in mesh size. This verification study suggests that the present code is capable of predicting laminar flow with both internal and buoyant forces present. In addition, the inlet and outlet boundary conditions appear to be modelled correctly.

7.3.3 Verification Case Study 3: Turbulent Natural Convection in an Enclosure

In the preceding two verification cases the flow was assumed to be laminar. In this case a turbulent flow is modelled. The cavity is similar to the first verification case (see Figure 3.2). However, for this case the aspect ratio is 5, the Rayleigh number is $4 \times 10^7$ and the Prandtl number corresponds to air. The case was studied experimentally by Cheesewright et al. [52] and computationally by Davidson [42,53]. In all of the figures of this section the data points correspond to the experimental results of Cheesewright [52], the solid line corresponds to the predictions of Davidson [42] and the dotted line corresponds to the present predictions.

The vertical velocity profile along the horizontal centreline is presented in Figure 7.21. The present solutions have good agreement with both the experimental results and the predictions of Davidson. The present solutions are symmetric while the experimental data and the predictions of Davidson are asymmetric. This difference is due to variation of the thermophysical properties as the present model does not have a variable property model for air. In the core of the cavity, the experimental profile and the present profile are flat but the Davidson’s predictions are sinusoidal. Davidson [42] attributes this to his overprediction of the strength of secondary vortices in the cavity.

The dimensionless temperature profile along the vertical centreline is presented in Figure 7.22. The present predictions agree well with the predictions of Davidson but differ from the experimental data. The predictions are symmetric as defined in equation 7.3

$$\frac{1 - \theta}{1 - \theta_1} = \frac{1}{1 - \theta_1}$$

(7.3)

Davidson [42] attributes the asymmetry in the experimental data to heat losses through the side walls.

The heat flux profile along the vertical walls is shown in Figure 7.23. Both the present predictions and the predictions of Davidson agree well with the experimental data. At the hot wall, the experimental heat flux is slightly higher than the predicted heat fluxes. In contrast to this, the experimental heat flux is lower than the predicted heat fluxes at the cold wall. Davidson [42] attributes these differences to heat losses through the side walls of the experiment.

The profiles of turbulence parameters along the horizontal centreline is presented in Figure 7.24. As expected the present predictions are symmetric. The experimental data is skewed toward the heated wall and the predictions of Davidson are skewed toward the cold wall. For $\text{Re} > 0.5$, the present predictions are in excellent agreement with the experimental data. In the core of the cavity, the present model prediction of the minimum turbulence fluctuation is comparable to the experimental data ($\text{Re} = 0.006$) while Davidson predicts higher turbulence levels in this region. Adjacent to the vertical walls, the predicted peak values are
slightly less than the experimental values. The profile of the damping factor, $f_\epsilon$, along the horizontal midplane is shown in Figure 7.24 (b). For $x/W < 0.4$, the present predictions and the Davidson predictions are in excellent agreement. In the core of the cavity, Davidson's predictions differ from the present predictions. Close to the cold wall ($x/W > 0.9$) the predictions are also in excellent agreement. The differences are due to the variation of thermophysical properties. For the present predictions, a constant thermophysical property model is used and hence the solutions are symmetric. Davidson's predictions are based on a model which allows the fluid properties to vary with temperature and hence the profiles are asymmetric.

The profiles of turbulent viscosity at various cavity heights are shown in Figure 7.25. At all cavity heights the present predictions agree well with the predictions of Davidson. In general, the agreement is excellent close to the walls but the present model tends to predict a higher value of turbulent viscosity in the core region. This observation is explained by Figure 7.24(b). Adjacent to the walls, the predictions of $f_\epsilon$ are comparable, but in the core of the cavity the present prediction of $f_\epsilon$ is typically lower than Davidson's prediction. Comparison of Figures 7.25 (a) and 7.25 (b) show that the present solutions are again symmetric while the predictions of Davidson are asymmetric.

For the velocities, temperature and turbulence quantities, the present predictions agree well with both the experimental results of Cheesewright [32] and the predictions of Davidson [42]. The differences between the present predictions and the predictions of Davidson are most likely due to the variation of fluid properties. The experimental data differs from the predictions because of heat losses in the experiment. The results of this study suggest that the turbulence is modelled correctly and is coupled to the velocities, temperature and pressure fields properly. In addition, a low Reynolds number $k-\epsilon$ model is adequate for buoyancy dominated flows.
where, $x$ is the grid location based on a uniform grid, 
$n$ is the grid exponent and 
$x_i$ is the grid location based on a non-uniform grid.

If the exponent, $n$, is equal to unity a uniform grid is generated. As the value of $n$ is increased, the number of nodes in the vicinity of the wall is increased and the number of nodes in the core of the cavity is decreased. Additional grid points are also inserted adjacent to the heated wall to resolve the steep temperature gradients in this vicinity.

For all of the grids, the vertical velocity and temperature profiles along the horizontal midplane are presented in Figures 7.36 and 7.27 respectively. In the velocity boundary layers, the widths and peak velocities for the SUX31 grid differ considerably from the 61X61 and 81X81 grids. In the core of the cavity, all of the computational meshes predict the flow to be nearly stagnant. The core temperature for the SUX31 grid differs from the other grids.

The horizontal component of velocity and temperature profiles along the vertical midplane is presented in Figures 7.38 and 7.39 respectively. These figures also show the 61X61 and 81X81 grids to give almost identical predictions while the SUX31 grid gives significantly different predictions.

The profiles shown in Figures 7.26 to 7.29 suggest that the grid independent solutions are obtained for the 61X61 grid. The velocity and temperature gradients at the heated wall are important as this is the only boundary at which heat is transferred to the fluid. In order to model the flow adequately, it is important that there are enough computational nodes in this region. For the 61X61 grid used in Figures 7.26 and 7.27, there are approximately 13 computational nodes between the heated wall and the peak velocity of the boundary layer. For the temperature profile, there are approximately 10 computational nodes in the nearly vertical portion of thermal boundary.

7.4 Preliminary Testing of the Code for Mixed Convective Flows

7.4.1 Introduction

In applying the computer code to the present problem of turbulent mixed convection in enclosures, different aspects of modelling have been considered. These include the effect of temperature on thermophysical properties and the validity of the Boussinesq approximation, QUICK differencing, the effect of different low Reynolds number in-turbulence models, and the inclusion of the Yap convention terms. These aspects have been considered in sections 7.4.3 and 7.4.4.

The solution procedures described in Chapter 6 is invasive in nature and under-relaxation is implemented to minimize the chance of divergence (89). The under-relaxation was implemented using the approach described by Pousak [69]. The discretization equation is written as

$$
\phi_{\text{F}} = \phi_{\text{B}} + \frac{\sum \phi_{\text{B}} \phi_{\text{in}} + \phi_{\text{out}}}{\sum \phi_{\text{B}}}
$$

(7.6)

where, $\phi_{\text{B}}$ is the under-relaxation factor (a number between 0 and 1) and $\phi_{\text{in}}$ is the value of $\phi_{\text{B}}$ from the previous iteration.

Solutions independent of initial conditions and the under-relaxation factor used in the invasive scheme have been obtained for all cases with the exception of case 2. In this case, two solutions were possible depending on the under-relaxation factor used for the velocities. If the velocity under-relaxation factors are greater than or equal to approximately 0.25, one solution was obtained with the predicted separation below the experimental separation location. For a velocity under-relaxation factor less than this value a second solution was obtained. This solution predicted the separation above the experimentally observed value. For two-dimensional natural
Figure 7.26: Grid Dependence Study-Vertical Velocity Profile along Horizontal Centrline

Figure 7.27: Grid Dependence Study-Temperature Profile along Horizontal Centrline

Figure 7.28: Grid Dependence Study-Horizontal Velocity Profile along Vertical Centrline

Figure 7.29: Grid Dependence Study-Temperature Profile along Vertical Centrline
layer adjacent to the heated wall. With this number of nodes, the steep gradients in this region should be adequately resolved.

The identical grid was used to obtain a solution for the third verification study. This study had a Grashof number based on the height of the enclosure of approximately 6000^3 which is larger than the Grashof number for any of the cases in the present work. Since the flow field in the verification study has similar relevant physics and the solutions obtained are in excellent agreement with experimental results and independent predictions, it would suggest that the grid is adequate for predicting the present cases.

7.4.3 Turbulence Model Study

For cases 1, 2 and 3 results have been obtained using a laminar flow model, a modified form of the Jones and Launder model [41] and a modified form of the Lam and Brebbia model [42]. In addition, the commercial computational package FLUENT has been used to predict the results with a standard k-ε model with wall functions. Refer to section 7.5.2 for a complete discussion of the predictions of FLUENT.

For case 2, the vertical velocity component along the horizontal midplane is presented in Figure 7.30. Adjacent to the heated wall, the laminar flow model predicts the peak velocity well but the boundary layer is too thick resulting in the peak velocity being too far from the wall. As expected the boundary layers predicted by both turbulence models are narrower than the laminar prediction. These models also predict the peak velocity to be much higher than the experimental results. In the core region of the cavity, both the modified forms of the Jones and Launder model [41] and the Lam and Brebbia model [42] predict the flow close to the experimental data while the laminar model predicts the velocity too low. Adjacent to the

laminar vertical wall, all three models slightly overpredict the peak velocity. However, the width and shape of the predictions at this boundary are reasonably close to the measured boundary layer.

The horizontal component of velocity along the vertical midplane is shown in Figure 7.31. In this plane, the laminar model predicts the peak velocity of the jet far well but the boundary layer is wider than the measurement. Both of the turbulence models overpredict the maximum jet velocity and underpredict the boundary layer thickness. In the core region of the cavity, the turbulence models have good agreement with the experimental data. The laminar model has poor predictions in this region as the shape of the profile is considerably different from the experimental points. At the bottom of the cavity both the turbulence models overpredict the fluid velocity but are similar in shape to the measurement. In this region the laminar flow model has poor agreement with the experiment as this model predicts positive values of velocity at the bottom of the cavity while the measurements show the velocities to be negative. In other words the laminar model is predicting the counter clockwise rotating cell at the bottom of the cavity to be too wide.

The laminar model adequately predicts the peak velocity in the boundary layers along the heated wall and at the top of the cavity. However, it predicts these boundary layers to be too wide and has poor agreement in the core of the cavity and at the bottom of the cavity. Qualitatively, the performance of both turbulence models were comparable. However the modified Lam and Brebbia model [42] gave slightly better predictions in the boundary layers forming on the left, right and bottom walls. For cases 1 and 3, the modified form of the Lam and Brebbia model [42] also gave slightly better predictions than the modified form of the Jones and Launder model [41]. This study suggests that the laminar model is inadequate and the
modified Lam and Brenner low Reynolds number model has slightly better agreement than the modified Jones and Launder model when applied to mixed convective flows. The modified Lam and Brenner model has been used for all remaining low Reynolds number turbulence model simulations.

7.4.4 Secondary Model Study

The selection and use of secondary models for the prediction of fluid flow and heat transfer is problem dependent. The use of these models may enhance the predictions and thus it is important to study which models have an effect on the predictions for this particular class of flow problems. In the present work, the effects of a variable property model for the fluid properties, a variable $e_0$ model, the use of QUICK differencing and the use of the Yap correction have been studied to determine the effect of these models on this class of flow.

The effect of temperature on the thermophysical properties of water has been investigated. The properties of water are given by equations 5.49 to 5.53. For the constant property model, the reference fluid properties are evaluated at a dimensionless temperature of 0.5 and a solution is obtained using these properties throughout the cavity. However, some of these properties are strongly dependent on temperature. The variation of these thermophysical properties with temperature is shown graphically in Figure 7.32. The vertical axis on this figure is in percentage change from the reference property and is calculated from

$$\% \text{ Change from Reference} = \frac{\phi_{1} - \phi_{\text{Ref}}}{\phi_{\text{Ref}}}$$

where $\phi_{1}$ is a fluid property evaluated at a dimensionless temperature, $\theta$, and $\phi_{\text{Ref}}$ is the same fluid property evaluated at the reference temperature (equation 5.5).

The fluid density is almost a constant and the thermal diffusivity is only a weak function of temperature. The kinematic viscosity and Prandtl number are strongly dependent on temperature as these properties differ from the reference value by up to 75% and 85% respectively.

The dimensionless buoyancy source term (in the $V$ momentum equation) is also presented as a function of temperature in Figure 7.33. The narrow solid line refers to the Boussinesq approximation. This approximation assumes the buoyancy term in the momentum equation to vary linearly with temperature as shown by a straight line in this figure. In all of the cases, the variation is not linear as shown by the nonlinear curves. At both low and high temperatures, the buoyancy term in the momentum equations is higher than predicted by the Boussinesq approximation. At a dimensionless temperature of 0.5, the buoyancy source term is zero for the Boussinesq approximation and the nonlinear calculation. The Boussinesq approximation has the best agreement for this source term for case 4 and the worst agreement for case 4. As expected, the higher the difference between the wall and jet temperatures, the worse the estimation when using the Boussinesq approximation.

These figures suggest the use of a variable fluid property model may be required to model the flow. The use of this model and the models presented in the introductory paragraph of this section have been investigated in the present work. A brief summary of the other models tested is presented.

As discussed in section 5.5, Kays and Crawford [87] state the turbulent Prandtl number, $e_0$, is large adjacent to a boundary and decreases asymptotically to a value of about unity in the law of the wall region. This suggests the momentum diffusion is greater than the heat diffusion near the wall. Thus the rate of heat transfer may be slightly inhibited in this region using this model.

Figure 7.32: Variation of Thermophysical Properties

Figure 7.33: Variation of Dimensionless Buoyancy Term
As shown in Figures 7.3 to 7.6, the flow field is skewed to the computational grid in many areas in the flow domain. With these skewed flows, numerical diffusion may be introduced into the calculations. In an effort to reduce this numerical diffusion, QUICK differencing (79) is incorporated in the present computer code as described in section 6.4. This differencing technique has been incorporated in the momentum and energy equations and neglected in the turbulent kinetic energy and dissipation of turbulent kinetic energy equations as this differencing scheme often leads to overestimates in peak values (77). Solutions have been obtained using either the hybrid scheme or QUICK differencing for the momentum and energy equations.

Inoue and Leaaker [44] suggest the addition of the "Yap" source term to the conservation of dissipation of turbulent kinetic energy equation. For separating and reattaching flows the predicted heat transfer rates in this vicinity have been found to be inconsistent with experimental results when using a low Reynolds number turbulence model. Yap suggests, the addition of equation 2.54 to the dissipation of turbulent kinetic energy equation brings the heat transfer coefficient comparable to experimental results. The use of this term is also studied in the present work.

In the computer code, each of these secondary models can be turned off or on. A detailed study has been completed to demonstrate which models have an effect on the flow. For case 3, a solution has been obtained with all of these secondary models turned off. Using this solution for initial conditions, a solution was then obtained with the variable fluid property model switched on and the remaining models turned off. This procedure was repeated for each of the secondary models. A final solution was obtained with all of the models switched on. None of the models significantly affected the overall flow field or the location of flow separation on the heated wall. The effect of each of the models is discussed with respect to velocity profiles along the centerline of the cavity.

The vertical component of velocity along the horizontal centerline is shown in Figure 7.3a. The legend for the figures in this section is shown in Table 7.5.

Table 7.5: Summary of Secondary Models

<table>
<thead>
<tr>
<th>Legend Number</th>
<th>Variable Property Model</th>
<th>Variable $\eta$ Model</th>
<th>QUICK Differencing</th>
<th>Yap Correlation</th>
<th>Symbol or Line</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Off</td>
<td>Off</td>
<td>Off</td>
<td>Off</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>On</td>
<td>Off</td>
<td>Off</td>
<td>Off</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>On</td>
<td>On</td>
<td>Off</td>
<td>Off</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>Off</td>
<td>Off</td>
<td>On</td>
<td>Off</td>
<td>v</td>
</tr>
<tr>
<td>5</td>
<td>Off</td>
<td>Off</td>
<td>Off</td>
<td>On</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>On</td>
<td>On</td>
<td>On</td>
<td>On</td>
<td>0</td>
</tr>
</tbody>
</table>

Although it is a standard convention to use symbols for experimental data and lines for computational or theoretical results, symbols have been used for some of the predictions for clarity as some of the profiles coincide. Thus hollow symbols have been used for some of the predictions.

In this figure, the solid line corresponds to prediction of the basic model with all of the secondary models switched off. The profile is significantly affected by the variable property model as shown by the triangles. Adjacent to the vertical walls, the magnitude of the peak velocity is lower with inclusion of this model. The diamonds correspond to a model that incorporates both the variable property and variable turbulent Prandtl number secondary models.

Since the triangles and the diamonds almost exactly coincide, this model offers no significant improvement over the variable property model. This suggests that the variable $\eta$ model has little effect on the predicted flow field. The inverted triangles correspond to a model that incorporates only the QUICK differencing secondary model. As expected, this model overestimates the peak velocities in the boundary layers adjacent to the vertical walls. A model that includes only the Yap correction is shown by circles in this figure. This profile differs from the basic model slightly but not to the same extent as the variable property model. A model that uses the peak velocity adjacent to the heated boundary is larger than the other models. The dashed line corresponds to a model that includes all of the secondary models. Since this line appears to almost exactly coincide with the triangles, it suggests that the variable property model has the largest effect on the predicted flow field.

The horizontal component of velocity along the vertical centerline is shown in Figure 7.3b. All of the models slightly change the predicted profile of horizontal velocity. A discussion similar to that for the vertical velocity could be formulated from this figure but is neglected for the sake of brevity.

As previously mentioned, none of the models had a significant effect on the prediction of the overall flow field or the location of separation. The variable property model altered the flow the most. While none of the models adequately predicted the flow, the intent of this section was to determine which secondary models has the greatest influence on the predictions. Reasons for the discrepancy between the predicted and the measured profiles will be discussed in section 7.6.
7.5 Numerical Predictions of Turbulent Mixed Convection Cavity Flows

7.5.1 Low Reynolds Number Turbulence Model Predictions

For all of the predictions presented in this section, all of the secondary models discussed in the previous section were included in the calculations. The velocity vector prediction for case 1 is presented in Figure 7.36. The predicted flow regime is separated flow (see Figure 7.1) as the half of the flow is in a large clockwise rotating cell. Two small counterclockwise cells are observed in the corners adjacent to the heated wall. The predicted separation height is 0.31 dimensionless units.

The prediction for case 2 is shown in Figure 7.37. The flow regime is also separated flow but the buoyancy in the cavity is increased compared to case 1 as shown by the large counterclockwise rotating cell in the bottom half of the cavity. The clockwise rotating cell is reduced in size to approximately the upper half of the cavity. The changing sizes of these cells move the predicted dimensionless separation height to 0.76 dimensionless units up the heated wall.

The predicted velocity vectors for case 3 are shown in Figure 7.38. This flow regime is referred to as buoyancy dominated flow as the flow in the cavity is dominated by a large counterclockwise cell. As described in section 7.2.1, the change to this flow regime is due to the growth of the buoyancy driven cell in the bottom of the cavity. This cell grows large enough to encompass nearly the entire cavity. The initially driven clockwise rotating cell is reduced in size and is observed just below the entrance of the cavity. The predicted penetration depth of 0.025 dimensionless units.

The velocity vector prediction for case 4 is shown in Figure 7.39. The flow regime is also buoyancy dominated flow and the buoyancy driven cell is stronger than in the preceding
case. The velocity in the boundary layer adjacent to the adiabatic vertical wall is much higher and the boundary layer is thinner in this case. The maximum penetration of the inlet jet into the cavity is approximately 0.08 units for this case and 0.15 units for case 3. It must be noted that the fluid separates on the top wall at $X = 0.025$ for both cases.

A summary of the dimensionless separation locations for the present predictions is presented in Table 7.6.

<table>
<thead>
<tr>
<th>Case</th>
<th>$Y_{sep}$</th>
<th>$X_{sep}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.21</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>0.76</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>-</td>
<td>0.025</td>
</tr>
<tr>
<td>4</td>
<td>-</td>
<td>0.025</td>
</tr>
</tbody>
</table>

7.5.2 FLUENT Predictions

For all cases considered, solutions are obtained with the commercial computational fluid dynamics package, FLUENT [65]. This analysis allows the two-dimensionality of the flow to be studied as both two-dimensional and three-dimensional solutions can be obtained with this package. In addition, the effect of turbulence modelling can be investigated as a standard $k-\varepsilon$ turbulence model with wall functions is used in the FLUENT software.

For the two-dimensional case, the computational domain and grid are nearly identical to the predictions of section 7.5.1. Since the FLUENT package uses wall functions, the grid points adjacent to the solid boundaries were placed in the logarithmic region. For the three-dimensional case, a solution is obtained for one half of the cavity, most specifically from the centerline of the cavity ($Z = 0$) to one of the sides. Along the centerline of the cavity, a plane of symmetry is specified as a boundary condition. In this plane the component of velocity in the $Z$-direction is set to zero and the gradient of all other variables is set to zero. Along the face of the cavity a no slip boundary is prescribed for the velocity and turbulence variables and an isothermal boundary condition is prescribed for the energy equation.

The two-dimensional solution for case 1 is presented in Figure 7.40. The flow field is similar to the predicted flow field in section 7.5.1 and the experiment as the flow is dominated by one large clockwise rotating cell due to inertia. The small counter-clockwise rotating cells are also predicted in the corners adjacent to the heated boundary. For this case the predicted separation height is approximately 0.3 dimensionless units.

The two-dimensional FLUENT predictions for case 2 are shown in Figure 7.41. The overall flow field is similar to the previous case except the counter-clockwise rotating cells have increased in size and the separation height is 0.5 dimensionless units.

Figure 7.42 shows the two-dimensional predictions for case 3. For this case, the flow is predicted to be dominated by buoyancy as the bulk of the flow is rotating counterclockwise. A small clockwise rotating cell is predicted below the entrance. The penetration depth is predicted to be 0.035 dimensionless units into the cavity.

The two-dimensional FLUENT predictions for case 4 is shown in Figure 7.43. FLUENT predicts the flow to be nearly identical to the previous case. The main difference is the size of the inertially driven cell below the entrance. This cell is slightly smaller in the present case. The dimensionless penetration depth is 0.025 for this case.
Three-dimensional FLUENT predictions are presented for each of the cases in Figures 7.44 to 7.47. The velocity vectors are presented in a similar format as the experimental results. More specifically, velocity vectors are shown in the inlet plane, the plane of symmetry, the wall plane, and the exit plane. The definition of these planes has been presented in the introductory paragraph of section 7.3.2. One difference between these figures and the figures showing the experimental results is that in the former, two components of velocity are plotted in all of the planes while in the latter only the dominant component of velocity is plotted in the inlet, wall, and exit planes (W component of velocity is set to zero for the experimental vector plot). In general, the three-dimensional predictions are qualitatively similar to the two-dimensional predictions in the plane of symmetry. Thus the discussion for the three-dimensional results will be limited to the inlet, wall, and exit planes. However, if there is a significant difference between the two and three-dimensional results, the discussion will include the plane of symmetry.

The predictions for case 1 are presented in Figure 7.44. For the FLUENT predictions, the horizontal component of velocity at the entrance of the inlet developing length is prescribed to have a uniform distribution (in the Z direction). The velocity vectors in the inlet developing length show the boundary layer to be fully developed by the third or fourth computational grid into the channel ($X \approx 0.5$). In the fully developed region of the inlet channel ($X \approx 0.5$), the velocity profile is uniform for $Z < 0.05$. The inlet plane also shows a region of backflow adjacent to the heated wall. As the inlet jet approaches the heated wall, the faster moving fluid at the plane of symmetry turns both downward and toward the face of the cavity. Then, the region of backflow is smaller at the plane of symmetry ($Z = 0$) and is larger as the face of the cavity is approached.
A region of backflow is also observed at the top of the wall plane. In this plane, the region of backflow is also smaller at the plane of symmetry and larger at the face of the cavity. Once the boundary layer develops, the flow has a nearly uniform distribution above the separation region. At the face of the cavity, the separation height is approximately 0.45 while at the plane of symmetry the separation height is 0.39 dimensionless units. At the face of the cavity, the downward moving fluid would have less inertia due to shear from the cavity face. Below the separation region, the flow has a uniform velocity distribution.

In the exit plane, the flow appears to be nearly two-dimensional as the vortices are similar in length across the cavity. The profile in the exit developing length is slightly flatter than the profile in the inlet developing length.

The three-dimensional FLUENT prediction for case 3 is presented in Figure 7.45. The flow in the inlet plane is almost identical to the previous case in terms of developing length, boundary layer thickness and region of backflow and will therefore not be discussed for brevity.

The flow in the wall plane is also similar to the preceding case but the separation location varies from 0.5 at the plane of symmetry to 0.65 at the cavity face. This variation in separation location is, again, due to shear at the cavity face. The boundary layer term would almost be constant across the cavity at these temperature distributions are nearly uniform. In the exit plane, the flow is also nearly identical to the flow in the exit plane of case 1.

The predictions for case 3 are presented in Figure 7.46. In the inlet developing length, the predicted flow field is similar to the preceding two cases. However, in the cavity, the flow lacks two-dimensionality in the region of separation. The velocity vectors in this plane suggests the penetration depth is approximately 0.10 at the cavity face and 0.2 at the plane of symmetry.

To reinforce the discussion, the following table summarizes some of the key observations from the three-dimensional predictions:

<table>
<thead>
<tr>
<th>Case</th>
<th>(Y_{sep})</th>
<th>(Y_{sep})</th>
<th>(X_{sep})</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.3</td>
<td>0.37</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>0.38</td>
<td>0.53</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>-</td>
<td>0.035</td>
<td>0.32</td>
</tr>
<tr>
<td>4</td>
<td>-</td>
<td>0.025</td>
<td>0.08</td>
</tr>
</tbody>
</table>

In the Plane of Symmetry

7.6 Comparison of Experimental and Numerical Results

Thus far, all of the predictions have been presented in terms of velocity vector plots with no detailed comparison with the experimental results. Comparison of each type of prediction and the experimental results gives insight into the physical nature of the flow and the numerical models needed to successfully predict the flow. The major difference between the predictions of section 7.5.1 and the two-dimensional FLUENT predictions is the turbulence model. The predictions of section 7.5.1 uses a low Reynolds number k-\(\omega\) model and FLUENT is based on a high Reynolds number k-\(\varepsilon\) model with wall functions. Comparison between the two-dimensional and three-dimensional predictions of FLUENT allows the two-dimensionality of the flow to be studied. The velocity and turbulence fields are studied in section 7.6.1 and the temperature and heat transfer profiles are studied in section 7.6.2.
7.6.1 Flow Field and Separation Height Comparison

For a quantitative comparison between each of the predictions and the experimental results, contour plots are used for the dimensionless stream function, turbulent kinetic energy and turbulent viscosity.

The dimensionless stream function, \( \psi^* \), is computed from the dimensionless velocity fields using the definition

\[
U = \frac{\psi^*}{y^*} \quad \text{and} \quad V = -\frac{\psi^*}{x^*}
\]  

(7.7)

For case 1, contours of stream function are presented for the experimental data, the low Reynolds number turbulence model predictions, two-dimensional FLUENT predictions and three-dimensional FLUENT predictions in Figure 7.48. For the three-dimensional FLUENT predictions, the stream function is computed in the plane of symmetry using the horizontal and vertical velocity fields (U and V components of velocity). The single legend on this figure applies to the experimental measurements and all the predictions. Contour number 5 corresponds to a stream function value of zero and thus shows the division of the clockwise and counterclockwise rotating cells. For clockwise rotating fluid, the value of stream function is less than zero and for counterclockwise rotating fluid, the stream function value is greater than zero.

The small cell at the cusp of the cavity adjacent to the heated wall appears to be approximately the same size for the experiment and all of the predictions. However, in the bottom corner adjacent to the heated wall, the counterclockwise cell is predicted to be larger than the experimental results. The strength of the initially driven cell is predicted well as contour numbers 1 and 2 are approximately the same size and shape for all simulations.

![Figure 7.48: Case 1 - Streamline Comparison](image)

The stream function contours for case 2 are presented in Figure 7.49. The strength of the initially driven cell is about the same for the experiment and predictions as contour number 1 is about the same size in each of the plots. The strength of the buoyancy driven cell in the bottom corner adjacent to the heated wall is overpredicted for the two-dimensional simulations as the size of contour number 6 is much larger than these predictions and contour number 7 does not exist in the experimental plot. In fact, the strength of this cell in the low Reynolds number model predictions is so powerful, it causes the separation location to be predicted high up the wall as compared to the experimental results. The three-dimensional solution has the best agreement with the experimental data as the separation location is predicted in the proper location and the strength of the buoyancy cell is only slightly overpredicted. Since the three-dimensional FLUENT streamline plot is in better agreement than the two-dimensional FLUENT plot, it suggests that three-dimensional effects are important in the prediction of the flow field.

![Figure 7.49: Case 2 - Streamline Comparison](image)
predict the flow field adequately for case 3. The strength of the buoyancy force is overpredicted since none of the simulations are even capable of predicting the correct flow regime. The three-dimensional prediction has the best agreement as this simulation predicts the buoyancy cell to be the smallest (and jet penetration to be the greatest). The low Reynolds number model predictions are marginally better than the two-dimensional FLUENT simulations as the region of inertially driven flow is slightly larger for the former predictions.

The experimental streamlines for case 4 are shown in Figure 7.51 (a). The circular streamlines in the core of the cavity are not convection rolls as seen in Bénard convection, but are due to experimental errors. In the core of the cavity the flow is nearly stagnant so the measured velocities will be small positive or negative values. When these velocities are integrated to obtain the stream function, the errors are combined. Thus, small errors in the velocities combine to create larger errors in the calculation of stream function. It should also be noted that all of the cells have positive values of stream function which suggests the fluid in all of the cells is rotating counterclockwise. This is not physically realistic when considering the fluid between two cells. The motion from the lower cell would promote fluid motion in the negative X direction while the upper cell would promote fluid motion in the positive X direction. This would create a great deal of shear in the flow and is therefore unlikely to occur. Although all of the simulations overpredict the strength of the buoyancy cell, the overall flow field, being buoyancy dominated is predicted adequately by all of the models. Once again, the three-dimensional results have the best agreement as contour number 2 extends further into the cavity for this prediction.

The separation locations for the experiment, low Reynolds number predictions, two-dimensional FLUENT simulations and the three-dimensional FLUENT predictions are summarized in Table 7.8. The separation locations quoted for the experimental data are the arithmetic mean of the values presented in Table 7.3 and the values from the three-dimensional FLUENT predictions are in the plane of symmetry.

<table>
<thead>
<tr>
<th>Case</th>
<th>Experimental Data</th>
<th>Low Re Model Predictions</th>
<th>FLUENT 2D</th>
<th>FLUENT 3D</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( Y_{se} )</td>
<td>( X_{se} )</td>
<td>( Y_{se} )</td>
<td>( X_{se} )</td>
</tr>
<tr>
<td>1</td>
<td>0.39</td>
<td>0.31</td>
<td>0.30</td>
<td>0.27</td>
</tr>
<tr>
<td>2</td>
<td>0.49</td>
<td>0.16</td>
<td>0.26</td>
<td>0.33</td>
</tr>
<tr>
<td>3</td>
<td>0.62</td>
<td>-</td>
<td>0.36</td>
<td>0.33</td>
</tr>
<tr>
<td>4</td>
<td>-</td>
<td>0.03</td>
<td>0.02</td>
<td>0.04</td>
</tr>
</tbody>
</table>

Average of Values in Table 7.3

The predicted separation heights for case 1 are in excellent agreement with the experimental data. All of the models are capable of predicting the separation location within experimental error. For case 2, the low Reynolds number model predicts the separation location to be approximately 50% higher than the experimental results. Both of the FLUENT predictions of the separation height are in good agreement with the experiment for case 2. All of the models have difficulty predicting the separation location for case 3 as the simulations predict the separation to occur on the top boundary of the cavity while the experiment shows the separation occurs on the heated wall. For buoyancy dominated flow (case 4), the two-dimensional models underpredict the location of separation on the top boundary of the cavity while the three-dimensional FLUENT calculations have good agreement with the experimental results. It must be noted that both of the two-dimensional simulations predict very little difference in the
separation location between cases 3 and 4. However, the Archimedes number for case 4 is approximately twice that of the Archimedes number for case 3. Thus, the prediction of separation in the two-dimensional simulations is insensitive to Archimedes number for buoyancy dominated flow. The three-dimensional calculations are sensitive as the separation location for case 3 and 4 are 0.23 and 0.08 respectively.

The results in Table 7.8 and Figures 7.48 to 7.51 suggest that all of the models adequately predict the flow field for case 1. The solution of isothermal recirculating turbulent flow in cavities can be successfully modelled as shown by the present work and the work of Johnson [59]. However, differences between the predictions and the experimental results are observed in the cases with heat transfer. The addition of buoyancy in the cavity increases the complexity of the problem as this body force introduces non-isotropic turbulence into the cavity. Davidson [35], Hua and Vaid [35] and Hua and Vaid [36] studied non-isotropic effects due to buoyancy when applied to natural convection in a cavity. Davidson [35] states the k-ε model is deficient in buoyant flows as all of the normal Reynolds stresses are assumed to be equal but in actual fact, the vertical fluctuating component of velocity is damped and the horizontal component is amplified. This inaccuracy in the turbulence modelling may lead to unrealistic predictions of the Reynolds stress and the turbulent heat flux. The k-ε model is used extensively by engineers as it is computationally inexpensive, gives reasonable results for many problems and it usually converges easily. Turbulence models that do account for non-isotropy such as the Reynolds stress model and the algebraic stress model are significantly more expensive to implement in terms of CPU time and may be unstable. The low Reynolds number k-ε model was selected for the turbulence model in the present work as the literature review showed that it was the simplest model that may be able to yield reasonable results (see sections 2.4 and 2.5). In addition, the

$k-ε$ model may be considered the industrial standard for turbulence modelling and it would be insightful to study the performance of this model when applied to mixed convection problems.

The remainder of this section discusses the predictions of the turbulence quantities for the cases with heat transfer.

The dimensionless turbulent kinetic energy and the dimensionless turbulent viscosity for cases 2 to 4 are presented in Figures 7.52 to 7.57. The dimensionless turbulent kinetic energy, $k$, is defined by equation 5.19 and the dimensionless turbulent viscosity, $\nu^*$, is defined as the viscosity ratio and is computed from

$$ \frac{k'}{\nu'} = \frac{k}{\nu L} \quad (7.5) $$

The contour plots for case 3 are discussed in detail and the plots for the remaining cases are not discussed as a similar conclusion can be drawn from those cases. However, the plot for cases 2 and 4 are included in the present work for comparison. In Figure 7.54, contour plot of dimensionless turbulent kinetic energy are plotted for the low Reynolds number predictions and the FLUENT predictions. Experimental values of turbulent kinetic energy could not be compared as the fluctuating component of velocity in the Z direction was not measured. In general, the turbulent kinetic energy for the two-dimensional FLUENT predictions is higher than the other predictions. Figure 7.54 (b) shows the turbulent kinetic energy is greater than 0.005 (contour number 3) in the majority of the cavity. In addition, the fluid flowing down the adiabatic vertical wall has a dimensionless turbulent kinetic energy greater than 0.03 (contour number 4). Both the three-dimensional FLUENT predictions and the low Reynolds number model calculations predict regions in the cavity where the turbulent kinetic energy is less than contour number 2. The low Reynolds number model only predicts a small region in the cavity where the kinetic
Figure 7.54: Case 3 - Dimensionless Turbulent Kinetic Energy Comparison

Figure 7.55: Case 3 - Dimensionless Turbulent Viscosity Comparison

Figure 7.56: Case 4 - Dimensionless Turbulent Kinetic Energy Comparison

Figure 7.57: Case 4 - Dimensionless Turbulent Viscosity Comparison
energy exceeds contour number 4 (just below the entrance) and the three-dimensional FLUENT model predicts a slightly larger region. In summary, the two-dimensional FLUENT model predicts significantly higher levels of turbulent kinetic energy and the three-dimensional model predicts slightly higher levels than the low Reynolds number model.

Turbulent viscosity ratio contours are presented for case 3 in Figure 7.35. The two-dimensional calculations predict a high level of turbulent viscosity in the (turbulence driven) cell just below the entrance. In this region, the low Reynolds number model predicts the turbulent viscosity to be 60 times the laminar viscosity while the two-dimensional FLUENT code predicts this to be just over 40 times. In the remainder of the cavity, the two-dimensional high Reynolds number model typically predicts the turbulent viscosity ratio to be higher than the predictions of the low Reynolds number model. The shape of contours numbers 3 and 4 also differ as the low Reynolds number model predicts these contours to be tall and narrow adjacent to the heated wall while the high Reynolds number version predicts them to encompass the entire width of the cavity.

The turbulent viscosity contour plot of the three-dimensional high Reynolds number model is similar to the two-dimensional low Reynolds number model. The size and shape of contour number 3 is approximately the same for both models. These models also predict contour levels 3 and 4 to encroach a tall and narrow region adjacent to the heated wall. The contour plots differ slightly as the low Reynolds number calculations predict a high levels of turbulent viscosity just below the entrance and the compression of contours levels 3 and 4 against the heated boundary is more pronounced in the three-dimensional prediction. These differences are attributed to differences in the predicted velocity fields. Comparison of the flow fields in Figures 7.38 and 4.46 show the prediction of a small (turbulence driven) cell just below the entrance in the low Reynolds number predictions. This cell is not observed in the three-dimensional predictions. Thus, in this region, high levels of turbulent viscosity are predicted for the low Reynolds number case but not for the three-dimensional calculations. Figures 7.38 and 4.46 also show the buoyancy induced cell predicted by the high Reynolds number model. Thus, the region of high turbulent viscosity is narrower in the three-dimensional simulation.

For all cases, the two-dimensional FLUENT calculations predict the turbulent viscosity higher than the other computations while the peak values for the low Reynolds number model and the three-dimensional high Reynolds number model are comparable. The predicted turbulence fields for each model differ as the predicted velocity and temperature fields for each model also differ.

7.6.2 Temperature Field and Heat Transfer Comparisons

The experimental horizontal temperature profiles at heights of 200, 140 and 80 mm (0.67, 0.47 and 0.37 dimensional units respectively) are presented in Figure 7.13. These profiles are compared with the predicted profiles of the low Reynolds number model and the two-dimensional and three-dimensional FLUENT models in Figures 7.58 to 7.60.

The temperature profiles adjacent to the heated wall for case 2 is presented in Figure 7.59. At the 200 mm height, both of the FLUENT models predict a similar profile. These models slightly underestimate the temperature gradient at the boundary and the width of the boundary layer and they overpredict the temperature outside the boundary layer. The low Reynolds number turbulence model is effectively different from the experimental data and the other predictions as the temperature gradient is significantly underpredicted and the core
of a model to predict the flow field. Both the experimentally obtained temperature profiles and the predictions from the low Reynolds number model are in good agreement. Yet, the velocity profiles differ significantly as Figure 7.6 shows the flow separates on the heated wall and the model predicts the flow to separate on the top boundary (see Figure 7.38).

The temperature profiles for case 4 are presented in Figure 7.60. For this case the results are consistent for all three heights. At the wall, all three of the models predict the temperature gradient well. Both of the FLUENT models predict the thermal boundary layer to be thinner than the experimental data while the low Reynolds number model successfully predicts the width. Outside of the boundary layer, the two-dimensional FLUENT model consistently overpredicts the temperature while the other models adequately predict the temperature.

The comparison of heat transfer is presented in terms of Nusselt number profiles along the heated wall. The Nusselt number is defined as

$$ N_{H} = \frac{\frac{h}{x}}{\frac{x}{y}} = \frac{h}{y} \frac{x}{y} \frac{h}{y} \frac{x}{y} \frac{x}{y} \frac{x}{y} $$

where $h$ is the local heat transfer coefficient.

For cases 2, 3, and 4, the variation of Nusselt number on the heated wall is presented in Figures 7.61 to 7.63 respectively. The predicted Nusselt numbers are compared from the dimensionless temperature gradient at the heated wall and the experimental Nusselt number is calculated from the electrical power input to the heater.

Figure 7.61 shows the Nusselt number profiles along the heated wall for case 2. Qualitatively, the experiment and the predictions show the Nusselt number is highest at the top of the cavity, reduces to a local minimum at the separation location and increases slightly towards the bottom of the cavity. At the top of the cavity, the fluid motion is driven by the cold fluid.
The temperature difference between the wall and the fluid in this region is large, resulting in increased heat transfer rates. This is especially true for the low Reynolds number predictions as shown by a large spike in the Nusselt number profile. For this model, the predicted laminar driven cell is smaller and hence mixes with the higher temperature buoyancy driven cell less than the other models. Thus, the fluid temperature in the horizontally driven cell is lower than for the other models and a large spike is shown in the Nusselt number profile. The Nusselt number profiles decrease in magnitude to approximately the separation height (see Table 7.8). Below the separation height, the fluid is rising adjacent to the heated wall. As the fluid rises, the local temperature of the fluid also rises as heat is transferred from the boundary to the fluid. Since the wall temperature is constant, the temperature difference between the wall and the fluid decreases as this fluid flows away. Thus, the resulting Nusselt number profile in this region, decreases as the Y coordinate is increased. The Nusselt number profiles predicted by the FLUENT models are similar in size and have the same shape as the experimental profile.

As already discussed, the low Reynolds number model overpredicts the heat transfer at the top of the cavity. All of the calculations predict a local minima in the region Y < 0.1 dimensionless units. This minima is attributed to the low velocity of the fluid in the corner of the cavity. This low fluid velocity results in a low convective heat transfer coefficient which in turn creates the observed minima.

The Nusselt number profiles for case 3 are presented in Figure 6.32. The experimental profile is qualitatively similar to the previous case. Experimentally, the flow regime for both of these cases is separated flow. Therefore, the discussion for the previous case also applies to the experimental curve. However, occupationally, all of the simulations predict the flow to be buoyancy dominated. For this flow regime, the Nusselt number is largest at the bottom of the cavity and is smallest at the top of the cavity. As the fluid flows up the heated wall, heat is transferred to the fluid causing the local temperature of the fluid to increase. As the local temperature increases, the temperature difference between the wall and the fluid decreases resulting in lower heat transfer rates (and hence lower Nusselt numbers). The two-dimensional simulations predict a local minima in the Nusselt number profile as in the previous case.

The Nusselt number distribution on the heated wall for case 4 is presented in Figure 7.63. In this figure, both the experimental and the predicted flow fields predict the flow to be buoyancy dominated. The discussion for the predictions of the previous case applies to all of the profiles on this figure.

A summary of the average Nusselt number on the heated wall is presented in Table 7.9. The average Nusselt number for case 2 and 4 and underpredicts the heat transfer in case 3. The two-dimensional FLUENT simulation consistently overpredicted the Nusselt number for all cases. The three-dimensional FLUENT model slightly overpredicted the Nusselt number for case 2, significantly underpredicted the average Nusselt number for case 3 and has excellent agreement for case 4.

<table>
<thead>
<tr>
<th>Case</th>
<th>Experimental</th>
<th>Low Reynolds</th>
<th>FLUENT 2D</th>
<th>FLUENT 3D</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>455</td>
<td>440</td>
<td>542</td>
<td>559</td>
</tr>
<tr>
<td>3</td>
<td>385</td>
<td>319</td>
<td>432</td>
<td>217</td>
</tr>
<tr>
<td>4</td>
<td>422</td>
<td>452</td>
<td>460</td>
<td>422</td>
</tr>
</tbody>
</table>

Computed from Electric Power Supplied to Heaters
The average Nusselt number cannot be used for a meaningful comparison between the experimental results and the predictions of the models as this variable is an integrated quantity and is a measure of the overall performance of the cavity although it is encouraging that reasonably accurate predictions can be made.

The temperatures and heat transfer results are consistent with results of the velocity fields. Differences between the two-dimensional and three-dimensional predictions of FLUENT suggest that three-dimensional effects are important for the successful simulation of the flow. The differences between the predictions of the two-dimensional models suggest the selection of an adequate turbulence model plays an important role in the prediction of the flow. As previously mentioned, the buoyancy in the cavity introduces non-isotropic turbulence. The non-isotropy may lead to unrealistic predictions of the Reynolds stress and the turbulent heat flux.

CHAPTER 8
CONCLUSIONS AND RECOMMENDATIONS

8.1 Contributions

The previously published literature addresses the problem of the lack of detailed experimental data for turbulent mixing convective flows [5]. The data presented in this thesis would aid the scientific community in the understanding of the relevant physics behind this class of flows. In addition, it would provide a data base for the verification of computer programs. In the past, computer codes for the prediction of internal buoyant flows were verified with the natural convection in a vertical rectangular cavity problem (as shown in Figure 2.2). Over ten years ago, a benchmark solution [20] was published for laminar flow in this configuration. This solution provided a reliable data base for the validation of laminar computer codes. In recent years, researchers have also obtained reasonable results for the turbulent case as shown in references [41,42,49,50,53,84]. As computers are developed with larger memories and higher computational ability, it is becoming feasible to use more complex turbulence models such as the algebraic stress model or the Reynolds stress model. These turbulence models have the ability to predict more complex flow problems. The experimental data presented here, provides a data base with an additional level of complexity as the flow may separate on a boundary in which heat is being transferred to the fluid.

The numerical work presented in this thesis, has applied both the low and high Reynolds number form of the k-ε turbulence model to mixed convective flows in enclosures. This model is used extensively in industry and may be considered the industrial standard for turbulence modelling [53]. Thus, it is insightful to study the performance of this model when applied to this class of flows. In addition to the turbulence modelling, the performance of various mathematical models and numerical formulations have been investigated. The various numerical models and mathematical formulations include the two-dimensionality of the flow, the effect of temperature on the fluid properties, the variation of the turbulent Prandtl number, the inclusion of the Vap correction, the order of the advective differencing, and the selection of algebraic solvers.

8.2 Conclusions

Comparison of the velocity plots in the planes of symmetry, inlet plane, exit plane, wall planes, exit region and the separation region show consistency between the plots. Since the data for these plots was collected days or even weeks apart, it suggests that the work is repeatable.

The experimental velocity vector plots in the inlet, exit and wall planes show the flow has three-dimensional effects in the region of separation and in the areas adjacent to the heated wall.

A detailed study was carried out to investigate the performance of the low Reynolds number turbulence models. The results of this study indicated that, the laminar flow model gave inadequate predictions and the modified form of the Launder and Brackbill model yielded slightly better predictions than the modified form of Jones and Launder.

A study was then conducted to examine the effects of the various secondary models. The results of this study show the variation of thermophysical properties significantly affected the predictions. The remaining modifications had little effect on the predicted flow field.

The predictions for the isothermal case (case 1) have excellent agreement with the experimental velocity fields. Both, the high and low Reynolds number forms of the k-ε model, predicted this case well and no significant improvement was observed with the three-dimensional model. Thus, a two-dimensional form of the k-ε turbulence model can successfully predict isothermal turbulent recirculating flow. This conclusion is consistent with the results of Johnson [39].

The simulations for the buoyancy dominated cases (case 4) have good agreement with the measurements. The velocity field is adequately predicted for both the high and low Reynolds number forms of the k-ε model and the three-dimensional solution had slightly better agreement. For this case, the flow field is similar to the flow field for natural convection in a right vertical cavity. In these cavity flows, a primary vortex forms accompanying almost the entire cavity. The fluid in this primary vortex flows up the heated boundary, across the top, down the opposite vertical boundary, and back across the bottom (see verification study 3). In the natural convection case, the vortex is cooled by a cold vertical wall and in the mixed convection case, the vortex is cooled by a cold liquid jet flowing in the downward direction adjacent to the vortex.

The results suggest that satisfactory predictions for buoyancy dominated flows can be made with the k-ε turbulence model. This result is consistent with the predictions of natural convection in a right vertical cavity [41,42,49,50].

The calculations for the intermediate Richardson number cases (cases 2 and 3) have also been completed. Qualitatively, the predictions for small amounts of heating (Ri < 1) are in agreement with the experiment. For higher amounts of heating (Ri = 10) the predictions are poor. Three-dimensional effects are important in the three-dimensional FLUENT predictions are in better agreement with the experimental results than the two-dimensional predictions. Neither form of the k-ε turbulence model adequately predicts the flow for intermediate Richardson numbers. In general, the buoyancy component, is overpredicted.
8.3 Recommendations

More experimental studies are needed to increase the size of the data base for mixed convective flows. More specifically, data is needed for aiding flow and for higher Reynolds number flows. With an increased data base, overall heat transfer correlations could be developed and a range of Richardson numbers could be quantified in which the k-ε model yields satisfactory results. Detailed measurements of Reynolds stresses and turbulent heat fluxes would aid in the selection and development of turbulence models for this class of problems.

For mixed convection cavity flow, the successful predictions of the k-ε turbulence model appear to be limited to isotropically dominated or buoyancy dominated flows. For intermediate values of Richardson numbers, the modelling of the Reynolds stresses and the turbulent heat flux need to be investigated. A non-isotropic convective turbulence model such as the algebraic stress model or the Reynolds stress model may improve the predictions [48,53,85,86]. In this range of Richardson numbers the three-dimensional effects must also be accounted for.

The predictions using a two-dimensional k-ε turbulence model converged very slowly. The addition of a third dimension to this computer code and the inclusion of a higher order turbulence model would require an excessive amount of computer time for a solution of the present form of the code. The governing equations would have to be solved more efficiently to obtain reasonable computing times. Thus, an acceleration technique, such as the multilevel-multigrid approach would have to be incorporated into the present computer code.

For a complete understanding of turbulent mixed convective flows in cavities, there is a need for a great deal of experimental work to be completed in conjunction with numerical studies. The work presented in this thesis, provides one such investigation into this class of flows.
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APPENDIX A
Derivation of QUICK Grid Coefficients for a Non-Uniformly Spaced Grid

The QUICK coefficients are derived using the geometry of Figures A.1 (33). The value of a variable at the west face, \( \phi_w \), is calculated using a standard parabolic fit. This value of \( \phi_w \) is used in the flux equation (eqn. 6.2).

\[
\phi = ax^2 + bx + c
\]

(A.1)

The points that the parabola is fit through depends on the sign of the normal velocity at the west face. If the velocity is positive, the parabola fits through \( \phi_w \), \( \phi_e \), and \( \phi_n \) as shown in Figure A.1 (a). For a negative velocity the parabola fits through \( \phi_w \), \( \phi_e \), and \( \phi_s \) (see Figure A.1 (b)). The derivation for the QUICK grid coefficients is described in (33). In general, a parabola must fit through the points

\[
(-\Delta x_p, \phi_w), \ (0, \phi_e), \ (\Delta x_p, \phi_n)
\]

(A.2)

The values \( \Delta x_p, \Delta x_e, \phi_w, \phi_e \), and \( \phi_n \) are calculated as shown in Figure A.1 (c). The other values depend on the sign of the velocity at the west face, \( u_w \) and are calculated as follows.

\[
\begin{align*}
\text{If } u_w > 0, & \text{ then } \Delta x_p = -\Delta x_e = \Delta x_w \text{ and } \phi_f = \phi_w \\
\text{If } u_w < 0, & \text{ then } \Delta x_p = \Delta x_e = \Delta x_w \text{ and } \phi_f = \phi_e
\end{align*}
\]

(A.3)

Substituting equation (A.2) into equation (A.1) yields

\[
\begin{align*}
\phi_f &= ax^2 + bx + c \\
\phi_w &= ax^2 + bx + c \\
\phi_e &= ax^2 + bx + c
\end{align*}
\]

(A.4)

The solution of equation (A.4) yields

\[
\phi_w = c + \frac{B_{e}}{B_{w}} \phi_f - \frac{B_{w}}{B_{w}} \phi_e - \frac{B_{w}}{B_{w}} \phi_n
\]

(A.5)

where

\[
\begin{align*}
B_{w} &= \delta x \delta y (\delta y - \delta y) \\
B_{e} &= \delta x \delta y (\delta x - \delta x) \\
B_{n} &= \delta x \delta y (\delta x - \delta x) \\
B_{s} &= \delta x \delta y (\delta x - \delta x)
\end{align*}
\]

(A.6)

and

\[
\delta x = \delta x_w - \delta x_e - \delta x_n
\]

(A.7)

Other equations may be derived for the value of \( \phi \) at the north, south and east faces.

---

APPENDIX B
UNCERTAINTY ANALYSIS

B.1 Introduction

The reliability of the experimental results was estimated through examining the uncertainties associated with the measured parameters. In general, if one parameter is a function of several variables which is given as follows:

\[
\phi = f(\phi_1, \phi_2, \ldots, \phi_n)
\]

(8.1)

Then, its uncertainty can be expressed by

\[
\frac{\Delta \phi}{\phi} = \left[ \frac{\Delta \phi_1}{\phi_1} \right]^2 + \left[ \frac{\Delta \phi_2}{\phi_2} \right]^2 + \ldots + \left[ \frac{\Delta \phi_n}{\phi_n} \right]^2
\]

(8.2)

The uncertainties in the basic measurements are estimated in Table B.1. The uncertainties in the test dimensions are estimated from the accuracy of modern machine tools and the operator skill. The fluid temperature uncertainty is based on typical accuracy of thermometers and the data acquisition system. The wall temperature has these uncertainties as well as an additional uncertainty since the thermocouples in the wall can differ by up to 0.5 °C. The flowmeter reading could easily be kept within ±5 mm head. The uncertainties in the boiler voltage and resistance are estimated to be ±5% and ±10% respectively. The value for the resistance was provided by the manufacturer. The ratio of time on to time off was measured by an oscilloscope. This ratio could be accurately measured and was consistent over time.
B.2 Thermophysical Properties

The thermophysical properties of water are functions of temperature. Since there are uncertainties in the temperature measurements, the uncertainties are carried through to the calculation of the thermophysical properties. In addition, errors are introduced by the use of equations 5.49 to 5.53. For a representative test case (Case 3), the calculated uncertainties for the thermophysical properties at the reference temperature are presented in Table B.2. The error due to the uncertainty in temperature is calculated from equation B.2. A maximum and standard deviation are also shown in Equations 5.49 to 5.52. These deviations are used for the calculation of reference temperature and the uncertainty is the use of equations 5.49 to 5.53.

### Table B.2: Uncertainty in the Thermophysical Properties

<table>
<thead>
<tr>
<th>Property</th>
<th>Uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>T (°C)</td>
<td>± 0.9</td>
</tr>
<tr>
<td>ρ (kg/m³)</td>
<td>± 0.04%</td>
</tr>
<tr>
<td>μ (Pa·s)</td>
<td>± 1.96%</td>
</tr>
<tr>
<td>k (W/m K)</td>
<td>± 0.16%</td>
</tr>
<tr>
<td>Cₚ (J/kg K)</td>
<td>± 0.07%</td>
</tr>
<tr>
<td>β (1/K)</td>
<td>± 1.6%</td>
</tr>
</tbody>
</table>

B.3 Dimensionless Parameters

The uncertainties in the dimensionless parameters used to define the cases are due to uncertainties in tank dimensions, temperature, inlet velocity and thermophysical properties. For Case 3, the uncertainties in the dimensionless parameters and the inlet velocity are calculated from equation B.2 and summarized in Table B.3. The largest uncertainty is in the calculation of Reynolds and Grashof numbers. A sensitivity study was performed using the low Reynolds number models. In this study, the dimensionless parameters were changed by the values listed in Table B.3. No significant changes in the predicted flow fields were observed in this study.

### Table B.3: Uncertainties in the Dimensionless Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>uᵢ (m/s)</td>
<td>± 5.5%</td>
</tr>
<tr>
<td>A Inlet Ratio</td>
<td>± 2.5%</td>
</tr>
<tr>
<td>A Aspect Ratio</td>
<td>± 0.15%</td>
</tr>
<tr>
<td>Pr Prandtl Number</td>
<td>± 2%</td>
</tr>
<tr>
<td>Reₚ Reynolds Number</td>
<td>± 6.3%</td>
</tr>
<tr>
<td>Grₚ Grashof Number</td>
<td>± 6.3%</td>
</tr>
</tbody>
</table>

B.4 Measured Quantities

In a recent study, Johnson [9] performed an error analysis on the laser doppler anemometry (LDA) technique. He found, that for a conventional LDA, the error in velocity measurement was typically to within 2%. In a study of natural convection in enclosures, Gid [41] performed an error analysis on the location of the LDA probe based on changing index of refraction considerations. Gid [41] found the probe location to be within 0.1 mm in the majority of the cavity. In regions where there are large temperature fluctuations and hence large changes in index of refraction this error was larger but could not be quantified. In addition, the laser beams were observed to bend considerably in these regions in the present work bringing the probe volume temporarily out of focus. This phenomenon was observed near the separation region adjacent to the heated wall as shown by a low data rate. Typically, the error associated with thermocouples is taken to be about ± 1 °C. The data acquisition system has a very small error.

### Table B.4: Uncertainty in the Measured Quantities

<table>
<thead>
<tr>
<th>Measurement</th>
<th>Uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>Velocity Measurement</td>
<td>± 2% [25]</td>
</tr>
<tr>
<td>Location of Velocity Probe</td>
<td>± 0.1 mm [41]</td>
</tr>
<tr>
<td>Temperature Measurement</td>
<td>± 1 °C</td>
</tr>
<tr>
<td>Location of Temperature Probe</td>
<td>± 0.05 mm</td>
</tr>
<tr>
<td>Nusselt Number</td>
<td>± 15%</td>
</tr>
</tbody>
</table>
APPENDIX C
EXPERIMENTAL DATA

The experimental velocity data presented in Figures 7.6 to 7.11 and the experimental temperature data presented in Figures 7.13 and 7.14 are stored on the floppy disk on the following page. The data for each case is stored in a separate ASCII file. The format for each file is similar. For a given case, n, the file is named CASEN.DAT and consists of eight tables.

The tables for case n would be

Table C.n.1 - Velocity Data in the Inlet Plane for Case n in Figure 7.n.5 (a)
Table C.n.2 - Velocity Data in the Plane of Symmetry for Case n in Figure 7.n.5 (b)
Table C.n.3 - Velocity Data in the Wall Plane for Case n in Figure 7.n.5 (c)
Table C.n.4 - Velocity Data in the Exit Plane for Case n in Figure 7.n.5 (d)
Table C.n.5 - Velocity Data in the Separation Region for Case n in Figure 7.10
Table C.n.6 - Velocity Data in the Exit Region for Case n in Figure 7.11
Table C.n.7 - Isothermal Temperature Profiles for Case n in Figure 7.13
Table C.n.8 - Vertical Temperature Profiles for Case n in Figure 7.14

The isothermal case (Case 1) consists of only the first six tables. In all of the tables except Table C.n.7, the coordinate system for Figure 3.1 applies and the dimensions of the coordinates are

\[ \text{mm} \].

Table C.n.7 uses a coordinate that is defined as the distance from the heated wall in dimensions of \( \text{mm} \). All time-averaged and fluctuating velocities have the units of \( \text{m/s} \) and the temperatures are made dimensionless with equation (5.17).

Additional copies of this data may be obtained from the author, Dr. M. Shukla or Dr.

P. Wood at

Department of Mechanical Engineering
McMaster University
Hamilton, Ontario
Canada

LHS 417
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