Abstract

The structural and magnetic properties of a number of transition metal oxides of the general formula AB₂O₆, where A is Mn, Fe, Ni, and Cu, and B is Sb⁴⁺ or As⁴⁺, have been investigated.

Co₅Sb₄O₁₂ crystallizes in a monoclinically distorted trirutile structure in the space group P2₁/n. Magnetic susceptibility is characterized by a broad maximum at 60 K indicative of the presence of significant short range correlations in this system, and an abrupt decrease in the susceptibility suggesting the presence of a magnetically ordered state. Further analysis of the susceptibility provided that the magnetic correlations in this system are dominant along the chains; this is the first trirutile compound that gives the clearest evidence for 1-d magnetic correlations. Long range magnetic order was further studied by low temperature neutron diffraction. This reflection was indexed with a propagation vector k = (0, 0, 1/2) in accordance with some of the trirutile phases such as Co₅Sb₄O₁₂ and Fe₅Ta₄O₁₂. The magnetic moment of Co²⁺ was estimated at about 0.5 μB. The presence of long range order was further supported by the registration of the spin flop transition on a single crystal of Co₅Sb₄O₁₂.

Co₅Ni₄O₁₂, Ni₅As₄O₁₂, and Mn₅As₄O₁₂ are isostructural and adopt the lead antimonate structure and crystallize in the space group P-3Im. Magnetic susceptibility data were characterized by the absence of short range correlations. The long range order in these materials was studied in detail using low temperature neutron diffraction.

For Ni₅As₄O₁₂ and Co₅As₄O₁₂, a number of superlattice reflections appears in their respective low temperature neutron diffraction profiles which were indexed with the propagation vector k = (0, 0, 1/2). The profiles of both materials were refined using the Rietveld method in the space group P-3Im. The refinement was handled by the Rietveld program in which the refined magnetic moment of Ni²⁺ was found to be 2.11(1) μB, and for Co²⁺ was 2.66(3). The low temperature neutron diffraction profile of Mn₅As₄O₁₂ was much more complicated than those of Ni₅As₄O₁₂ and Co₅As₄O₁₂. An exhaustive list of propagation vectors were used in order to fit the pattern without much success.

Lastly, in preparing the iron member of this series, Fe₅As₄O₁₂ was obtained instead of the isostructural member of the lead antimonate structure which has a markedly different crystal structure. Although the crystal structure contains FeO₄ dimers, the magnetic susceptibility did not fit the predictions of the S = 5/2 - 5/2 dimer model. This peculiarity is attributed to the details of the crystal structure. As for the magnetically ordered state, the superlattice reflections were indexed with the wavevector k = (0,0,0) and the Rietveld refinement was carried out in the space group P3₁.
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Chapter 1
Introduction

Magnetochemistry, as it is practiced today, is a formidable research tool that provides chemical and physical information on systems being studied in many branches of science. It reveals information that promotes the understanding and control of the physical properties of materials. It will be clear from this introduction that chemistry plays a central role in this process. It offers us a great flexibility in the design of a magnetic lattice. For instance, we have the freedom to vary the dimensionality of the magnetic lattice, the type, and the range of the magnetic interactions, and the spin value of the magnetic moment.

Over the past 30 years, there has been many advances in the understanding of magnetic phenomena. Many research efforts are currently directed toward the understanding of the relationship between the observed magnetic properties of a material and its chemical and structural characteristics. i.e., the nature of its chemical constituents and the way in which these are bound together to form the crystal lattice. For example, numerous materials with strong magnetic correlations only along chains or in planes existing in particular crystal lattices have been synthesized and studied.

In the course of this work, we have investigated the structural and magnetic properties of oxides with the general formula ABX₆ where A is a divalent transition metal and B is either Sb⁺ or As⁺. Among the transition metal antimonates, CuₓSb₂O₆ has been studied, while a series of transition metal arsenates has been investigated. The crystal structures of these transition metal antimonates have not been determined with reasonable accuracy to date, indeed research on these materials has been scarce. This thesis will study in detail the crystal and magnetic structures of copper antimonate and the arsenates of Ni, Co, Mo, and Fe.

This thesis is composed of seven chapters. In this chapter, the basic theory of magnetism in materials containing transition metal ions will be reviewed briefly while greater emphasis is given to systems exhibiting strong spin-spin exchange interactions. The different model systems of magnetic materials will be introduced along with a few illustrative examples. The theory of nuclear and magnetic neutron diffraction will be reviewed in chapter two, the principle of the Rietveld refinement method, which is responsible for much of the interest the powder diffraction technique has received in the past 25 years, will be discussed in some detail. The experimental procedures which were used in this study will be described in chapter three. The results of this work will be discussed in chapters four, five, and six, and in chapter seven, the conclusion of this investigation will be summarized.

I. Basic Theory of Magnetism:

The magnetic properties of transition metal ions arise from the ground state of the metal ion as well as those thermally populated states (C77.1). Thus, the contribution of a particular level to the magnetic properties may be altered by varying the temperature. Given the properties of an individual ion, we can calculate the properties of a mole of ions by a straightforward procedure, using the Boltzmann distribution (C77.1). The distribution of the magnetic moments among the various states is given by,

\[ \frac{N_i}{N_j} = e^{-\frac{\Delta E_{ij}}{kT}} \]  

where \( \Delta E_{ij} \) is the energy level separation between levels \( i \) and \( j \).

Now, the mean magnetic moment of an ion in the level \( i \) is given as \( \mu = \Delta E_{ij} / \Theta_B \); the average magnetic moment, \( \langle \mu \rangle \), is therefore obtained as the sum over magnetic moments weighted according to the Boltzmann factor

\[ \langle \mu \rangle = \sum \mu_i e^{-\frac{\Delta E_{ij}}{kT}} \]  

and the bulk magnetization for a sample with \( N \) identical magnetic atoms per mole is

\[ M = N \langle \mu \rangle \]  

In order to investigate the interaction of the magnetic ions with the magnetic field, it is useful to expand the energy in powers of the field as in equation (1.4).

\[ E_x = E_{y0} + E_{y1}H + E_{y2}H^2 + ... \]  

Hence, the mean magnetic moment of an ion in the level \( i \) is given as

\[ \mu_i = -\frac{\partial E_i}{\partial H} = -E_{y0} - 2E_{y1}H \]  

Substituting this result in equation (1.2), and assuming the first order splitting is \( > 2kT \), and after some algebraic manipulations, the following result can be obtained (M73):  

\[ \langle \mu \rangle = \sum \mu_i e^{-\frac{E_{y0}}{kT}} - 3E_{y1} \frac{H}{kT} - \frac{2E_{y2}}{kT} \frac{H^2}{kT} \]  

where \( m \) represents the field direction. Since the effect of a magnetic field on the energy levels of an atom is usually small, \( E_y \)'s can be calculated by the use of the perturbation theory. The first order terms, \( E_{y1} \)'s known as the Zeeman terms, indicate how the states change energy in the presence of the field, and are given by

A large volume of published work on low dimensional magnetic materials does exist, some of this literature is reviewed in references (J74) (C86) (H92) (O93). Reference (J74) gives a comprehensive account of the work published on these magnetic systems prior to 1974. Reference (H92) is mainly concerned with the magnetic properties of the layered transition metal compounds. Reference (O93) introduces the interested reader to the currently active areas of the research in the field of magnetochemistry.
The second order terms are given by
\[ \Sigma_{\alpha} \left( \frac{\epsilon^{(2)}_{\alpha}}{E^2} - \frac{Z_{\alpha}^2}{E^2} \right) \]

The susceptibility of a material in the presence of a magnetic field is the scalar ratio of the magnetization and the magnetic field (G2).

The second order terms are given by
\[ E(l) = E_0 + \frac{3}{2} \left( \frac{E}{E_l} - \frac{E_l}{E} \right) \]

The susceptibility is then reduced to the famous Curie law (F66)
\[ x = \frac{C}{T} \]

where C is the Curie constant and is given by
\[ C = \frac{N^2 \mu^2 8S(S+1)}{3k} \]

This equation is known as the Van Vleck equation, it was derived so that when solved for a particular interaction Hamiltonian and eigenvector basis set it gives a closed form equation for the magnetic susceptibility (G62). So, the requirements for using this equation are a knowledge of energy eigenvalues and eigenvectors.

It is possible to simplify the Van Vleck equation in various circumstances. This is done to allow us to understand the origin of the various generalizations about magnetic behavior in transition metal compounds, in particular the dependence of the magnetic susceptibility on the temperature and its relation to structure. There are four general limiting cases in which this equation can be considered:

1. There are only energy levels \( \gtrsim kT \) above the ground level. In this case the only wavefunctions to be taken into account are those that are degenerate in the absence of a magnetic field. The first order Zeeman effect alone contributes to the susceptibility of the ground levels and the susceptibility is then reduced to the famous Curie Law (F66)
\[ x = \frac{C}{T} \]

2. There are only energy levels \( \lesssim kT \) above the ground level, which have no first order Zeeman effect.

The only contribution to the susceptibility comes from the second order Zeeman effect between the ground level and the higher levels. The second order Zeeman effect contribution to the susceptibility of the ground levels is commonly put in the form
\[ x = \frac{N \mu}{K} \]

This behavior is observed in any complex of octahedral or tetrahedral symmetry for which the ground term is of \( A \) or \( E \) symmetry, where \( A \) and \( E \) denote a singlet and doublet terms respectively.

3. There are energy levels both \( \gtrsim kT \) and \( \lesssim kT \) relative to the ground state. This situation arises when there is a ground state which is degenerate and all the excited states are \( \gtrsim kT \) above this (M73). For \( \Delta E \ll kT \), the contribution to the susceptibility is given by the Curie law, while for \( \Delta E > kT \), the contribution is given as in case 2. The total contribution is therefore given by
\[ x = \frac{C}{T} N \mu \]

This formula is often referred to as the Langevin-Debye equation.

This behavior is observed in any complex of octahedral or tetrahedral symmetry for which the ground term is of \( A \) or \( E \) symmetry, where \( A \) and \( E \) denote a singlet and doublet terms respectively.

4. There are energy levels \( \approx kT \) relative to the ground level. In this case the first order Zeeman effects contribute to the total susceptibility according to the weight of the thermal distribution among them. In addition there is a contribution from the second order Zeeman effects between adjacent states. As a result the magnetic susceptibility is a complicated function of temperature, and each system must be treated individually. This behavior may be expected for transition metal compounds which have \( T \) symmetry, or triply degenerate, ground term. These terms are split by spin-orbit coupling interactions, and the resulting states are separated by a few hundred wave-numbers and thus will be thermally populated.

**II. Spin-spin interactions:**

Probably the most interesting phenomena in magnetism are those due to the spin-spin interactions. These interactions are referred to as magnetic exchanges. The Hamiltonian used to describe the magnetic exchange interaction, known as the Heisenberg Hamiltonian, is of the simple form...
\[ H = -2J \sum_{ij} S_i S_j \]  
\[ J = \int \Phi_i(1) \Phi_j(2) \frac{-e^2}{|r_i - r_j|} \Phi_i(1) \Phi_j(1) \, dr_i \, dr_j \]  
where \( J \) is the magnitude of the coupling between spins \( S_i \) and \( S_j \), and is given by

The first term is the Coulombic energy of a two electron charge distribution and the second is the antiferromagnetic contribution where \( b \) is the transfer integral of the electrons between the two magnetic atoms and \( U \) is the energy of this transfer.

The above Hamiltonian in equation (1.17) provides a good description of the metal-metal interactions. However, it offers no information concerning the mechanism by which the spins couple. Metal-metal interactions in transition metal compounds frequently occur in spite of the fact that the separation between the paramagnetic centers is very large (\( \geq 4 \) Å). Because of the large distances involved this type of interaction is known as "superexchange" interaction (M68). The idea of the superexchange was introduced first by Kramers (K34). He pointed out that the ions could cause spin-dependent perturbations in the wavefunctions of the intervening ions, thereby transmitting the exchange effect over large distances; but no specific mechanisms were discussed. Anderson (A53) used Kramers' results as a starting point for his continued development of the theory of superexchange. Anderson (A53) concludes that three spin-dependent mechanisms are of much quantitative significance, these are:

1. When the two ions have lobes of magnetic orbitals pointing toward each other in such a way that the orbitals would have a reasonably large overlap integral, the exchange is antiferromagnetic;
2. When the orbitals are arranged in such a way that they are in contact but have no net overlap integral, the interaction is ferromagnetic;
3. If a magnetic orbital overlaps an empty orbital, the interaction between the two ions is ferromagnetic.

In this regard, two extreme cases can be distinguished, the 180°- and the 90°- superexchange pathways.

1. The 180° superexchange case: this arrangement could be found in structures that have corner shared octahedra. The important symmetry relationships are those illustrated in Fig(1.1a). The \( p_x \) and the \( d_{xy} \) are orthogonal so that no net overlap results and the electron transfer from \( p_x \rightarrow d_{xy} \) cannot occur. On the other hand, the metal \( s \) and anion \( d_{xy} \) orbitals are not orthogonal and a \( p_x \rightarrow d_{xy} \) pathway is available for electron transfer.

2. The 90° superexchange: the relation between the symmetries of the relevant orbitals of the interacting cations and anions at an angle of 90° is shown in Fig(1.1b). Both the \( p_m \) and the \( p_n \) orbitals are simultaneously involved in the superexchange mechanism.

No attempt is made here to examine every possible interaction but to stress the relevant symmetry relationships between anion and cation orbitals, and their importance to determine the sign and magnitude of the possible interactions.

**III. Long Range Order:**

A long range order occurs when these spin interactions take place cooperatively over the entire three dimensional lattice. Transitions to long range order are characterized by a susceptibility behavior, Fig(1.2), that is quite different from what has been described above. In other words, the transition from the paramagnetic state to a magnetically
ordered state with long range correlations between the magnetic moments is in fact a phase transition (C86). This spontaneous ordering of spins persists below a certain critical temperature, usually called $T_c$. In real systems, spin correlations among moments begin to accumulate even above the $T_c$, and these spin correlations are called short range order. The earliest and certainly the simplest theory that was formulated to explain the existence of the long range order in magnetic systems was the Mean Field Theory, MFT. Although it was very simplistic, it was very useful in describing the magnetically ordered state. The theory is briefly described in the following section.

**III.1: Mean Field Theory:**

The Mean Field Theory, MFT, was first introduced by Weiss (W07). The task of the theory at that time was to explain the existence of spontaneous magnetization below the ordering temperature, and the passage from negligible total magnetization to saturation magnetization upon the application of a small external field $H_e$.

Weiss assumed that the exchange interactions between the magnetic ions give rise to an effective field, $H_e$, acting on the spins, in addition to the external field, $H_e$. This internal field $H_e$ is proportional to the magnetization,

$$H_e = \lambda M$$

where $\lambda$ is called the Weiss field constant, and is related to the number of nearest neighbors, $z$, and the exchange constant, $J$, by

$$\lambda = \frac{2 \pi J}{z^2 \mu_B^2}$$

The total field is therefore

$$H_T = H_e + H_e$$

so

$$\frac{M}{H_T} = \frac{M}{H_e + \lambda M}$$

Rearranging equation (1.22) to obtain the susceptibility yields the Curie-Weiss law

$$M(T) = \frac{N g \mu_B S}{3k} \left( \frac{\tau}{T - \theta} \right)$$

where $\theta$ is the Weis constant,

$$\theta = \frac{N g \mu_B H_e (S+\frac{1}{2})}{3k}$$

When $H_e = 0$, $M$ is not zero at $T_c$. The spontaneous magnetization in the long range order is (C86),

$$M = N g \mu_B \theta B_\theta(\eta)$$

where $B_\theta(\eta)$ is Brillouin function (M73):

$$B_\theta(\eta) = \frac{3}{2} \coth \left( \frac{\eta}{2} \right) - \frac{1}{2} \coth \left( \frac{\eta}{2} \right)$$

with

$$\eta = \frac{3 \pi \mu_B H_e}{kT} = \frac{3 \pi \mu_B (H_e + \lambda M)}{kT}$$

Let us examine the spontaneous behavior by setting $H_e = 0$.

As $T \to 0$, $\eta \to \infty$, and

$$B_\theta(\eta) \to 1$$

so that equation (1.25) becomes:

$$M(T) = \frac{N g \mu_B S}{3k} \left( \frac{\tau}{T - \theta} \right)$$

Spontaneous magnetization is usually expressed as a reduced magnetization function, and one can define two independent relationships for the reduced magnetization $M(T)/M(0)$:

$$\frac{M(T)}{M(0)} = B_\theta(\eta)$$

and

$$\frac{M(T)}{M(0)} = \frac{(\tau/kT)}{(\tau/kT)}$$

These two equations can be examined graphically as in Fig(1.3).

$$M(T) = \frac{N g \mu_B S}{3k} \left( \frac{\tau}{T - \theta} \right)$$

For $T > T_c$, there is no intersection with the Brillouin function. Therefore, there is no solution for $M(T)/M(0)$ above $T = 0$. K. For $T < T_c$, there is a non-zero solution for
every temperature at the point where the Brillouin function is intersected. As \( T \) approaches \( T_c \), the reduced magnetization is best represented by the relationship (1.32),

\[
M(T)/M(0) = \left( \frac{T_c - T}{T_c} \right)^\beta
\]

(1.33)

the exponent \( \beta \) is referred to as the critical exponent which, according to the MFT, has a value \( \frac{1}{2} \).

To account for the magnetic behavior of salts with complicated lattice structures, Neél (1953) introduced a modification of the Weiss model of the ferromagnetism. He assumed that the ordered magnetic arrangement can be described in terms of sublattices, each is ferromagnetic but the spins of one sublattice are antiparallel to the spins on another sublattice. These two sublattices are coupled by a negative \( J_{\perp} \). In this case at high temperatures the magnetization is given as in equation (1.33) (K66),

\[
M = M_a + M_b = \frac{C}{2} \left[ H_a + \frac{1}{2} \left( \lambda_1 - \lambda_2 \right) M \right]
\]

(1.35)

giving

\[
\chi = \frac{C}{T + \Theta}
\]

(1.36)

with \( C = C_a + C_b \) and \( \Theta = \Theta_a (\lambda_1 - \lambda_2) \).

Below the ordering temperature, the antiparallel ordering opposes the aligning tendency of the applied field, \( H_0 \), and the susceptibility drops with decreasing temperature. Thus is replaced by an average interaction with all the other spins in the lattice (92)). This makes MFT insensitive to the dimensionality of the magnetic lattice. MFT cannot accurately describe the critical behavior, by which is meant the singularities occurring in the thermodynamic functions at \( T_c \).

It can be concluded that the MFT is a rough approximation to describe the long range order, LRO, in a magnetic system, and fails for systems with lower dimensionality where the short range order, SRO, dominates.

### III.3. Ising, XY, and Heisenberg Models

As the dimensionality of the system is reduced from three to two or one, i.e., the spin interactions become dominant in the planes or along the chains, respectively, MFT is expected to become a worse approximation of the system (C86). It was observed that the behavior of various thermodynamic quantities changes more between the different lattice dimensionalities than they do between different structures, e.g., simple cubic to body centered cubic, of the same dimensionality. This led to the introduction of other models that are capable of representing the observed data. In order to choose a model for a certain magnetic system, it is necessary to define its lattice dimensionality, \( d \). The discussion of the concept of the lattice dimensionality will be delayed until the next section.

The other important quantity which has to be defined is the spin dimensionality of the system. Spin dimensionality is related to the anisotropy in the exchange interactions. There are three limiting cases which have been studied extensively, namely the Ising, XY, and Heisenberg models.

The Hamiltonian of the spin interactions in equation (1.17) can be modified to be capable of explaining both the coupling and anisotropy in the magnetic exchange in the following way:

\[
H = -2 \sum_{i,j} (J_{ij} \sigma_i \cdot \sigma_j)
\]

(1.37)

Depending on the number of the components (x,y,z) of the spins that are considered, \( n \), one has a 1, 2 or 3 component spin system, where \( n \) denotes the spin dimensionality. The Heisenberg model is obtained if the interactions are isotropic, i.e., \( J_{ij} = J_{kl} = J_{0} \), and the XY model is obtained when the interactions are dominant in the plane, \( J_{ij} = J_{xy} \) and \( J_{ij} = 0 \). When the interactions in the plane are \( J_{ij} = J_{xy} = 0 \) and \( J_{ij} = J_{xy} = 1 \), the Ising model obtains. Both the XY and Ising models are obtained by assuming an anisotropy in the exchange interaction.

In practice, anisotropic properties often arise not at all from the exchange interaction but rather from other sources such as the crystal field that couple the moment in certain direction in the crystal, the spin-orbit coupling, and the single ion effects (B85).

The anisotropy in the magnetic susceptibility arises, in general, from the non-cubic nature of the ligand field acting on the metal ion. Since the spin contribution to the
susceptibility is spatially isotropic, the anisotropy in the susceptibility arises from the orbital contribution (M78).

If the ground state of an ion is an orbital singlet, it has no orbital contribution in the ground state, hence no anisotropy is expected and the exchange interactions are isotropic. This system is expected to behave as a Heisenberg system. On the other hand, when the ground state is triply degenerate, the behavior of the susceptibility is expected to be highly anisotropic and the Ising model obtains.

Consider the case of the Co²⁺ ion. In a cubic octahedral environment the orbital ground state of a Co²⁺ ion is the triplet $^3T_g$. Axial distortions from cubic symmetry, combined with spin-orbit coupling, split this manifold state into six doublets, known as Kramers doublets. One doublet remains lowest in energy, irrespective of the sign or magnitude of the axial distortion, the next doublet being about 200 K higher in energy. It follows that at temperatures below 50 K only the lowest doublet will be appreciably populated, so that the magnetic properties can be described within the effective spin $S'=\frac{1}{2}$ formalism. It can be readily shown that in the ground-state doublet the true spin $S=3/2$ may be replaced by an effective spin $S'=\frac{1}{2}$ with (J85):

$$S_z = \frac{1}{2} S'$$

$$S_\perp = \frac{1}{2} S'$$

$$S_\parallel = \frac{1}{2} S'$$

where the splitting factors $g'_{\perp}$, and $g'_{\parallel}$ are the contributions of the spin angular momentum to the effective g values of the lowest doublet. For sufficiently large

$$H = -2J \sum_{i<j} S_i \cdot S_j - D \sum_i S_i^2$$

Depending on the signs of the distortion the singlet or the doublet is lowest in energy, corresponding with $D<0$ and $D>0$, respectively. It follows from this Hamiltonian that the crystal field then establishes a preference for the moments to align perpendicular or parallel to the z-axis, corresponding to a planar (XY-type) or axial (Ising-type) type of anisotropy. In the case that $|D|<|J|$, the isotropic Heisenberg model will be approached (J85).

Based on the discussion, certain generalisations are useful: Mn²⁺ is often a Heisenberg ion while Co²⁺ is likely to be; Co²⁺ is likely to be Ising or XY ion, depending on the geometry of the ion and the sign and the magnitude of the zero-field splitting.

IV. Short Range Order:

For operational purposes, the term will be restricted to describe magnetic ions which interact predominantly with neighbors that are arranged in clusters, in chains, or in planes. There are a number of reasons which may cause the lack of an appreciable magnetic interaction between neighbors along one or more spatial directions in a crystal. Since the magnetic and the crystallographic lattice need not be identical, this property may be utilized by choosing a lattice in which the distance between the magnetic ions differs considerably so that the effective exchange interactions will differ considerably, and the effective exchange interactions will be introduced as

$$J'_{i,j} = g'_{ij} g'_{ij}/D$$

Similar considerations can be applied to certain Fe²⁺ compounds.

Systems with high anisotropy could adopt either of the two anisotropic models, namely the Ising or XY model. Considerable anisotropy in the g-values with $g_\perp \neq g_\parallel$ is a prerequisite for the applicability of the XY model.

On the other hand, it follows that the Heisenberg case will be approached with magnetic interactions for which crystal field effects are small, as in the case of Mn²⁺ where the orbital momentum is quenched completely ($L=0$) (J85).

For metal ions with an orbital singlet ground state and $S>\frac{1}{2}$, the spin-orbit interaction partially lifts the spin degeneracy of the ground state and leaves a set of spin states. This is called zero-field splitting (ZFS), the interested reader is referred to ref (C85) for a detailed and complete discussion of this phenomenon. As an example, consider Ni²⁺ ion for which the ground state in the cubic field is a spin triplet, $^3A_g$. The trigonal or tetragonal distortions of the cubic environment will split the ground triplet into a singlet and a doublet. It may be convenient to add the crystal-field term as a Heisenberg-type of interaction, i.e. to consider the Hamiltonian

along a given direction is much longer than along the other directions. The magnetic ions may, for example, be largely separated along certain axes by putting non-magnetic atoms in between. In addition a lower dimensionality may be realized by the fact that both signs of the superexchange interaction may occur, depending on the path lengths and bond angles. This offers the possibility of an accidental cancellation of the interaction in a given direction, if there exist different bonds in that direction.

It is instructive to give a brief summary of the properties of the magnetic lattices of low dimensionality with some examples illustrating the subtle relationship between the magnetic and structural dimensionalities.

IV.1. Chain structure:

There are a number of theories available to describe the thermodynamic properties of the one dimensional magnetic systems and extensive experimental data on magnetic chains (J74)(C86). The obvious feature of the thermodynamic behavior of the 1-d systems is the absence of long-range order at any non-zero temperature. As a consequence of this, the entropy has to be removed via short-range processes. This is reflected in the specific heat and magnetic susceptibility behaviors, both of which display broad maxima, occurring at temperatures of the order of the exchange interaction along the chain (J74).

Plans in Fig(1.4) show the specific heat of the magnetic chains of the three model systems. The magnitude of the susceptibility maximum can provide a handy set of criteria for the determination of the model system appropriate to the compound at hand. The fit
of the data to other calculated quantities within each model is very useful in determining the model that will be most representative to the data. For an elaborate discussion on these quantities the interested reader is referred to ref (174).

It should be realized that assigning the correct model to represent the experimental data may become nontrivial. Crystallographic structures are usually necessary in order to aid in the choice of the models to apply. But some inferences may not be unambiguous.

$$x = \frac{N \alpha^2 \alpha^2}{4J} \frac{1}{1+u} \quad (1.43)$$

where $u=(T_{eff}T/1+u)$ with $T_{eff}=2JS(S+1)/k$.

It is worth to note that the short range order effects for this model system are extended over a much larger region in temperature than for the Ising model.

One of the best Heisenberg chains is $\text{Sr}_{[\text{CH}_3\text{COO}]_2\text{MnC}_6}$ (H76), the structure of which consists of chains of $S=5/2$ Mn$^2+$ ions bridged by three Cl ions. The intrachain exchange constant is $-6.7$ K. Both the magnetic susceptibility and the specific heat were determined to be in the order of $10^2$, where $T$ represents interchain exchange. This ratio is a crude measure of the idealization of the chain model. Another measure of this idealization is the critical entropy, a mere 1% of the total for this compound (C86).

A large number of chain structures are formed by Co$^{3+}$. This is largely a result of the ability of Co$^{3+}$ to adopt to a number of coordination geometries. Excellent reviews of 1-d copper magnetic systems are published by Hartfield et al (H83) (H85). Of those chain compounds, the compound Co$^{3+}TlC_6$ has received much attention since well-defined, large single crystals may be obtained. It was concluded that the spins couple antiferromagnetically in the Heisenberg chain with $T_1/k=-9.15$ K.

Another interesting compound that illustrates the magnetostuctural correlations is the compound $\text{K}_{2}\text{OH}([\text{Cu}\text{NO}_3]_2)$ (B79). This compound has a centered cubic structure at room temperature, implying three-dimensional magnetism, but it undergoes several structural phase transitions as it is cooled and acts as an antiferromagnetic linear chain as well. This has been explained in terms of Jahn-Teller distortions which are propagated cooperatively throughout the crystal lattice.

Another example that illustrates this point further is $\text{KCuF}_3$ (92), the structure of which is a distorted perovskite. The environment of the Co$^{3+}$ is tetragonally distorted octahedron. This distortion leads to a lack of overlap in the c-axis plane, leaving only the overlap along the a-axis (Fig.1.5). The resulting Cu-F-Cu superexchange along the c-axis yields a strong antiferromagnetic interaction along the chains.

$$\chi = \frac{N \alpha^2 \alpha^2}{4J} \frac{1}{1+u} \quad (1.43)$$

where the symbols "parallel" and "perpendicular" refer to the external magnetic field direction with respect to the direction of the spin alignment within the chains.

Several compounds containing Ising chains have been studied, $\text{AMCo}_2\text{SH}_2\text{O}$ where A = Rb and Cs and M = Co and Fe, has been extensively studied and found that the intrachain coupling is antiferromagnetic. While the spins in the system $[[\text{CH}_3\text{NH}]\text{CoCo}_{2}\text{SH}_2\text{O}$ are ferromagnetically aligned (C86).

With respect to the Heisenberg chains, there are no exact solutions available to date. However, numerical calculations are available which characterize the behavior of the chains to a high degree of accuracy. The classical work on the antiferromagnetically exchange-coupled chain was done by Bonner and Fisher (B64), and much of the subsequent work has been carried out in the spirit of this work. The expression in equation (1.43) was later derived which was used to calculate the magnetic susceptibility of some magnetic chains.
With respect to the XY model, considerable anisotropy in the g-values, with $g_i$ \( \gg g_s \), is the prerequisite for its applicability. There are only few compounds which adopt this model system. One such material that meets such a criterion is \((\text{NH}_3)_2\text{Co(SO}_4)\), with $g_i = 4.9$ and $g_s = 2.20$ (W74).

One of the recent advances in the research in the magnetic properties of low dimensionality is the synthesis and study of one-dimensional ferrimagnets. This new class of low dimensional systems has been discovered in 1980 in compounds showing structurally ordered bimetallic chains. This class of materials shows very interesting magnetic behavior. These ferrimagnets were a subject of a review article published recently by Coronado et al. (C93).

IV.2. Layered structures:

In going from the 1-d to the 2-d magnetic lattices there arises a profound difference between the Ising model on one hand and the Heisenberg and XY models on the other. The dimension of two is sufficient for the Ising model to undergo a long range order at a finite temperature but this is not the case for either the XY or the Heisenberg model systems.

The important calculation for the 2-d systems within the Ising limit is that of Onsager (O46) for an $S=\frac{1}{2}$ system. He showed that the quadratic lattice undergoes a phase transition and exhibits a $\lambda$-type anomaly in the specific heat.

Turning to the isotropic models, the first point of interest is that the 2-d Heisenberg system does not undergo a transition to a long range order. The specific heat of the planar Heisenberg system consists of a broad maximum. The shape of this curve differs from the 1-d model, but has no $\lambda$-type anomaly. Similarly, the susceptibility shows a broad maximum due to the short range order effects at the higher temperatures.

Fig(1.6) illustrates the theoretical predictions of specific heats of the $S=\frac{1}{2}$ Ising model as well as the Heisenberg model for a 1, 2, and 3-d lattice, the molecular field prediction is also included.

Fig(1.6) The theoretical magnetic specific heat of the $S=\frac{1}{2}$ (a) Ising model for 1, 2 and 3-d lattice. (b) Heisenberg models for a 1, 2, 3-d lattices. MFT predictions included for comparison. It is the gas constant and $k$ is the Curie-Weiss temperature (Ref 574).

One of the most extensively studied series of the two-dimensional systems is based on the $\text{K}_{2}\text{NiF}_4$ structure. The tetragonal $\text{K}_{2}\text{NiF}_4$ structure can be viewed as being derived from the perovskite lattice, $\text{KNiF}_3$, by the addition of an extra layer of $\text{KF}$ between $\text{NiF}_2$ sheets as in Fig(1.7). This will transform the 3-d lattice of the $\text{KNiF}_3$ into a magnetic layer structure, $\text{K}_{2}\text{NiF}_4$. It is important that the interaction within the layer is antiferromagnetic, since this causes a cancellation of the interaction between neighboring layers in the ordered state. A series of compounds of the general formula $\text{KMnF}_4$, where $M$ is Mn, Fe, Co, Ni, and Cu, (T74) has been synthesized and studied. Their crystal structures are all similar and their magnetic properties could be explained within the limit of 2-d magnet.

The first clue to the 2-d properties was predicted by Legrand et al. (L62) who investigated $\text{K}_{2}\text{NiF}_4$ by x-ray diffraction. It was argued that in the antiferromagnetic state the exchange and the dipolar interaction between neighboring Ni$^{2+}$ sheets will cancel. Subsequent susceptibility measurements on $\text{K}_{2}\text{NiF}_4$ showed the familiar 2-d feature. Short range order was found to persist up to $T = T_c$, Values for the interlayer exchange constant are obtained from different measurements, given $J/k = -50 K$ while the next-nearest interaction within the plane is $J'/k = -0.5 K$ ($J''/k = 10^2$). From $T_{\text{Onsager}}=230 K$, it follows that $J/k = 52 K$.

Another member of the series which was studied extensively is $\text{K}_{2}\text{MnF}_4$. It was found to exhibit similar characteristics in its magnetic susceptibility to those of $\text{K}_{2}\text{NiF}_4$. From the fit of the susceptibility data to a high temperature expansion, it was found that $J/k = 6.2 K$. Both of these compounds were fit to a quadratic Heisenberg model.

In the compound $\text{K}_{2}\text{CoF}_4$, the resultant lowest doublet from the spin-orbit coupling is well approximated by the effective spin of $S=\frac{1}{2}$ with $g_1 = 6.3$ and $g_2 = 3.1$ (H92.1). This would indicate a strong Ising 2-d behavior. The parallel susceptibility data could nicely be fitted to the 2-d Ising predictions over a wide range of temperatures. It was shown that spontaneous magnetization which was obtained from a neutron diffraction study is in full agreement with Onsager's exact solution (O46) which is given in equation(1.44).
The magnetic properties of Me(NCS)$_2$(triazole)$_2$, similarly well described by theoretical predictions for the $S=5/2$, quadratic layer Heisenberg antiferromagnets with $J/k = -0.25 K$.

The specific heat of Cu(NCS)$_2$(triazole)$_2$ is fitted to the quadratic layer $S=1/2$ Heisenberg antiferromagnet. It is interesting to observe that the intralayer interaction changes from being antiferromagnetic to being ferromagnetic as soon as the Jahn-Teller ion is taken into consideration (B3).

Regarding the 2-d XY-model, only very few experimental examples have been studied as yet. This is because of the lack of compounds that exhibit the required anisotropy for the XY model. Just recently Regnault et al. (R92.1) described the magnetic properties of the compounds BaM$_2$X$_2$O$_6$$_d$, where M is Ni or Co and X is F or As. All of these compounds are isostructural and crystallize in a trigonal space group R-3.

The structure can be described as a layered structure of magnetic ions that are located on a honeycomb lattice. The distance separating these layers is $\sim 7.8$ Å and separated by XO$_2$-Be-XO$_2$. From the large interlayer distance, a pronounced 2-d magnetic character is expected. The planar nature of the anisotropy was clear in the magnetic susceptibilities $\chi_p$ and $\chi_d$.

For BaCo$_2$(AsO$_4$)$_3$, the perpendicular and parallel susceptibilities appear to differ by more than an order of magnitude in the low temperature range. Analysis of these data gives $J_1/k = 20 K$, $J_2/k = 0.4$, $g_1 = 5.0$ and $g_2 = 2.5$. These parameters do indeed satisfy the requirements of the XY-model.

Based on this brief summary of the thermodynamic properties of the various magnetic models, it is apparent that it is a difficult task to assign a certain model which fits the observed data. To make such an assignment even more difficult, isolated dimers and clusters offer specific heat and susceptibility curves that are not unlike those of the 1-d and 2-d systems (C86). Accordingly, powder measurements of the susceptibility are sometimes unreliable as indicators of magnetic behavior on their own and crystallographic structures are usually necessary in order to aid in the choice of models to apply. Qualitative comparison of the shape of the theoretical and experimental data are inadequate in order to characterize the magnetic behavior of a substance. A quantitative analysis of the data and quantitative fit to a model are imperative (C86).

In summary, in order to completely define a magnetic system, it is necessary to determine:

1. Its lattice dimensionality, d.
2. Its spin dimensionality, n.
3. The sign of the exchange interaction, whether it is ferromagnetic or antiferromagnetic.
4. The magnitude of the exchange interaction, which can be determined by fitting the experimental data to a proper theoretical model.
V: Research Outline:

The transition metal oxides of the general formula $\text{AB}_2\text{O}_3$, where A is a divalent transition metal ion and B is a pentavalent diamagnetic ion, e.g. $\text{TaN}_2\text{O}_3$, $\text{STa}_2\text{O}_3$, or $\text{AsB}_2\text{O}_3$, have been subject of an extensive study in our labs.

These oxides adopt different crystal structures depending on the relative sizes of ions $\text{A}^{2+}$ and $\text{B}^{5+}$ (W84). Most of the transition metal antimonates and tellurates, with the exception of $\text{MnSb}_2\text{O}_3$ and $\text{CoTa}_2\text{O}_3$, adopt the trirutile structure (ES4/W84). The trirutile structure is a superlattice of the normal rutile unit cell formed by tripling the c-axis. On the other hand, the transition metal arsenates crystallize in a hexagonal structure, known as PbSb$_2$O$_4$ structure, in which the $\text{A}^{2+}$ and $\text{As}^{3+}$ ions are segregated in layers (W84). In the present investigation, our attention was directed at studying the structural and magnetic properties of $\text{ASb}(\text{A}_{\text{sh}}\text{O}_{\text{sh}})$, where A is Cu, Mn, Fe, Co, and Ni and B is Sb or As.

The trirutile structure imposes restrictions on the distances and bond angles which connect magnetic ions thus dictating the potential exchange pathways which can give rise to magnetic correlations. The substitution of the magnetic ions in the structure has hexagonal symmetry, the same as that found in the $\text{K}_x\text{NiF}_3$ and other layered tetragonal compounds. The magnetic ions in layers $z=0$ are separated from those in the layer at $z=\pm 0.5$ by about 5.7Å and the superexchange would involve tortuous A-O-B-O-A linkages. Furthermore, if the moments in each plane exhibit short range antiferromagnetic order there will be a symmetry cancellation effect as each moment at $z=\pm 0.5$ sees eight neighbors in the two adjacent planes, four with spin-up and four with spin-down. Both of these effects will most definitely lead to large short range ordering in these compounds.

Concerning the magnetic properties of trirutile phases, $\text{ASb}(\text{Ta})_2\text{O}_3$ where A is Fe, Co, and Ni, the magnetic susceptibility in the range 100 - 300 K follows the Curie-Weiss law (ES4/R89.1). Below 100 K substantial deviations from this relationship were observed. Evidence for 2-dimensional correlations has been obtained from magnetic susceptibility as well as from heat capacity measurements (K88.1)(K88.2)(R89.1). The possibility of predominantly 1-d interactions in FeTa$_2$O$_3$ was suggested by the published magnetic structure for this compound (ES4); however, a fit to a 1-d model was not successful.

As an extension to this study, CoSb$_2$O$_3$ was investigated. The phase was reported to crystallize in a monoclinically distorted trirutile structure in space group $P2_1/n$ or $P2_3/n$, but its structure was not refined. We will study the crystal structure using the neutron powder diffraction.

The magnetic susceptibility will be measured in the range 4 - 300 K. We expect to observe substantial short range order. Both possibilities of a 2-dimensional and 1-dimensional model systems do exist. Both the short range and long range orders will be thoroughly investigated. The findings of this study will be contrasted with those obtained from the other members of the series $\text{ASb}(\text{Ta})_2\text{O}_3$.

As for $\text{AAS}_2\text{O}_3$, these compounds have received very little attention in the past. $\text{CoAs}_2\text{O}_3$ was synthesized by Magneli (M41). Later Taylor $et$ $al$ (TS8) prepared and

Chapter 2

Neutron diffraction Theory

Thermal neutron scattering is one of the most powerful techniques for studying the structure and dynamics of condensed matter. This is because thermal neutrons have a wavelength which is comparable to the spacing between the atoms in a crystal. In addition, the energy of these neutrons is comparable to the vibrational frequencies of the atoms in the sample. These two properties allow us to use neutron diffraction as a probe to investigate both the structure and dynamics of the condensed state.

The second feature unique to neutrons is that they have a magnetic moment which can interact with unpaired electrons in the atoms of the matter. This makes it possible to study a wide range of magnetic properties and obtain information about magnetic systems which can not be obtained with other techniques.

In this chapter, the theory of the nuclear and magnetic scattering will be briefly reviewed. A section in this chapter will be devoted to the Rietveld method, a technique used in refining the chemical and magnetic structures using the powder patterns obtained from the scattering experiments.
1. Nuclear Scattering Theory

The use of neutrons in diffraction experiments dates back to the 1950's, at which time a large number of crystal structures had been determined by X-ray diffraction. The main attention was drawn to the different scattering power of X-rays and neutrons which results from fundamental differences in the two scattering processes. Whereas X-rays, as electromagnetic radiation, interact with the electronic charge distribution in the irradiated material, neutrons are scattered to a large extent by interaction with the atomic nuclei through nuclear forces (CT8). As a result, the two techniques allow the measurement of almost, but not quite the same quantity.

1.1. Nuclear scattering cross-section

The incident neutron beam is characterized by its momentum, \( \mathbf{k} \), where \( \mathbf{k} \) denotes the wave vector, \( 2\pi/\lambda \). The scattered neutrons likewise are characterized by their momentum, \( \mathbf{k}' \), so that the scattering can be described in terms of the momentum transfer, \( \mathbf{Q} = \mathbf{k} - \mathbf{k}' \). Very generally we can distinguish between two scattering processes: elastic scattering in which there is momentum transfer but no energy transfer in the scattering process and the other is an inelastic scattering which involves an energy transfer as well.

The cross section, as defined above, is just the flux passing through a sphere of radius \( r \) around the nucleus divided by the incoming flux

\[
\sigma = \frac{\left| \psi \right|^2 \cdot 4\pi r^2}{\left| \psi \right|^2 \cdot v}
\]

where \( v \) is the neutron velocity. This gives

\[
\sigma = 4\pi b^2
\]

The cross section can be defined in terms of the potential of the interaction between the neutron and the nucleus, \( V \), as

\[
\frac{d\sigma}{dQ} = \left( \frac{m}{2\pi \hbar^2} \right)^2 | \langle \psi' | V(r) | \psi \rangle |^2
\]

which can be rewritten simply as,

\[
\frac{d\sigma}{dQ} = \frac{m}{2\pi \hbar^2} \int V(r) e^{iQr} \, dr \quad | \langle \psi' | e^{iQr} | \psi \rangle |^2
\]

The results of a scattering experiment can be conveniently expressed in terms of a quantity known as a cross-section, \( \sigma \). Concerning the elastic scattering process, one can distinguish two quantities: the total scattering, \( \sigma_{\text{total}} \), which is defined by:

\[
\sigma_{\text{total}} = \frac{\text{total number of neutrons scattered per second}}{\Phi}
\]

where \( \Phi \) is the flux of the incident neutrons. In this context, "total number" means the number of neutrons scattered in all directions. The second quantity is the differential cross-section in the solid angle \( d\Omega \), and

\[
\frac{d\sigma}{d\Omega} = \frac{\text{number of neutrons scattered per second into } d\Omega}{\Phi}
\]

These two cross sections are related by the following identity (S78).

\[
\sigma_{\text{total}} = 4\pi \int_{0}^{\pi} \frac{d\Omega}{4\pi} \frac{d\sigma}{d\Omega} = 4\pi \int_{0}^{\pi} \frac{d\sigma}{d\Omega} \, d\Omega
\]

To derive an expression for the cross section, we shall first consider the simplest case - nuclear scattering by a single nucleus at a fixed position. Then, we derive the cross section of the scattering from a crystal lattice.

The interaction between a neutron and a single rigid nucleus can be roughly described by an attractive potential of about \( r_s = 10^{-3} \) cm range and some MeV depth, the details of which are not well known (S72). The incident neutrons are represented by the wavefunction

\[
\psi = e^{iQr}
\]

The wavefunction of the scattered neutrons at the point \( r \) can be written in the form

\[
\psi_s = \frac{b}{r} e^{iQr}
\]

where \( b \) is a constant, known as the scattering length, and \( r \) is the distance from the point of measurement to the origin at which the nucleus is considered to be rigidly fixed. The minus sign in the equation is arbitrary and corresponds to a positive value of \( b \) for a repulsive potential.

The interaction potential between the nucleus and the neutron is of very short range, falling to zero outside a distance on the order of nuclear dimensions (~ \( 10^{-12} \) cm). Consequently, the nucleus acts as a point scatterer to neutrons. Therefore the scattering is isotropic, i.e. the scattering amplitude is constant and independent of \( Q \).

The pseudopotential \( V(r) \) in equation (2.6) is constructed as (S78),

\[
V(r) = a \delta(r)
\]

where \( \delta(r) \) is a 3-dimensional Dirac delta function, \( \int \delta(r) \, dr = 1 \).

then

\[
\int V(r) \, dr = a \int \delta(r) \, dr = a
\]

therefore

\[
\frac{d\sigma}{dQ} = \left( \frac{m}{2\pi \hbar^2} \right)^2 a^2
\]

where

\[
a = \frac{2\pi \hbar^2}{m} b
\]

hence the potential is given by

\[
V(r) = \frac{2\pi \hbar^2}{m} \cdot b \cdot \delta(r)
\]
For many nuclei at $R$, equation (2.12) can be written as

$$V(r) = \frac{2\pi n^2}{\hbar} \sum b_j \delta (r - R_j) \quad (2.13)$$

where $b_j$ is the scattering length of the nucleus at position $R_j$. $V(r)$ is known as the Fermi pseudopotential.

In a system with different nuclei, e.g., a mixture of isotopes, each nucleus has, of course, a specific scattering length. Because we cannot know which isotope is sitting on a given place $R_j$, $b_j$ in equation (2.13) should be replaced by a proper average. The differential cross section for a neutron beam by an assembly of nuclei can then be rewritten as the sum of two parts:

$$\frac{d\sigma}{d\Omega} = \left( \frac{d\sigma}{d\Omega} \right)_{\text{coh}} + \left( \frac{d\sigma}{d\Omega} \right)_{\text{inc}} \quad (2.14)$$

Accordingly, one can distinguish between different definitions for the scattering cross section such as:

- **Total scattering** $\sigma_{\text{tot}} = 4\pi <b^2>$
- **Coherent scattering** $\sigma_{\text{coh}} = 4\pi <b^2>$
- **Incoherent scattering** $\sigma_{\text{inc}} = 4\pi (<b^2> - <b^2>)$

The coherent scattering is the scattering the same system would give if all the scattering lengths were equal to $b$. The incoherent term must be added to obtain the scattering due to the actual system. Physically, the incoherent scattering arises from the random distribution of the deviations of the scattering lengths from their mean value.

To date, we are unable to either calculate or predict the values of the scattering length, $b$. As a result, we have to use the scattering lengths as parameters to be determined experimentally. Nevertheless, it is found that the scattering length, in general, depends on two factors. Firstly, there is a contribution to the scattering length proportional to $A^{1/3}$, where $A$ is the mass number of the nucleus. Secondly, there may be "resonance scattering" depending on the nuclear energy levels of the compound nucleus composed of the initial nucleus and the neutron. The energies of such levels will depend on the details of the nuclear structure so that this resonance effect will vary widely from element to element, and indeed from isotope to isotope (86b). The result is that the overall scattering varies considerably through the periodic table. Fig.(2.1) summarizes some of these variations, the linear variation of the scattering amplitudes for X-rays is also indicated (87b).

It should be noted that although the random variations from element to element are substantial for neutrons, nevertheless the magnitude of the overall variation is comparatively small. The average taken over all the elements and isotopes which have been measured is about 0.6 barn (86b). This proves to be of great advantage as chemists often need to distinguish between elements with consecutive atomic numbers, such as between Al and Si in minerals or close-neighbor transition metals in alloys. This also allows the detection of light elements in the presence of very heavy elements, for

![Fig(2.1) The variation of the neutron and X-ray scattering powers across the periodic table. (Ref 86b).](image)

instance, oxygen ($b=0.58$ barn) can be detected in the presence of very heavy elements such as tungsten ($b=4.8$ barn) and lead ($b=9.4$ barn). This would not be easily done by using X-rays.

### 1.2. Bragg Scattering from a Crystal Lattice:

A perfect crystal may be constructed by repeating a unit cell periodically in space. The unit cell is defined in terms of three basis vectors $a_1$, $a_2$, $a_3$ and has a volume

$$V_u = a_1 \cdot (a_2 \times a_3) \quad (2.15)$$

the crystal is therefore described by lattice vectors $\mathbf{r}$

$$\mathbf{r} = l_1 \mathbf{a}_1 + l_2 \mathbf{a}_2 + l_3 \mathbf{a}_3 \quad (2.16)$$

where $l_1$, $l_2$, and $l_3$ are integers.

The content of the unit cell is composed of atoms which are at the end of the vectors $\mathbf{r}$ leading from the origin of the unit cell to the atom

$$\mathbf{r} = \mathbf{r}_1 \mathbf{a}_1 + \mathbf{r}_2 \mathbf{a}_2 + \mathbf{r}_3 \mathbf{a}_3 \quad (2.17)$$

The vector $\mathbf{r}$ defines the atomic coordinates in a unit cell. Its components are measured in fractions of the unit cell constants $a_i's: 0 \leq r_i \leq 1$.

An atom in a crystal is therefore completely described by

$$\mathbf{R}_u = \mathbf{r} + \mathbf{R}_0 \quad (2.18)$$

For the interpretation of diffraction experiments it is useful to construct a so-called reciprocal lattice spanned by reciprocal lattice vectors $g$

$$g_i = \frac{2\pi}{V_u} (a_i \times a_j) \quad (2.19)$$

The volume of the unit cell in the reciprocal lattice is
The reciprocal space vectors are related to those of the real space by the relation

\[ \mathbf{g} \cdot \{ \mathbf{g}_1 \times \mathbf{g}_2 \} = \frac{(2\pi)^2}{V} \]  \hspace{1cm} (2.28)

The constant follows to be \( N \cdot (2\pi)^2/V \), where \( N \) is the number of unit cells and \( V \) is the unit cell volume (W72). Owing to instrumental resolution and mosaic spread in the crystal, the \( \delta \)-function is spread out into a peak with a finite width.

Therefore, the cross section becomes

\[ \frac{d\sigma}{d\Omega} = N \cdot \frac{(2\pi)^2}{V} \cdot |F| \sum \delta (Q - g) \]  \hspace{1cm} (2.25)

where

\[ F = \sum b \cdot \epsilon^{i\mathbf{g} \cdot \mathbf{r}} \]  \hspace{1cm} (2.26)

is known as the structure factor.

The \( \delta \)-function implies that the scattering occurs only when

\[ Q = \mathbf{k} - \mathbf{R} = g \]  \hspace{1cm} (2.27)

This expression is another way of writing Bragg's law. This equation can be best illustrated by a diagram in the reciprocal space. Fig(2.3) shows a reciprocal lattice with the origins at \( \mathbf{O} \). \( 04 \mathbf{G} \) represents the wavevector of the incident neutrons, and \( 0 \mathbf{B} \) that of the scattered neutrons. In general the point \( \mathbf{B} \) does not coincide with a reciprocal lattice point, and there is no coherent scattering. But for special orientations of \( \mathbf{Q} \) with respect to the crystal lattice, and for special scattering angles \( \theta \), \( B \) can coincide with a reciprocal

\[ n \lambda = 2 \pi \sin \theta \]  \hspace{1cm} (2.31)

which is the familiar form of the Bragg's law.

In order to observe a Bragg reflection, two conditions must be satisfied. First, the length of the scattering vector \( \mathbf{Q} \) must satisfy the Bragg equation. This means that the detector must be set at the correct scattering angle \( 2\theta \) giving \( Q = 2\lambda \cdot B \). Second, the direction of the normal to the reflecting planes must be parallel to the vector \( \mathbf{Q} \).

The simplest way to achieve this is to use a powder sample, which always contains few crystallites of the required orientation. In the classical neutron diffractometer, \( \lambda \) is fixed and the diffraction pattern is measured as a function of angle. The scattering, at a fixed \( \lambda \), comes out in cones called Debye-Scherrer cones, and these are successively crossed by the detector as the scattering angle increases, to give a sequence of Debye-Scherrer lines. An alternative procedure for recording the neutron powder pattern of a sample is to keep \( \lambda \) fixed and to satisfy the Bragg equation by varying \( h \) or \( \lambda \). This method is known as the time of flight, or simply TOF, method. It involves the measurement of the diffraction intensity as a function of \( \lambda \), \( \lambda \) is readily determined from the flight-time for neutrons passing from the sample to the detector.

Once the diffraction pattern has been obtained, a great deal of information can be extracted. The size and the shape of the unit cell may be deduced from the values of the scattering angle, \( \theta \), at which Bragg reflections are observed. There are only seven distinct crystal systems to which a unit cell can belong. The seven crystal systems, each
represented by a parallelepiped, are described by the relationship between the lengths of the three axes a, b, c and by the values of the three angles between the axes α, β, γ. The relationship between the interplanar spacings, d, and the lattice parameters is well known for each crystal system (W70). However, to fit the lattice parameters one must assign Miller indices to all observed reflections and this requires that one must make some intuitive guesses to which crystal system the material belongs.

The best choice of the unit cell is not necessarily a primitive one; sometimes a non-primitive cell has a more obvious connection to the point symmetry elements. Bravais has shown that there are only 14 distinct space lattices, of which seven are primitive and the other seven are nonprimitive.

A crystal structure is defined by its Bravais lattice and by the arrangement of the atoms in the unit cell. Information about the arrangement of atoms is obtained from the relative intensities of the Bragg peaks.

The structure factor, Fhkl, in equation (2.26) can be rewritten as

$$ F_{hkl} = \sum_{j} b_{j} e^{2\pi i(hx_{j} + ky_{j} + lz_{j})} $$

(2.33)

where the indices h, k, l are the "Miller indices" of the reflecting planes in the crystal, and x, y, z are the fractional atomic coordinates of the atoms in the unit cell, and where the sum is extended to the atoms in the unit cell. Using the definition of the primitive unit cell vectors, e_a, e_b, e_c, this expression can be reduced to

$$ F_{hkl} = \sum_{j} b_{j} e^{2\pi i(ha_{j} + kb_{j} + lc_{j})} e^{-\theta_{j} / 2} $$

(2.34)

where the sum is over the j atoms in the unit cell, and \( \theta \) is the temperature factor.

It would be possible to determine the positions of the atoms in the unit cell if the structure factors of a large number of reflections were known.

The Miller indices of the reflecting planes are used as a subscript instead of g. In the calculation of F_hkl, it was assumed that the atoms in the crystal are tightly bound and not free to move. However, in reality the atoms are subject to thermal vibrations about their equilibrium positions and this motion has the effect of diminishing the amplitude of the coherent scattering. The structure factor then becomes

$$ F_{hkl} = \sum_{j} b_{j} e^{2\pi i(hx_{j} + ky_{j} + lz_{j})}, e^{-\theta_{j} / 2} $$

(2.35)

where

$$ \mu_{B} = -\gamma \mu_{s} $$

(2.36)

is the nuclear magneton, m_{s} is the mass of the proton and e is its charge. \( \gamma \) is the gyromagnetic ratio of the neutron and its value is \( \approx 1.913 \) nuclear magnetons, and e is the Pauli spin operator for the electron (\( \epsilon = 2 \)). The operator corresponding to the magnetic dipole moment of the electron is

$$ \mu_{s} = -2 \mu_{s} \hat{S} $$

(2.37)

where

$$ \mu_{s} = \frac{e h}{2m_{s}} $$

(2.38)

is the Bohr magneton, m_{s} is the mass of the electron, S is the spin angular momentum operator for the electron in units of h. The eigenvalues of its components are ±1/2.

We now consider the potential of the interaction of a neutron in spin state \( \sigma \) with a moving electron of momentum \( \mathbf{p} \) and spin \( \mathbf{S} \).

$$ V_{n}(\mathbf{r}) = -\mu_{n} \cdot \mathbf{B} $$

(2.39)

The magnetic field, \( \mathbf{B} \), is due to the contribution of the magnetic dipole (spin part) and the momentum of the electrons that leads to a current (orbital part). This field for an electron moving with velocity \( \mathbf{v} \) is (K87)

$$ F_{ul} = \sum_{j} b_{j} e^{2\pi i(hx_{j} + ky_{j} + lz_{j})}, e^{-\theta_{j} / 2} $$

(2.33)
\[ H = \text{cusp} \left( \frac{\nu_e \times \mathbf{R}}{|\mathbf{R}|^2} \right) + \frac{e}{c} \frac{\nu_e \times \mathbf{R}}{|\mathbf{R}|^2} \]  \hspace{2cm} (2.40)\]

where \( R \) is the distance from the electron to the neutron.

Now this expression of the potential can be substituted in the master formula of the cross section

\[ \frac{d\sigma}{d\Omega} = \left( \frac{m}{2\pi \hbar^2} \right) \left( |k'|^2 \right) \left( V_{\text{nc}} \right)^2 \left( k \nu \right) \]  \hspace{2cm} (2.41)\]

where \( k \), the wave number and \( \nu \), the Pauli spin (\( = 2\nu \), \( \nu \) is neutron spin) characterize the incident neutrons whereas the scattered neutrons are characterized by \( k' \) and \( \nu' \). This is a cross section for a process in which the neutron changes from the state \( k \), \( \nu \) to the state \( k' \), \( \nu' \). \( V_{\text{nc}} \) is the potential between the neutron and all the electrons in the scattering system, equation (2.39). After integrating over the space coordinates \( r \) of the neutrons we obtain the following expression for the potential

\[ (k')^2 \left| V_{\text{nc}} \right| (k\nu) = 4\pi a_i \Omega \]  \hspace{2cm} (2.42)\]

where \( a_i \) is the interaction operator which can be expressed as (986)

\[ a_i \Omega = p \cdot \mathbf{u} D_c + p \cdot \mathbf{u} \sum \frac{e^{i Q \cdot r}}{Q} \chi_\Omega (Q) \]  \hspace{2cm} (2.43)\]

\( D_c \Omega \) is the Fourier transform of the magnetic interaction vector and is composed of two parts, the first one containing \( \mathbf{u} \), the spin operator, and the second one of the scattering amplitude gives the possibility of determining both the amplitude and the orientation of the magnetic moment. However, it is more useful to define a so-called magnetic form factor. Hence,

\[ D_c \Omega = p \cdot \mathbf{f}(Q) \mu_i \cdot \mathbf{u} \]  \hspace{2cm} (2.44)\]

The term \( f(Q) \) is the form factor of the magnetic ion, with \( f(Q=0) = 1 \). The form factor appears because the spatial distribution of magnetic electrons about the ion center is comparable to the interatomic spacing and thus to the neutron wavelength used in the scattering. Unlike the nuclear scattering length, \( \lambda \), however, the magnetic form factor can often be calculated quite accurately from the electronic wavefunctions.

However, when the polarization of the neutron beam is not taken into account, the cross section is the sum of the nuclear and magnetic part. The magnetic part of the cross section is given by

\[ \frac{d\sigma}{d\Omega} = p^2 f(Q) \langle \mu_i^2 \rangle \]  \hspace{2cm} (2.45)\]

where

\[ \langle \mu_i^2 \rangle = g^2 (S+1) \]  \hspace{2cm} (2.46)\]

This equation represents the magnetic scattering by a paramagnetic ion. In a paramagnetic material the directions of the magnetic moments vary randomly from atom to atom and there is no magnetic contribution to the Bragg diffraction peaks. The magnetic scattering is distributed in the background of the diffraction pattern, falling off with increase of the angle \( \theta \) because of the influence of the form factor \( f(Q) \).

For materials, whose magnetic moments are in fixed orientation, i.e. when the moments are ordered, for instance, parallel or antiparallel, the magnetic cross section is replaced by

\[ \frac{d\sigma}{d\Omega} = p^2 q^2 \mu^2 f(Q) \]  \hspace{2cm} (2.47)\]

where \( \mathbf{q} \) is the magnetic interaction vector defined by

\[ \mathbf{q} = k (\mathbf{u} \cdot \mathbf{R}) - \mathbf{R} \]  \hspace{2cm} (2.48)\]

Fig. (2.1) The relationship between the scattering unit vector and the magnetic unit vector (Ref. 675).
where $K$ is a unit vector in the direction of the atomic magnetic spin and $\epsilon$ is a unit vector in the direction perpendicular to the effective reflecting planes, i.e., the so-called scattering vector. From the definition of $q$, Fig(2.3) it follows that the $q$ lies in the plane of $\epsilon$ and $K$ and is perpendicular to $\epsilon$ and of magnitude $\sin\alpha$. Thus

$$|q| = \sin\alpha$$  \hspace{1cm} (2.51)

It is worth emphasizing that $K$ is the direction of the spins in the magnetic materials. The existence of defined orientations for the magnetic moments of the ions means that there is coherence between the neutrons scattered by the various atoms.

Let us consider a magnetically ordered lattice. We have to extend this expression to include a summation over $\rho$ for the whole unit cell. The basic innovation is the introduction of the "magnetic unit cell structure factor" $F_m(Q)$, which is defined by

$$F_m(Q) = p Q \sum_{\rho} Y_{\rho} \cdot f_{\rho}(Q) \cdot e^{iQ \cdot \rho}$$  \hspace{1cm} (2.52)

and the magnetic cross section in equation (2.49) can be written as

$$\frac{d\sigma}{dQ} = N \sum_{\rho} \left| f_{\rho}(Q) \right|^2 |Q-K| \left| F_m(Q) \right|^2$$  \hspace{1cm} (2.53)

This will give superlattice reflections, each of these being located in the reciprocal point defined by the scattering vector $Q=g+k$.

III. The Rietveld Method

As noted earlier, there are serious difficulties in obtaining reasonable structural information from powders. Most of these problems arise because of the fact that the three-dimensional intensity data are mapped into one dimension in the powder experiment. This results in peak overlap, which is often severe. The traditional approach to the refinement of powder data, i.e., pre-1969, has been to reduce the pattern to a set of integrated intensities and then to $\Sigma|F_{\text{obs}}|^2$ values, where $\Sigma$ denotes a summation for overlapping reflections. For structures of low symmetry, the overlapping soon becomes severe and refinement by this method becomes impractical.

Rietveld (R67) introduced the profile refinement method which is capable of retrieving some of the lost information due to the overlapping. This method revolutionized powder diffraction as a tool for refinement of crystal structures and it has been widely used since.

The Rietveld method is now recognized to be uniquely valuable for structural analysis of nearly all crystalline materials not available as single crystals. It has played a crucial role in the elucidation of the new high temperature superconductor structures. Structural studies of heavy metal oxides and of zeolites, clays, minerals, and magnetic materials are representative of the thousands of important applications of the Rietveld method and attest to its vital importance to today's solid state science. A number of excellent reviews of the method are in existence (C72) (AE2) (Y93). Ref(Y93) would...
serve as the most comprehensive reference for the technique and its applications to which the interested readers are referred.

In general, the Rietveld method fits the structural parameters to the overall profile of the powder pattern, assuming the pattern to be the sum of a number of Bragg reflections of well-defined peak shapes centered on the respective Bragg angle positions. The data are not artificially compressed as in the conventional method, and the actual point intensity counts are used as the least squares data input. This is a more natural representation of the available intensity data, and leads to a greater efficiency of information retrieval from the superposed reflections in the pattern.

The Rietveld program minimizes the quantity

$$M = \sum w_i \left( Y_i - Y_i^{obs} \right)^2$$

(2.54)

where $$Y_i$$ is the background-corrected intensity at a 2θ point, $$w_i$$ is a least squares weight based on the counting statistics and equal to:

$$w_i = \frac{1}{\sigma_i^2}$$

(2.55)

$$Y_i^{calc}$$ is the calculated intensity which is obtained by evaluating equation (2.56)

$$Y_i^{calc} = \sum_k N_k f_k e^{2i\pi(h_k \cdot r - \theta_k)}$$

(2.56)

where

$$F_i = \sum_k N_k f_k e^{2i\pi(h \cdot r_k - \theta_k)} \cdot e^{-\beta}$$

(2.59)

So $$Y_i^{calc}$$ is formed by summing the contributions from all Bragg reflections which overlap at point $$i$$, with those contributions dropping to zero when $$(2\theta - 2\theta_r)$$ is greater than 1.5 $$H_r$$, $$H_r$$ is the full-width at half maximum, FWHM, of the Bragg reflection $$r$$ being considered. As in equation (2.60), the variation of $$H_r$$ with angle can be represented by a three-term power series in tan $$\theta$$ (C25)

$$H^2 = A \tan^2 \theta + B \tan \theta + C$$

(2.62)

Other complicated line shape functions were implemented in the case of the TOF method and X-ray diffraction, some of these functions are provided by Young in reference (93). One should notice that it is a crucial feature of the Rietveld method that no effort is made in advance to allocate observed intensity to a particular Bragg reflection or to resolve overlapped reflections. Consequently a reasonably good starting model is needed. It should be emphasized that the method is a structure refinement rather than a structure solution method.

III.2- Criteria of Fit:

When a refinement has converged to a stable minimum, the crystallographer must then confront several questions (991):

1- Is the current model an adequate fit to the data?
2- Is the model complete, or would additional parameters improve it?
3. Is the model, as refined, plausible in terms of physics and chemistry?

The first criterion for addressing the first question is a residual plot, a plot of the differences between observed and calculated intensities at each point. It should not contain any peaks that are not attributed to the phase being studied, and it should be reasonably free of oscillations in the tails of strong peaks that would indicate an inadequate peak shape function.

If the appearance of the residual plot is satisfactory, some statistical tests may be applied. Borrowing a page from the single crystal crystallographers and adapting it to their needs, the users of the Rietveld method have developed several R-values that are now commonly used, Table 2.1. From a purely mathematical point of view, $R_w$ is the root-mean-square of these R's because the numerator is the residual being minimized.

The ultimate criterion of fit must always be the chemists' scientific judgement. The structure must make sense. Bond distances and angles that deviate wildly from those that are commonly observed must always be viewed with suspicion, no matter what statistical tests may indicate. A low standard deviation for a parameter is necessary, but not sufficient condition for an accurate structure.

The most often cited indicator of precision in Rietveld refinement is the estimated standard deviation (e.s.d.). It is important to note that the e.s.d is not the experimental probable error, it is the minimum possible probable error arising from random errors alone.

---

Chapter 3
Experimental

In this chapter, the preparation of two classes of oxides, namely Cu$_2$Sb$_2$O$_6$ and A$^2$-Sb$_2$O$_6$, where A$^+$ is Co, Mn, Ni, or Fe, is described. The measurement of the magnetic susceptibility and the neutron diffraction are described as well.

1. Sample Preparations:

   1.1 Cu$_2$Sb$_2$O$_6$

   Copper antimonyate was prepared by the reaction of CuO (Johnson-Matthey) and Sb$_2$O$_5$ (Baker) in air at 1000°C in an alumina tube for 24 hours. In order to minimize volatilization of Sb$_2$O$_5$ the reactants were heated at a rate of 4°C/min. The yellow color of the product is consistent with the previous reports (82).

   \[ \text{Sb}_2\text{O}_5 + \text{CuO} \rightarrow \text{Cu}_2\text{Sb}_2\text{O}_6 \] (3.1)

   The purity of the product was very dependent on the pressure used for the pelletization. Pressures higher than 2 x 10^6 psi resulted in the formation of another phase on the pellet surface which was identified as Cu$_2$Sb$_2$O$_7$ (82).

   Based on differential thermal analysis, DTA, measurements, Fig(3.1), the formation of Cu$_2$Sb$_2$O$_6$ apparently involves three steps. The first step (380-500°C) represents the oxidation of Sb$_2$O$_5$ to Sb$_2$O$_7$, the second and third steps (500-1000°C) involved further oxidation of antimony to Sb$^+$ and the formation of Cu$_2$Sb$_2$O$_6$.

   The completion of the reaction was verified by X-ray powder diffraction data which were collected on a Nicolet 12 diffractometer.

   Neutron diffraction data were collected at room temperature on the General Purpose Powder Diffractometer (GPPD) at the Intense Pulsed Neutron Source (IPNS) at...
Argonne National Laboratory. A general discussion of the TOF, time of flight, method regarding operation principles, peak shape and background analysis methods, and specific information on the GPPD at IPNS has been published by McEwen et al. (198)

Data were collected from the 2θ = 148°, 90°, and 60° detector banks, but only the data collected from (2θ = 148°) were used in the refinement so as to achieve the highest possible resolution. Data preparation and least squares refinement were carried out using the programs of the IPNS Rietveld analysis package for TOF data from spallation or pulsed neutron sources.

Low temperature neutron data were collected on the Daulopez spectrometer at Chalk River Labs. Data sets were collected at temperatures of 5, 7, 10, and 12 K at wavelength 1.499 Å.

Magnetic susceptibility data were collected on a Quantum Design SQUID magnetometer using a pressed polycrystalline pellet. Magnetic susceptibility was measured as a function of temperature and as a function of field. Description of the instrument and the data collection procedures will be dealt with later in the chapter.

Numerous attempts were directed at growing large single crystals. The flux method was the method of choice for this system due to its simplicity. It was reported that small single crystals of CuSbO₄ were grown from V₂O₅ flux (189). These crystals were very small and have an irregular crystal habit. We succeeded in growing larger crystals by modifying the flux composition and the cooling rates. Small amounts of some additives were used. The additive with the most pronounced effect on both the crystal size and habit was hexa oxide, B₂O₃. Of the various compositions attempted, the flux with the composition (V₂O₅ 75% + B₂O₃ 5% + CuSbO₄ 20%) provided the best results. A charge of 5 grams of this composition was loaded into a quartz tube, of the dimensions 10 mm × 12 mm and 1 mm thickness. After evacuation to 10⁻³ torr, the tube was sealed off. This mixture was sealed for 20 hours at 1000° C, then cooled at a rate of 5° C/hr to 600° C. After the temperature of the furnace reached 600° C the furnace was cooled at a rate of 1° C/min. A large number of crystals with well developed faces were obtained, from which a crystal of the dimensions 3 mm × 2 mm × 1 mm weighing 2.71 mg with well developed faces was selected for use in the magnetic measurements. It was revealed from the elemental analysis that some Cu⁺⁺ was incorporated in these crystals. Based on the neutron activation analysis, the V⁺⁺ content was found to be 0.48(3)% The crystal was oriented with the help of an optical gonioimeter. Magnetic susceptibility was measured as a function of field (0 - 5 Tesla), at temperatures below and above the Tc, i.e. 5 K and 15 K.

L₂A₂O₄

The preparation of these oxides was much more difficult and tedious than that of CoSbO₄. Our efforts were directed at the synthesis of the anisodes of the transition metals Ni²⁺, Co²⁺, Mn²⁺, and Fe²⁺. Of these anisodes, only NiAs₄O₆ and CoAs₄O₆ were reported in the literature (144)(178). Previously reported preparations were carried out in air and at relatively low temperatures, 450 C, for 50 hours. These reactions, we believe, may not give a single phase product. In the course of the present preparations, the reactions were carried out in sealed quartz tubes and the reaction times were prolonged to a week and at higher temperatures.

An admixture of 1:1 molar ratios of the metal oxide, M²⁺O₆, and the arsenic pentoxide, As₂O₅, were heated in sealed quartz tubes at 650-750° C for one week. The preparations were carried out according to the following reactions:

\[ \text{NiO} + \text{As}_2\text{O}_5 \rightarrow \text{NiAs}_4\text{O}_6 \text{ yellow} \quad (3.2) \]
\[ \text{CoO} + \text{As}_2\text{O}_5 \rightarrow \text{CoAs}_4\text{O}_6 \text{ purple} \quad (3.3) \]
\[ \text{MnO} + \text{As}_2\text{O}_5 \rightarrow \text{MnAs}_4\text{O}_6 \text{ pinkish white} \quad (3.4) \]

Due to its high toxicity and high hygroscopicity, the arsenic pentoxide was handled with utmost care.

The moisture content of the pentoxide was determined by the use of thermogravimetric analysis, TGA, for every preparation. This was necessary in order to exactly determine the moisture content, which, typically, was found to be in the range 14-20 % wt. A typical TGA output is plotted in Fig(3-2).

A careful drying procedure was necessary for these preparations to be successful. It was necessary that all the weighing and mixing were to be done in the dry box. The mixture was then pressed into pellets and transferred as quickly as possible to a quartz tube which then dried under vacuum as follows: the mixture of MO and As₂O₅ was heated for 24 hours at 100° C and at 200° C for 30 to 40 hours depending on the moisture content. The dehydration of the pentoxide can be represented by the following chemical reaction (184),

![Fig(3.2) TGA results of the dehydration of As₂O₅.](attachment:image.png)
The tube is then sealed under 1 x 10^2 torr and sealed for one week at 650 - 750 °C. The quartz tubes were protected by a ceramic tube during the firing. In the course of these preparations, severe attack of the quartz tubes was observed. It is important to re-emphasize the fact that if the drying was not done properly, the quartz tubes exploded.

NiO (AESAR) and As2O3 (AESAR) were heated to 700 °C for one week. The yellow color of the product was consistent with that reported by Taylor (TSB). It was verified by the use of the powder X-ray diffraction that the product was single phase. The reaction of CoO (ALFA Inorganics) and As2O3 (AESAR) yielded a purple product which was analyzed to be a single phase and of the composition CoAs2O4. The reaction mixture was heated at 650 °C for 4 days.

The cell parameters were determined by the use of the Guinier camera (XRD, XDC700) with Cu Ka1 radiation and a Si standard. The Guinier films were read with a computer-controlled automated LS-20 type line scanner (KIE Instruments, Uppsala, Sweden). Using the output of the scanner, the cell parameters were refined using the LEUDF least squares program. These cell parameters were then used in the Rietveld refinement method.

In an effort to extend the study to other phases not reported in the literature, we tried to prepare the isostructural phases MnAs2O4 and FeAs2O4. Identical procedures were used in the case of the manganese arsenate where a mixture of MnO (AESAR) and As2O3 (AESAR) were heated to 700 °C for one week. A pinkish white product was obtained. The powder X-ray pattern was very similar to that of the cobalt and nickel counterparts. The cell parameters were obtained from the analysis of the data obtained from the Guinier film. The cell parameters were determined by least squares fit of the scanned data from the Guinier film as well, the cell parameters of CoAs2O4 were used as a starting value.

In the case of iron arsenates, since stoichiometric FeO does not exist, the preparation was carried out as in reaction (3.6). In this reaction a mixture of Fe powder (Alfa) and iron oxide Fe2O3 (Baker) are mixed thoroughly with As2O3 (AESAR), the drying and evacuation procedure were done as outlined above.

\[
(\text{Fe} + \text{Fe}_2\text{O}_3) + 3\text{As}_2\text{O}_3 \rightarrow \text{3FeAs}_2\text{O}_4 \quad (3.6)
\]

A pale white powder was obtained after the mixture at the left side of the above equation was heated at 750 °C for a week. The X-ray powder pattern of this product was very different from that of the As2O3 phases but resembled that of the Fe2As2O4 (Y74) in which Fe is trivalent and As has a mixed valency (+3 and +5).

Single crystals of this phase were obtained by the following procedure: 1 gram of Fe2As2O4 powder was loaded in a quartz tube with the dimensions 10mm x 12mm x 1mm thickness. The sample tube was evacuated to 10^4 torr, 1/4 atm of CO gas was then introduced and the tube was sealed off. The tube was sealed at 900 °C for 10 hours and slowly cooled at a rate of 5 °C/hr to 400°C. The subsequent cooling to room temperature was done at a much higher rate. Large aggregates of white transparent single crystals were obtained. Elemental analysis was done on one of these aggregates by using EDX to rule out the presence of any chlorine in the sample. A small sample was used to measure the X-ray pattern in the Guinier camera. A similar pattern was observed as that of the Fe2As2O4.

\section*{II. Data Collection}

\subsection*{II.1 Neutron Diffraction}

Most of the neutron data were collected on the powder diffractometer at the McMaster Nuclear Reactor, MNR, with a 3.591 A neutron. The diffractometer is equipped with a position sensitive detector (PSD). MNR has a neutron flux in the central core of 1 x 10^6 neutrons cm^-2 s^-1. The maximum beam size at specimen monochromator is 2 cm wide x 5 cm high, and the monochromator used was Cu2(CO3) with an adjustable take-off angle which is usually set at 60° (G90). A sketch showing the main components of the diffractometer is shown in Fig(3.3).

The PSD detector was described in detail in reference (TB4), but a brief description of the detection principle and the detector is introduced here. This will follow very closely the description given in reference (TB4). The PSD detector consists of a 3-counter array of linear position-sensitive detectors. These counters were made of stainless steel cylindrical tubes. The gas 1/4 of the counters is 8 atm of He for neutron detection.

Another 4 atm of Ar gas are added for stopping reaction products (with 5% CO2 gas for quenching). The anode wire is nickel chrome with a diameter of 0.015 mm, and an active detector length of 610 mm. The 3 counters are placed one above the other, so that the central counter has its axis in the horizontal plane of the spectrometer. The ends of each detector are connected to preamplifiers which are placed within a box mounted.
rigidity on the detector shielding. The power to these preamplifiers, a bias voltage (1550 V), and the output signals from each of the detectors are connected to the system electronic rack from this preamplifier box.

The position of a neutron capture event is determined by the charge division method. The charges at each end are amplified separately and compared digitally to determine the detection point along the length of the detector. The analog signal processing for each detector is provided by a single circuit board module which contains the main shaping amplifier and analog to digital converters (ADC) used for position encoding.

Data are collected in frames, each frame spans an angular range of 30°. A full data set usually consists of 5 frames covering a range of angles from about 10° to 130°. The required time of data acquisition was 6-8 hours each for the first three frames, and about 12 hours each for the last two frames. This set-up is equipped with a closed cycle cooling system and a temperature control which was capable of controlling the temperature of the sample in the range 7 - 300 (± 0.1) K.

The raw data collected on each frame are converted to an intensity pattern consisting of the total counts summed over all three detectors falling within 0.1° over the range of the scan. These intensity patterns are added together and normalized in the process of the addition, which then are merged together to form a single data set containing the whole range of the scan. The resulting data files were then used as the observed data files in the refinement programs.

II.2: Magnetic Susceptibility Measurements:

All magnetic susceptibility measurements were collected on a SQUID magnetometer. A SQUID is a magnetic flux measuring device that converts an unknown value of magnetic flux (or field) into a voltage that can be easily measured (0.001). Physically, it is a loop of superconducting material that can range from few micrometers to a few millimeters in size. In the model used in this work, the coil configuration consists of three coils, connected in series, and wound in the ratio 1:2:1 turns. The central coil has 2N turns and is wound in the opposite direction to the outer coils. This configuration, known as the second derivative configuration, strongly rejects interferences from nearby magnetic sources. In measuring the magnetic moment, the sample is scanned through the coil (scanning length was set to 6 cm). During a scan, the sample is stepped 32 times, and at each step, 10 measurements were collected. A voltage profile as a function of travel distance is obtained, from which the magnetic moment can be determined. The final result is the average of two such scans.
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For the MnAsO₄ sample, due to a malfunction in the cooling system at the MNR, low temperature neutron data were collected on the Dualspec spectrometer at the Chalk River nuclear reactor. Data were collected at 5, 7, 9, 12, and 15 K.

Low temperature neutron diffraction data were collected from the Fe₃AsO₄ sample at 8, 15, 30, 40, 45, 50, and 57 K at MNR facilities.

The Rietveld refinement of the chemical structure was carried out on the DBWS refinement package (SQUE). This program was compiled on the MSF Fortran compiler which ran on DOS-PC. Those involving the magnetic structure refinement were handled by the Rietan program which was developed by Dr. Irwin (88). The program was compiled on a 6000 Fortran compiler in an IBM Unix network.

Data Collection:

Complete data sets, which consisted of 5 frames, were collected at room temperature for Ni₃AsO₄, Co₃AsO₄, and Mn₃AsO₄. A thin-walled vanadium can was used as a sample holder for room temperature data collection, whereas for the low temperature experiment an aluminum can was used instead. The sample holder for the low temperature experiment was sealed under a H₂ gas atmosphere in a glove bag and an indium wire was used as a gasket.

Regarding the low temperature experiments, data frames were collected on the nickel arsenide sample at temperatures 8, 12, 15, 20, 30, and 35 K.

For the cobalt arsenide sample, the room temperature neutron diffraction pattern contained a few impurity peaks. In another preparation, the reaction was conducted at higher temperatures and for a longer time. These impurity peaks disappeared. Low temperature data on the first batch were collected at 8, 12, 15, 17, 18, 19, and 19.5 K. Only two frames at 8 K were collected on the second batch.

The magnetic moment calibration for the system is determined by measuring a Pd standard (3 mm diameter × 3 mm high) over a range of magnetic fields, and adjusting the system calibration factors to obtain the correct moment for the standard to an accuracy of about 0.1%.

The system is equipped with a temperature control module which is capable of providing an actively regulated, precise thermal environment over the entire range of operation, 2 - 400 K, and a superconducting magnetic field system which provides reversible field operation of ±5.5 Tesla. The SQUID detector system includes the model 2000 SQUID Amplifier control electronics, and a sensing pick up loop. The magnetometer also has a sample handling system which allows automatic sample measurements and position calibrations using a microstepping controller having a positioning resolution of 0.0003 cm.

In the course of the measurement, the magnetic moment of the sample is determined as a function of temperature in a fixed external field by what is known as the zero-field-cooled, ZFC method. In this procedure, the sample is cooled in zero field to T< Tc, about 5 K, then the external field is applied, and the moment is measured as a function of temperature. The sequence of the measurements is programmed by the operator.
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Chapter 4  
CuSbO$_3$

I. Introduction:

Most of the transition metal antimonates of the composition A$^{2+}$SbO$_3$ crystallize in the trirutile structure. The relative sizes of A$^{2+}$, Sb$^{5+}$, and O$^-$ must, of course, fit within the structure field appropriate to the rutile structure. For somewhat larger A$^{2+}$ ions, other structure forms are adopted, for example, MnSbO$_3$ crystallizes in the Niobite structure (W84), and the PbSbO$_3$ structure is adopted if the radius of the A$^{2+}$ ion is about 1Å or larger (W64). The trirutile structure is derived from the normal rutile structure by a tripling of the c-axis. The superstructure arises as a consequence of the ordering of the divalent and pentavalent cations where it seems that the difference of the three formal charge units is sufficient to cause the ionic ordering. The trirutile space group is the same as that for the normal rutile, P4$_2$/nm, with Z=2. It has been reported that CuSbO$_3$ and CrSbO$_3$ crystallize in a distorted trirutile structure (B41). A diagram of the structure is shown in Fig(4.1).

CuSbO$_3$ crystallizes in a distorted monoclinic trimitite structure in the space group $P2_1/c$ or $P2_1/n$ which is a subgroup of the space group $P4_2$nm (B41), but no detailed

structure analysis has yet been reported.

The atomic positions were derived from the ZnSbO$_3$ tetragonal structure as in Table (4.1) in the space group $P2_1/n$, with the b axis being the unique axis.

<table>
<thead>
<tr>
<th>Atom</th>
<th>Site</th>
<th>Coordinates</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cu</td>
<td>2a</td>
<td>0 0 0</td>
</tr>
<tr>
<td>Sb</td>
<td>4e</td>
<td>0 0 z       (z=1/3)</td>
</tr>
<tr>
<td>O1</td>
<td>4e</td>
<td>x x 0       (x=0)</td>
</tr>
<tr>
<td>O2</td>
<td>4e</td>
<td>x x z       (x=2/3, z=1/3)</td>
</tr>
<tr>
<td>O3</td>
<td>4e</td>
<td>x x x       (x=3/4, z=1/3)</td>
</tr>
</tbody>
</table>

II. Structure Data:

The structure of this compound was refined by the Rietveld refinement method using the time of flight, TOF, neutron diffraction data. The cell parameters and the atomic positions were taken from reference (B41) (a=4.62Å, b=6.62Å, c=9.28Å, $\beta$=88.5°). The final refinement in space group $P2_1/n$ included 2819 observations and 1442 independent reflections (0.33Å ≤ d ≤ 2.13Å). The 31 variables refined included a scale factor, cell parameters, positional parameters, isotropic thermal parameters, an absorption parameter, and background and profile parameters. The final agreement indices are $R_w = 5.0\%$, $R_p = 7.2\%$. The statistically expected weighted profile $R_w = 1.3\%$.

Details on the data collection and refinement results are listed in Table(4.2). The refined atomic parameters are given in Table(4.3) and selected bond lengths and angles are tabulated in Table (4.4). The refinement patterns of the four frames are plotted in Fig(4.7).

Both cations are octahedrally coordinated, each Cu$^{2+}$ ion is coordinated by six oxygens in a distorted octahedral arrangement with two long axial bonds (Cu-O(1)) 2.120(4) Å and four shorter equatorial bonds (Cu-O(1) 2.004(4)Å, and Cu-O(2)) 2.012(6)Å. This is a very common environment for Cu$^{2+}$ ions in octahedral sites. This distortion is regarded as a consequence of the Jahn-Teller distortion which seems to be confined to d$^9$ configuration. This could explain why among all the trirutile compounds only CuSbO$_3$ and CrSbO$_3$ crystallize in the distorted monoclinic symmetry. The situation is analogous to that in CuF$_2$, where the normal rutile structure is monoclinically distorted (BST). The coordination around the Sb$^{5+}$ ion is also somewhat distorted. All the bond lengths compare well with the sum of the ionic radii (576).

The structure framework consists of a network of edge and corner sharing of CuO$_6$ and SbO$_6$ octahedra. As shown in Fig(4.3), the CuO$_6$ and SbO$_6$ octahedra share edges to form columns along the <001> direction and these columns connect through corners with each other to form the 3-dimensional structure.
Table 4.2
Summary of Intensity Collection and Rietveld Refinement Results from Neutron Data for CuSbO₃

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>a (Å)</td>
<td>4.6349(1)</td>
</tr>
<tr>
<td>b (Å)</td>
<td>4.6370(1)</td>
</tr>
<tr>
<td>c (Å)</td>
<td>9.2933(10)</td>
</tr>
<tr>
<td>( \rho )</td>
<td>91.124(2)</td>
</tr>
<tr>
<td>v (Å³)</td>
<td>199.69</td>
</tr>
<tr>
<td>Space Group</td>
<td>P2₁/n</td>
</tr>
<tr>
<td>T of data collection</td>
<td>298 K</td>
</tr>
<tr>
<td>d-spacing, limiting (Å)</td>
<td>0.53-2.13</td>
</tr>
<tr>
<td>No. of observations</td>
<td>2819</td>
</tr>
<tr>
<td>No. of reflections</td>
<td>1442</td>
</tr>
<tr>
<td>No. of variables</td>
<td>31</td>
</tr>
<tr>
<td>( R_w )</td>
<td>5.0%</td>
</tr>
<tr>
<td>( R_p )</td>
<td>7.2%</td>
</tr>
<tr>
<td>( R_m )</td>
<td>4.7%</td>
</tr>
</tbody>
</table>

* Weighted profile \( R_w = 100 \times \frac{\sum (|I_o - I_c|^2|/I_o|^2)}{\sum |I_o|^2} \)
profile \( R_p = 100 \times \frac{\sum (|I_o - I_c|/|I_o|)}{\sum |I_o|} \)
expected \( R_m = 100 \times \frac{\sum (|I_o - I_c|^2|/I_o|^2)}{\sum |I_o|^2} \)

---

The Cu²⁺ and Sn²⁺ cation positions are such that the magnetic ions are separated from each other by two sheets of diamagnetic ions. The Cu²⁺ ions are situated in the planes \( z = 0 \) and \( z = \frac{1}{2} \), whereas the planes at \( z = \frac{1}{4} \) and \( z = \frac{3}{4} \) contain only Sn²⁺ ions. It is this aspect of the crystal structure which suggests that the magnetic properties of these materials can be understood in terms of two dimensional lattice. In fact, the magnetic sublattice is the same as that of the K₂NiF₄ structure, which is a canonical example of a square lattice two dimensional antiferromagnet.

---

Fig(4.3) The crystal structure of CuSbO₃. The arrangement of the Cu atoms in layers is illustrated.
Table 4.3

<table>
<thead>
<tr>
<th>Atom</th>
<th>Site</th>
<th>x</th>
<th>y</th>
<th>z</th>
<th>R(Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cu</td>
<td>2e</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.21(6)</td>
</tr>
<tr>
<td>Sb</td>
<td>4e</td>
<td>0.001(7)</td>
<td>0.005(10)</td>
<td>0.333(6)</td>
<td>0.165(4)</td>
</tr>
<tr>
<td>O1</td>
<td>4e</td>
<td>0.313(0)</td>
<td>0.298(8)</td>
<td>0.001(7)</td>
<td>0.135(4)</td>
</tr>
<tr>
<td>O2</td>
<td>4e</td>
<td>0.391(8)</td>
<td>0.376(7)</td>
<td>0.539(4)</td>
<td>0.265(6)</td>
</tr>
<tr>
<td>O3</td>
<td>4e</td>
<td>0.35(2)</td>
<td>0.35(2)</td>
<td>0.60(2)</td>
<td>0.65(7)</td>
</tr>
</tbody>
</table>

Table 4.4

<table>
<thead>
<tr>
<th>Atom</th>
<th>Bond Distance (Å)</th>
<th>Angle (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cu-O(1)</td>
<td>2.00±0.001</td>
<td>2.00±0.001</td>
</tr>
<tr>
<td>Cu-O(2)</td>
<td>2.00±0.001</td>
<td>2.00±0.001</td>
</tr>
<tr>
<td>Cu-O(3)</td>
<td>2.00±0.001</td>
<td>2.00±0.001</td>
</tr>
<tr>
<td>Sb-O(1)</td>
<td>2.00±0.001</td>
<td>2.00±0.001</td>
</tr>
<tr>
<td>Sb-O(2)</td>
<td>2.00±0.001</td>
<td>2.00±0.001</td>
</tr>
<tr>
<td>Sb-O(3)</td>
<td>2.00±0.001</td>
<td>2.00±0.001</td>
</tr>
</tbody>
</table>

III. Magnetic Properties:

Magnetization and inverse susceptibility data for polycrystalline CuSbO₃ at an applied field of 200 Oe are shown in Fig. 4.4. The magnetization data in Fig. 4.4a shows a broad maximum at about 60 K which is indicative of the presence of a short range order and a sharp decrease at 9 K suggesting an onset of the long range order transition. These general features in the susceptibility were observed for all trinitride compounds of the composition Al₂O₃ that were studied to date.

Magnetic data from 120 to 340 K were fitted to a Curie-Weiss law after correction for the diamagnetism

\[ \chi^{-1} = \frac{\mu^2}{C} \left( \frac{1}{T} - \Theta \right) \]

where \( \mu = 1.75 \mu_B \) and \( \Theta = -48 \) K is in fair agreement with those reported previously (DyB). Below 100 K, the inverse susceptibility data, Fig. 4.4b, deviates considerably from the Curie-Weiss law due to the presence of the short range order. The susceptibility attains a maximum value of \( 2.7 \times 10^3 \text{ cm}^3 \text{ mol}^{-1} \) at 60 K, while the onset of long range ordering occurs at approximately 8 K.

It is possible to analyze the susceptibility data by the method suggested by Fisher (F62) to obtain an approximation to the magnetic specific heat. Fisher showed that the temperature variation of the specific heat of a simple antiferromagnet is essentially the same as that of the temperature derivative of the susceptibility. More precisely he established the relation:

\[ C_{\mu}(T) \approx A \frac{\Theta}{T^2} (\Delta X(T)) \]

where \( A \) is a constant of proportionality slowly varying with \( T \). This expression implies that any specific heat anomaly will be associated with a similar anomaly in \( \frac{\Theta}{T^2} \). Thus the specific heat singularity, \( \lambda \)-type anomaly, normally observed at \( T_c \) is associated with a positive infinite gradient in the parallel susceptibility at \( T_c \).

Fisher's specific heat can be used as an indicator for the presence of a phase transition as well as for the presence of any short range ordering. Two features in \( \frac{\Theta}{T^2} \) vs \( T \) plot, Fig. 4.5, can be seen; a broad maximum at 60 K and a sharp spike at 9 K. The latter feature is more likely to be a transition to a long range ordered state.

Further evidence of this is found in Fig. 4.6, where the magnetic moment was measured as a function of field at \( T = 2 \) K, and 11 K. Below \( T_c \), at 2K, the curve shows two linear regimes, from \( H = 0 - 1 \text{ Tesla} \), and from \( H = 2 - 3 \text{ Tesla} \), with a transition region in between. This behavior is characteristic of a spin-flop transition in the polycrystalline samples. The 11K data on the other hand are linear throughout the entire field range which is typical of the paramagnetic state. Further measurements were done on the single crystal sample which clearly exhibit the spin flop transition.
Low temperature neutron diffraction provided the most reliable proof for the presence of the long range order in this material. The results of this experiment will be discussed later in the chapter.

![Fisher's specific heat of CaSbO3](image)

**Fig(4.5) Fisher's specific heat of CaSbO3**

Moreover, the magnetic moment variation as a function of the magnetic field of polycrystalline material of CaSbO3.

![Magnetic moment variation](image)

**Fig(4.6) The magnetic moment variation as a function of the magnetic field of polycrystalline material of CaSbO3**
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III.  Short Range Order:

As was noted earlier, the magnetic susceptibility data indicate a broad maximum which is characteristic of the short range order. A more quantitative characterization of the short range order can be obtained through the fitting of the magnetic susceptibility data with the theoretical predictions of the relevant model systems.

In the process of analyzing the susceptibility data two parameters must be identified, namely, the spin dimensionality, $n$, and the lattice dimensionality, $d$. The single-ion magnetic properties of Cu$^+$ are fairly straightforward. Spin-orbit coupling is large, causing the $g$ factor to lie in the range 2.0-2.3, and because Cu$^+$ has an electronic spin of $\frac{1}{2}$, there are no zero-field splitting effects (CS6). This makes it an excellent Heisenberg ion, with $n=3$, since isotropic interactions are required in order to apply the Heisenberg model system.

In order to determine the lattice dimensionality, $d$, the magnitude of the exchange interaction in various possible exchange pathways must be determined. The calculation of the magnitude of the superexchange for any given cation-anion-cation configuration to a reasonable accuracy is a difficult task, but one can qualitatively estimate the relative strength of the different pathways.

By reference to Fig(4.1), the substitution of the A$^+$ ion has 4$I'_{4h}$m symmetry or body-centered tetragonal, the same symmetry as that found in the KNNF. With respect

Realizing the chain model could be a viable choice in determining the lattice dimensionality of CaSbO3. The susceptibility data were fitted to both models, the Heisenberg chain model and the Heisenberg quadratic model. The results of these fits are summarized below.

![Superexchange pathways](image)

**Fig(4.7) Inplane superexchange pathways in the trinitrite structure (Ref 92).**
1. The Chain Model

The classical work on antiferromagnetic exchange coupled spin $\frac{1}{2}$ chain compounds was done by Bonner and Fisher (B64), Hald (H81) fitted the numerical results of Bonner and Fisher for the magnetic susceptibility of the spin $\frac{1}{2}$ uniform chain to the expression in equation (4.3)

$$\chi = \frac{N^2 J^2}{4kT} \frac{0.25 + 0.14995 x + 0.30094 x^2}{1 + 1.9862 x + 0.68854 x^2 + 6.0656 x^3}$$

where $x = J/kT$, and $J$ is the exchange coupling constant between the neighboring spins in the chain. This closed-form expression is useful and has been used extensively. The exchange parameter $J/k$ was estimated from the relation (774)

$$\frac{kT \chi_{max}}{J} = 1.282$$

Least squares fit which uses two adjustable parameters, $g$ and $J$, provided a surprisingly good fit with an index factor $R = 0.633\%$ and $g = 2.16$ and $J/k = -46.94$ K. The fit is plotted in Fig(6.8).

2. The Quadratic Model

The 2d Heisenberg model was studied in detail by Rushbrooke and Wood (R58), (R63), and Lines (L70). The magnetic susceptibility is expanded in inverse powers of the reduced temperature $\theta$, given by $kT/J$ as in equation (4.5) (L70).

$$\frac{1}{\theta} = 3 + \sum_{q=1}^{\infty} \left( -\frac{1}{q^2} \right) \frac{\theta}{q}$$

with

$$\frac{1}{\theta} = \frac{gJ}{kT} \frac{\chi_{max}}{J}$$

The coefficients, $C_n$, can be found in Ref(L70).

For this model the coupling constant was estimated from the relation (774),

$$\frac{kT \chi_{max}}{J} = 2.52$$

A least-squares fit based on this series expansion was attempted and the fit with the parameters $g=2.25$ and $J/k = -30.43$ K is clearly worse than that of the linear chain model as it is shown in Fig(6.8). This is reflected also in the index factor $R = 3.25\%$.

Although the crystal structure indicates a nearly square planar Cu$^{2+}$ lattice as in other trilite compounds, a Co-O-Co-Cs superexchange pathway seems to be dominant.

$J/k = -43$ K. The $T \chi_{max}/T_c$ could be taken as a crude measure of the relative importance of the short range versus long range order. This ratio serves as a crude measure due to the fact that the intrachain coupling constant, $J'$, is proportional to $T \chi_{max}$, while $T_c$ is related to $J''$, the interchain constant.

<table>
<thead>
<tr>
<th>Table 4.5</th>
<th>Relevant Magnetic Data For $A^{2+}$Ta$_5$Si$<em>2$O$</em>{14}$ Compounds</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phase</td>
<td>$T \chi_{max}$ (K)</td>
</tr>
<tr>
<td>FeTa$<em>5$O$</em>{14}$</td>
<td>15</td>
</tr>
<tr>
<td>CuTa$<em>5$O$</em>{14}$</td>
<td>15.6</td>
</tr>
<tr>
<td>Cu$<em>2$O$</em>{14}$</td>
<td>35</td>
</tr>
<tr>
<td>NiTa$<em>5$O$</em>{14}$</td>
<td>25</td>
</tr>
<tr>
<td>Ni$<em>2$O$</em>{14}$</td>
<td>36</td>
</tr>
<tr>
<td>Cu$<em>2$O$</em>{14}$</td>
<td>60</td>
</tr>
</tbody>
</table>

Oguchi (O64) developed a relationship, equation (4.8), that gives a reasonable estimate of $J'J$ based on the values of $T_c$ and $J/k$. 

![Graph of susceptibility vs. temperature for Cu$_2$O$_{14}$](image-url)
where \( z = |J|/|T| \) and \( z \) is the number of neighbors in the ab plane. On this basis, \( J/U = 2 \times 10^3 \) for \( \text{CoSb}_3 \), which is comparable to other \( \text{Cu}^{2+} \) compounds generally regarded as good examples of linear chain behavior such as \( \text{CuCl}_2\), \( \text{NCN}_2\), \( J/U = 4 \times 10^3 \) and \( \text{CoSb}_3\), \( J/U = 1.3 \times 10^3 \) (74).

The second feature is that, of all the known \( \text{M}^4\text{Ta}_2\text{Sb}_2\text{O}_9 \) trinitrite oxides, \( \text{CoSb}_3 \) shows the clearest evidence yet for the dominance of one-dimensional correlations in the short range ordered regime.

It seems peculiar that among all the trinitrite phases of the formula \( \text{A}_2\text{B}_3\text{O}_9 \) only \( \text{CoSb}_3 \) shows the clearest evidence for a chain model. This could be due in part to the fact that the energy of the 3d orbital of \( \text{Cu} \) and that of 2p orbitals of \( \text{O} \) are comparable. This may enhance the degree of overlap between the 3d-2p orbitals thus making the exchange coupling constant larger. This overlap would be most favorable in the case of 180° pathway, leading in turn to the dominance of the 1-d model. This could be more rigorously formulated mathematically by the expression in equation (4.9) (532).

\[
J = -2U \left( \frac{1}{U} - \frac{1}{E_{\text{ex}}^2} \right)
\]

where \( t \) is the hopping integral between the overlapping orbitals, 3d from the transition metal ion and 2p from the oxygen anions, \( U \) is the correlation energy, and \( E_{\text{ex}} \) is the energy of the charge transfer. The dominant factor in this equation is the charge transfer term. The \( E_{\text{ex}} \) term is directly related to the energy gap between the 3d orbitals of the metal and the 2p orbitals of the ligands. The progressive decrease in the energy gap between these orbitals, 3d and 2p, leads to a more covalent mixing between metal d orbitals and the oxygen p orbitals, and so a larger effective overlap via the common oxygen between the metal ions. For transition metal oxides, this charge transfer term would be smallest in the case of copper oxides and a larger degree of overlap between the 3d-2p orbitals is expected. This could account, among other factors, for the fact that the exchange coupling, \( J/k_B \), is largest for \( \text{CoSb}_3 \) and that the spin interactions are strongest along the chains. It is this property of copper oxides that is believed to be responsible for much of the superconductivity in the high temperature superconductors.

This is an excellent example illustrating the sensitivity of the magnetic properties to very subtle differences between isostructural compounds such as the electron configuration of the metal ion or the energy of its d-orbitals.

### III.2. Long Range Order

One dimensional systems can not undergo a phase transition to a long range ordered state at any finite temperature. As all magnetic compounds exist in three space dimensions, interplanar exchange and out-of-plane forces will act to induce long range magnetic ordering at temperatures higher than 0 K (692). It is the interplanar exchange, \( J' \), in \( \text{CoSb}_3 \) which would be responsible for the long range order in this compound.

A useful relation relating \( T_g \) and \( J' \) has been given by Villain and Lovelock (V77) in which they assumed that the long range order is achieved when the thermal energy is comparable to the interaction energy between blocks of correlated spins of the \( z \) neighboring chains. For Heisenberg chains it was shown that the \( T_g \) and the interplanar exchange, \( J' \), are related by the relation (4.10),

\[
T_g = \frac{J'}{k_B}
\]

In \( \text{CoSb}_3 \), this crossover from one dimensional to three dimensional magnetic ordering was suggested by the abrupt decrease in the magnetic susceptibility data. We tried to verify this proposition by the use of low temperature neutron diffraction. Preliminary data sets were taken at 4.3 K at Mclsaure Nuclear Reactor, MNR. There was no sign of any magnetic superlattice reflections in the data collected at MNR, indicating that the copper magnetic moment may be less than one Bohr magneton.

Similar measurements were later collected at the Daulizepe at Chalk River labs where the neutron flux is much higher than that of the MNR. Several data frames were collected at different temperatures varying from 5 K to 12 K. A very weak superlattice reflection was observed at 5 K, which vanished at 12 K as in Fig(4.9).

This superlattice reflection was modelled to a Gaussian peakshape in order to determine its position, 2θ angle. After correcting for the zero angle shift, the peak position was found to be 8.1°. This peak was indexed as (h, 0, h) in the chemical cell.
The other known propagation vector is \( \mathbf{k} = (4, 0, 3) \) which is reported for the oxides \( \text{CuTaO}_6 \) (R89.1) (KRB) and \( \text{NiTaO}_6 \) (R89.2) (KRB).

Because of the weak intensity of the magnetic reflection in \( \text{CuSbO}_6 \), it is not possible to refine the magnetic structure using the Rietveld refinement. Instead, a simulation of the intensity of the peaks was attempted where the magnetic moment is varied between 0.5 to 1.0 \( \mu_B \).

This simulation, which is used to estimate the moment of \( \text{Cu}^{2+} \), was handled by the Rietan program. After careful assessment of the simulated patterns, it was found that the magnetic moment is more likely to be 0.5 \( \mu_B \). For moment values as large as 0.7 \( \mu_B \), another magnetic reflection at 15.48° with the Miller indices (60, 0, 32) appears which vanishes when the moment was set at 0.5 \( \mu_B \). Similar result was reported for \( \text{La}_2 \text{Sr}_2 \text{CuO}_4 \) (C92) in which the magnetic moment of \( \text{Cu}^{2+} \) was as low as 0.5 \( \mu_B \). This could result from the fact that superexchange interactions partly delocalize the unpaired spin.

Looking closely to the proposed magnetic structures, the magnetic antiferromagnetically coupled chains are translated by \( \frac{1}{4} <110> \) with respect to each other giving rise to frustrated interchain coupling. It is this frustration that may in part cause the weakness of the interactions in the plane and hence the interactions along these chains dominate.

Further evidence on the presence of the long range order could be drawn from the spin flop phase transition. The spin flop transition is most easily described by considering the magnetic field, \( H \), versus temperature phase diagram as in Fig(11). When a field \( H \) is applied parallel to the preferred axis of spin alignment in an antiferromagnet, i.e. \( T < T_c \), the moments flop perpendicular to the field as the field reaches a critical value. This is then the thermodynamically favored state. As the field reaches a high enough value, there is finally a transition from the spin flop to the paramagnetic state.

This spin flop behavior was registered for the \( \text{CuSbO}_6 \) single crystal as shown in Fig(12) where magnetic moment versus magnetic field data are plotted. The measurement was done while the crystal is oriented in such a way that the applied field

was parallel to the easy axis. It shows clearly the presence of the spin flop transition at 2.8 Tesla. This transition is a further evidence of the presence of an antiferromagnetic ordered state.

Chapter 5
Transition Metal Arsenates

1. Introduction:

As a continuation to our research on the structural and magnetic properties of the oxides of the general formula \( \text{Al}_{2} \text{O}_6 \), we directed our efforts to investigate another class of \( \text{Al}_{2} \text{O}_6 \) transition metal oxides in which \( \text{Sb}^{3+} \) is replaced by \( \text{A}^{3+} \) as the cation B in the general formula \( \text{Al}_{2} \text{O}_6 \). These arsenates adopt the \( \text{PbSbO}_6 \) structure where the cations A and B are segregated into layers. The magnetic lattice in this structure is sharply different from that of the trirutile structure. Hence it was thought that the magnetic properties of this system would be markedly different as well.

Surprisingly, these compounds have received very little attention since they have been reported by Magelli (M41). Magelli synthesized and determined the cell parameters of cobalt arsenate along with some other alkaline earth arsenates.

Taylor et al (TS8) then reported the synthesis of \( \text{CoAs}_2 \text{O}_6 \) and \( \text{NiAs}_2 \text{O}_6 \), the cell parameters were determined using X-ray powder diffraction. These cell parameters were in accordance with those reported previously by Magelli, as in Table(5.1). Kaspar (K67) investigated the spectrophotometric properties of \( \text{CoAs}_2 \text{O}_6 \) and \( \text{NiAs}_2 \text{O}_6 \) among other oxides of the general formula \( \text{Al}_{2} \text{O}_6 \).
Table 5.1

<table>
<thead>
<tr>
<th>Phase</th>
<th>This Work</th>
<th>Taylor</th>
<th>Maginni</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>a(Å)</td>
<td>c(Å)</td>
<td>a(Å)</td>
</tr>
<tr>
<td>NiAs₅O₁₃</td>
<td>4.7585</td>
<td>4.4349</td>
<td>4.729</td>
</tr>
<tr>
<td>CoAs₅O₁₃</td>
<td>4.7766</td>
<td>4.4968</td>
<td>4.775</td>
</tr>
<tr>
<td>MnAs₅O₁₃</td>
<td>4.7956</td>
<td>4.6928</td>
<td>-</td>
</tr>
</tbody>
</table>

A detailed structural study of these compounds had not been reported. Magnelli proposed that these arsenates adopted the lead antimonate structure with the As⁺⁺ and As⁺⁺⁺ atoms assigned to special positions in the space group P312, and the oxygen atom coordinates were determined from crystal-chemical considerations. The unit cell of the structure is shown in Fig(5.1).

II. Crystal Structures:

Since these arsenates could not be obtained in a single crystal form, the refinement of their crystal structures was done on neutron diffraction data obtained from polycrystalline samples. For crystal structure refinement from powder samples, the results obtained with neutron data tend to be more accurate than those obtained with X-rays, for several reasons:

1. The peak shape functions are generally simpler in CW neutron diffractometers. They can be modelled satisfactorily by a Gaussian peak shape where an TOF and X-ray peak shapes can only be approximated.

2. Neutron scattering lengths have essentially no angular dependence in the range of interest, so that the scattering power of the atoms does not diminish as rapidly at high 2θ angles. This, in turn, means that meaningful data can be collected to much higher angles and the thermal parameters can be estimated much better.

3. The neutron scattering length of oxygen (b = 0.58 x 10⁻¹⁰ cm) compares well with those of the cations A and B, i.e. As (b = 0.65 x 10⁻¹⁰ cm), Co (b = 0.61 x 10⁻¹⁰ cm), Ni (b = 1.03 x 10⁻¹⁰ cm), and Mn (b = 0.75 x 10⁻¹⁰ cm) allowing the oxygen parameters to be determined with relatively good accuracy.

In the course of the refinement of these arsenates, the structure was described, initially, in the space group P312, i.e. Magnelli model, with A⁺⁺⁺ ions at the origin and the As⁺⁺ ions distributed over two special positions, Ia (7b, 9c, h, h, h, h) and II (7b, 9c, h, h, h, h), and the O atoms in the general position O with the coordinates (x, 0, 0). The refinement results confirmed the general atomic arrangements proposed by Magnelli but some problems were noticed such as the instability of the refinement, and negative temperature factors, also the lack of convergence when the O atom coordinates were released. This refinement instability added to the suspicions about the structural model that had arisen by the presence of two As sites and a zero value for the variable y-coordinate of O.

The failure of the refinement in this space group led to the trial of other possible space groups which would leave the atomic arrangements intact but provide a special position for As with a two-fold symmetry and a special position for the O with the coordinates (x, 0, 0). These requirements were met in the space group P-31m. A rapid convergence with a better fit was obtained with this space group. In this space group, A⁺⁺⁺ occupies the site (i) at the origin, As⁺⁺⁺ occupies the site (2d) with the coordinates (7b, 9c, h, h) which is doubly degenerate instead of splitting the As into two positions as in the P312 space group, and the oxygen occupies the special position (6h) in (0, 0, 0).

This confirms the prediction of Hill (1978) where he anticipated that the space group P312 has an unnecessarily low symmetry for the As₅O₁₃ arsenates.

A full matrix least squares refinement with 18 variable parameters was performed on the neutron diffraction data for each of the three phases. The refined variables included a scale factor, cell parameters, positional parameters, isotropic thermal parameters, asymmetry, preferred orientation, background and profile parameters. Reasonable fits were obtained for both NiAs₅O₁₃ and CoAs₅O₁₃.

For NiAs₅O₁₃, the Rietveld refinement fit is plotted in Fig(5.3) and the final results of the refinement are tabulated in Table(5.2) which includes the data collection conditions, the cell parameters, the atomic positions of the atoms in the unit cell, and a number of selected bond distances and angles. The NiO octahedron is very symmetric with a Ni-O bond distance of 2.098(6) Å which is in accordance with the sum of the ionic radii of both ions(0.66 Å). Ni⁺⁺⁺ appears to be situated in the center of the octahedron as indicated by the O-Ni-O bond angles. The As-O bond length is 1.87(2) Å which is close to the sum of the ionic radii of As⁺⁺⁺ and O²⁻ (1.86 Å).

In the case of CoAs₅O₁₃, similar results were obtained. Table (5.3) summarizes the results of the refinement and Fig(5.3) plots the refinement pattern. The Co-O bond length
Table 5.2  
The Rietveld Refinement Results of NiAs$_2$O$_5$

<table>
<thead>
<tr>
<th>Atom</th>
<th>Site</th>
<th>x</th>
<th>y</th>
<th>z</th>
<th>R(A)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ni</td>
<td>1a</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.166</td>
</tr>
<tr>
<td>As</td>
<td>2d</td>
<td>1/3</td>
<td>2/3</td>
<td>1/2</td>
<td>0.62(7)</td>
</tr>
<tr>
<td>O</td>
<td>6k</td>
<td>0.359(5)</td>
<td>0.0</td>
<td>0.0</td>
<td>0.49(4)</td>
</tr>
<tr>
<td>Ni$_2$O$_5$</td>
<td>2.098(2)</td>
<td>O$_2$-$\bar{4}$</td>
<td>180.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ni$_2$O$_5$</td>
<td>2.098(5)</td>
<td>O$_2$-$\bar{4}$</td>
<td>89.86(5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>As$_2$O$_5$</td>
<td>1.827(2)</td>
<td>O$_2$-$\bar{4}$</td>
<td>82.52(6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>As$_2$O$_5$</td>
<td>1.827(7)</td>
<td>O$_2$-$\bar{4}$</td>
<td>97.77(11)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Atomic positions and bond angles and distances:

- As-O: 1.827 Å, O-As-O: 82.52(6)°, O$_2$-As-O$_5$: 97.77(11)°
- Symmetry labels: a = (x, y, z), b = (x, -y, z), c = (-x, -y, 0)
- d = (x, -y, 0), e = (x, y, 0)

was 2.131(2) Å, which, although it is larger than the average Co-O bond length (2.113 Å) of ionic radii = 2.115 Å, it still falls within the range of the reported values for the Co-O bond lengths (1.992 - 2.517 Å) (W92). The Co-O bond length of 1.830(5) Å was very similar to that reported in the NiAs$_2$O$_5$ compound. In a thorough study of the Co$_3$O$_4$ polyhedron in inorganic compounds, Wider (W92) surprisingly found that Co$^{3+}$ ions form in low symmetry sites and that only 2% of the 112 Co$^{3+}$ octahedra that were included in the study have the point symmetry -3m.

Regarding MoAs$_2$O$_5$, the cell parameters were obtained from analysis of the line positions obtained from the Guinier film. Later, similar procedures were followed in refining the structure. Table (5.4) summarizes the refinement results while the refinement pattern is plotted in Fig(5.4). The Mo-O bond distance obtained from the refinement was 2.214(3) Å which compares well with the sum of the ionic radii with Mo$^{5+}$ having a high spin electronic configuration (2.18 Å).

The framework of this structure type is based on a hexagonal network of oxygen atoms filled with alternate layers of octahedral sites that are 4% filled by As$^{5+}$ ions and 6% by the A$^{5+}$ ions. This leads to sheets of edge-sharing As$_2$O$_5$ octahedra while the transition metal ions are located in isolated octahedral sites. This can be seen in the (001) projection as in Fig(5.5). This structure is then best described as consisting of arsenic sheets that form honeycomb-like rings of edge-sharing As$_2$O$_5$ octahedra with an 

Table 5.3  
The Rietveld Refinement Results of Co$_3$As$_2$O$_7$

<table>
<thead>
<tr>
<th>Atom</th>
<th>Site</th>
<th>x</th>
<th>y</th>
<th>z</th>
<th>R(A)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Co</td>
<td>1a</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.48(10)</td>
</tr>
<tr>
<td>As</td>
<td>2d</td>
<td>1/3</td>
<td>2/3</td>
<td>1/2</td>
<td>0.30(7)</td>
</tr>
<tr>
<td>O</td>
<td>6k</td>
<td>0.365(6)</td>
<td>0.0</td>
<td>0.0</td>
<td>0.53(8)</td>
</tr>
<tr>
<td>Co$_2$O$_5$</td>
<td>2.131(2)</td>
<td>O$_2$-Co$_5$</td>
<td>180.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Co$_2$O$_5$</td>
<td>2.131(6)</td>
<td>O$_2$-Co$_5$</td>
<td>89.59(6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>As$_2$O$_5$</td>
<td>1.830(3)</td>
<td>O$_2$-As$_3$</td>
<td>82.18(8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>As$_2$O$_5$</td>
<td>1.830(3)</td>
<td>O$_2$-As$_3$</td>
<td>173.41(12)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 5.4
The Rietveld Refinement Results of MoAsO$_3$

<table>
<thead>
<tr>
<th>Atom</th>
<th>Site</th>
<th>x</th>
<th>y</th>
<th>z</th>
<th>R(B) (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mo</td>
<td>1a</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.19(1)</td>
</tr>
<tr>
<td>As</td>
<td>2a</td>
<td>1/3</td>
<td>1/3</td>
<td>1/3</td>
<td>0.31(6)</td>
</tr>
<tr>
<td>O</td>
<td>6i</td>
<td>0.3796(3)</td>
<td>0.0</td>
<td>0.2892(5)</td>
<td>1.20(4)</td>
</tr>
<tr>
<td>Mo-O</td>
<td>2.214(3)</td>
<td>Q$_o$-Mo-O$_o$</td>
<td>180.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>As-O</td>
<td>1.82(6)</td>
<td>Q$_o$-As-O$_o$</td>
<td>82.8(6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>As-O</td>
<td>1.82(1)</td>
<td>Q$_o$-As-O$_o$</td>
<td>92.0(5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>As-O</td>
<td>1.70(3)</td>
<td>Q$_o$-As-O$_o$</td>
<td>170.3(6)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

As-O bond length of 1.82 Å. The transition metal ions are located in isolated octahedral sites with symmetry 3m positioned above and below the vacant site, i.e. the centers of the rings in the arsenic layers.

Fig. 5.9 (001) projection of the MoAsO$_3$ structure.
Often compounds of Co^2+ (r = 0.745 Å) and Ni^2+ (r = 0.690 Å) are isometric (W92) while the larger Mn^2+ (r = 0.830 Å) sometimes adopts a different structure as in the case of the transition metal antimonates. This marks another difference between this structure type and the trisilicate structure.

The segregation of the two types of cation into alternate octahedral layers of the AA_2O_3 structures allows a wide range of A cations to be accommodated into the structure. Several antimonates have indeed been reported where the transition metal ions are replaced by larger cations such as Ca, Sr, Ba, Cd, and Pb which occupy the A position in the AA_2O_3.

![Graph showing the variation of the unit cell parameters as a function of the cation size.](image)

Fig(5.6) The variation of the unit cell parameters as a function of the cation size.

III. Magnetic Properties:

III.1. Magnetic Susceptibility:

Magnetic susceptibility data were measured on polycrystalline samples of each of the three compounds. Similar behavior was observed in all of the three phases. In sharp contrast to the transition metal antimonates in the trisilicate structure, there was no indication of the presence of any short range order in the magnetic susceptibilities of these antimonates. This observation was again apparent from the Curie-Weiss fits in which there were no deviations at lower temperatures from the predictions of the Curie-Weiss law. In general, the magnetic susceptibilities of these compounds resemble that of a simple antiferromagnet. All three compounds exhibited what appears to be a magnetic long range order transition.

Analysis of the magnetic susceptibility is outlined below, the long range order in these compounds was investigated further with low temperature neutron diffraction, a discussion of which will be delayed to the next section.

1. CoAsO_4:

Fig(5.7a) shows the magnetic susceptibility data as a function of temperature of CoAsO_4 at an applied field of 0.1 Tesla. The susceptibility attains a maximum of 3.63x10^4 emu/mole at T = 20 K and then drops sharply as the temperature was lowered. The data above the ordering temperature, between 50 - 270 K, were fitted to

![Graph showing magnetic susceptibility of CoAsO_4.](image)

![Graph showing the inverse of the magnetic susceptibility versus temperature.](image)

Fig(5.7) (a) Magnetic susceptibility of the CoAsO_4 : (b) the inverse of the magnetic susceptibility versus temperature. Circles represent the observed data and solid line denotes the prediction of the Curie-Weiss fit.
a Curie-Weiss law after correcting for the diamagnetism. The inverse susceptibility is plotted in Fig.5.7b. The fit gives an effective moment of 4.98(1) μ₅ and a Weiss constant, θ, of -64.4(6) K. The effective magnetic moment of Co²⁺ in this compound falls within the accessible range of the divalent cobalt ions which is 4.4 - 5.2 μ₅ (M). Some deviations at the high temperatures were apparent, this is a result of the contributions of the T.I.P. or temperature independent paramagnetism. Such deviations are the result of the contributions of other excited states to the susceptibility in addition to that of the ground term. This contribution was found to be equal to 5.2 × 10⁻⁶ emu/mole. This could, at least qualitatively, be explained from the knowledge of the energy levels and the wavefunctions of the ions.

Abragam and Pryce (AS1) gave an elegant account of the magnetic properties of Co²⁺ in octahedral and disordered octahedral sites. The F⁴ term is split into two triplets and one singlet, an orbital triplet being lowest in energy. The addition of lower symmetry fields causes further splitting of the energy levels. A schematic energy-level diagram for Co²⁺ in a trigonal field is given by Jeevan (466), Fig.5.8. The Tₘ ground term is further split into six Kramers' doublets. The separation of the lowest doublets are of the order of hundreds of cm⁻¹ in which case more than one doublet has an appreciable population at room temperature. This is believed to be the cause for the T.I.P. contribution to the susceptibility.

\[ \chi_m (\text{emu/mole}) \times 10^3 \]

![Graph of magnetic susceptibility versus temperature for Ni₃O₄](image)

Looking at Fig.5.8, it can be seen that there are some deviations from the expected straight line of the Curie-Weiss law beginning below about 70 K. These deviations seem to indicate the presence of short range correlations that are ferromagnetic in origin. This stands to be a unique feature for Ni₃O₄ compounds that is not shared by the other two phases. Within the planes perpendicular to the c axis, neighboring Ni²⁺ atoms are linked through bonds to oxygen atoms at bond angles of 90°. As the Goedeme-Kasenmuller rules predict ferromagnetic interactions for this arrangement, ferromagnetic short range order within the planes can be anticipated.

\[ \frac{1}{\chi_m} \text{ (emu/mole)} \]

![Graph of 1/chi_m versus temperature for Mn₃O₄](image)

Looking at Fig.5.9, it can be seen that the susceptibility data of Mn₃O₄ is plotted in Fig.5.10b and the maximum value of 1.19 × 10⁻⁶ emu/mole is reached at about 13 K. The susceptibility data in the range between 20 - 280 K were fitted to a Curie-Weiss law of the results of which are plotted in Fig.5.10b. The effective magnetic moment obtained from this fit was 5.90(2) μ₅ and θ was -20.7(1). The Curie-Weiss law predictions fit the observed data rather well. This is because the ground state level of Mn²⁺ is S which is not split by the octahedral crystal field, but gives rise to a Tₘ term. This term is an orbital singlet and consequently it has no orbital angular momentum associated with it. Thus spin-orbit coupling can not raise the degeneracy of this term, and furthermore because there are no excited terms with the same multiplicity as the ground term there can be no second-order mixing due to spin-orbit coupling nor can there be any second-order Zeeman effect. As
The absence of short range correlations could be traced to two structural features. Firstly, the $a$ and $c$ axes are almost identical in the hexagonal unit cell which, in turn, leads to intra-planar coupling interactions that are comparable in strength to the inter-planar interactions, or even larger as in these arsenates. Consequently, the onset of the long range order results before any appreciable short range order can be detected. Secondly, the symmetry cancellation effect which was crucial for the presence of the short range order in the trisulphide and K$_2$NF$_6$ structures is not relevant to this structure. In addition, this structure imposes restrictions on the distances and bond angles which connect the magnetic ions and hence distant the potential exchange pathways that can give rise to magnetic correlations. The possible exchange pathways in this structure are shown in Fig.5.11) in which the (100) projection is depicted. Remarkably, the (100) projection resembles very closely the (001) projection of the trisulphide structure in Fig.4.7 except for the relative positions of the ligands. The nearest neighbor interaction $J_1$ involves the path A-O-A with two unequal A-O bonds of 2.6 Å and 3.3 Å and an angle of 90° and the next-nearest neighbor interaction $J_2$ involves the path A-O-O-A where the angle A-O-O is 160° with an A-O bond distance of 2.0 Å and O-O bond distance of 2.4Å.

As a result, the magnetic properties are therefore simply due to the spin contribution and the theoretical magnetic moment is

$$\mu = \sqrt{3\mu_0 + 1} \mu_0 + 5.92 \mu_0 \tag{5.1}$$

which compares very well with the experimental moment for MnAsO$_4$.

| Compound | $T_{\text{N}}$ (K) | $\mu_{\text{eff}}$ (B/M) | $f(\tau)$ | TIP/PM | $\chi(\text{bulk})$ (%)
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>NiAsO$_4$</td>
<td>30 K</td>
<td>3.2(7)</td>
<td>-66.2(8)</td>
<td>4.0 x 10$^4$</td>
<td>1.56%</td>
</tr>
<tr>
<td>CoAsO$_4$</td>
<td>20 K</td>
<td>4.98(6)</td>
<td>-64.4(4)</td>
<td>3.2 x 10$^3$</td>
<td>4.18%</td>
</tr>
<tr>
<td>MnAsO$_4$</td>
<td>15 K</td>
<td>5.90(2)</td>
<td>-20.7(1)</td>
<td>0.0</td>
<td>1.23%</td>
</tr>
</tbody>
</table>

* $\chi(\text{S})=100 \left[ \frac{\chi_{\text{bulk}} - \chi_{\text{mag}}}{\chi_{\text{bulk}}} \right]$%

Table 5.5 summarises the experimental values of the susceptibility parameters for these arsenates.

One important feature that distinguishes these oxides from the trisulphide compounds is the absence of any significant short range correlations in their magnetic susceptibility.

---

**III.3. Long Range Order**

Magnetic ordering in the triangular lattice is a well studied problem. Antiferromagnetic ordering on a single triangular lattice is frustrated because at least one antiferromagnetic bond on each triangular must be broken. However, when triangular lattices are stacked along the third dimension and inter-planar interactions are non-zero, then long-range ordering can occur. This ordering is very dependent on the way magnetic...
ions are stacked with respect to each other. In these oxides, the magnetic ions form layers perpendicular to the c axis. These layers are stacked in such a way that the spins of the magnetic ions are directed above and below each other with no offset in the \( <100> \) or \(<010>\) directions which results in what is known as "AAA..." stacking. Reimers et al (892,2) studied the ordering in the triangular spin systems with various stacking arrangements using the mean field theory formalism. They studied the effect of the relative strength of the in-plane and inter-plane interactions in stabilising a particular ordered state. The spin Hamiltonian in equation (5.2) was considered:

\[
H = -\frac{1}{2} \sum_{ij} J_{ij} S_i S_j
\]

where \( J_{ij} \) now represents an exchange mediated interaction and \( S_i \) is a spin with \( n \) components.

In order to see the effects of further neighbor interactions on the ordered state, the phase diagrams were calculated in the space of various nearest and next-nearest interactions, i.e. \( J_1/J_1 \) and \( J_2/J_1 \), and \( J_3/J_1 \). These interactions are labelled in Fig5.12a. The results of the calculations are shown in the form of phase diagrams. For systems with small inter-planar spacings the bond distance spanned by \( J_1 \) may be longer than the \( J_1 \) bond distance. \( J_1 \) may also be important for other systems since there are twelve \( J_1 \) and only six \( J_1 \) bonds. The phase diagram in the space \( J_1/J_1 \) and \( J_2/J_1 \) is shown in Fig5.12b. The phase diagram is divided into regions characterised by the wavevectors \( \Gamma(k_\alpha, k_\beta, k_\gamma) \) which represents a three sublattice order with each sublattice making a 120° angle with each other, and \( (0, 0, k_\beta) \) meaning that the sign of \( \phi \) will alternate from one plane to the next.

To further investigate the magnetically ordered state, low temperature neutron diffraction data were collected for all of the three compounds. All of the compounds exhibit additional superlattice reflections that disappeared above their respective \( T_\alpha \)'s, suggesting that these additional peaks are magnetic in nature. Analysis of these data will be discussed below for each phase separately.

---

1. The Magnetic Structure of \( N{\text{a}_4}X{_2}{\text{O}}_8 \):

Neutron diffraction data were collected at 10, 20, 25, 28, 30, 35 and 40 K in the 2θ range 6°- 35°. The results can be summarized by considering the data at five temperatures as shown in Fig5.13 in which two superlattice reflections at 2θ angles of 8.88° and 21.48° can be observed that gradually decrease in intensity until they disappear at about 30 K indicating that they are magnetic in origin. These magnetic peaks can be indexed on a magnetic cell of \( a \), \( 2c \), \( a \), \( c \), \( a \), \( c \) (the chemical cell constants), i.e. a magnetic propagation vector \( k = (001) \), so that these peaks can be indexed as \( (001) \) and \( (001/2) \) on the chemical cell or as \( (001) \) and \( (002) \) on the magnetic cell.

The 10 K data were analyzed with the Rietveld profile refinement program Rietica written by Irmati (889). This program is capable of modeling neutron scattering from magnetic structures with collinear spin arrangement. The magnetic moment of each magnetic site and the angle between the spin direction and the unique axis of the lattice, \( \phi \), can be refined using the equations given by Shimizu (899). The magnetic form factor for the \( {\text{Ni}}^{2+} \) was obtained from ref (W61). The refinement was carried out in the space group P-\( 42m \) but with \( c_\alpha = 2c_\beta \), and the two Ni sites were allowed to have different orientations. Fig5.14 shows a good fit of this model to the observed data with \( R_w = 6.08 \), \( R_w = 4.59 \) and \( R_{wp} = 4.10 \). The details of the Rietveld refinement are tabulated in Table5.6. The atomic positions and the cell parameters were fixed during the refinement. The scale, background, full width at half maximum parameters (\( U, V, W, \)), an overall temperature factor, symmetry parameter, preferred orientation, and the magnetic moment and the angle \( \phi \) were refined. The magnetic moment of \( {\text{Ni}}^{2+} \) obtained was 2.4(3) \( \mu_B \) which compares well with the magnetic moments reported in the literature such as the magnetic moment of \( {\text{Ni}}^{2+} \) in \( K{\text{NiFe}}_2 \) with \( \mu = 2.2 \mu_B \) (S61) and in \( K{\text{NiFe}}_4 \) with \( \mu = 1.9 \mu_B \) (B70). The angle \( \phi \) was refined to 61(6)°, the large standard deviation in the angle \( \phi \) would make it not very reliable. Fixing the angle at 90° would give a worse R factors, \( R_w = 8.2 \).
Table 5.6
Rietveld Refinement of 9 K Neutron Diffraction Data for NiAsO₄

<table>
<thead>
<tr>
<th>Atm</th>
<th>Site</th>
<th>x</th>
<th>y</th>
<th>z</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ni1</td>
<td>1a</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Ni2</td>
<td>1b</td>
<td>0.0</td>
<td>0.0</td>
<td>1/2</td>
</tr>
<tr>
<td>As</td>
<td>4h</td>
<td>1/2</td>
<td>0/3</td>
<td>1/4</td>
</tr>
<tr>
<td>O1</td>
<td>6c</td>
<td>0.3595</td>
<td>0.0</td>
<td>0.1361</td>
</tr>
<tr>
<td>O2</td>
<td>6k</td>
<td>0.3595</td>
<td>0.0</td>
<td>0.6368</td>
</tr>
</tbody>
</table>

$R_{wp}$ = 6.07%, $R_p$ = 4.50%, $R_B$ = 4.23%
No. of data points = 281
No. of reflections = 8
No. of parameters refined = 15

The Magnetic Structure of OdsxO₄

Similar measurements at low temperatures as those performed on the NiAsO₄ were done on this sample. Low temperature neutron diffraction data were collected at temperatures 9, 12, 17, 18, 19, and 19.5 K. A number of superlattice reflections were observed at the 2θ angles of 8.75°, 21.27°, and 35.10° which disappeared above 14
about 20 K. This temperature corresponds to the ordering temperature as indicated in the magnetic susceptibility data, suggesting that these superlattice reflections are magnetic in origin. The results of the neutron diffraction data are summarized in Fig.5.7, in which the intensity of the superlattice reflections decreases as the temperature is increased and finally vanishes at about 19.5 K. The intensity of these reflections is larger than that of NaAlO$_2$, because of the larger moment of Co$^{3+}$, $d^7$. As in the case of NaAlO$_2$, these superlattice reflections can be represented by a propagation vector $k = (001)$ and were indexed on a magnetic cell of $a$, and $2c_1$, $a_2$, and $c_2$ are the chemical cell constants). Likewise, the Miller indices of these magnetic reflections are (001), (003), and (111), respectively.

The 10 K data were analyzed with the Rietveld profile refinement method using the Rietana program. The magnetic form factor for the Co$^{3+}$ was obtained from ref (W61). The refinement was carried out in the space group P-31m with $c = 2c_1$ while $a$ and $b$ are identical to the chemical cell. The atomic positions and the cell parameters were fixed during the refinement. The magnetic moment of each magnetic site and the angle between the spin direction and the unique axis of the lattice, $\phi$, were refined. A reasonable fit was obtained with the R-factors $R_p = 7.86$, $R_p = 5.83$, and $R_{wp} = 4.13$. The profile pattern of the fit is plotted in Fig.5.8. The refined magnetic moment of Co$^{3+}$ was 2.66(30) $\mu_B$ which is somewhat smaller that the other magnetic moments of Co$^{3+}$ found in the literature, for example, RbCoF$_3$ with $\mu$ of 3.0 $\mu_B$ (A71) and CoO with $\mu$ of 3.5 $\mu_B$ (C70). The angle between the spin direction and the c-axis, $\phi$, is 66(16)$^\circ$. The standard deviation of $\phi$ in this case is even larger than that in the NaAlO$_2$. Although such a large standard deviation would make this value unreliable, the quality of the fit improved by refining this parameter. If the refinement was carried out and the parameter $\phi$ was fixed at 90$, the $R_{wp}$ would be as high as 9.30. The details of the Rietveld refinement are tabulated in Table 5.6.

Since the intensity of the magnetic scattering at zero field is proportional to the square of the spontaneous magnetization, the temperature dependence of the intensity of the magnetic peaks yields the behavior of the magnetization and thus the critical exponent $\beta$. It was possible to estimate the critical exponent $\beta$ and the critical temperature $T_c$ by using the intensity of the magnetic reflection (001) obtained from the neutron diffraction data between 9 K and 19.5 K. The values for $T_c$ and $\beta$ were determined from a least squares refinement of the relationship.

### Table 5.7
Rietveld Refinement of 9 K Neutron Diffraction Data for CoAlO$_2$

<table>
<thead>
<tr>
<th>Atom</th>
<th>Site</th>
<th>$x$</th>
<th>$y$</th>
<th>$z$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Co1</td>
<td>h</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Co2</td>
<td>b</td>
<td>0</td>
<td>0</td>
<td>1/2</td>
</tr>
<tr>
<td>A1</td>
<td>4h</td>
<td>1/3</td>
<td>2/3</td>
<td>1/4</td>
</tr>
<tr>
<td>O1</td>
<td>6k</td>
<td>0.3626</td>
<td>0</td>
<td>0.1373</td>
</tr>
<tr>
<td>O2</td>
<td>6k</td>
<td>0.3626</td>
<td>0</td>
<td>0.6373</td>
</tr>
</tbody>
</table>

| $R_p$ | 7.86% |
| $R_w$ | 5.83% |
| $R_{wp}$ | 4.13% |

No. of data points: 478
No. of reflections: 27
No. of parameters refined: 15

---

Fig.5.17 Low temperature neutron scattering data for CoAlO$_2$ at various temperatures.

Fig.5.18 The Rietveld refinement fit of the magnetic scattering data for CoAlO$_2$. The upper set of bars indicates the magnetic Bragg peaks and the lower set corresponds to the nuclear Bragg peaks.
where $M$ is the spontaneous magnetization and $\beta$ is the magnetization critical exponent. A log-log plot, Fig. 5.19, of the spontaneous magnetization versus reduced temperature, $t$, gives $T_\lambda = 19.1(2)$ and $\beta = 0.27(5)$. The value of $\beta$ is closest to that of the 3-D Ising system which would have a $\beta$ value of 0.3125 (P77).

Similar measurements were collected from this compound where the magnetic susceptibility was measured as a function of the magnetic field. As in Na$_2$O, the metamagnetic transition was not present as illustrated in Fig. 5.20. The long range order transition persisted at magnetic fields up to 5.0 T.

![Figure 5.19](image)

**Fig. 5.19** Log-log plot of the magnetization of the magnetic reflection (001) versus the reduced temperature for Ca$_2$O.

![Figure 5.20](image)

**Fig. 5.20** Variation of the magnetic moment as a function of field for Ca$_2$O. Line graph consists the magnetic moment versus temperature at various magnetic fields.

### 3. Magnetic Scattering of Na$_2$O

Low temperature neutron diffraction data for this material were collected on the Daulaspec diffractometer with a high flux of neutrons with a wavelength of 1.4999 Å. The resolution of this diffractometer is much higher than that of the PSD diffractometer which was used to collect data on both of the other materials. A difference plot of the 5 K and the room temperature data is shown in Fig. 5.21 in which a number of superlattice reflections were observed that disappeared at about 12 K.

![Figure 5.21](image)

**Fig. 5.21** The difference plot of the 5 K neutron scattering data set and 15 K data set for Na$_2$O.

![Figure 5.22](image)

**Fig. 5.22** The variation of the intensity of the magnetic as a function of temperature for Na$_2$O.

The vanishing of these superlattice reflections is clearly shown in Fig. 5.22 in which the intensity of the magnetic peaks was traced as the temperature was increased. It was obvious that these superlattice reflections cannot be indexed by the simple k vector (0016). An exhaustive list of various superreflections were used to index these
Chapter 6
Iron Arsenate

1. Introduction:
In the course of the preparation of other members of the transition metal arsenates with the lead arsenate structure, the preparation of iron arsenate, FeAsO₄, was attempted. This was thought to be possible because the ionic radius ratio of Fe³⁺/As⁵⁺ falls within the limits of the field of stability of the lead arsenate structure.

As was described in chapter 3, reaction (3.6) yielded a white product which has a powder diffraction pattern that is strikingly different from that observed for the AA₃O₈ arsenates. As can be seen in Fig. 6.1, the diffraction pattern of this product resembles to a large extent the pattern of an iron arsenate phase with the composition FeAsO₄.

This was found to be the correct composition after further analysis of the X-ray diffraction data obtained from the Guinier camera.

Although the nominal chemical formula of this compound can be written as FeAsO₄, it could be more precisely rewritten as Fe⁺₂(As⁵⁺O₈) where Fe is in the trivalent state and As is in oxidation states +3 and +5. Thus it seems that Fe³⁺ and As⁵⁺ are thermodynamically incompatible with oxide material of this structure type. This argument is supported by the fact that all of the iron arsenates reported in the JCPDS data base were found to contain iron in the trivalent state only.

FeAsO₄ crystallizes in a hexagonal space group P6₃ and the unit cell dimensions were a = 14.74(7), and c = 7.638(1), with Z = 6, which are in good agreement with those reported by d’Yvoire (Y74).

d’Yvoire et al. (Y79) solved the crystal structure of this compound using single crystal X-ray diffraction.

Therefore, our objective in the present study was primarily to study the magnetic properties of this compound and ultimately to correlate, if possible, our findings with the crystal structure. A thorough investigation of the magnetically ordered state will be attempted by the use of low temperature neutron diffraction.

Before pursuing the discussion of the magnetic properties, it is essential to describe in some detail the crystal structure of this material and carefully examine the structural features which would be expected to influence the magnetic behavior of this compound. FeAsO₄ has a very complicated and remarkable 3-dimensional framework as illustrated by the ball and stick representation in Fig. 6.2 and in Fig. 6.3. In the (001) projection, As⁵⁺ is coordinated to three oxygen atoms forming a central pyramidal As⁵⁺O₈ which is bonded to three tetrahedral groups As⁵⁺O₄ via the O atoms.

Fig. 6.1) Powder X-ray diffraction for FeAsO₄: (a) observed intensity data for the product of reaction (6.6) (b) diffraction pattern for Co₃AsO₄ (c) diffraction pattern for FeAsO₄. (d) and (e) were obtained from JCPDS cards.

Fig. 6.2) (001) projection of FeAsO₄.
The most interesting feature of this structure is a discrete face-sharing Fe₃O₆ dimers which can better be viewed in Fig6.3. The Fe ion is in octahedral coordination, the Fe-O inside the octahedron has an average distance of 2.012 Å. The Fe-O-Fe angles are very close to 90°, and the Fe-Fe separation is about 3.03 Å. This structure, therefore, presents the possibility of both dimer-confined and three dimensional magnetic exchange interactions.

![Structural framework of Fe₃Fe₆O₁₄](image)

**Fig6.3** The structural framework of Fe₃Fe₆O₁₄

**II. Magnetic Susceptibility:**

The magnetic susceptibility was measured on a polycrystalline sample in the temperature range of 5-300K. The susceptibility attains a maximum of 7.65 × 10⁻⁴ emu/mol at approximately 50 K below which a sharp decrease was observed suggesting a transition to a long range order as can be seen in Fig(6.4a).

The data in the range 80 - 300 K can be fitted to a Curie-Weiss law, with an effective magnetic moment of 5.75 μB, and the Weiss constant was equal to -94.9 K. A plot of the inverse susceptibility data and the predictions of the Curie-Weiss law is shown in Fig(6.4b). Remarkably, there is no noticeable deviation from the Curie-Weiss law which would be expected if significant short range correlations were to be expected.

It was expected that the magnetic susceptibility would be dominated by the antiferromagnetic exchange within the Fe₃O₆ dimer units. Hence we attempted to fit the magnetic susceptibility data in terms of a dimer model using equation (6.1) (OR2).

\[
\chi = C \frac{2e^{\beta} + 5e^{10} - 28e^{10} + 68e^{10} - 110e^{10}}{1 - 3e^{5} + 5e^{7} - 7e^{10} + 9e^{10} + 11e^{10}}
\]  

where \( C = N \mu_B^2 / k_B T \), and \( x = J / k_B T \).

![Magnetic susceptibility of Fe₃Fe₆O₁₄](image)

**Fig6.4** Magnetic susceptibility of Fe₃Fe₆O₁₄: (a) magnetic susceptibility versus temperature; (b) the inverse of the magnetic susceptibility versus temperature. Circles represent the observed data and solid line denotes the prediction of the Curie-Weiss fit.

Surprisingly enough, the fit was very inadequate as can be seen in Fig(6.5) which would indicate that the interdimer interactions were also appreciable in this material which lead to the onset of the long range order directly. This seems to be in line with the absence of any deviations in the Curie-Weiss fit in the lower portion of the data set.

The absence of any significant short range correlations in the susceptibility data is likely to be due to two reasons. Firstly, the angle Fe-O-Fe is sharply different from 180° which will cause the magnitude of the interdimer constant to be very small, and thus will result in a weaker interdimer interaction.

![Magnetic susceptibility fit](image)

**Fig6.5** The fit of the magnetic susceptibility of Fe₃Fe₆O₁₄ to the predictions of the \( S = \frac{5}{2} - \frac{5}{2} \) dimer model.
The correlation between the exchange constant and the angle M-O-M has been observed in many systems. The classical example is the dihydroxy-bridged copper(II) diners in which the exchange constant decreases as the Cu-O-Cu angle deviates from 180° until the bond angle reaches 97.6° after which the ferromagnetic coupling dominates over the antiferromagnetic coupling. In fact, there is a linear relationship between $J$ and $\theta$ in a series of dihydroxy-bridged copper(II) diners. Magnetism in oxo-bridged dimer diners has been reviewed by Kurz (950.2) and Holthausen et al. (952.2). Contrary to the Cu-based diners, there was a general lack of linear relationships between $J$ values and structural parameters which was attributed to a relatively complex interplay of competing orbital pathways for spin coupling and a sensitivity to multiple structural variables, e.g., bond length, bond angle and spin distribution. What is clear is that the antiferromagnetic coupling diminishes as the Fe-O-Fe angle becomes more acute, for instance, the exchange constant in Fe(salen)(OH)$_2$ is 14.4 K (10 cm$^{-1}$) with Fe-O-Fe angle 102° (884) and 144 K for Fe(salen)$_2$O$_2$py with Fe-O-Fe is about 160° (688) (salen = N,N'-ethylenebis(salicylamide)). The spin coupling in high-spin Fe$^{3+}$ diners is almost invariably antiferromagnetic in nature. Those diners included in the study have Fe-O-Fe angles vary between 180° and 110°. For more acute angles abnormal behavior has been reported for a number of diners. It was reported by Mihovits et al. (951) that the coupling in an Fe$^{3+}$ dimer, N-salicylidene-2-hydroxy-5-chlorobenzylaniline, with an Fe-O-Fe angle of 92.5° is ferromagnetic. In the system at hand, it is most likely that the possible exchange pathway which is mediated by two oxygen atoms Fe-O-O-Fe. Likewise, the same Fe$_2$O$_3$ dimer is connected to another three diners in the basal plane.

<table>
<thead>
<tr>
<th>Pathway</th>
<th>Distance/ bond angle</th>
<th>Exchange type</th>
</tr>
</thead>
<tbody>
<tr>
<td>$J_1$</td>
<td>3.84 Å  90°</td>
<td>direct/supercrchange</td>
</tr>
<tr>
<td>$J_2$</td>
<td>6.65 Å  120°</td>
<td>superexchange</td>
</tr>
<tr>
<td>$J_3$</td>
<td>6.65 Å  124° Fe1</td>
<td>superexchange</td>
</tr>
<tr>
<td></td>
<td>6.78 Å  112° Fe2</td>
<td>superexchange</td>
</tr>
</tbody>
</table>

III: Long Range Order

The sharp decrease in the magnetic susceptibility data below 50 K suggested the presence of a magnetic long range order in this system. To investigate this further low temperature neutron scattering data were collected on the powder sample at various temperatures. The scattering pattern of Fe$_3$Al$_2$O$_5$ at 9 K contains a number of very intense superlattice reflections.
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![Figure 6.7](image)

**Figure 6.7** The difference plot of the neutron diffraction profiles of 10 K and 57 K of Fe$_3$Al$_2$O$_5$. Magnetic reflections can be clearly seen.
These reflections could be more clearly identified in the difference plot as in Fig(6.7) in which the most intense of the superlattice reflections have 2θ values of 10.30°, 15.02°, and 21.5°. Fig(6.8) summarizes the intensity of the superlattice reflections as a function of the temperature where the intensity of these reflections decreases rapidly as the temperature is increased to about 50 K which would indicate that these superlattice reflections are magnetic in origin. These superlattice reflections were indexed on the same chemical cell leading to a propagation vector of \( k = (0,0,0) \).

In solving for the magnetic structure in this material, the initial fitting of the intensity data was attempted on the simple model of spin up spin down in the dimer while keeping the multiplicity of each site at six as in the chemical space group. This model was found not to be adequate in representing the observed intensity data. The refinement was then carried out using the space group \( P3_1 \), a subgroup of the \( P6_3 \). In this space group each Fe site was split into two different sites. The refinement in this space group resulted in an excellent fit to the intensity data with reasonable fit indices, \( R_w = 8.12 \), \( R_p = 6.51 \), and \( R_{wp} = 3.28 \). The refined magnetic moment was 5.1(4) \( \mu_B \) which is larger than the theoretical moment of 5.0 \( \mu_B \) but the error is also large. It should be noted that the atomic positions of all the atoms were kept constant and that an overall temperature factor was refined. This is done because of the large number of the atoms in the asymmetric unit cell which total to 108 atoms. The results of the Rietveld refinement are plotted in Fig(6.9).

The magnetic structure of this material is best represented as in Fig(6.10) which show the main interactions between the moments where it is clear that the nearest and next-nearest interactions are antiferromagnetic as was inferred from the susceptibility data.

![Diagram](image_url)
Chapter 7

Conclusion

In this thesis, the structural and magnetic properties of oxides of the general formula Al₂B₂O₆ where A is Mn, Fe, Co, Ni, Cu, and B is Sb or As, were investigated.

Co₅Sb₂O₈ adopts a monoclinically distorted trinitride structure. It crystallizes in the space group P2₁/n. Atomic positions were determined by profile refinement of neutron powder diffraction data in the unit cell, \( a = 4.6349(1) \text{ Å}, b = 4.8500(1) \text{ Å}, c = 9.2931(1) \text{ Å}, \beta = 91.124(2) \). Magnetic susceptibility data exhibit a broad maximum at about 60 K and an abrupt transition at 8.5 K. The high temperature data can be fitted to a Curie-Weiss law giving \( \mu_B = 1.758 \) and \( \Theta = -48 \text{ K} \). Although the crystal structure indicates a nearly square planar Cu²⁺ lattice as in other rutiles, a Cu-O-Cu-Cu superexchange pathway seems to be dominant, giving rise to short range correlations which are approximately one dimensional. The high temperature susceptibility is explained well by the 1-d Heisenberg model with \( J/k = -46.94 \text{ K} \). Analysis by Oguchi's method gives a ratio of interchain coupling to intrachain coupling constants of about \( 2 \times 10^3 \) which compares well with other one dimensional Heisenberg systems.
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diffraction data since the R-factors obtained from the polycrystalline refinements are somewhat large, though reasonable. One must add that the standard deviations of the atomic positions and the bond angles and distances are very reasonable.

In a sharp contrast to the trinitride phases, the magnetic susceptibility data of these compounds were typical to that of a simple antiferromagnet.

The high temperature data were fitted to Curie-Weiss law. For the Ni₃As₃O₈, the effective magnetic moment was calculated to be \( 3.27(7) \mu_B \) and \( \Theta = -66.2(8) \text{ K} \). In the case of Co₅As₂O₈ the effective moment was \( 4.98(6) \mu_B \) and \( \Theta = -64.4(4) \text{ K} \), while the magnetic moment was \( 5.90 \mu_B \) and \( \Theta = -20.7(1) \text{ K} \) for Mn₃As₂O₈.

The magnetic long range order was further investigated by low temperature neutron diffraction. The transition temperatures observed in the magnetic susceptibility were confirmed by low temperature neutron diffraction.

The superlattice reflections in the Ni₃As₃O₈ and Co₅As₂O₈ were indexed in a hexagonal cell with the axes \( a \) and \( b \) being identical to the chemical cell and the \( c \) axis double that of the chemical cell. The wavevector would be \( k = (001) \). The magnetically ordered state in these oxides consists of alternating ferromagnetic (001) layers resulting from ferromagnetic in-plane interactions and antiferromagnetic inter-plane coupling. Low temperature neutron data were analyzed by the Rietveld refinement method using the Rietan program. It was found that the magnetic moment for Ni₃As₃O₈ was \( 2.11(2) \mu_B \) and the angle \( \phi \) was found to be \( 61(6)^\circ \). In the refinement of Co₅As₂O₈ the magnetic moment was found to be \( 2.66(50) \) and the angle \( \phi \) was \( 66(16)^\circ \).
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When compared with other trinitride phases, Co₅Sb₂O₈ stood out in two categories, largest \( T_{\text{N}}/T_{\text{c}} \), ratio of 7.1 and largest dominant in-plane exchange constant \( J/k \). The former could be regarded as an indicator for the importance of the short range versus long range correlations. Of all the known trinitride phases, Co₅Sb₂O₈ shows the clearest evidence for the dominance of 1-d correlations.

Low temperature neutron data confirmed the presence of the long range order. A superlattice reflection was indexed with the wavevector \( k = (06,0,1) \). This is identical to that of Co₅Sb₂O₈. The extremely weak intensity of the magnetic reflection prevented the analysis of the neutron data with the Rietveld refinement using the Rietan program. Instead the magnetic moment was obtained by simulating the diffraction pattern while varying the magnetic moment of Cu²⁺. An estimate of the moment was found to be 0.5 \( \mu_B \).

Another class of Al₂B₂O₆ oxides was investigated, namely, the transition metal arsenates. Research on these oxides has been very scanty as of now. Very little has been known about their crystal structures and nothing has been reported on their magnetic properties. In the course of our study, the crystal structures of Ni₃As₃O₈, Co₅As₂O₈, and Mn₃As₂O₈ were refined in space groups P2₁/n by the Rietveld refinement analysis of neutron powder diffraction data that were obtained from PSD diffractometer in MNR. It was found that the crystal structure of these compounds can better be described in the space group P31m than in the space group P212₁2₁2₁ which was assigned by Magneti (1941).

It would be very preferable to refine these structures using single crystal X-ray
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Neutron diffraction data for Mn₃As₂O₈ were collected on the high resolution Duraltec diffractometer at a wavelength of 1.4999 Å. The diffraction pattern did not fit the expected pattern with the wavevector \( k = (001) \). An exhaustive list of other wavevectors were not adequate to index all of the magnetic peaks. Further analysis is needed to index these peaks. The magnetic structure could well be handled as an incommensurate superstructure.

We did not succeed in preparing Fe₅As₃O₈ where Fe is in the divalent state. Instead, an iron arsenate phase of the composition Fe₅As₃O₈ was obtained the crystal structure of which was solved by d'Yvoire (1979) using single crystal diffraction. Our investigation centered on the study of the magnetic properties and the possible correlation between the structure and magnetic properties. The main feature of the structure was the presence of discrete face-shared dimer. Remarkably, the magnetic susceptibility was not dominated by the dimer interactions. Attempts to fit the susceptibility data to an \( S = 5/2 \) dimer model were not successful. It appears that the long range order is more important and dominates the susceptibility.

The long range order was further studied by neutron diffraction. A number of intense superlattice reflections were observed and indexed with a wavevector \( k = (001) \), i.e. the magnetic and nuclear cells are identical. The magnetic structure was found to consist of antiferromagnetic ordering between the dimer sites. The multiplicity of each site was reduced to 3 instead of 6 and the space group of the magnetic lattice is \( P3 \) instead of the nuclear crystal lattice of \( P6m \).
In summary, the magnetic and structural properties are highly correlated. This study illustrates this aspect rather clearly. Both classes of compounds have different crystal structures with various features to which the magnetic behavior is very sensitive. Furthermore, a clear contrast was observed even among the same class of compounds as in CuSbO₃, which seemed to exhibit different magnetic behavior from the other tritellur compounds in the short range order regime, and in MnAsO₃, which adopts a different ordered state from the other two aromates.
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