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ELECTRICAL, MAGNETIC AND OPTICAL PROPERTIES OF PbySraRCuzOy



ABSTRACT

The layered structure of the cuprate superconductors leads Lo a signifi-
cant anisotropy between ab-plane and c-axis properties which is significantly greater
in BisSraCaCu.0g (BSCCO) than in YBayCuyOr_, (YBCO); likely due to dil-
ferences in intercalary structure since both systems contain double CuO, layers.
Pb,Sra(Y/Ca)Cuz0s (PSYCCO) is another system containing double CuQO2 planes
which are separated by a PbO-CuQ;-PbO sequence, the PhO bi-layer analogous Lo the
double BiO sheets in BSCCO and the CuQj layer comparable to an oxygen depleted
chain layer such as in YBasCuyQg. The structural similarities render this material a
good candidate for further study.

Measurements of anisotropy in the dc-resistivity, magnetization and optical
properties of PSYCCO are presented. The magnetization measurements are analyzed
to extract both the in-plane and c-axis fundamental superconducting paramclers of
this material: T, the magnetic penetration depth, the coherence length, the upper
and lower critical fields, and the upper critical ficld slope near T.. The dc-resistivity
is an order of magnitude larger than in both YBCO and BSCCO while the optically-
derived plasma frequency is considerably smaller than in the other systems. Together
with a large penetration depth this suggests that the carrier concentration is unusually
small given the high transition temperature (= 80 K), and represents a significant
deviation from a proposed universal relationship between level of doping and T..
The extent of the anisotropy in this system is found to be similar to that in YBCO.
The low carrier density has facilitated observation of unusual behaviour in the oplical
properties such as a large finite requency-centered peak which develops in the optical
conductivity upen entry into the superconducting state.

The doping dependence of the ab-plane oplical properties is investigated via
the Ca-free PboSraRCu305 series, which exhibits a metal/insulator transition as a

function of increasing jonic radius of the rare earth. A transfer of spectral weight from

il



the CuO charge transfer band to lower [requencies accompanies the progression to
metallic character. As this electronic background develops phonons in the far infrared
reflectance of the insulating members become weaker while concurrently there is.an
appearance of new phonon modes in the 400-600 cm™! region of the spectrum. These
phonons develop an antiresonant-like lineshape at higher doping levels. Examination
of several high T, superconductors with similar structure leads to the hypothesis that
these features are due to the coupling of longitudinal c-axis phonons to the ab-plane
mid infrared continuum. A surprising consequence, confirmed by experiment, is that
duec to momentum conservation the ab-properties are different when measured on the

ab-plane face and along the « or b directions of a face containing the c-axis.
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Chapter 1

Introduction

The field of high temperature superconductivity began in the 1970"s with the discovery
of the binary A-15 compounds which exhibit transition temperatures as high as 23
K,[1] more than twice that of the highest T, elemental superconductor, Nb (T~ 9 K).
A resurgence of interest occurred in 1986 with the discovery by Bednorz and Miiller of
a superconducting transition near 30 K in a Ba-doped sample of LazCu0Q,,[2] which
was soon raised to 40 K by doping instead with Sr. The K;NiF,-like perovskite
structure of this material is shown in figure 1.1.[3] The most notable fealures arc
the sheets of CuQ, planes which are the common structural element of all of the
subsequently discovered high T}, cuprate superconductors, and are believed to function

as the primary conduction channel in these materials.

1.1 Electronic Structure of the Insulating Parent

Compound

The undoped stoichiometric parent compound, La;CuQ, is insulating and non-
superconducting. The Cu®* sublattice of the CuO; plane has an electronic con-
figuration of [Ar]3d°. The 9 valence d electrons would thus be expected to fill an

energy level scheme as shown in figure 1.2(2) leaving a half filled band which should

1
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AN La,Cu0,
b L3,5r@ Cu
1§
c 0O

Figure 1.1: The structure of La,CuQ,. Note the CuO, plane which is the common

structural element of all the cuprate superconductors. (After [3]).

lead to metallic behaviour. To understand why this is not the case electron-electron
correlations must be taken into account. The on-site Coulomb repulsion is greater
than the nuclear attraction so that it is energetically favorable to have only one elec-
tron per site.[d, 5, 6, 7] The result is a splitting of the highest occupied 3d level into
two; the lower and upper Hubbard bands, which, with an occupancy of one electron
per site are full and empty respectively as shown in figure 1.2(b), thus leading to an
insulating ground state.

The splitting between the upper and lower Hubbard bands has been found via
photoemission experiments to be approximately 6 eV.[8] The first optical interband
transition, as indicated by an onset of absorption, is observed near 2 eV as shown
in figure 1.3, (z = 0). taken from Uchida e!. al..[9] This lead to a second important
conclusion that the parent compound is a charge transfer (CT) rather than Mott-
Hubbard (MH) insulator.

In 2 MH insulator the lowest unoccupied band is the upper Hubbard band

and thus the first interband optical excitation will be from the lower to the upper
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Figure 1.2: Energy level scheme for the Cu 3d levels in the absence (a) and in the
presence (b) of electron-electron correlations. Note in (a) the hall-filled d 2_,z level
that splits into two bands with an occupancy of one electron persite in (b). These Lwo
bands, which are full and empty respectively, are referred to as the lower and upper
Hubbard bands. (c) shows the O®< levels. The fully occupied 0% charge transfer
band is situated between the lower and upper Cu® Huhbard bands. Note that the

0% band has an occupancy of two electrons per site. (Adapted after {14]).

Hubbard band as illustrated schematically in figure 1.4(a). In a CT insulator [figure
1.4(b)] another fully occupied band of a predominantly different character is located

between the upper and lower Hubbard bands and thus excitations from this level Lo

the upper Hubbard band are possible.

The filled O 2p level of the CuQ, plane is situated approximately 2 eV below
the upper Cu 3d Hubbard level as shown in figure 1.2(c). The absorption edge near

2 eV shown in figure 1.3 is thus explained as due to a ‘charge transfer’ between these

two bands.
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Figure 1.3: Optical conductivity of Lay_.Sr.CuQ, showing an absorption threshold
near 2 eV for x = 0, which decreases in intensity as the level of doping increases; the
spectral weight being transferred to lower frequencies in the form of a zero-frequency
centered Drude absorption due to free carriers and 2 mid infrared band which appears

to narrow and shift to lower frequency. (After [9]).
1.2 Hole doping

Stoichiometric insulating La; CuQ, becomes metallic and superconducting when some
Sr (or Ba) is substituted for La. The substitution of divalent Sr for trivalent La causes
holes to be doped into the CuO, planes. The simplest way to understand this is that
the deficit of positive charge ‘z’ resulting from the substitution Las_;Sr.CuQ, must
be compensated for by the addition of z holes. The oxygen stoichiometry of the
superconducting samples, Lay_;Sr;CuQyy, is also typically greater than 4. In the
same way charge neutrality dictates that the addition of negative charge, 2y (since

oxygen has an oxidation state of 27), is compensated for by the presence of 2y holes.

The simple picture of a hole-doped charge transfer insulator does not however

serve as an appropriate model for the doped material as shall now be discussed.
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Figure 1.4: Schematic representation of a MH (a) and a CT (b) insulator. (c) and
(d) respectively illustrate the situation upon doping with one hole, while (¢) depicts a

possible electronic band structure for a high-T; cuprate. (Adapted aflter {9] and [10]).
1.3 Evolution of Band Structure with Doping

The effect of doping on the optical spectrum of Lag_Sr,CuQ,_s can be seen in figure
1.3. These spectra show that as z, and hence the number of holes, increascs, thereis a
transfer of spectral weight {rom high to low frequencies; the total integrated spectral
weight remaining nearly constant. While this is expected for a doped MH-insulator
it is in variance with the simple picture of a hole-doped charge transfer insulator. To
see this consider doping the MH and CT insulators of figure 1.4 with one hole by
removing an electron as shown in (¢} and (d) respectively. For the MH insulator,

(¢), there is now one empty site which can be occupied by cither a spin up or a spin
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down electron such that there are two empty states for electron addition with energy
corresponding Lo the lower band. The Fermi level separates these states from the
filled lower Hubbard band. Because this is a correlated system, and since there are
now only N — 1 singly occupied states in the lower Hubbard band, there can be only
a corresponding N — 1 states in the upper band. Thus, although the total number of
states remains 2V, one state with energy corresponding to the upper band has been
transferred to a lower energy scale. The situation is different for the CT-insulator
shown in (d). Removal of one electron from the CT-band between the lower and upper
Hubbard levels leaves one site which is occupied by a single eg. spin up electron. This
implics that there is one available state for addition of a spin down electron. The Fermi
level separates the flled portion of the CT-band from the empty state as shown in the
figure. The spectral weight of the upper and lower Hubbard bands is unaffected and
thus the added hole acts essentially as an uncorrelated free particle. This case is thus
similar to the picture used to discuss doping in a semiconductor. It is believed that
the observed transfer of spectral weight upon doping in the cuprate superconductors
is caused by some hybridization of the Cu 3d states of the filled lower Hubbard band
with the O 2p states such that holes in this hybridized band behave as correlated

particles with restrictions on double occupancy.[9, 10]

1.3.1 The mid-infrared band

It is clear from figure 1.3 that at high doping levels a large zero-frequency centered
peak due to the added free carriers replaces the CT-excitation observed near 2 eV at
low doping levels. The intermediate doping levels show that in addition to Drude-like
absorption at the origin, there is a finite-frequency centered peak which appears to
narrow and shift down in frequency as the level of doping increases. This excitation
was first noted in La;_Sr,CuQ,s by Orenstein et. al.[l1] and Herr ef. al[12], and
has become known as the mid infrared absorption. The superposition of the mid-

infrared band and the zero-frequency centered absorption gives rise to an overall non-
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Drude behaviour for the optical conductivity which has become one of the defining

characteristics of the cuprate superconductors.

In terms of the discussion of the previous section, the presence of this mid-
infrared absorption suggests that the electronic band structure of the cuprates may
be something like that depicted schematically in figure 1.4(e). That is, hybridized Cu
3d and O 2p states form a series of midgap states between what remains of the filled
O 2p CT and the empty upper Hubbard Cu 3d band. The mid infrared absorption
results from transitions [rom the filled levels of this hybridized band into the upper
Hubbard states while the zero-frequency-centered absorption arises {rom transitions to
the empty states above the Fermi level. Because the doping-induced hybridized band
removes states from the lower Hubbard band, there will be a corresponding decrease in
the number of states in the correlated upper level giving rise to the observed transfer

of spectral weight from high to low [requencies with increased doping.

1.4 Anisotropy

The discussion presented in sections 1.1 to 1.3 is based on readings from references
(91, [10], {13], and [t4]. The intercsted reader should consult these for [urther details.
Thus far only electronic transport parallel to the CuQO» sheets, commonly relerred to
as the ab-plane, has been considered. The situation is quite different for perpendicular
transport along the c-axis due to the highly anisotropic layered nature of the structure.
In this direction the conductivity is more than an order of magnitude lower than in
the ab-plane, and in some materials is several orders less. [t is still a question of
debate whether the intrinsic c-axis conductivity is quasi-metallic or semiconducting

in nature.
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1.5 Other Supercdnducting Cuprates

The layered nature of La;—4SryCuQ,_s has the additional consequence that other

structures can be built up by varying and adding to the layering sequence.

1.5.1 YBayCu30O7.5 and BisSroCaCusOg

The most familiar example is YBa;CusQOr_s, shown in figure 1.5(a).[15] By adding
a second CuQ, plane, separated {rom the first by a rare-earth layer thus forming a
double perovskite-like sequence which will be referred to as the perovskite block, T is
increased to 93 K. In this system the doping of the parent compound YBayCujQg is
realized by adding oxygen to a third Cu layer which separates perovskite-like blocks
in adjoining unit cells. The oxygen enters this layer in the form of chains along
the b-axis, and hence in the doped compound there is also an anisotropy within the
al-plane between the a and b axes.

A second example is Bi;Sr,CaCuyQOg, another double-plane cuprate. The
structure of Bi,SrpCaCusOg which has a T, near 85 K is shown in (b).[16] Here
the two CuQ; planes of the perovskite block are separated by Ca, while successive
perovskite units are separated by double BiO rock-salt-like layers.

The primary difference between these two materials thus lies in that part of
the structure which is intercalated between perovskite-like blocks; the CuO chains in
YBa;CuszOr_s and the double BiQ sheets in BiaSraCaCuaOg.

Since the ab-properties are mainly governed by transport within the CuO,
planes of the perovskite unit they are similar for these two materials. The c-axis
properties in contrast are primarily dictated by the intercalary structure separat-
ing perovskite-like blocks and have thus been found to be very different in these
two materials. That is, the anisolropy between ab-plane and c-axis properties in
BixSryCaCusOg is several orders of magnitude larger than in YBa;CuaO;_s indi-

cating a much lower intetlayer transport.[17} It is likely that the CuQ chain layer



YBa,Cu;0, Bi,Sr,Ca;Cu 0q o PbySraYCuy 05,y

(a) (b) (c)

Figure 1.5: Structure of (a) YBayCu3Os;_s, (b) BisSroCaCuz0g, and (c)

Pb,Sr,RCus0s, reproduced from reflerences [13], [16] and [19] respectively.

in YBasCusO;_s provides some electronic coupling between successive CuQ planc

bilayers which is absent in Bi;Sr,CaCu,0s.

1.5.2 Importance of Single Crystal Samples

By noting both similarities and differences information regarding the presence of
superconductivity in these materials may be inferred. The greater the number of
different cuprate superconductors that are studied, the more complete will be the
knowledge. A multitude of different such structures have been synthesized since the
discovery of superconductivity in Las. Ba.CuO,;. (See for example Harshman and

Mills[18] and references thercin). The caveat is that most have been synthesized only
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as polycrystalline powder samples which are often multi-phase in nature, containing
only a small fraction of the superconducting component. A further complication is
that by definition such samples cannot be investigated in terms of anisotropy due to
their unoriented nature, thus limiting their usefulness for experimental measurements
considerably.

There are exceptions, where samples in the form of high quality single crystals
(or oriented films) have been synthesized. These include the three materials already
discussed, Las_,SreCuQ,_s, YBa:CuaOs_gs, and Bi,Sr;CaCuaOg, as well as various
closely related derivatives thereof. For example single crystals of BisSroCaCuyOg can
be made in one, two and three CuO,-layer forms denoted by Bi;Sr,Ca,—; CupO2nyd
where n = 1, 2 or 3. Also, by substituting Tl and Ba for Bi and Sr respectively,
a second such series can be synthesized. Oriented crystals of the n = 3 member
are however usually mixed phase in that they contain a significant intergrowth of
n = 2. The one-layer Bi,SroCaCuy0g compound is interesting because it has a T,
below 10 K, and hence can be used as a representative normal state analogue for the
higher T, malterials. YBa;CuyOs_s has a derivative containing double CuQ chains,
Y Ba,Cu,Oy, which can be synthesized in single crystal form under high oxygen pres-
sure. Ndy_,Ce,CuO,_,, like Lag_Sr,CuQ,.s has a single CuQ; layer. It is unique in
that it is the only cuprate superconductor which is electron doped rather than hole

doped. Also, the CuQ, layer is more two-dimensional than in La;_,SryCuQ,_s.

1.5.3 PbsSryRCu;0;

In 1988 Cava and co-workers at AT&LT discovered another double CuQ»-layer cuprate
superconductor the structure of which is shown in figure 1.5(c).[19] The signifi-
cance, which is not yet appreciated by much of the high T. community as evi-
denced by the comparatively small amount of work done on this material, is that
Pb,SraRCus Oy can he synthesized in single crystal form, providing a third structurally

different double CuQy-layer compound with which the properties of YBa;CuaO;_s
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and BiaSr2CaCu,0g can be compared.

The double CuOs-layer perovskite block of the parent compounc’i
Pb,SraRCu30;5 is similar to that in YBa;CuzO7.s where R, which separates the Lwo
CuQ, layers, is also a lanthanide or Y. In BisSraCaCusOg this site is occupied by
Ca. In PbySroRCus0; the perovskite blocks of successive unit cells are separated by
an interlayer structure consisting of two rock-salt-like PbO layers analogous to the
double BiO layers of BiaSraCaCuyQs, sandwiched between which there is an addi-

tional oxygen-free Cu layer such as that in YBasCuzQOg, the parent compound for

superconducting YBa;Cuz Ors.

Stoichiometric PbaSroRCu30s becumes superconducting with a 7, near 80
K when approximately 30 % of the 3t rarc earth ions are substituted by Ca**; the
mechanism being similar to the substitution of Sr** for La** in Laa_SrCuQy_s as

discussed above.

The oxygen-free Cu(1) layer in PbaSraRCu3Osyy, so-called because Cn is in
a 1% valence state rather than 2% as in the CuO» layers, has the inleresting properly
that it can actually be close to fully occupied with oxygen to form a CuQ; sheet (ic,
y = 2).[19] This is however accompanied by oxidation of Pb?* to a 4% valence state
which in superconducting Ca-doped samples also drains holes from the CuQ, planes

of the perovskite block resulting in the loss of superconducting character.

In principle there arc thus two methods by way of which to vary the level
of doping and induce a metal-insulator transition in PbySry(Y/Ca)CuzOg: (1) by
altering the ratio of Y to Ca, and (2) by oxidation of the Cu(l) layer. In practice
neither of these turns out to be practical for single crystal sammples. The first becanse
the crystal growth is stabilized for an Y:Ca ratio of 0.7:0.3 such that intermediate
compositions are not obtained. The latter hecause incorporation of excess oxygen
into the dense crystals takes place very slowly. [t turns out however, that there is
an unexpected third avenue open which is the incorporation of vacancies into the

rare carth site. For a given growth environment, crystals seem to formn for a narrow
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range of effective ionic radius of the R site.[20, 21, 22] In Ca-doped, Y-containing

”samples this corresponds to mixed occupation in the ratio of 0.7 Y for every 0.3 Ca,
and may explain why this composition is always obtained even though the starting
or nominal composition is not in this ratio.[23] Since Ca®* is larger than any of the
rare earths the implication is that the structure is unstable for full or stoichiometric
occupation with small rare earth ions such as Dy, Y and Ho. Ca-free single crystals
with these rare earth ions can nevertheless be synthesized[20] and are surprisingly
metallic and superconducting.[24] Furthermore, as increasingly larger rare earth ions
are substituted the system undergoes a metal-insulator transition, exhibiting insulat-
ing and non-superconducting character for the largest rare earths such as La, Ce, Pr
and Nd.[2d]

This progression can be understood in terms of vacancies of the rare earth
site.[20, 21, 22] The absence of the positively charged ion causes the oxygen atoms of
the two adjacent CuQ, layers to feel a stronger Coulomb repulsion and hence pushes
the layers further apart acting in essence as a larger ion, and thus stabilizing the
structure. The metallic and superconducting character can be understood from the
viewpoint that the absence of a 3* rare earth ion implies to first order the addition

of three holes, just as the substitution of Ca®* implies one hole.

1.6 Overview

The common elements of the intercalary structure of PbaSroRCuzOs with both
YBa;CuaOsos and BiaSraCaCua0g as well as the novel doping mechanism which
gives rise to a metal-insulator transition as a function of increasing ionic radius of the
rare earth ion make it a good candidate for a complimentary study of the electronic
structure and extent of anisotropy, and thus serves as the subject of this thesis. In
chapters 2 through 4 the degrec of anisotropy between ab-plane and c-axis properties

of Pb,Sra(Y/Ca)Cuz0s is examined via magnetization, de-resistivity and optical mea-
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surements respectively from which it is concluded that although the carrier density is
significantly lower than that in both YBa;CuaO+os and BiaSraCaCua Oy, as indicated
by a higher de-resistivity, larger magnetic penetration depth and lower {ree-carrier
plasma [requency, the extent of the anisotropy is similar Lo that in Y BaaCuyOsos and

therefore significantly smaller than in Bi:Sr2CaCu,0s.

The low concentration ol ab-plane carriers is on its own significant given the
relatively high value of Ti, 80 K. As a result a unique opportunily presents itsell
to observe unusual and interesting changes in the optical propertics upon entry into
the superconducting state. The reduced carrier density gives rise to an overall lower
optical reflectance. The technique used to derive the optical conductivity from the
experimentally measured reflectance, known as Kramers-Kronig analysis, becomes
less accurate the closer the values approach unit reflectance due Lo unavoidable asso-
ciated uncertainty. This, as will be discussed in chapter 4, leads to dillicultics in the
interpretation of superconducting state data in materials with a higher carrier density
such as YBa;Cuz0+_5 and BisSroCaCusOg where the reflectance al low frequencices is
indistinguishable from unity within the noise level. Due to the lower level associaled
with the reflectance of PbyS+3RCus0g this problem is not encountered, and the su-
perconducting state optical conductivity can be determined unambiguously, revealing
unusual structure in the form of a peak centered near 100 em™". This feature may be
related to changes in the magnetic ordering of the system resulting from the onset of
superconducting behaviour. The prominent nature of this feature in PbySraRCuy Oy
may be associated with the presence of significant disorder in close physical proximity
to the CuQ; layers caused by the substitution on the R site. c-axis incasurements

reveal a similar feature.

The metal-insulator transition of the Ca-lree single crystal series is discussed
in chapter 5. The expected transler of spectral weight from high to low {requencies as
the carrier density increases is accompanied by an unusual evolution of sharp phonon

structure in the optical conductivity which is argued, in chapter 6. to arise from a
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doping-induced coupling of longitudinal c-axis phonons to the ab-plane mid-infrared
continuum. The evidence is derived from a comparison of the ab-properties measured
in the usual normal incidence, ab-face experimental configuration where these features
are observed, and using polarized radiation on a face containing the c-axis where their
ostentatiously surprising absence is dictated by momentum conservation. This finding
suggests a resolution to a long-standing debate over the origin of these features, which
are universally present in the cuprate superconductors.

"The crystals of PbaSre(R/Ca)Cuz0g were synthesized and characterized via
x-ray and clemental analyses by J.5. Xue, with some assistance from M. Maric. Pre-
cursors of Sr,(Y/Ca)Cuz O, with a starting ratio of R:Ca of 1:1 or 1:0 for the Ca-doped
and Ca-free crystals respectively, were prepared by firing stoichiometric amounts of
well-ground SrCQ3, CaCOj3, R;03 and CuO powders at 950°C for 12 hours. The
fired powder is then reground, combined with PbO and NaCl flux in the molar ratio
of Sra(R/Ca)Cuz0,:PbO:NaCl = 1:4:30 and loaded into a covered platinum crucible.
The mixture is heated rapidly in a vertical tube {urnace under flowing N» gas to 200°C,
and then allowed, over 4 hours, to reach a maximum temperature of 980-1050°C (de-
pending on R and the ratio of R:Ca). The maximum temperature is maintained for
I hour, lollowed by cooling at a rate of 5 to 10°C per hour to 760°C (30 to 60 hours).
The crucible and its contents are then cooled over 4 hours to 200° after which the
[urnace is shut ofl. A NaCl layer, which can be removed mechanically, lines the top of
the crucible. The melt below contains the crystals of Pb,Sra(R/Ca)Cuz Qs embedded
in a PbO-rich flux mixture. The crystals are easily extracted out of the flux which is
generally of a powdery consistency, and are cleaned in methanol. For {urther details
references [20] and [22-24] should be consulted.

‘The energy dispersive x-ray (EDX) analysis was carried out by Mr. J. Hudak.
Sotne of the dc resistivity and infrared microscope-derived mid infrared reflectance
measurements used to characterize the samples investigated herein were carried out

with the assistance of Barbara Zvan.



Chapter 2

Anisotropy in Selected Magnetic
Properties of PbySry(Y/Ca)CuzOg

2.1 Background

2.1.1 Flux Shielding and the Meissner Effect

The [undamental defining characteristic of a superconductor is the transition to a
state of perfect diamagnetism below T¢.. To understand what is meant by this consider

figure 2.1 and recall the Maxwell equation:
dzM + H =B, (2.1)

where M is the magnetization, H is the applied field, and B is the magnetic flux.
A diamagnetic material is one for which M is negative. Aﬁmrfcct. diamagnet has
B=0o M= —;I‘;H. Figure 2.1(a) shows, at some temperature Ty, a non-magnetic
substance in the absence of an external magnetic field, /f. Assume that there is
some temperature, T., such that this new state of matter characterized by B =0
occurs. T} is greater than T.. The sample is then cooled to a temperature, Ty, and
an external field, H, is applied. One of two flux distributions results as illustrated

in figures 2.1(b) and 2.1(c). Figure 2.1(b) is the expected result for a nonmagnetic

15
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Figure 2.1: Temperature dependence of the flux distribution in a non-magnetic su-

perconducting material. (a) shows the sample in the absence of an external field at
a temperature Ty > T.. The field is subsequently applied at a lower temperature
Ty. (b) shows the flux distribution when Ty is greater than T,. (c) shows the flux
distribution when T < T.. If Ty > T, flux is expelled at T, while if Ty < T. flux is
excluded. (d) shows how the flux distribution of (c) arises from a combination of the

external flux distribution and that of the shielding currents. (Adapted after [25]).

material in the presence of an applied field, that is, M = 0 so that # = B, and thus
implies that Ty > T.. Figure 2.1(c) shows the expected result for T < T,. That s,
a flux distribution where B = 0 inside the sample so that M = —a=H. Thus, when
Ty < T flux is ezxcluded from entering the interior. If the temperature continues to
decrease for the situation shown in figure 2.1(b), eventually when 7" < T. the flux
distribution of figure 2.1(c) must result since the state of matter is defined by B = 0.
Thus, when the field is applied above T, flux will be ezpelled from the interior of the

sample at T.. This is known as the Meissner effect.
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The difference between these two cases is subtle but important. Flux expul-
sion is the deﬁniﬁg characteristic of a superconductor. Flux exclusion or shielding is a
characteristic of both a superconductor and a perfect normal conductor. In the latter,
when the field is applied above T the flux is, rather than being expelled from the
interior of the sample at T, trapped within; such that if the ficld is then removed the
flux inside remains, as shown in figure 2.2. Thus, in principle the magnetic propertics
can be used to distinguish between a superconductor and a perfect normal conductor.
In practice however although a multitude of superconductors are known, 1o perfect
normal conductor exists, the resistivity always being limited by impurity scattering

at some level, and thus usually no rigorous distinction is made.

2.1.2 The Magnetic Penetration Depth

Next, the question of how this flux distribution comes about is addressed. This is
illustrated in figure 2.1(d). Circulating currents develop in a thin layer at, the surface
of the sample which give rise to the flux distribution shown as dashed curves. Inside
the sample the flux due to the applied field, and that duc to these zurface currents
cancel to yield B = 0. Outside, the two combine {0 give the distribution ol figure
2.1(c). The presence of surface currents implies that the flux can penctrate within
this small laver at the surface of the sample. This is illustrated in figure 2.3, The

distance the flux penetrates is characterized by a quantity, A, given by:

EQ
2
o

fo ” Blz)dz = AB(0) (

where B(0) is the flux density outside the sample and B(z) that within the sample,
a distance = from the surface. Thus, in figure 2.3 the area under the dashed curve
is equal to the area under the solid curve. This characteristic length, A, is called the
magnetic penetration depth.

At T flux penetrates the entire sample, and thus A must diverge. The temper-

ature dependence of the magnetic penctration depth below T, is shown schematically
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Figure 2.2: Flux distribution for T < T in a perfect normal conductor. Here T, refers
to the onset of resistanceless behaviour. (a) shows the expected flux distribution if
the field is applied when T is below T.. Thus a perfect conductor also exhibits flux
shielding. (b) shows the flux distribution when the field is then removed. (c) shows
the flux distribution for T < T, when the field is applied above T.. There is no fiux
expulsion as in a superconductor. (d) shows that if the field is then removed flux is

trapped in the interior of the sample. For all (a)-{(d) T is below T,.. (Adapted after

[23]).
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Figure 2.3: Flux penetration into a superconducting material. The solid curve shows
the actual decay of the flux distribution in the sample, while the dashed curve shows

how X is defined. The areas under the two curves are equal. (After [25)).

in figure 2.4. An important intrinsic parameter characterizing a given superconduct-

ing material is the penetration depth at zero temperature, labelled A, in figure 2.4,

2.1.3 The Coherence Length

Within this surface layer where the supercurrents flow the material is in the normal
state. The interior of the sample is in the superconducting state. At the bound-
ary between the normal and superconducting regions the density of superconducting
electrons, ng, must rise from zero to some finite value as illustrated in figure 2.5.
The length scale over which this occurs is characterized by a quantity known as the
coherence length, €. Another important parameter characterizing a superconducling
material is the value of the coherence length at zero temperature, £,. Two situations

arise depending on whether £ > A (case 1) or £ < A (case 2). Before discussing these
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Figure 2.4: Schematic illustration of the temperature dependence of the magnetic

penetration depth.

further the concept of a critical field will be introduced.

2.1.4 The Critical Field

Clearly one way of destroying the superconducting state is by raising the temperature
above T.. The temperature dependence of the magnetization of a superconductor is
shown schematically in figure 2.6(a). The free energy of the superconducting state,
gs, begins to exceed that of the normal state, gy , as the temperature is raised above
Te. An alternate method to destroy the superconducting state is to apply a magnetic
field larger than a critical field, .. Above H., even if T < T, the free energy of the
superconducting state exceeds that of the normal state. The field dependence of 37
is shown in figure 2.6(b). Up to A, the sample is in the superconducting state, (gs <
gn ). and A varies linearly with # with slope —4—';- At H. the sample reverts to the
normal state where A/ = 0. The temperature dependence of the critical field is shown

schematically in figure 2.6(c). Near T, only a small field is required to destroy the
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Figure 2.5: Spatial variation of the density of superconducting electrons at a boundary
between normal and superconducting regions. In the normal state ng is zero and then
rises to some finite value in the superconducting state over a length scale characterized

by the coherence length, £. (After [23]).

superconducting state while at low temperatures the superconducting state is stable
with respect to higher applied fields. The zero temperature critical fietd f/.(0) is a

third parameter characterizing a superconducting material.

2.1.5 The Critical Current

The system reverts to the normal state at H. because the surface currents which are
set up to shield out the flux have exceeded a value known as the critical current, J,.
Another method of destroving the superconducting state, which will not be discussed
further, but is mentioned here for completeness, is to apply a current in excess of
J.. The critical current is sample dependent and not an intrinsic property of a given
superconducting material, although of considerable technological importance. For

example, the greater the current that can be supported, the larger the magnetic field
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Figure 2.6: (a) Temperature dependence of the magnetization of a superconductor.
(b) Field dependence of the magnetization. Note that there is a critical value, H,,
above which the sample reverts to the normal state. (c) Temperature dependence of

the critical field.

that is created by a coil of superconducting wire. Hence magnets with high fields and

no heat loss due to resistance can be constructed.

2.1.6 Type I and Type II Superconductors

There are two contributions which change the free energy of the superconducting
state relative to that of the normal state. The free energy is lowered by a quantity g¢
due to ordering of the superelectrons. This is however at a cost of ¢* as a result of

acquiring a magnetization which cancels the flux density. Thus

95 =gn —g¢ + g~ (2.3)

The field dependence of the free energy can be summarized as follows:



H < H(1-n) g5 < 9N gt > g
H(l—n)< H < H, gs = gn g =g
H> H, g5 > g ¢ <g

Here n is a quantity known as the demagnetization factor which is considered in
Appendix A. For the remainder of the discussion it is assumed that n = 0 such that
it is only for H = H, that g5 = gu.

Above it was stated that at £, the sample reverts to the normal state. The
situation is not actually quite this simple. As mentioned, two cases exist depending
on the relative magnitude of the penetration depth and the coherence length.

Consider a boundary between a normal and superconducting region when
p g reg

£ > A. The situation is illustrated in figure 2.7. The flux which has a value B, in~

the normal region penetrates a distance characterized by A into the superconducting
region. The density of superconducting carriers rises from zero in the normal state
to a value ns in the superconducting state over a longer characteristic length, £.
As shown in (b) the contribution to the free energy [rom the magnetization, g%,
increases {rom zero in the normal state to some finite value over the same length scale
as the magnetic penetration depth, A. Similarly the contribution which lowers the
{ree energy of the superconducting state relative to that of the normal stale develops
over the length scale of £. For a stable boundary at /., gs=gnand thus at two
points well within the normal and superconducting regions respectively ¢* = ¢*. The
total free energy is shown in figure 2.7(c). Due to the different lengih scales of A
and € there is a positive surfuce energy. Thus it costs energy to maintain a boundary
between normal and superconducting states and hence the entire sample reverts to
the normal state at A, .

Now consider the second case where A > £. This situation is illustrated in
figures 2.8(a) through (c), and by extension of the above discussion leads Lo a negalive

surface energy. Thus a boundary between a2 normal and superconducting region at
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Figure 2.7: Case 1 (A < €) (a) Spatial variation of the penetration depth and the
coherence length across a normal-superconducting boundary. (b) spatial variation of
the various contributions to the free energy. (c) Total free energy. Note that there is

a positive surface energy. (Adapted after [23)).

H_ lowers the overall free energy of the system. The situation which arises is shown
schematically in figure 2.9, and is known as the mixed state. Rather than the entire
sample reverting to the normal state at #, normal cores appear which are typically
arranged in a triangular lattice. This situation persists above H., [which (for reasons
that will soon become clear) is renamed H. ], because the increase in the free energy
due to the normal core is outweighed by the decrease due to the surface. Eventually
at a field Ho > H, the two are equal and the entire sample reverts to the normal

state. H{; and H., are called the lower and upper critical fields -espectively.

A material which behaves according to case 1 (£ > \) is referred to as a
Type 1 superconductor while one which exhibits the characteristics of case Il is a
Type I superconductor. The field dependence of the magnetization for Type I and |

Il superconductors is compared in figure 2.10.
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Figure 2.8: Case II (A > £) (a) Spatial variation of the penetration depth and the
coherence length across a normal-superconducting boundary. (b) spatial variation of
the various contributions to the free energy. (c) Total free energy. Note that there is

a negative surface energy. (Adapted after [23]).

The cuprates are Type Il superconductors, and the zero temperature values
of the upper and lower critical field constitute two other important parameters by

which a given material is characterized.

2.2 Magnetization Measurements

In what follows a high quality single crystal of Pb,Sra(Y /Ca)CuyOy is characierized
in terms of the four fundamental parameters; A, & ff., and [l via a study of its
magnetic properties. In cach case before turning to the results of the investigation the
methods by way of which these quantities are extracted from experimental magneti-
zation data will be discussed. Here the relevant results of Ginzburg-Landau theory,

and the Bean critical state and Lawrence-Doniach models; the theoretical framework



Figure 2.9: Schematic diagram of the mixed state in which cores of normal material

are arranged in a triangular lattice. (After [25]).

upon which the analysis is based, will simply be stated. For further details the reader

is referred to references [26) and [27).

2.2.1 Experimental Details

The crystal utilized for the magnetization measurements discussed in this chapter
(approximate dimensions 0.7x0.6x0.2 mm3) is shown in figure 2.11. Prior to mea-
surement it was annealed for 40 hours in flowing nitrogen gas at 600° C, a procedure
which has been found to improve the sharpness of the magnetic transition, and extend
the range over which the magnetization is reversible (discussed later). Single-crystal
x-ray analysis of this particular crystal using the Weissenberg technique showed it to
be of good crystal quality[28] (all of the reflections in the Weissenberg photograph
could be indexed to a primitive orthorhombic unit cell of a=5.383(1), 6=5.423(1)
and ¢=15.765(2) A, implying no evidence for a secondary phase). Energy Dispersive

X-ray (EDX) analysis of four randomly chosen locations on the surface of the crystal
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Figure 2.10: Field dependence of the magnetization for (a) & Type | superconductor,

and (b) ‘a Type Il superconductor.

(marked on figure 2.11) showed that compositional differences in Pb, Sr, Ca and Y,
as deduced from the ratio of the measured intensity of the Ph M-a, and Sr, Ca and Y
K-a radiation to the Cu K-o were less than 2 percent in all cases except for Sr where
a maximum of three percent difference was observed. The variation in the magnitude
of the Cu K- a signal itself was no more than 3 percent. These results show that the

crystal used was of good homogeneity in composition.

All magnetization measurements were carried out using a2 Quantum Design dc
SQUID magnetometer. The crystal was mounted on a quartz rod using GE varnish.
The quartz rod was then placed in a plastic drinking straw and the bottom sealed

using a small plug of Kimwipe tissue. This unit was subsequently attached o the

commercial measuring rod with a smail wire.
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Figure 2.11: Photograph of the PbaSry(Y/Ca)Cu30g crystal used in the magnetiza-
tion measurements. The numbers refer to the randomly chosen locations for EDX
analysis. Note that this photograph was taken after the magnetization measurements
were completed, and that a piece chipped off the lower right hand corner when the
crystal was removed from the sample mount so that the original geometry was more

regular than that shown.

2.2.2 The Lower Critical Field

In principle H,, and H. can be obtained directly from the Af versus H curve as
respectively the fields at which M deviates from linear behaviour at low fields and at

which A goes to zero. In practice this is usually quite difficult.

Consider the situation for the determination of H, . In figure 2.10(b) Hy
is clearly indicated by a cusp in M(H). In the cuprates at low temperatures the flux
1s heavily pinned and inhibited from entering the sample, giving rise to an almost
imperceptible deviation from perfect diamagnetism at H,, as shown schematically
in figure 2.12. The approach often taken is to fit the low field data linearly and
note where the fit deviates from the experimental curve. Estimates of H,, using this

technique have differed by as much as 50%.[29] The problem is that the deviation can



lie within the uncertainty of the data points for hundreds of Gauss.
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Figure 2.12: Schematic representation of flux penetration in a heavily pinned material.
The short dashed line has slope — L H. The inset shows the expected behaviour for

the field dependence of (AAM)Y/2,

There is a way to delineate the change in behaviour more clearly. By defi-
nition for # < H, the flux density, B, is zero so that M = —f;—H. Above H, flux

begins to penetrate the sample according to equation 2.1 so that:
1
M= F(B - H). (2.4)

Let AM represent the deviation from the linear behaviour as shown in figure 2.12.

Then:

AM = i_(B -H)- (-4%1-1) -z (2.5)

" 477.
The Bean critical state model predicts that just above ff,; the flux penetration is

proportional to the square of the applied field.[27] Thus

AM o« H* o (AM)?x H. (2.6)
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Below H; B = 0so (AM)Y? = 0. The expected field dependence of (AM)!/? is
shown in the iuset to figure 2.12. fl;, is indicated by a change in the field dependence
of (AM)*/? from zero to a linear rise. This method was used by Naito et. al. to study
the lower critical field of Lap_Sr,CuQ._s.[30]

Due to the anisotropic nature of the structure of the cuprates the magnetic
properties are different depending on whether the field is applied within or perpendic-
ular to the CuQ; planes. The effect of this anisotropy on the magnetic properties will
be discussed in more detail later. For now it is sufficient to simply specify whether the
measurement corresponds to an applied field perpendicular or parallel to the c-axis

of the crystal.

For the determination of H,; isothermal field dependent magnetization mea-
surements were carried out for both crystal orientations (H || c and H L ¢) at various
temperatures. AM was then determined by a linear fit to the very low field A ()

data and subsequently subtracting this least squares result from the full data set.

Figure 2.13 shows the low field M{H) data obtained at 5 K for the c-axis of
the crystal oriented both perpendicular (a) and parallel (b) to the direction of the
applied Reld together with a least squares fit to the very low field regime. The slopes
are different in the two cases. This is due to demagnetization, which is discussed
in Appendix A. The main consequence is that flux begins to penetrate the sample
for fields smaller than H,, because the internal field that the sample experiences is
increased beyond the value of the applied field by an amount known as the demag-
netizing field. This is purely a geometrical effect, and is less severe for H L ¢ than
for H || ¢ as a result of the plate-like geometry of the sample (the c-axis being the
smallest dimension). Many crystals of different shapes and sizes, were measured and
approximations made to the geometry in order to estimate the demagnetization fac-
tor for ff || c. In each case it was found that the volume fraction of superconducting
material (also discussed in Appendix A) is within 10% or less of 100% from which it

was concluded that there is essentially complete diamagnetic shielding in the crystals.
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The most straightforward solution to the problem of accounting for the demagnetiz-

ing field is then to assume perfect shielding at low fields which together with the

measured slope % determines the demagnetization factor. (See also Appendix A).
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Figure 2.13: Low fleld magnetization, M, versus H for PbaSra(Y/Ca)Cus0s at 3 K
with the field applied (a) perpendicular and (b) parallel to the c-axis of the crystal.

The dashed curves represent a least squares fit to the very low field data.

The demagnetization factors calculated in this manner are ny = 0.64 and
ny = 0.14 for H || ¢ and H L ¢ respectively. (The approximation for the sample
geometry using reference [31] yielded n) = 0.62 and ny = 0.19). To obtain the
effective field experienced by the sample the H-axis of figure 2.13 should thus be
multiplied by —1~. Figure 2.14 shows (AAMf)? versus the demagnetization corrected
field, H.sy, for the two crystal orientations. Note that the expected behaviour is
observed; (AM)} is zero within experimental uncertainty (the noise is rectified so
that the square root can be evaluated) up to a threshold value of f,;; at which point
it begins to rise. There is some rounding of the non-zero portion of the curve near
H. which may be attributed to the demagnetization field at the sharp corners of the
crystal. It is therefore reasonable to extract fl.,; by extrzpolating the higher field

. . L . . . R
linear regime of the (AAf)7 versus H curve to the horizontal axis. Figure 2.15 shows
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Figure 2.14: AM'? versus the demagnetization-corrected field, H.;, for
PbySra(Y/Ca)CuyOg at 5 K with H (a) perpendicular and (b) parallel to the c-
axis of the crystal. The dashed curves represent a least squares fit to the highest field

data.

the temperature dependence of the lower critical field for # L ¢ (H%) and H || ¢
(Hi',) obtained via this procedure, the uncertainty reflecting different choices for the
range of points used in the least squares fitting. The uncertainty is smaller and the
threshold generally less smeared for H 1 ¢ where the demagnetizing effects are less
severe and the slab geometry, assumed in the critical state model analysis, is more
appropriate. The values for £, (0) extrapolated from these results are 95 %10 G and

505 £20 G for H perpendicular and parallel to the c-axis of the crystal respectively.

2.2.3 The Upper Critical Field

In the 3-dimensional Ginzburg-Landau (GL) theory the magnetization is found to
approach zero linearly with (H — H.a) near H,».[26] Thus, for constant temperature,
M vanishes linearly with H as shown in figure 2.10(b). Alternatively, the temperature
dependence of H.» near T (the only experimentally accessible region due to the large

magnitude of the upper critical field of the cuprates at low temperatures) can be
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Figure 2.15: Temperature dependence of the lower critical field for the c-axis of the
crystal oriented perpendicular (H}) and parallel (}Illl) to the field direction. The
dashed curves serve as a guide to the eye. These results yield estimates for the
zero-temperature critical field of 95 £ 10 G and 503 £ 20 G for /%(0) and Hl(0)
respectively and an anisotropy ratio of ffyl((])/ff;’i((}) ~ 5.

extracted from measurements of the temperature dependence of the magnetization.

In the GL theory H., is given by:[26]
Ho = —— (27)

where @ = 22 = 2.07x10"7 G-cm? is the flux quantum. Near 7:(26]

1

&« Ty

so that
Ho« (1 -T/T,). (2.9)

Thus, since near H, the magnetization goes to zero linearly with (H. — ), for

constant ff, A will vanish linearly with T.
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Once again measurements were carried out with the c-axis oriented both per-
pendicular and parallel to the field direction. For each orientation the magnetization
was measured as a function of temiperature in the vicinity of T, (~76 K) for magnetic
fields of 0.1, 0.4, 0.7 and 1.0 to 5.5 T in steps of 0.5 T. Generally the field was turned
" on after a zero field cool to 55 K and the resulting magnetization measured upon
warming although some field cooled sequences were performed in order to determine

the regime of reversible magnetization as discussed below.

Several of the resulting curves, with a background diamagnetic moment that
is temperature independent and linear in field subtracted, are shown in figures 2.16{a)
and (b) for the c-axis of the crystal oriented perpendicular and parallel to the magnetic
ficld respectively. In figure 2.16(a), for clarity, since the magnetization is close to an
order of magnitude smaller and hence has a much lower signal to noise ratio than
that for £ || ¢ only curves for three magnetic field strengths are shown. Although.the
temperature range shown constitutes in all cases the region in which the magnetizati‘on
was found to be reversible, {a requirement of the GL theory) the inset to figure
2.16(b) shows both field cooled and zero-field cooled results for H || ¢ for magnetic
field strengths of 1.0 and 5.0 T in order to illustrate the extent of the reversible
magnetization. The region of reversibility is smaller for H perpendicular to ¢ than for

H parallel to e.

The basic premise of the technique is to determine the temperature at which
there is an onset of a linear temperature dependence to the magnetization below
T.. Note however that in particular for H || ¢ there is considerable rounding of
the transition. This is due to diamagnetic Auctuations and will be discussed below.
T.(H) is defined to be the point of intersection of the extrapolation of the T-linear
reversible magnetization below 7, to the normal state background. This is illustrated
for three representative field strengths for # L c and H || ¢ in figures 2.17(a) and (b)
respectively. Note that for clarity, in {a) the 1.0 and 3.5 T curves have been shifted

down by 0.01 and 0.005 emu/g respectively, while in (b) those for 1.0 and 3.0 T have
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Figure 2.16: Temperature dependence of the magnetization of Pb,ySro(Y/Ca)Cus0y at
various magnetic field strengths for the c-axis of the crystal oriented {a) perpendicular
(M) and (b) parallel (A4y.) to the field direction. [Inset to (b)] Field {FC}) and zero-
field cooled (ZFC) curves to illustrate the extent of the reversibility of M.

been similarly adjusted by 0.05 and 0.025 emu/g respectively.

The temperature dependence of H,, for both orientations as derived via this
procedure is plotted in figure 2.18. The upper critical field slopes for / || ¢ and
H 1 cobtained by a linear least squares fit to the data, and shown with the dashed
curves, are —1.8 £ 0.1 and —11 £ 4 T/K respectively. The small offset between the
extrapolated T,(0) for # L c and H || ¢ may be due to a rapid initial low field
suppression of T, for H || ¢ as has also been found for YBa,CuzO7_s.(32, 33, 34

The zero temperature value of the upper critical field can be estimated using
the Werthamer-Helfand-Hohenberg (WHH) formula which is given by:[20)]

dHe
dT

where T, is T.(H=0), and is taken to be 76.5 K based on the extrapolated value for

Hea(0) = 0.7(

Vi, 1o (2.10)

H 1 c. The values obtained for / || cand H L ¢ are 96 and 590 T respectively, and
interpolate between values obtained for YBa;CuzOz_5 crystals with T¢’s of 62 and 92

K.[32, 33] The derived critical field slope does however change somewhat depending on



36

0,005 . 0.05
‘A' ‘. »
~0.000 - f'.‘:‘i""-;-*‘z.-r-——' 50 T 0.0 i 50 T
» i . / ﬂh““"— .
“o-0.005 IR *35 T ’ wteaes 30 T
~ et e “-0.05 - e a3 1.0 T
2 4 1 2 »
E * E &
5=0.010 4 Pprubgg2on 1.0 T1 @ F iy
L i) “ -] | v-o 10 4 ,’ f. f‘
= 0015+ » o {= f fP -
7 Hlc Hlle
—0.020 4 -0.15 .;
(a) (0)
—0.025 % "o b 100 1o 055 e 7% 8 s 180 110
Temperature (K) Temperature (K)

Figure 2.17: Temperature dependence of the magnetization in the vicinity of T, for
(a) H L ¢ and (b) H || c for representative field strengths. The dashed curves are
linear least squares fits to the data above and below T.. Lines of zero slope were used
above T,. The intersection is interpreted to be T, for a given field strength. Note
that for clarity the results for 1.0 and 3.5 T in (a) have been shifted down by 0.01
and 0.005 emu/g respectively while in (b) those for 1.0 and 3.0 T have been similarly
adjusted by 0.05 and 0.023 respectively.

the range of points used in the fitting, and thus there is some uncertainty associated
with these values, especially for H L ¢ where it can be almost as large as a factor of
two. For M || ¢ the error is smaller, approximately 10 T, and comes mostly from

uncertainty in the value of T,{0).

2.2.4 The Coherence Length

At this point it is instructive to examine the effect of anisotropy in more detail. Using
equation 2.7 the zero temperature coherence length can be obtained from the zero
temperature upper critical field. But, as can be seen from the above analysis the
upper critical field takes on a different value depending on the orientation of the field

with respect to the crystallographic axes. This of course is due to the anisotropic
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Figure 2.18: The upper critical field as derived from the linear extrapolation technique
for both # L cand H || c. The critical field slopes obtained are —11%4 and —1.840.1
T/IX respectively. The considerable scatter in the H L ¢ data is due to the [act that

M*¢ is an order of magnitude smaller than MU (see figure 2.16).

nature of the cuprates. Equation 2.7 should therefore be written in tensor format:

n = ) 211
R 3 ( )

where H¥ is the upper critical field when the field is applied along the k-axis, and
§; and &; are the components of the coherence length along the ¢ and j axes re-
spectively. Consider figure 2.19 which shows the induced currents due to the ap-
plication of a magnetic field (a) perpendicular and (b) parallel to the CuO; planes.
In PbaSra(Y/Ca)Cuz0g which contains no chains the anisotropy between the «- and
b-directions is negligible and hence for simplicity it is assumed that the physical prop-

erties are isotropic within the planes. Thus in figure 2.19{(a) wherc the currents flow
within the planes:

¢

HE = s

A ==, {2.12)
T2mEy,
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Figure 2.19: Induced currents in a double plane cuprate due to the application of a
magnetic field (a) perpendicular and (b) parallel to the CuO, layers. Note that for

simplicity only the two dimensional planes are shown.

where §, & & = £, is the coherence length within the planes. When the field is ap-
plied parallel to the planes, as in (b), the currents flow both within and perpendicular

to the CuQ, layers and thus:
¢

27 Easbe’
where & is the coherence length along the c-axis. For Hll._,(O) =96 £ 10 T a value of
E.s(0) = 18.5 £ 1.0 A is obtained. Using this value for £a(0) and H5(0) = 590 £ 200
T gives £.(0) = 3.0 £ 1.1 A.

HE =

(2.13)

2.2.5 Superconducting Fluctuation Diamagnetism

The two-dimensional aspect of the structure of the cuprates enables the observation
of superconducting fluctuation effects which gives rise to a second method by way of
which estimates for the zero-temperature ab-plane coherence length and the upper

critical field slope near T, can be obtained. In figure 2.20 the magnetization in the
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vicinity of T, is plotted for a ficld of 1.5 Tesla (T) oriented both perpendicular and

parallel Lo the c-axis of the crystal of PboSra(Y/Ca)CuysQs.
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Figure 2.20: Temperature dependence of the magnetization of PbaSra(Y/Ca)CuaOy in
the vicinity of T, for H=1.5 T for the c-axis of the crystal oriented both perpendicular
and parallel to the field direction. The dashed curves are guides to the eye. The
vertical line is at T=76 KX, while the horizontal lines approximate the normal state
magnetization for both field orientations. Note that for H L ¢ the data follows a
temperature independent behaviour such as is shown by the horizontal dashed curve
up to = 76 K, whereup..ﬂ -here is an onset of T-linear diamagnetism, while for ff || ¢

there is already a clear deviation ahove 80 K.

A notable difference between the curves of figure 2.20 is the rounding of the
transition for A || c. For H L ¢ the magnetization is essentially temperature indepen-
dent above = 76 K at which point there is a relatively linear onset of diamagnetism
due to the start of superconducting behaviour. The onset of superconducting diamag-
netism begins above 80 K for # || ¢. lts presence above 7 is due to superconducting
fluctuations; that it is so readily observed for this field orientation is a consequence

of the two dimensional character of the system.

-
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The temperature dependence of the fluctuation contribution to the magne-
tization with the field, #, along the c axis of the crystal is given in the static 2D

low-field Lawrence-Doniach model by:[35]

ey kg€l (0)HT T, 514
B 302s T-1T. (2.14)

Mp(T) =

Here gess is the number of two dimensional fluctuating (in this case CuQz) layers,
while s is the distance between such sets of layers, £,;(0) is the zero temperature ab-
plane coherence length, and ¢ is the flux quantum. For Pb,Sra(Y/Ca)CuyOg geyy = 2
and s = 15.765 A.
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Figure 2.21: Temperature dependence of the magnetization of Pb,Sra(Y/Ca)CusOs
for i || ¢ (H=1.5 T) over an extended temperature range. The dashed curve is a
linear least squares fit to the data above 130 K, and is interpreted as the normal
state background. The inset shows an expanded view of ihe magnetization near T,
with this normal state background subtracted, which above T. is regarded as the
superconducting fluctuation diamagnetism (SFD). The dashed curve shows a fit to

the 2D SFD theory with T.=75.5 ¥ and £,,(0) = 11.0 A.

Figure 2.21 shows the temperature dependence of the magnetization up to
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g L
250 K for H || c. Since fluctuation effects are generally limited to temperatures below
=~ 2T,, My is determined by subtracting a linear fit to the data above 150 K (shown
as the dashed curve in figure 2.21) from the full data set. This represents the normal
state background. The fluctuation magnetization so obtained is plotied as a funclion
of temperature in the vicinity of T; in the inset to figure 2.21 and as log(_frzli';j‘/j‘)
versus log T—f—‘ in figure 2.22, where T, is taken {with hindsight) to be 755 K. Note
that from equation 2.14 a linear behaviour with slope ~1 is expected. In the ;li‘,_s}}‘vnql;ce-
~ Doniach theory, there should be a transition to three dimensional (3D) fltflé{'fl-zifibns
very near T, which is signified by a change to slope —1/2.[36] The dashed and solid
curves in figure 2.22 represent lines of slope —1 and —1/2 respectively. Although
there is considerable scatter in the data, this is essentially what is observed in figure

2.22, From the crossover in behaviour the critical region wherein the fluctuations are

3D in character is estimated to be approximately 2 K in size.

A least squares fit of the temperature dependence of My above T, to equation
2.14, excluding data in the 3D critical region, was then undertaken, minimizing x*
with respect to both 7% and &,(0). The best fit was found to be for T.= 75.5 4 0.5
K, £,(0) = 11.0 £ 0.54, and is plotted in the inset to figure 2.21.

Note that in equation 2.14 T is actually T.( /). This implies that if this pro-
cedure is carried out for various magnetic field strengths, /1 | ¢, the field dependence

of T. can be determined; or in other words, the temperature dependence of the upper

critical field, Hb,.

The fluctuation analysis can be applied to the series of curves shown in figure
2.16(b) for H || ¢ in order to extract the temperature dependence of H,I_.iz. Because
the measured temperature range is not so extensive £,,(0) is fixed at 11.0 A, as fourd
above and x? is minimized only with respect to T,. A typical fit is shown in the inset
to figure 2.23 for H = 3.0 T where T, was found to be 74.6 K. The upper critical
field at a temperature of 74.6 K is thus so determined to be 3.0 T. The temperature

dependence of H.','z obtained in this manner is shown in figure 2.23 as the open circles.
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Figure 2.22: Log-Log plot of -‘%ﬂ versus 1;%‘ The dashed and solid curves are lines

of slope =1 and —0.5 respectively. A change in slope is observed ~ 2 K above T,
which may be indicative of a crossover from 3D fluctuations near 7, to 2D behaviour

at higher temperatures.

The dashed curve represents a linear least squares fit to the data and gives a value of

- Il
—1.7+£ 0.3 T/K for the upper critical field slope near T, (d—géz) ..

2.2.6 Comparison of Results

Note that this value for the upper critical field slope {—1.7 T/K) is in good agreement
witl.l that of section 2.2.3 (—1.8 T/K). 1t is noteworthy that the ab-plane critical field
slope determined via analysis of the magnetization above T, (the fluctuation-derived
result) and that determined from the magnetization below T, (the more direct linear
extrapolation technique) are in agreement, although the scatter in the H..(T,) data
from the fluctuation analysis (figure 2.23) is larger than it is for the linear extrapola-
tion technique (figure 2.18) as is also indicated by the estimated uncertainties in the

results of the two methods (—1.7 £ 0.3 and —1.8 £ 0.1 respectively).

Fat
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Figure 2.23: The in-plane (H || ¢) upper critical field as derived {rom the fluctuation
analysis for £,,(0)=11.0 A (open circles) and 18.5 A (filled circles). The critical field
slopes obtained are —1.7 £ 0.3 and —0.9 £+ 0.3 T/K respectively. The insct shows a
typical fit for £,5(0)=11.0 A. (In this case H=3.0 T, and the fitted value of 7. is 74.6
K).

The value for £,;(0) derived from the WHH relation is however considerably

larger than that obtained from the fluctuation analysis which is somewhat unexpected
since the critical field slopes are in good agreement. To determine whether it is
possible to distinguish between an ab-plane coherence length of 11.0 A and one of 18.5
A, the fluctuation analysis was repeated with £,,(0) = 18.5 A. The result is shown
as the solid circles in figure 2.23. Again, the dashed curve is a linear least squares
fit, the slope of which is —0.9 T/K. This is noticeably smaller than that obtained
using &(0) = 11.0 A, and clearly not in agreement with the slope derived using the
linear extrapolation method. Since the critical slope obtained from the fluctuation
analysis for £,5(0) = 11.0 A agrees with that obtained via analysis of the T-lincar
magnetization below T, and because it is possible to distinguish between an eb-plane

coherence length of 11.0 and 18.5 & in the fluctuation analysis, it appears that the
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WHH extrapolalion may overestimate the coherence length somewhat. An alternate
explanation would be that in the fluctuation analysis g, should not be taken as
2.[29] If this were the case £,,(0) from the fluctuation analysis would increase by a
factor of /2 to 15.5 A, which is in closer agreement with the WHH estimate.

Given the uncertainties involved in removing the normal state background,
the fact that the crsrstal is small and hence the signal near T, is weak, and that
both results for the ab-plane coherence length are within the range of values typi-
cally quoled for other cuprate superconductors as derived from both magnetization
measurements[32, 33, 33, 37, 38, 39] and fluctuation conductivity studies,[40] one
should perhaps not place too much empbhasis on the difference in the values of £,,(0)
as delermined directly from the fluctuation analysis (11.0 A) and from the critical
field slope via the WHH formula (18.5 A). In general, however, it does appear that
the ab-plane coherence length obtained via a superconducting fluctuation analysis,
either diamagnetism,[35, 37, 38) or conductivity,[40] is smaller (typically 11-13 A)
than that obtained directly from the critical field slope[32, 33, 39] (typically 16-20 A)
which might indicate that there is a systematic difference in the results derived from
the two methods. Hao el. al. have {ound that the linear extrapolation technique may
overestimate the critical field slope somewhat, which would lead to still larger values

for the coherence length.[39]

2.2.7 The Magnetic Penetration Depth

While f.y is determined from low field magnetization measurements, the tempera-
ture dependence of the penetration depth in the vicinity of T, can be obtained {rom
measurements at intermediate fields. It is well established that for fields between the
lower and upper critical fields, H,, « H <& H,, the reversible magnetization of an
isotropic type I superconductor varies as In A according to:[20]

Hy H

VM = | ,
ERETITTEY "B

(2.15)
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where A and € are, as above, the magnetic penctration depth and cohierence length
respectively and g is a constant which depends on a cutoff, chosen Lo overcome an
unphysical logarithmic singularity in evaluating an integral approximation to a sum
over the reciprocal vortex lattice (and therefore also on the form of the latt!i((:e). With

H, given by the approximate London formula:
i3 A
Hy = —=[In(=)+0.5 2.16
el 471'/\2[“(6)-*- ]! ( )
where the additive factor of 0.5 is neglected in the high & = % limit, (justified [or the
cuprates since the penetration depth is approximaiely two orders of magnitude larger
than the coherence length) equation 2.15 becomes

¢ H

M = ggerya )

(2.17)

Again this analysis can be extended to include electronic anisotropy by replacing the
isotropic penetration depth, A, by a tensor. Neglecting distinctions between the a-
and b-directions the magnetization for the c-axis of the crystal oriented parallel or

perpendicular to the field direction is then given by:

® H | B I
3972)2, l"(ﬂyzg) and - Mae = s n(rzp)

respectively, where Agy is the eb-plane penetration depth and )\, the penetration depth

M, lle =

(2.18)

along the c-direction. A plot of M) as a function of In i will therelore have slope

daf 1] .
e = I It is clear that the temperature dependence of the ab-plane pene-

tration depth may then be extracted by evaluating this quantity at several dilfer-

ent temperatures. Similarly, once Ay,(7T) is known, the experimental slope values,

A _ b i nerature " -axis
T = T can be used to determine the temperature dependence of the c-axis

penetration depth. In general A=? is expected to vary linearly with temperature in the

vicinity of T so that a plot of - as a lunction of temperature should be lincar near
c P p

dln ff
. . dMy, o I .
T.. Furthermore from equation 2.18 the ratio of —-l= to :f—‘h’;ﬁ yields T‘T, which, since
4

A2 is proportional to the effective mass, m, is equal to the effective mass anisolropy

parameter v = (m./mq)/? used to characterize the extent of the anisotropy in the
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dAf

system. Thus, since 7757

is linear in temperature near T, ¥ can be obtained from

the ratio of the slopes corresponding to the two field orientations:
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Figure 2.24: Magnetic field dependence of the magnetization of Pb,Sry(Y/Ca)Cus0g

at various temperatures for (a) H L ¢ and (b) # || c. The dashed curves represent

least squares fits to the dara

The magnetization data of figure 2.16 were replotted as a function of In # for

temperatures in the reversible regime in 0.5 X steps. Some representative results are

shown in figures 2.24(a) and (b) for H perpendicular and parallel to ¢ respectively.

The expected linear behaviour is seen clearly for H parallel to ¢. Due to the much

smaller signal to noise ratio in the H perpendicular to ¢ data, the linearity is less

obvious. Proceeding nevertheless with the analysis figure 2.25 shows the temperature

dependence of the least-squares determined slopes of the Af(In H) curves. Note that

for both orientations the linear behaviour expected near T, is present which provides

an a posteriori justification for the use of the H perpendicular to ¢ data.

The effective mass anisotropy parameter, 7, can be determined {rom the ratio
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Figure 2.25: Temperature dependence of dM /d(In H) for the two crystal orientations

of interest. Note the expected linear behaviour. The dashed curves represent least
squares fits to the data. The ratio of the slopes gives the anisotropy parameter v =
(me/mqp)tY? = 2.5. The horizontal intercept gives T.. Note that the value obtained
(~ 75 K) corresponds to the 90% saturation value of the low field (-1 < # < 0 G)

FC magnetic transition shown for H || ¢ in the inset.

of the least squares slopes of the two curves in figure 2.25 according to equation 2.19.

bl
L.

The result is v = 2.5 or m./mq = +* = 6.

Figure 2.26(a) shows the temperature dependence of Ay and A; calculated
as discussed above. Of primary interest is the zero temperature penetration depth.
From the restricted temperature range investigated it is difficult to extract A(0Q),
although an estimate is possible by comparing the experimental results with the
expected behaviour for various models. The usual procedure is to plot [A(0}/MT'))?
as a function of reduced temperature T'/T,. The fitting parameters are then A(0)
and T.. Note however that T. can be discerned directly from figure 2.25 since at 7,

dAM /dIn H is zero. Comparable values are found for the two orientations, 74.7 K for H

parallel to ¢ and 75.3 K for H perpendicular to c. These values correspond closely to
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the 90% criterion for determining T, from the low field magnetic transition measured

with a small negative field (~1 < # < 0 () and shown in the inset to the figure.
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Figure 2.26: Temperature dependence of the penetration depth of

Pb,Sra(Y/Ca)Cu30s. (a) Absolute determination of Ay and ). in the vicinity of
T.. The dashed curves are a guide to the eye. (b) Fit of [A(0)/A.4(T))? versus T/T.
data (points) to theory (curves). While it is clear that the data are less-well described
by the two-fluid curve (for which the fit has been optimized near T, yielding a clear
deviation at lower temperatures), it is difficult to distinguish between the clean and
dirty-limit BCS results since reasonable agreement can be obtained within the range

of temperatures investigated in both cases. The BCS clean-limit fit yields a lower

limit for A;,(0) of 2575 A.

In figure 2.26(b) the best fit of the ab-plane data {fitting parameter Ay(0)
with 7.=T74.7 K} to the prediction for [A(0)/A(T)]? for the two fluid model and in the
BCS dirty and clear (or London) limits[41] is shown. In this restricted temperature
range the data appear to be described better by BCS than by two-fluid behaviour
(ie i, as has been done in figure 2.26(b), A(0) is chosen such that the data points
follow the two-fluid behavior near T, then the data points at lower temperature fall

significantly above the theoretical curve whereas in the BCS cases a value can be
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chosen for A(0) such that the data points follow the theorelical behavior reasonably
well throughout the range of temperatures investigated). The scatter in the data is
such that it is difficult to distinguish between dirty and clean-limit BCS behaviour,
Thus one can conclude simply that from the fit to BCS clean-limit behaviour a lower
limit for Aqs(0) of 2575 A is obtained. Recent muon spin rotation (¢SR) measurements
yield a preliminary estimate for A,;(0) based on clean limit BCS of 2700 A,[42] in good
agreement with this magnetization derived result. The c-axis penetration depth data
are more scattered and limited in extent and thus rather than predict A(0) by fitting
to theory it is convenient to make use of the experimentally determined effective
mass anisotropy. With A(0) given by the BCS clean limit result (2575 A) and
Ae(0)/Aap(0) = (me/mgy)? = 2.5 6425 A is obtained for A.(0).

2.2.8 Relation to H

[t is now generally agreed that A,,(0) for YBa;Cus O+ is of the order 1500 A (values
typically range {from 1300 A to 1700 f\).[43, 44] Measurements for Tl3Ba;CaCusOy
films yield a value of 2000 A for A(0)[45] while for single crystal BipSraCaCu,Oy
Aas(0) has been found to be 3000 A.[46] According to cquation 2.16 for A.(0)
to be 3000 A one would expect H, to be approximately four times smaller in
Bi,Sr,CaCu20;s than in YBa:CuyOs_s since the coherence lengths in BiaSr2CaCu, Oy
are presumably of the same order of magnitude as in YDBayCuzOz_s. This re-
duction in M, should then also manifest itsell to a somewhat smaller extent in
Pb,Sra(Y/Ca)Cus0s.

The values obtained for fy of PbaSro(Y/Ca)CusQg at low temperatures
are not noticeably smaller than ir YBayCusOs.s (lor single crystal YBa,CuyQs_s
Krusin-Elbaum et al.[47] estimate /{,(0) = 180 £ 20 G for # L c and 530 =+ 50
G for H || ¢ while Scheidt et al[14] find respectively 113 £ 30 G and 340 £ 50
G for oriented powder samples). The problem then is of reconciling the ab-plane

penetration depth determined for PbySry(Y/Ca)CuzOg (which is close to twice that
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of YBa;Cus07-5) with a value for H(0) that is comparable to that of YBa;Cu3zO7_s.
One possibility is that there is an inherent problem with the method used to extract
Aes(T) . This however, seems unlikely since Mitra el al.[46] have obtained, using this
method, reasonable values of A.4(0) for polycrystalline (Y/Gd)BaCu3 O+, and grain-
aligned YBa,CuaO+.g, while Schilling et ¢l,[48) maintaining that no exact knowledge
of the value of the anisotropy parameter is required provided 4 > §, extracted an
equally credible value of Ay, = 13904 for polycrystalline YBa;CuzOz_s. In addition,
the magnetization data presented by Welp el a'l..[32] for single crystal YBa:CuzOs_;s
has been analyzed according to the procedure in question and with the limited data
sel available (Welp et al. show the temperature dependence of M|, for four magnetic
field strengths which dictates that each M(InH) curve be constructed from only
three or four points depending on the temperature) good agreement is found with
the expected trends of the method together with a convincing estimate of 1100 A for

Aas(0) based on a fit to clean limit BCS behaviour.

It is well known that the penetration depth can be enhanced over the Londen
value, Ay, as a result of disorder when the mean free path, {, is not large in comparison
to the coherence length, §. As has been determined above the eb-plane coherence
length is already very small (approximately 10-20 A), implying that the mean free
path would have to be of the order of a few lattice spacings il a disorder correction were
to be important. YBa;CuzOr_g, for instance has been found to be within the clean

limit where { 3> £.[49] The situation may well be different in PbaSr2(Y/Ca)Cus0s.

A portion of this discrepancy may also lie with errors associated with the
determination of the lower critical field. A major contributor of error to the exper-
imantally determined value of the lower critical field is the geometry of the sample.
This is important for two reasons. Firstly, sample geometry dictates the demagnetiza-
tion factor that must be used in order to extract the actual value of the lower critical
ficld [rom the measured field at which the fivst onset of flux penetration is observed.

In general the demagnetization factor is not a constant for a given sample geometry



and field orientation as has been assumed in the analysis. Since the demagnelization
correction for the f "'ii“f:_orientation of the sample is large, a small ervor in the de-
termination of n can leha to considerable changes in the derived magnitude of .Hll,.
Secondly, the sample morphology determines the relative importance of processes such
as surface pinning which can inhibit the entry of flux at the value of H predicted
by the Bean model wherein only internal flux pinning is considered. The crystals of
PbaSra(Y/Ca)Cus0s are in general more cubic-like in their growth habit than crys-
tals of the other materials. The more oblate-like shape ol the PhaSre(Y/Ca)CuyQOy
crystals, indicated as well by the magnitude of the experimentally derived demagne-
tization factors, may imply a comparatively greater contribution by surface pinning.
The relative importance of the surface pinning should increase as the temperature is
lowered, providing a possible explanation for the unusual temperature dependence of
the in-plane lower critical field, Hl, shown in fgure 2.15.

The fact that the magnitude of the zero temperature in-plane lower critical
field appears to be too large is most likely caused by a combination of the cffects
discussed: surface pinning, uncertainty in the value of the demagnetization correction,
and the questionable appropriateness of the slab geometry (utilized in the analysis
of H¢ ) for this sample orientation. In contrast, for the penetration depth no explicit
sample geometry is assumed in the analysis, and because the data are obtained at

intermediate field strengths demagnetization corrections are negligible.

2.3 Summary of Results

The magnetization-derived results for the various fundamental supercondncting pa-
rameters of PbySro(Y /Ca)Cus0g are surnmarized in table 2.1. Also included is an
estimate of the extent of the anisotropy between ab-planc and c-axis propertics. In
general the extent of the anisotropy observed is closer to that of YBa;CuzOz_s than

to that of the highly anisotrapic BiaSr,CaCuyOy.
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Table 2.1: Magnetization derived fundamental superconducting parameters of

Pba8ra(Y/Ca)CusOg. For A(0) and £(0) the two columns labelled ‘ab’ and ‘¢’ repre-

sent actual ab-plane and c-axis components. For properties of the upper and lower

critical field these two columns imply the value when the applied field is within the

planes and along the c-axis respectively. ‘Ratio’ refers to the ratio of the larger to

smaller quantity. The ‘Method’s are summarized as fcllows: (a) best estimate based

on low ficld magnetization curves and the extrapolated values from the penetration

depth and upper critical field studies, (b) In / behaviour of M at intermediate fields,

(¢) deviation from perfect diamagnetism, (d) diamagnetic fluctuation analysis, (e)

analysis of the T-linear magnetization below Ty, (f) WHH extrapolation, and (g) GL

relationship between .o and €.

18.5£1.0

Property ab c Ratio Method
T(H=0) | (K) 7621 a
ANT=0) | (A) 2575 6425 2.5 b
Ho(T=0)| (G) 9510 505420 5.3 c
—~dHa/dT. | (T/K) 1.7£0.3 d
(T= T%) 14 .8£0.1 6.1 e
Ha(T=0)| (T) 5904200 96+10 6.1 f
Qr=0 | (A) 11.0£0.5 d
3.0£1.1 6.2 g




Chapter 3

Anisotropy in the dc Resistivity of
PbySry(Y/Ca)Cusz0g

3.1 Background

3.1.1 Resistivity: Definition and Temperature Dependence

The second defining characteristic of a superconductor is the onset of zero resistance
below T.. Consider a sample of uniform cross-sectional area, A, as shown in figure
3.1. The resistance, R, between two points, C' and [, is determined by measuring
the potential drop, V/, upon application ol a constant uniform current, {, according

to Ohm’s law:

v
R—T'

(3.1)

The potential drop is given by the line integral of the electric field vector between

these two points:

D
V= j E-dl=EI, (3.2)
C

where L' is the distance between € and D. This dependence of the experimental

result on sample dimensions is eliminated by considering instead the resistivity which

33
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Figure 3.1: Sample of dimensions L x 1V x ¢ with uniform cross-sectional area 4 = Wt
(shaded) used to introduce the concept of resistivity. The configuration for experi-

mental determination of the resistivity described in the text is also shown.

is an intrinsic property. Writing the current in terms of the current density, J as:
I'=JA, (3.3)

together with equations 3.1 and 3.2 yields:

LA
E=RT. (3.4)

Since £ and J are independent of sample dimensions, the quantity R4, which is
defined as the electrical resistivity, p, is also geometry invariant.

Electrical resistivity in ordinary metals arises as a result of the scattering of
electrons by thermal lattice vibrations (phonons) and defects.  As the temperature
is lowered in a normal metal, the available thermal energy also decreases, and hence
the rate of scattering due to phonons. This gives rise to a decreasing resistivity. The

rate of decrease is found to be linear. That is.

po T, (3.5)
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with an intercept on the temperature axis at some fraction of the Debye temperature.

. oo [ \.'- )
At very low temperatures there is expected to be a transition to a 7" dependerice due

to the decreasing number of phonons available to contribute to the scattering |)l'6Cz-‘.a.~‘.,r

and the increasing predorinance of forward scattering events (for a discussion see eg.
reference [50]). Figure 3.2, shows schematically the expected temperature dependence
of the resistivity. In real materials, however the scattering is usually limited by
Jattice defects before the onset of T behaviour. In this case the fixed impurity sites
give rise to a constant scattering rate and hence a temperature independent residual
resistivity as shown by the long dashed curve in figuve 3.2. The superconducting state
is characterized by a sudden drop to zero resistance at a temperature labelled T5; also

illustrated in figure 3.2 (short dashed curve).

Figure 3.2: Temperature dependence of the electrical resistivity. The solid curve
shows the theoretical expectation with = 7% dependence at low temperatures, while
the long dashed curve shows the usual experimentally observed impurity-lirmited he-
haviour. The short dashed curve shows a transition to the superconducting state

(p = 0) at a temperature 1.

i}
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3:1.2 Anisotropic van der Pauw Technique..
. \\" ’_‘- = .." a‘-:
As noted in the previous chapter, the anisotropic’ nature of the structure of the

cuprates manifests itself in the |)i{ysical properties, and consequently the resistiv-
_ ity must also be expressed as a tensor. Once again, however, it is assumed that
PhySra(Y/Ca)Cuy0g is essentially isotropic within the ab-plane and hence only two
components; pgp and pe, need be considered. These are the resistivities within the
ab-planc and along the ¢-axis respectively.

There exist many methods by way of which the de-resistivity can be mea-
sured, but the most common approach is a four-probe technique, The basic premise
is that a cirrent is passed through two contacts while the resulting voltage drop is
‘--’mcasu’rcd across another two. Since there is no current flowing through the voltage
contacts (exeept the small amount drawn by the voltmeter itself) this configuration
climinates contact resistance from the measurement. The most useful of the four-
probe techniques for samples of somewhat irregular geometry is the van der Pauw
method.[51] The theory underlying the technique has been described previously,[52]
thus only the main results will be stated here.

The technique requires a singly connected (ie. it should contain no isolated
holes) sample of homogeneous thickness, d, and otherwise arbitrary shape with four
point contacts 4, B, C, and D located along its boundary (figure 3.3). The resistivity

#, is found o satisly the identity:

ot
4 R

e ABCD 4. e~ S Rocoa _ 1, (3.6)

where 4pcp is the potential difference between contacts D and C per unit current
through contacts A and B and similarly Rgep,4 is the potential difference between
the contacts A and D per unit current through contacts B and C. The resistivity

can be written explicitly in the form:

p= =d Rapcp + Rpepa o Rasco (3.7)
In2 2 Rpepa”’ .
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Figure 3.3: Sample geometry satis{lvying the van der Pauw method of determining

resistivity,

where f is a function of the ratio & = %‘5%%, and satisfies the relation:

e-% + fz'”'f‘l"'*“ﬁ5 = ]. (3.8)
Thus, by measuring R, 5,00, Rac.pa and the thickness ol the sample, d, the resistivity
can be calculated.

This analysis can be easily extended to include anisotropic samples.[53] An
anisotropic material generally has three resistivity components, p,, p, and p. corre-
sponding to the three orthogonal directions, the a-, &, and c-axes of the resistivity
tensor of the crystal. It can be shown that in general the resistivity measured on an i
face, pi), is the geometrical mean of the components p, and p,; that is p;; = | /pip,.{33]
Now suppose that the sample has been prepared such tial the two plane parallel sur-

iuces of figure 3.3 are perpendicular to the c-axis. In this case:

Pab = £/ flafl, (3()}

where py is the resistivity determined using equation 3.7. Similarly by preparing
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ac-plane and be-plane samples the guantities:
;!{

Pac = /Pafe (3.10)

and
Poc = \/Pope (3.11)

can be determined. Equations 3.9, 3.10, and 3.11 can then be used to solve explicitly
for the three components of the resistivity tensor pg, ps, and p..
The situation is somewhat simpler for PbySra(Y /Ca)Cuz O because the prop-

criies are essentially isotropic within the ab-plane;’i;hat‘is,
Pa & Iy = Pab. (31'2)

Thus in order to determine the two components of the resistivity tensor of
PhySra(Y/Ca)Cus0s, pap and p., one need only measure the sample configuration

corresponding to equation 3.9 and one of either equation 3.10 or 3.11.

3.2 Anisotropy in the dc-Resistivity of
Pngrg(Y/Ca)Cu303

3.2.1 Experimental Details

Small silver paint contacts were painted onto six corners of the crystal such that there
are four contacts on the ab-face, and four on the eg. a’c-face. The primed notation is
used to indicate that the morphological edges of the sample run in the [110] (a') and
(1T0] (&) directions, not along the [100] (or a) and [010] (or ). Since p, & py = pus
then pye = pye = puy = p, = pp. The configuration is shown schematically in figure 3.4.
In order to obtain low contact resistance (typically < 10) a heat treatment consisting
of an anneal in flowing N2 gas at 600°C for approximately 6-12 hours was necessary.

25 pm gold wires were then attached to the contacrs using silver paint.
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bl

Figure 3.4: Dimensions and contact arrangement of the crystal used to determine the
anisotropy in the dc resistivity of PbeSra(Y/Ca)CusOs. The contacts are labelled
from 1-6. Contacts 1-4 are used to measure the a’c-face while 3-6 are used to measure

the ab-face. The a’ and ¥ directions were assigned arbitrarily.

The experimental arrangement for measuring the resistivity has also been
described previously,[52] so only a briel summary is presented here. The measure-
ments were made as a function of temperature {rom liquid helium temperature {= 4
K) to room temperature (= 300 K) using a probe which fits directly into a helium
storage dewar thereby eliminating the need to perform a helium transfer. T'he probe
tip houses four electrodes. The sample can be electrically connected to these elec-
trodes with the 25 p gold wires using silver paini. Often an intermediate stage is
engaged such that these fine gold wires are first attached to larger contact pads on
an insulating substrate. The latter are then soldered or connected with silver paint
to the probe electrodes with thicker wire. This enables detailed work to he carried
out under a microscope prior to attaching the sample to the probe. The sample (or
the substrate upon which the sample is mounted) sits directly above the temperature

sensor which is a silicon diode. The storage dewar has a temperature gradient ranging
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from 4.2 X near the bottom at the level of tie liquid helium to room temperature at
the top of the dewar, The temperature of the samp]p is thus varied simply by chang-
ing the height of the probe tip above the level of .the liquid helium in the storage
dewar. Due to the small size of the crystals, the temperature gradient across a given
sample is expected to be only a small [raction of a degree. The data collection is fully

automated as described previously.(52]

3.2.2 Results

Figure 3.5(a) shows the temperature dependence of the resistances Rys34 and Mg
corresponcing to the measurement of the a’c-face of a crystal of PbySra(Y/Ca)Cu3Qs,
the dimensions of which are shown in figure 3.4, using the van der Pauw method

as described above. That the c-axis resistivity is significantly larger than that in
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Figure 3.53: (a) Temperature dependence of the resistances R334 and Ras 4 corre-
sponding to the measurement of the a’c-face of the crystal illustrated in figure 4 using

the van der Pauw method as described above. (b) The derived result for pq..

the ab-plane can already be deduced from the raw data. Even though the c-axis
dimension (0.11 mm) is smaller than the a'-axis dimension {0.50 mm} Rajq where

the current flows along the c-axis is more than an order of magnitude larger than Ry,
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where the current {lows along the «’-direction. The resistivity pare, extracted using
equation 3.7 is shown in (b). Similarly figures 3.6(a) and (b) show respectively the

measured resistances fi3, 55 and Rys 36 and the calculated resistivity pay. Although the
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Figure 3.6: (a) Temperature dependence of the resistances Fa;s6 and Rys 3 corre-
sponding to the measurement of the ab-face of the crystal illustrated in figure 4 using

the van der Pauw method as described above. (b) The derived result for g,

b’ dimension is smaller than the ¢’ dimension the resistance R, 34 secms comparatively
large. It could be that due to the finite size of the contacts with respect to the
small crystal the effective length along the ¥-axis is significantly shorter, or that a
small component of p. is contained in Rys3;. The derived resistivity, p. is however
in reasonable agreement (within a factor of two) with ab-planc measurements that
have been carried out on 4 other crystals from the same batch as shown in figure
3.7(a). The variation is believed to be due mairly to experimental uncertainty in the
absolute value caused by the finite size contacts on the small samnples and inaccuracy
in the thickness measurement rather than a samnle to sample dependence since other
properties (crystallographic, magnetic, and optical) of crystals froin this same batch
have been found to be reproducible. Further evidence that this is so comes from

normalizing each curve to the value of the resistivity at 200 K as shown in figure
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3.7(b). All five curves lie virtually on top of one another with similar slope and
&
intercept, indicating an intrinsic temperature dependence. From figure 3.7(a) it is

concluded that the room temperature eb-plane resistivity is 1.23 + 0.5mQcm.
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Figure 3.7: (a) Comparison of the experimentally derived ab-plane resistivity for 5
crystals from the same batch. Variations are believed to be due mainly to experimen-
tal error in the absolute value iather than intrinsic sample to sample dependences as
can be seen {from (b) where all curves have been normalized to their value at 200 K

and are observed to obey the same temperature dependence.

The crystals from this particular batch were found to exhibit the best prop-
erties of all of the batches of crystals of PbsSra(Y/Ca)CusQs that were synthesized:
that is, the resistivity is lowest, the optical reflectance highest, and the magnetic and
resistive transitions are the sharpest. For this reason a crystal from this same batch
was chosen for the magnetization study discussed in chapter 2, as well as for the
optical reflectance study to be discussed in chapter 4.

Figure 3.8 shows the ab-plane and c-axis resistivity of the crystal discussed
above, {a), (extracted from the results of figures 3.5 and 3.6(b) via equation 3.10 with
Par %= pap), compared to that obtained, via the same technique, for a crvstal from

another batch (b). The crystal in (a) shows a positive temperature coefficient for Pe

\"]t‘
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except very near T, while the crystal in (b) which has an ab-plane resistivity, pas,
similar to that of crystal (a) shows a negative coeflicient for p.. The magnetically
measured transition for crystals from the batch of crystal (b) is not as sharp as it is for

those of the batch of crystal (a). It is also the case in YBa,CusOs_s that as the sample

quality improved metallic-like behaviour along the c-axis began to prevail.[34, 53]
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Figure 3.8: Anisotropic temperature dependence of the resistivity for a good (a) and

poorer (b) quality PbaSra(Y /Ca)Cus0;s crystal.

The extent of the anisotropy is described by the anisotropy ratio £, which
for crystal (a) is about 30 at room temperature and increases to approximately 50 near
T.. This is within the range of values typically reported for YBa,Cuz0+.,[54, 35} and
shows that the extent of the anisotropy in this system is closer to that of YDBaCuzO;_4
than to that of the highly anisotropic Bi,Sr,CaCu;0s where the c-axis resistivity is
several orders of magnitude larger than that in the ab-plane.f17]

The absolute magnitude of the ab-plane resistivity is however close to an or-
der of magnitude larger than in the other two systems. Based on optical reflectivity
measurements which reveal a significantly lower effective optical carrier density (chap-

ter 4) and on the intermediate field magnetization measurements discussed in chapter
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2 frorn which a considerably larger low temperature penetration depth was extracted
it can be concluded that the higher absolute resistivity reflects an intrinsically lower

carrier concentration in this system.

3.3 Magnetic Field Dependence of the Resistivity

Another way to estimate the extent of the anisotropy between ab-plane and c-axis
properties is to examine the effect of a magnetic field on the superconducting transi-
tion. [rom the discussion in chapter 2 of the temperature dependence of the upper
critical field one would expect that as the field increases T, decreases and hence there
should be a shift of the resistive transition to lower temperature as illustrated diagra-
matically in figure 3.9(a). This is the behaviour observed in most conventional type
IT superconductors. Furthermore, since the upper critical field slope is stecper for a
field applied perpendicular Lo the c-axis than for one applied parallel, the shift should

be correspondingly larger for i || c.

3.3.1 Flux Motion

‘Phe experimental situation in the cuprates deviates somewhat from this. What is
observed is that instead of shifting, the resistive transition broadens upon application
of a magnetic field. This is shown in figure 3.9(b). In order to try to understand this
the consequences of applying an electrical current to a superconducting sample in the
presence of a magnetic field must be examined.

Recalt that for # > H,, there is the development of a flux line lattice in the
mixed state as illustrated in figure 2.9 of chapter 2. If a transport current is now
applied perpendicular to the direction of the magnetic field the flux vortices come

under the influence of the Lorentz force:

F=vxB, (3.13)
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Figure 3.9: Magnetic field dependence of the resistive transition. (a) Expected be-
haviour for a conventional type Il superconductor. (b) Broadening observed in the

cuprates.

where v is the current velocity. That is, the magnetic field which penetrates the
vortices acts on the passing current with the Lorentz force. The current also acts on
the vortex cores and the latter start moving. The force on the vortices, and hence
the direction of motion of the cores, will thus be perpendicular to both the direction
of current flow and the applied field as illustrated in figure 3.10. This motion of
the vortex cores leads to dissipative losses in the superconductor. For examnple, as
the cores move through the crystal the normal electrons within will be scatered by
thermal lattice vibrations and point impurities leading to finite resistance as discussed
above. This implies that the critical current is exceedingly small since the application

of even a very small current will result in losses.

The situation can be remedied by the addition of so-called pinning sites



(6

Figure 3.10: Effect of a transport current on the vortex lattice of a type II supercon-

ductor. {After [25]).

which are simply inhomogeneities in the sample such as impurities, defects, stresses,
admixtures of phases etc.. The vortex lines are attracted to these inhomogeneities
and are pinned by them. Upon application of a transport current the vortices will
begin moving orly if the Lorentz force becomes strong enough to overcome the pinning
potential. Thus moderate current flow will not be accompanied by vortex motion and
hence a finite critical current exists. From this it is seen why the critical current is

sample dependent and not an intrinsic property of a given material.

Returning to the cuprate superconductors; for these materials the high tran-
sition temperatures, comparatively small density of pinning sites, and the low pinning
potential barrier due Lo the small size of the coherence length causes various processes
of flux mation to become important which lead to the broadening of the resistive tran-
sition. Consider figure 3.11(a) which shows the spatial variation of a pinning potential
in the absence of a transport current. As illustrated in {b) the application of a current
reduces the barrier height by an amount {/, due to the Lorentz force. De-pinning

=}

occurs at J. when the barrier height goes Lo zero as shown in (c). In figure 3.11(b)
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(a)

(b)

(c)

Figure 3.11: Effect of a transport current, J, on & spatially random pinning potential

for (a) J =0, (b) J < J, and (¢} J = J.. (After [36)).

however, the vortices can overcome the pinning potential via thermal activation. The

resistivity is then expected to vary according to:

~-U, .
P = PolXp =, (3.14)

where U, is an activation energy, and p, is a constant prefactor. Thus,

Inp=Inp, — %‘2’ {3.15)
and,
dlnp
—_— = 3.6
dlnT-! o, (3.16)

so that a plot of In p versus 7! will be linear with slope —U,. When U, > T a hopping
model is invoked. This is referred to as flux creep. If the barriers hecome comparable
to thermal energies (L', < T) then diffusive motion relerred to as thermally activated
flux flow becomes possible.

That the broadening of the resistive transition of the cuprates shows ther-

mally activated behaviour at low resistivity has been shown.[36] Whether or not such
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processes as flux creep and flow ave responsible is less clear. One point that brings
under scrutiny such an interpretation is the finding that the width of the transi-
tion depends only on the orientation of the field relative to the c-axis of the crystal,
and not on the current direction.[57] That is, the broadening is the same regardless
of whether the current is along, or perpendicular to, the field direction where the
Lorentz force exerted on the fluxoid lines by the current should be zero, and max-
imum, respectively. This implies that the Lorentz force is not involved (or plays a
significantly reduced role) in the broadening mechanism which would seem to elimi-
nate moc_’k,rf‘; based on flux flow. Superconducting fluctuations have been proposed as
an achrn;Ltive[.BS] although flux flow models have not been entirely ruled out.

The apparent independence of the width of the resistive transition on the
Lorentz force implies that the extent of the broadening should be interpreted as
a direct effect of the magnetic field on the pinning volume, V, which in turn is
related to the superconducting coherence lengths that are, as determined in chapter
2 for PbaSra(Y/Ca)Cu30s. extremely small and anisotropic in the double CuO, layer
cuprate superconductors.

The activation energy, U, is expected to vary as:[26]
U, x H2V, (3.17)

where £, is the thermodynamic critical field, and has the same linear dependence
on T’ near T, as the upper critical field discussed in chapter 2 (equation 2.9). The

pinning volume may be expressed as:

Vo £1a3°", (3.18)

a

Here § is the coherence length, and a, « parameter related to the flux lattice spacing.
At low fields, n = 3 and the relevant volume is the superconducting coherence volume,
Eaée = €. As the field increases, the flux line spacing decreases and eventually the
relevant volume becomes €a2, (ie. n=1) because in the plane perpendicular to the

direction of the flux lines the energy per vortex is spread out essentially evenly through
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the flux lattice and U, becomes limited in these two dimensions by a,. Since it appears
that the anisotropy between the «/-plane and the c-axis 'lplz'\.:ys a role in the behaviour
of the resistive transition subject 1o o 1o tic feld it is of interest to examine this
process for PbaSra(Y/Ca)CuzOg and ther ther our knowledge regarding the

extent of the anisotropy in this system.

3.3.2 Transition Broadening in PbySr.(Y/Ca)CuyOs

Experimental Details

The data collection system utilized for the zero field anisotropy measurcinents dis-
cussed in section 3.2.1 was also used to carry out the magnetic ficld-dependent re-
sistivity measurements of Pb,Sra(Y/Ca)Cu3z0g. The magnetic field was supplied by
the Quantum Design superconducting magnet. Temperatures from 5 K to approxi-
mately 100 K were achieved using the temperature control of th.- Quantum Design
system. The sample was mounted on a Quantum Design sample rod, modified Lo
allow a number of electrical wires. The sample was mounted alternately with the
ab-plane face either perpendicular or parallel to the field direction with an estimated
uncertainty of £10°. The sample contacts were located on the ab-face so that the
in-plane resistivity was measured. As described in section 3.2.1, the sample contacts
were electrically connected to contact pads on an insulating substrate with small gold
wires. The probe wires were then connected to these contact pads. All wires and
the sample were securely fastened by potting them in GE varnish. Additional leads
were used to mount a platinum resistance thermometer in the vicin‘ty of the sample
to monitor its temperature. Agreement between this thermometer and that of the
Quantum Design system was found 1o be very good. The H || c orientation was mea-
sured first in various fields ranging from zero to 3.5 T. The sample orientation was
then changed and the # L1 c configuration measured. In each case the curves were

measured in successively higher fields; that is, the low field curves were measured

first.
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Results

The magnetic field dependence of the resistive transition of PbaSra(Y/Ca)CuzQg is
shown for the two orientations ff || ¢ and H L ¢ for an in-plane transport currert in
figures 3.12(a) and (b) respectively. Note that as expected the broadening is greater

when the field is along the c-axis. There are a few features that deserve mention.

Q.6 - (a) 0.6+ (b)
0.5 F Fi (in 'cr}esla) 0.5 Hy (in Tesla)
Eos Eos [ == 8;5
Eo.s """" Eo.a """ :
20,2 QLo.2
0.1 0.1
0.05 5 0.0g 5

Temperature (K) Termperature (K)

Figure 3.12: In-plane magnetic-field-dependent resistivity of PbaSro(Y/Ca)CusOs
near T for the field oriented par.llel (a) and perpendicular (b) to the c-axis of the

crystal.

Although the zero-field transition is relatively sharp at 80 K, there is a small foot
which extends to approximately 75 K. This foot is always present in zero field dc
resistivity measurements of Pb,Sre(Y/Ca)Cu30s. The foot seems larger in absolute
magnitude in (b) than it does in (a). Since these are both zero field measurements
this is not expected. A possible explanation is that in (b) there was a small residual
field present after the application of the 5.5 T field used for the final H || c orientation
measurement, which caused a slight broadening of the foot. The analogue of this foot
also appears to be present in magnetization data as shown in figure 3.13, where a
small peak occurs in the low field magnetization just below T.. A curious point is

that it seems to be asymmetric with respect to the applied field direction. Recent
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muon spin rotation experiments have also observed a small upward deflection of the
mean field inside the grains between 70 and 80 K, as well as a slight increase in
the muon relaxation rate in the same range.[42] The combined evidence points to an

intrinsic physical origin for this feature, thus warranting further study.
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Figure 3.13: Low field peak in the magnetization of Pb;Sra(Y /Ca)Cu30s just below
T¢. This feature may be the magnetic analogue to the foot observed in the resistivity

in this same temperature range.

Annealing the sample in a nitrogen atmosphere at 600°C greatly improves
the magnetically measured transition width. Even though all crystals used in the
measurements presented herein have undergone an annealing procedure it is possible
that by extending the duration of the anncal further improvement in the transition
width might be realized.

As discussed above the transition is expected to show thermally activated
behaviour. Figures 3.14(a} and (b) show log p as a function of 7! for the field ori-
ented parallel and perpendicular to the c-axis of the crystal of PhySra(Y/Ca)CusOy
respectively. As can be seen the expected linear dependence for a thermally acti-

vated process sets in when the resistivity drops below a few percent of the normal
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state value. Palstra ef. al. have shown however, that although the behaviour is to a
very good approximation linear over four orders of magnitude in p, the slope actually
varies contlinuously never reaching a constant value.[56] This is because the temper-
ature dependence of the superconducting parameters which dictate the value of the

activation energy, U,, must be taken into account explicitly.

(mfl cm)

1.0 T'™
20730T

2.0
000 b.o';ri; (;(_1'?.0'16' o018 Moz 'o.o'1_r:‘ '(KQ‘3'13' 0014

Figure 3.14: Magnetic field dependence of log p on T=! for (a) H || cand (b) H Lec.
The solid curves are lines of best fit to the region of the transition exhibiting thermally

activated behaviour.

As discussed above. the activation energy depends on the critical field and

the coherence length according to:
Ua(t) o HE(8)E"(2), (3.19)

where t = T/T,, and n is 0, 1, 2 or 3 depending on the relevant length scale for
the pinning energy of the flux lines. That is. the choice n = 1, 2 or 3 corresponds
to the assumption that the correlated volume depends on ¢ along one, two, or all
three directions. With the temperature dependences of the coherence l:agth and the
critical field near T given by equations 2.3 and 2.9 of chapter 2 respectively (it is

assumed that the temperature dependence of the thermodynamic critical field, H. is



T3
the same as that of the upper critical field, Hz near 7.} the temperature dependence

of the activation energy is given by:

L -y (3.20)

Uo(t) o (1 - t)"’m

so that one may write
Us(t) = Un(0)(1 ~ 2)'5* (3.21)

where U,(0) is the zero temperature value of the activation encrgy. Substituting into

equation 3.15 one finds:

Us(0)

lop =1Inpo — =51 = T/T.)'F (3.22)
Thus,
dlnp _ 1=n d-n 1 o
T = =001 =)= (1 + 51 t) (3.23)
and with equation 3.21:
dinp d—n !
il —) 2
TT-1 Up(t)(1 -+ 517 (3.24)

so that the slopes of the Arrhenius plot near T, are enhanced [rom the real activation
energy Uo(t) by a factor of (1 + 2324,

The results for the other double CuO- layer compounds YBa,CuyOr_s and
Bi,Sr2CaCus0y suggest that n = 1 is consiatent with the data for the range of ficld
strengths used.[56, 39] Thus, as an example in order to extract some actual values
for the zero temperature activation energy the analysis has been carried out using
this value for n. The choice of larger values for n Ieads Lo an overall reduction in the
activation energy.

Figure 3.15 shows the field dependence of U,(0) for both field orientations
extracted from the measured slopes of figures 3.14(a) and (b) assuming n = 1. T'is
the midpoint of the range of temperatures used to obtain the slope, and is sufficiently
close to T, (= 80 K) that the approximations made above are valid. Strictly speaking

the field dependence of T, should also be considered. U,(¢£) for a given field strength
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was determined from the measured slope using equation 3.24 and then U,(0) was
- extracted from U,{t) with equation 3.21, The dashed curve shows the result of a fit
to:

U,(0) = H-". (3.25)

For the field oriented perpendicular and parallel to the c-axis of the crystal a = 0.38

and 0.97 arc found respectively.
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Figure 3.13: Thermal activation energies for H L ¢ and H || ¢ for single crystal

pszI‘g( \I"/C&)Clia 03.

The goal in this study was to further investigate the anisotropy beiween ab-
plane and c-axis properties in PbaSry(Y/Ca)CusOs. The results here confirm the
previous conclusions based on the magnetization and zero field dc-resistivity mea-
surements which indicate that the anisotropy in PbaSry(Y/Ca)CusQg is moderate.
To sce this consider figure 3.13 taken (rom Palstra et. al[36] which summarizes the
temperature dependence of the resistive broadening under a field of 5 T parallel to the
c-axis of the crystal for various double CuO; layer high temperature superconductors.

Also included for comparison is the resuit from this work for Pb,Sry(Y/Ca)CusOg
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at 5.5 T for /i || e. Note that the extent of the broadening, and hence presumably
the extent of the anisotropy for PbaSra(Y /Ca)Cus0y is intermediate to that of fully
oxidized and oxygen reduced YBaiCuyOs_s and significantly smaller than that of the

highly anisotropic Bi and T1 ‘2212’ materials.
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ssass YBG:CU;& ) ( )
anmus YBQ,CusDsy
eooco BiQSI'gCGCUIOH
sanoe TBaCaCuy0y

13 ki

0.1

O RERET]

p/Pn
o
O
_l

0.0

[ I N EETTI]
i1 v iyl

-3
- .-......'...I.-..

0.001 T 1 1T 1 ' 7T l-'l T 1 1T 7T
0.0 01 02 03 04 05 0.6 0.7 0.8 0.9 1.0
T/Tc
Figure 3.16: Comparison of magnetic field induced broadening under a field of 5
T parallel to the c-axis of the crystal for various double CuQ, layer high temper-
ature superconductors, taken from Palstra el. al. The result {roin this work for
PbaSry(Y/Ca)CusOg at 5.5 T for H || ¢ is also included. Note that it lies between
the curves for fully oxidized and oxygen deficient YBa,CusO;.5 and is significantly

smaller than for the Bi and T1 2212 materials indicating relatively moderate electronic

anisotropy.

One alternative explanation for the material to material differences is that
they are due to variations in the extent of the pinning due to the defect structure.
Several pieces of experimental evidence rule against this interpretation. One s that
as seen in figure 3.16 the nroadening increases dramatically between the fully oxidized
and the 60 K phase of YBaaCu;0:_5 even though both compounds are orthorhombic

with a similar defect structure due to the twin boundaries. Secondly a comparison
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between Y2Ba,CuyOyg and YBa;Cuy0q-s by Budhani et. «l[60] shows much greater
broadening of the transition for YoBa;CugQO g whose tetragonal structure is stabilized
against the formation of twin boundaries due to the double chain layer, although thay

do point outl Lhat there is still evidence for an abundance of planar defects.

The general consensus is that the differences in pinning energies arise directly
from differences in the clectronic anisotropy. A large anisotropy in the electronic
propertics results in a reduction of the tilt modulus of the flux lines which implies
that the correlation length along the Rux lines is reduced. A short correlation length

along the vortices results in small activation energies due to the small flux bundle.[36]

Thus the relative extent of the anisotropy can also be determined by com-
paring directly the activation energies obtained for various materials since an en-
hancement of the two-dimensionality of the system (larger anisotropy) appears to be
responsible for poorer pinning {lower activation energies). The activation energies in
PhySra(Y/Ca)CuzOy are roughly 3 to 5 times lower than in YBa,CuzO;_5(56], and
close to an order of magnitude higher than in the Bi{56] and TI[57] 2212 materials.
In their study of Y;Ba,CugOyg (*248"), Budhani et. 2lL[60] find that the activation
cnergies arc 5 to 6 times smaller than ir twinned YBa,CuyOr_s, (°123'). Since both
systems have a similar susceptibility to delects (twin boundaries in 123 and planar
defects in 248) they conclude that the difference in electronic anisotropy is structural,
in that Y2Ba,CusO, has a larger separation between the CuQ, planes of 10.2 A
(as opposed 1o 8.3 A in YBa,;Cuy0;_5). They point out that in Bi,Sr;CaCu,Og the
distance is larger yet, 12 A, and hence conclude that the spacing between the super-
conducting planes plays an important role in enhancing the two dimensional nature
of the system. The present results for PbaSry(Y /Ca)Cu3QOg, which has an interpla-
nar separation of 12 A as in BiSr,CaCu.Os but is significantly less anisotropic as
indicated both by less broadening of the transition under a magnetic field, and higher
activation energies, and those of Palstra et. al[56] for oxygen reduced YBa2CugOs_s,

where the anisotropy increases significantly while the separation between the planes
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remains essentially constant, show that this is not the only factor. That is, the actual

interplanar structure must also play an important role.
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Chapter 4

Anisotropy in the Normal and
Superconducting State Optical
Conductivity of

Pb28r2 (Y/Ca) CU308

In this chapter anisotropy in the optical properties of single crystals of
PbaSra(Y/Ca)Cus0sg, of the same quality as those used for the magnetization and

resistivity measurernents of the two previous chapters, will be discussed.

4.1 Background

The present state of knowledge regarding the superconducting state ab-plane optical
properties of the cuprates arises mainly from reflectance studies of YBa,CuyQz_g,[19,
61, 62, 63] although BisSraCaCu,Qy [64] and TlaBa,CaCu, Oy [45] have been shown to
exhibit similar trends. Below T¢ low energy spectral weight appears to be transferred
to a delta function at zero [requency representing the superconducting condensate;

thereby revealing a detailed background conductivity (the mid infrared absorption).

19
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A point of debate is whether the remaining conductivity corresponding to Drude-like
carriers exhibits a gap at low frequencies wherein the conductivity is identically zero
as expected for a conventional superconductor. To address this one must question
how reliably the low frequency behaviour of the conductivity in the superconducting
state can be determined from reflectance measurements. The answer unfortunately
is not well. This is mainly a consequence of the fact that these materials are in
the clean limit where the [ree carrier scatlering rate, T, is smaller than the super-
conducting energy gap, 2A. In this case essentially all of the Drude conductivity is
gapped below T, and thus there is expected to be a virtually complete condensation
of the free carricrs into the zero-frequency delta function (which leads to the infinite
de-conductivity of a superconductor). This causes the reflectance to become very
high at low frequencies, essentially indistinguishable from unity within the limits of
uncertainty of the experiment. A superconducting energy gap in the conventional
scnse is denoted by a deviation from unit reflectance or alternatively from the onset of
absorption in the optical conductivity. Since the optical conductivity is derived from
the reflectance via Kramers-Kronig analysis, (discussed in Appendix B), and because
this process demands knowledge of the reflectance over all frequencies, low and high
frequency extrapolations to the measured data range must be supplied. Presumably
the reflectance can be measured to high enough frequency such that any physically
reasonable choice for the high frequency extrapolation will not affect the conductivity
below 1000 em™. (This is of course not true if one is interested in examining the
conductivity beyond the far infrared region of the spectrum). The increasing suscep-
tibility of the Kramers-Kronig integral to both noise and small changes in slope as
the reflectance approaches unity implies that the low frequency extrapolation poses
a more serious ditliculty. Thus, usually the reflectance is set to unity at low frequen-
cies, a perhaps not so unrcasonable choice given the circumstances. However, small
deviations from unity, essentially within the experimental uncertainty can give rise

to large variation in the Kramers-Kronig derived optical conductivity as has been
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discussed by Orenstein e, «l[62] and recently by Miller and Richards.[65] An exper-
imental technique that is more sensitive than reflectance spectroscopy is bolometric
absorption. Such studies of YBa;CuyOs_s indicate that there is non-zero absorption

to the lowest experimentally accessible frequencics, giving rise to finite conductivity

at low frequencies.[65, 66]

PbaSra(Y/Ca)CuyQg provides an opportunity to study the superconducting
state optical properties of another cuprate superconductor with double CuQ» planes.
Due to the intrinsically lower carrier density in this material, as has been concluded
from the studies presented in the previous two chapters, the level of thie reflectance in
the superconducting state remains distinguishable [rom unity to the lowest accessible
frequency (= 50 cn:™'). It shall be argued that this is not due to poor supercon-
ducting properties, and that rather, to the contrary, the onset of superconducting
behaviour can be observed clearly by dramatic changes in the optical conductivity
at T.. This is further supported by measurements polarized along the c-axis where
the condensation of the superconducting carriers can also be observed. This work

represents the first study of the temperature dependence of the optical propertics of

pngl‘g(Y/Cﬂ)CllgOs.

4.2 Experimental Details

Temperature dependent far and mid infrared ab-plane measurements (50-5500 em™*)
were carried out using a rapid scan Michelson interferometer with focused optics on a
inechanically polished ab-face of a single crystal of PhaSr(Y/Ca}CuyOy monnted in
a continuous flow cryostat using a technique which has been optimized for the mea-
surement of small, irregularly shaped samnples.[67) The basic premise of the method
is that the sample and reference mirror (a polished stainless steel dise of dimensions
similar to those of the sample) are glued to the tips of solid, polished-brass; cone-

shaped mounts. The focused incident beam is larger than either the sample or the
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discussed by Orenstein ei, al.[62] and recently by Miller and Richards.[65] An exper-
imental technique that is more sensitive than reflectance spectroscopy is bolometric
absorption. Such studies of YBa,CusO;.s indicate that there is non-zero absorption
to the lowest experimentally nccessiblél'%rcqucncies, giving rise to finite conductivily
at low frequencies.[63, G6] "

PbaSra(Y/Ca)CusOs provides an opportunity to study the superconducting
state optical properties of another cuprate superconductor with double CuO; planes.
Due to the intrinsically lower carrier density in this material, as has been concluded
from the studies presented in the previous two chapters, the level of the reflectance in
the superconducting state remains distinguishable from unity to the lowest accessible
frequency (= 50 cm~!). It shall be argued that this is not due to poor supercon-
ducting properties, and that rather, to the contrary, the onset of superconducting
behaviour can be observed clearly by dramatic changes in the optical conductivity
at T.. This is further supported by mecasurements polarized along the c-axis where
the condensation of the superconducting carriers can also be observed. This work

represents the first study of the temperature dependence of the optical propertics of

Pb,Sry(Y/Ca)Cus0s.

4.2 Experimental Details

Temperature dependent far and mid infrared ab-plane measurements (50-5500 cm™!)
were carried out using a rapid scan Michelson interferometer with focused optics on a
mechanically polished ab-face of a single crystal of PhaSry(Y/Ca)CuaOs mounted in
a continuous flow cryostat using a technigque which has been optimized for the mea-
surement of small, irregularly shaped samples.[67) The basic premise of the method
is that the sample and reference mirror (a polished stainless steel disc of dimensions
similar to those of the sample) are glued to the tips of solid, polished-brass, cone-

shaped mounts. The focused incident beam is larger than cither the sample or the
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reference so that the entire exposed surface is illuminated. The optical arrangement
is such that the light w_hich impinges upon the sample or reference (measured alter-
nately by rolating t;hé’ﬁcryosta.t cold-finger through 90 degrees) is reflected back into
an [/2.5 toroidal collecting mirror, while that which misses falls upon the polished
cone, and is subsequently scattered out of the beam path {(confirmed by background
tests using a bare cone). From the collecting mirror, the beam is then focussed onto
the detector [1.2 K and 4.2 K Si bolometers for the ranges 40-250 cm™ and 150-700
cm™! respectively, and a liquid nitrogen cooled HgCdTe detector in the mid infrared
(500-5500 cin™'} - see also table 4.1). In order to obtain the absolute value of the
reflectance, the difference in dimensions of the sample and reference and geometrical
scattering losses due to surface irregularities of the sample are accounted for by in
situ evaporation of 2 metallic film (Au for these frequency ranges) onto the surface of
the sample. The coated sample is then remeasured versus the pristine stainless steel
reference and the absolute value of R given by the ratio of spectra before and after

plating, corrected for the absolute reflectance of the metallic film:

[ mmglf ]
e ference

couled sample ]
Rre]arence

Rsample

Rubmlute = Rmela!!ic!ilm = X Rmem”icﬁlm- (41)

Rccu!cdaumplc

The stainless steel disc thus acts simply as an intermediate reference to cancel time
dependent changes in the power spectrum due to eg. drift in the electronics, detector
sensitivity, source intensity ete., while ultimately the sample acts as its own reference.

To extend the range in order to [acilitate Kramers-I(ronig analysis of the data,
a grating spectrometer was utilized for room temperature measurements to 40000
cm~!. For these measurements the conventional arrangement where the incident
beam is smaller than both the sample and the relerence was used. Geometrical
scattering losses were still accounted for by evaporation of a metallic film (Au and Al

for w less than and greater than 10000 ecm™! respectively). Various sources, detectors

and filters were used as summarized for the entire range, 40-40000 em™', in table 4.1.
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Tai:le 4.1: Summary of experimental details corresponding to the various {requency
regions investigated. CG: Corning Glass, PolyE: Polyethytene, PolyP: Polypropylenc,
bol: bolometer, DP: Diamond Powder, Cermet: Ceramic Metal Element, pd: photo-
diocle; PM: photomultiplier, Film cap: Grey plastic cap from Kodak film canisters,

Da: Deuterium. (Note: 4G= 1p)

Spectrometer:

Grating or Source  Window - Detector Filter Range
Beamsplitter (em™1)
Michelson: ]

o 350G Mylar Hg-Arcor PolyP 1.2KSi  Filmcap, 40-250
Cermet bol. S5u DP in
Black PolylZ
s 12G Mylar Cermet " 4.2 K Si 34t DP in 150-700
bol. Black Polyl
o 6G Mylar  Tungsten KBr, HgCdTe Ge 500-5500
KRS-5
Grating:
e 400{/mm  Tungsten Quartz PhS Ge 3800-6300
. # ” " " Si 5500-10000
e 1290{/mm " " Si pd CG #245 9200-16700
(red)
. " § " PM CG #3486 11000-23000
{yellow)
. n " " " CC #4303 15000-30000
(blue)
. ” Do B " CG Purple - 20000-35000
. " " " " CG #9863  25000-44000
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For ¢-axis measurcmenis, eleven crystals were polished to expose in each case
an optical qualily face containing the c-axis. Polarized mid infrared measurements
were then carried out on each crystal using 2 Bomein/Spectra-Tech Infrared micro-
scope with a Cambridge Physical Sciences (CPS) IGP-225 polarizer in order to (a)
conlirm the orientation of the polished surface, and (b) choose several crystals from
which to construct a mosaic. Five crystals which exhibited the highest reflectance
when the polarizer was oriented such that the electric field vector, I, was along the
a, b-direction were selected. The five crystals were aligned side by side with the c-axis
along a common direction. Epoxy was applied between adjoining crystals at points
of contact such that the amount exposed was negligible.’ Due to the cone geometry
of the measurement cracks between crystals are also inconsequential. It is thus felt
thal the mosaic nature of this sample had no detrimental effect on the measurement,

and introduced no additional uncertainties.

The c-axis measurements were carried out between 40 and 5000 cm™ only
due to the lack of an appropriate polarizer beyond the mid infrared (MIR) region of
the spectrum. Kircher el. al. have determined ellipsometrically the Ej| c reflectance to
47000 cm~![68] and thus their data was used to extend the measuremenis of this work
in the Kramers-Kronig analysis. In the far-infrared (FIR) a copper strip polarizer
with 0.38-um spacing, effective up to 700 cm~![69], was employed, while the MIR
measurements made use of the CPS IGP-225 polarizer, effective to 5000 cm™'. The
spectrometer beam itself is highly polarized, and thus care had to be taken to mount
the axis ol interest (in this case the c-axis) along the direction of beam polarization in
order to maximize the signal to noise of the measurement. The precise angle at which
the polarizer was placed was determined by measuring the ratio of the chopped signal
of the sample to that of the reference as a function of polarizer angle. This yields
a sinusoidal curve, the minimum of which gives the polarizer angle corresponding
to the less highly-reflecting c-axis of the sample. An example is shown in the lower

curve of figure 4.1 (open circles) from which it is seen that in this case the polarizer
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should be placed at an angle of 35 degrees. The upper curve of figure 4.1 (solid
circles) shews the angular dependence of the chopped signal {from the stainless steel
referencc; alone which has no intrinsic anisotropy. The variation observed thus reflects
the polarization of the spectrometer beam. It is seen that the beam maximum also

occurs near 55 degrees as is desired in order to optimize signal to noise.
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Figure 4.1: Dependence of the ratio of chopped signal [rom the sample to that of the
stainless steel reference (lower curve, open circles) and, the stainless steel chopped
signal alone (upper curve, solid circles) on polarizer angle. The latter gives the
polarization dependence of the intensity of the infrared beam. Note that the minimum
in the ratio {E] c-axis of sample) has been aligned with the maximum in the beam

intensity to optimize signal to noise.

4.3 High-Frequency ab-plane Optical Properties

The room temperature ab-plane reflectance is shown over the entire measured fre-
quency range in figure 4.2, and is in reasonable agreement with an cllipsomnetrically

derived result by Kircher et. afl.[68]. The Kramers-Kronig derived optical conductiv-
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_ Figure 4.2:"ab-plane room temperature reflectance of Pb,Sro(Y/Ca)CuaOg over a wide

frequency range. Arrows indicate features due to interband transitions as discussed

in the text.

ity is shown in figure 4.3. For the Kramers-Kronig integral, beyond 40000 cm™! the
reflectance of YBa;Cu30:.s measured by Romberg et. al. up to 50 eV[70] was used
followed by an w™ power law. At low frequencies, a Drude extrapolation consistent
with the measured dc-resistivity, shown in figure 3.7(a) of chapter 3, was used. Based
on tests with various high frequency extrapolations beyond 50 eV, the absolute mag-
nitude of the conductivity shown up to 37500 cm~? in figure 4.3 is reliable to within
10 percent. The gap-like suppression of the conductivity between 16600 and 19200
cm~! (2.0-2.4 eV) was most sensitive to the extrapolation chosen. In order to obtain
a non-negative conductivity in this region the power « of the w™® extension applied
beyond the experimental data (50 eV) had to be greater than or equal to 4. With «
larger than 4 (where 4 is the expected dependence for free electrons) the conductivity
is non-zero in this region. Further evidence for the reliability of the absolute magni-
tude of the conductivity in figure 4.3 is derived from the fact that it is in reasonable

agreement with the level of the ellipsometric result of Kircher ef. al[68] which is
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Figure 4.3: Real part of the room temperature ab-plane optical conductivity of
Pb,Sra(Y/Ca)Cus0g over a wide frequency range. Arrows indicate features due to

interband transitions as discussed in the text.

independent of Kramers-Kronig analysis. For example, the ellipsometrically-derived
conductivity at 3.3 eV (28000 cm™') is roughly 2350 Q! cm~!, while the present
result gives 2500 27! cm™!.

The arrows in figure 4.3 indicate four features which arise due to the four
corresponding structures marked in the reflectance of figure 4.2. The lowest structure,
centered near 14500 cm™! (1.8 eV) is the remainder of the charge transfer band due to
transitions between the O% and Cu levels (discussed in more detail in the following’
chapter). The second peak near 23000 cm™! (2.8 eV) has been assigned by Kircher
et. al. to another interband transition within the CuO, planes based on the fact that
this peak can be observed in YBa,CuzOs;_s as well, at all oxygen doping levels(71],
and that the Raman modes of Pb,Sra(Y/Ca)CuszQg which involve a strong motion
in the Cu(2)-0(3) plane according to lattice dynamical calculations of the phonon
eigenvectors by Kress el. al[72], show resonances near 1.8 and 2.6 eV.[73] Again

based on the resonant Raman work of Heyen el. al., which shows that modes primarily
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associated with motion in the rocksalt-like part of the structure containing the PbO
layers have a resonance in the ultraviolet, Kircher ef. al. associate the higher [requency
peaks near 28000 and 35000 cm™! (3.5 and 4.3 eV) with transitions from O(2) p: and
0(2) py-like bands to those with Pb p. character. Support for these assignments is
also derived from band structure calculations by Mattheiss and Hamann which show

a similar energy scparation between bands of the proposed character.[74]

4.4 Low Frequency ab-plane Properties

In this section, the temperature dependence of the low frequency ab-plane properties
is examined. In particular, the goal is to investigate changes in the electronic back-
ground upon entry into the superconducting state. The dependence of the optical
properties on level of doping will be studied in chapter 5.

Figure 4.4 shows the far infrared reflectance measured at room temperature
(300 K), just above T, at 85 K, and at 10 K, the lowest attainable temperature.
Three antiresonant-like structures are observed at 430, 525 and 585 cm™?! which are
due to a doping induced coupling of phonons to the mid infrared continuum, the
detailed discussion of which is the emphasis of chapter 6. Small peaks, for example,
the most obvious ones located at 190, 300 and 360 ¢cm™' are due to ordinary infrared
active phonons which have not been fully screened by the electronic background.
(The ordinary phonon structure of PbSraRCuz0g will be discussed in detail in the
following chapter). A significant difference between the 85 K and 10 K spectra occurs
at low frequencies where the reflectance of the 10 K spectrum appears to decrease
with decreasing frequency below 150 ecm™!. A similar broad low frequency peak was
also observed in measurements on a PbaSry(Er/Ca)CusQy single crystal using the
same experimental arrangement and a mosaic of PbaSra(Y /Ca)CusOs single crystals
using light-pipe optics in an immersion cryostat, as shown in igure 4.5, thus attesting

to the reproducibility of the result.
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Figure 4.4: Far infrared reflectance of ab-plane oriented PboSra( Y /Ca)Cu30s at room

temperature (300 K), just above T, at 85 K, and at 10 K in the superconducting state.

A Kramers-Kronig analysis of the reflectance was carried out to obtain the
optical conductivity which is shown in the normal and superconducting states at
§5 and 10 K respectively in fgure 4.6. For the high frequency extrapolation the
temperature dependent data up to 5500 cm™! was joined smoothly with the measured
high frequency room temperature result shown in figure 4.2. At low frequencies in the
normal state a Drude extrapolation consistent with the measured dc-resistivity was
used. The choice for the superconducting state is, as discussed above, more difficult;
in this case due to the decidedly non-Drude behaviour of the low frequency reflectance.
It was found, however, that any reasonable extrapolation, from continuing lincarly
the decreasing reflectance, to a constant, to free carrier-like behaviour which joins
smoothly at the lowest measured frequency and approaches one at zero {requency
gives qualitatively similar behaviour for the conductivity above 60 cm™', ie. at 10 K
a large peak centered near 100 cm™". In fact, even joining smoothly with a Drude-like
function at 150 cm™! and thereby neglecting the decreasing low frequency reflectance

completely does not change this result qualitatively. As can be seen from figure 4.5 the
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Figure 4.5: Low-{requency ab-plane reflectance of a PbaSry(Er/Ca)Cus0s single crys-
tal at 10 KK, (solid curve) and a Pb,Sry(Y/Ca)CusOg mosaic at 1.2 K (dashed). Note

the presence of a broad peak in the 100-150 cm™! region in both cases.

data for the mosaic of crvstals indicates that the reflectance rises towards unity with
decreasing frequency below the peak and thus a Drude-like extrapolation consistent
with this observed behaviour was chosen in the final analysis.

Note that although the antiresonances are prominent in the reflectance, they
appear in the optical conductivity as relatively small features on the slowly decreasing
background above 400 cm™!, while the more subtle evolution of the low frequency re-
flectance structure with temperature gives rise to considerably more dramatic changes.

Comparison of the 300 and 83 KX normal state optical conductivity shown
in figure 4.7 reveals what appears to be a broad band centered near 200 em™' and
extending to approximately 400 cm~! which grows in intensity as the temperature is
lowered. The progression of this feature with temperature can be more clearly seen
in figure L8 which shows the (smoothed for clarity) conductivity below 400 cm™!
at several temperatures in the normal state. The dc-conductivities at 300 and 85

K, calculated from the measured resistivity shown in figure 3.7(a) of chapter 3, are
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marked along the vertical axis. Note that they are noticeably lower than the value
of the frequency dependent conductivity maximum, indicating that the mid infrared
continuum is making a considerable contribution. That is, it shall be shown that
as for the other cuprates, this band can be deconvolved into two optical channels, a
strongly temperature dependent, but in this case quite weak, Drude component due

to the free carriers, in addition to a mid infrared bound carrier contribution.

2500 T L] T L L] L] L)
85 K
2000 -
o -
'e
S 1500
_ 55 K
i
£ 1000+
6' J
5009300 K Pb,Sro(Y/Ca)CusCs ]
-
1 Ella,b Normal State A
0 T T T T T T T
0 100 200 300 400

Frequency (em™")
Figure 4.8: Temperature dependence of the low-frequency ab-plane normal state con-
ductivity. The temperatures between 85 and 300 K are 150, 200 and 250 K. The

dc-conductivities at 85 and 300 K are marked along the vertical axis. A considerable

contribution from the mid infrared absorption band is inferred.

Figure 4.9 shows the evolution of the optical conductivity as the temperature
is lowered below T. (again, smoothed for clarity). The gradual development of this
strong broad peak centered near 100 cm™! is observed.

A finite frequency peak in the superconducting state optical conductivity
is unusual. In YBa;CuaO;_; the generally accepted interpretation of the optical
properties derived from reflectance and transmission studies is that the conductivity

in the normal state Drude peak disappears below 7. into a delta function at the
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Figure 4.9: Evolution of the low-[requency «b-plane conductivity with temperature

below T..

origin; the evidence being derived from model fits (discussed in Appendix B) which
bear out a rapidly collapsing scattering rate for the Drude carriers below Te,[75] and
the observation of an w2 dependence to the real part of the dielectric function, ¢,
below T..[45, 49] This last point can be understood by considering the form of e,;
given for a classical oscillator with center frequency w,, scattering rate, I' and plasma

frequency wy, by:
]

2 2
L“";‘.1("“'..-, W )

(“‘"g — h."") )2 + \'-b'g F? *

(4.2)

€ =

For Drude carriers w, = 0. If the scattering rate collapses below T, (ze. the system is

in the clean limit) then [ is also zero. Equation 4.2 then reduces to:

€ = —2, (4.3)

w?

so that a plot of ¢; as a function of w™? is lincar with slope —w?. In general the plasma
frequency derived by this method is in reasonable agreement with the oscillator-fit

value for the normal state just above T, lending support to this view.

N

N



An increasing body of knowledge is however surfacing, primarily from bolo-
metric absorption measurements which are more sensitive to the level of the low
frequency absorption, which indicates that the situation is not this simple. The bolo-
metric absorption measurements of both Pham et. al.[66) and Miller et. al[63] as well
as carcful temperature dependent reflectance measurements of Renk ef. al[61} point
towards a non-zero rising conductivity at low [requencies, which seems to increase
in magnitude as the quality of the sample improves.[63] As an example, in figure
4.10 the low temperature conductivity of Pb,Sra(Y /Ca)CuzO;p is compared with the
bolor;letric absorpt.ion-derived result for YBa,CuaQr_s of Miller ef. al[65]. It is seen

that the absolute magnitude of the absorption is similar in the two materials. Renk
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Figure 4.10: Comparison of the low-temperature ab-plane optical conductivity of
YBa,;Cus0;.5 derived {rom a bolometric absorption technique by Miller ef. al. with
that of PbaSr2(Y/Ca)CusOs. In both cases a strong low frequency absorption fea-
turc is observed which appears to be centered at zero {or very low) frequency in
YBa,Cuz0;_5 and near 100 cm™! in PbaSra(Y/Ca)Cuz0s. The origin of this absorp-

tion in these two materials may be related.

et. al. fit their low temperature (10 K) result for a YB2,Cu3z0;_s film with a zero
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frequency centered oscillator of width T' = 11 em™! and a plasma [requency of 7800
em~!. Although, as a result of sample to sample variation in the strength of this
feature Renk ef. al. suggest that it is of non-intrinsic nature, arising from intergrain

or impurity-induced absorption by normal carriers.

The peak in the optical conductivity of PbySra(Y/Ca)Cuz0s may be related
to this rising low {requency conductivity in:_'t}"Ba.gCusO-,-_.s. The fact that it develops
suddenly upon entry into the superconducting state suggests:that it is associated with
the superconducling carriers. As discussed above one way of determining the amount
of spectral weight translerred to low frequencies upon entry into the superconducting
state is to examine the w=? dependence of ¢,. For a finite frequency peak at w, this
behaviour is obeyed to a good approximation for frequencics above w, 4 I'. When
this procedure is carried out for Pb,Sr2(Y/Ca)Cusz0y for frequencics between 200
and 700 em™! at 10 K a value of 4250 cm™ is obtained for w,. Note that the 10
K conductivity is comprised of a component due to the superconducting carricrs as
well as a mid infrared contribution. Since the mid infrared band is very wide (T is
large) and it is centered near the region of interest so that (w? —w?®) in equation 4.2 is
in comparison small, its contribution will be minimal. It can however be taken into

account using the following approach.

With the derived estimate for w, of 4250 em™" and the known de-resistivity
just above T. in the normal state (0.75 mf) cm) the Drude contribution to the 85
K dielectric function can be evaluated and subtracted leaving the mid infrared com-
ponent. Assuming that this component is temperature independent between 10 and
85 K, it is then subtracted from the 10 K dielectric function and w, is re-eviluated;
this time yielding a value of 4500 cm~'. The Drude contribution to the 85 K optical
properties is then re-evaluated and the mid infrared component re-determined as il-
lustrated for the optical conductivity in figure 4.11. This new estimate for the mid
infrared contribution is once again subtracted from the 10 K dielectric function and

w, is again evaluated to be 4500 cm™' as shown in figure 4.12, indicating that a self-
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Figure 4.11: 85 K normal state ab-plane optical conductivity of PbySra(Y/Ca)Cus04

(solid curve). The smooth curve (long dashes) is an estimate of the Drude contribution

as described in the text. The short-dashed curve shows the difference and represents

the mid infrared contribution.

consistent value has been reached. The relative insensitivity of €; to the mid infrared
component is manifest in the small difference between the original estimate (4230
cm™'} and the final result (4500 cm=!). This value of 4500 cm™! for w, corresponds
to the combined oscillator strength of the peak centered at 100 cm™! [w,(peak)] and

the zero frequency delta function condensate [w,(§)] according to:
wﬁ(to!a[) = wz(peak) + w§(6). (4.4)

Figure 4.13 shows the 10 I conductivity with the mid infrared component of
figure 4.11 subtracted. The remaining conductivity above 200 cm~! may be due to
temperature dependence of the mid infrared band or to the high frequency tail of the
Lorentzian-like absorption peak. Integrating the area under this broad low frequency

peak up to 200 em™! according to the sum-rule:

we
/ oy(w)de =

o5 [vﬁn

(1.5)
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PbaSr2(Y/Ca)Cu;z0g at 10 K with the mid infrared contribution subtracted.

where we is the cutoff frequency (in this case 200 em™!), using, arbitrarily, a lincar
extrapolation to zero conductivity at zero frequency as shown by the short-dashed
curve in figure 4.13, a value of 3900 cm™! is obtained for w,(peak). A sharper gap-like
cut-off (long-dashed curve in figure 4.13) vields a value of 2150 cm™!. Using equation
4.4 values of 2250 and 4000 cm™! are thus found for w,(8) respectively. The fraction.
f of the total free carrier spectral weight in the peak is determined from:

_ w?(peak)
w3(total)’

f (4.6)

For the two cases considered [ = 0.75 and 0.23 respectively. That is up to three-
quarters of the total itinerant carrier spectral weight above T, may be transferred
below T, into this finite frequency peak.

Interpretation of this behaviour is difficult along conventional lines. One
possible explanation for the appearance of the finite frequency peak is that in concert
with the onsel of superconductivity there is, for example, a change in the magnetic

ordering resulting in the formation of a low {requency gap. If the superconducting
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Figure 4.13: 10 K conductivity of ab-plane oriented PboSr,(Y/Ca)CuszOg with the

mid infrared contribution subtracted. The long- and shori-dashed lines show the

extrapolations to zero frequency used in the sum-rule analysis discussed in the text.

gap is anisotropic, a possibility that is being presently explored in the literature,[76]
then portions of the Fermi surface can be gapped by the magnetic excitation and
other parts by the superconducting condensate. Superconductivity-induced magnetic
structure changes Lave been observed in La,_Sr,CuOy_s by Mason ef. al[77] us-
ing neutron scattering methods. As discussed in the previous chapter both resistivity
and magnetization measurements indicate unusual behaviour in PbaSr2(Y/Ca)Cuz0s
within a few degrees of T,. Since infrared spectroscopy probes the zpectrum of charge
excitations one might not expect the technique to be sensitive to spin excitations.
However, Barker ¢t. al[78] and Bonn et. al[79] have shown that in chromium and
URu.Sia respectively the development of a spin-wave state can be clearly seen in the
reflectivity-derived optical properties. In these materials a peak in the conductivity
sets in abruptly at the Néel temperature in agreement with theoretical considerations
which predict a temperature dependent gap that removes a fraction of the Fermi sur-

face leading to an absorption threshold in the infrared spectrum. Preliminary muon
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spin rotation (#SR) results for Pb,Sr(Y/Ca)CusOs find no evidence for sialic mo-
ments down to 2.5 K in zero field experiments.[42] This does not rule out a fluctuating

moment associated with a spin density wave.

In principle for the present situation one would expect to sce a second ab-
sorption threshold corresponding to the superconducting gap. The absence of such a
threshold could indicate that as in YBayCuazOs-s and BiaSt2CaCua0y in the ab-plane
this system too is in the clean limit such that essentially none of the normal state
conductivity remains to be gapped. This is likely true although upon examination
of figure 4.13 one can discern a small second absorption edge near 200 cm™. As
pointed out however, the remaining conductivity above 200 cm™! can be equally well
attributed to temperature dependence of the mid infrared band below T¢ or to the

high frequency tail of the 100 em™' centered absorption.

Some discrepancy exists with the magnetization derived result for the zero
temperature penetration depth which suggests that w, associated with the supercon-
ducting condensate, ie. wpy(§), is 6060 cm™!, while the inlrared measurements yield
only 2250-4000 cm™? (depending on the low frequency extension for the integrated
spectral weight — see figure 4.13). It should be kept in mind that this valuc of 6000
cm~! is based on a model-dependent extrapolation to zero temperature of data in a
narrow region near T, although, the preliminary uSR results for PhySry(Y /Ca)CuyOy
yield an experimental low temperature value that is the same within experimental
error as the estimate from the magnetization measurements.[42] For the cuprates
such missing conductivity estimates of the plasma frequency arc often found to be

somewhat lower than the values derived from magnetization and SR experiments.

One point that may be of relevance to the scemingly unusual aspects of the
optical conductivity of PhySra(Y/Ca)Cus0p is the likely presence of significant disor-
der in this system. An important difference between PbySra(Y/Ca)CusOg and other
structurally similar cuprates is the location of the charge reservoir. In YBa;CuyOr-s

holes are doped into the CuQO, planes by oxidation of the CuQj chains. These two
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layers are separated by a BaO buffer. Similarly in Bi,Sr,CaCu,0s a SrO layer sep-
arates the CuQ, planes from the BiO layers which are believed to be the source of
the doping. In 'PbQSrg(Y/Ca.)CusOs the doping results from chemical substitution
in the Y layer within the double CuO. plane complex. Due to the close proximity
of the doping siles to "the‘lCuOQ planes the physical properties may be susceptible
not only to changes in the level of doping but also to variation in the surrounding
environment. The unusual behaviour of the optical conductivity may thus reflect a

higher sensitivity to the disorder invoked by the chemical substitution.

Note that the situation is similar for La;..Sry,CuQ4_s. Here as well the
doping is by chemical means, and takes place in the LaO layers which are directly

adjacent to the CuQ, plane.

Another closely related point is that YBa;CuaO;_s with 6 = 0 is a stoi-
chiometric compound, as is nominally Bi;Sr;CaCu,0g, while Pb,Sry(Y/Ca)Cus0s is
not. Thomas has recently discussed problems associated with interpreting results de-
rived from non-stoichiometric materials, the main issue being the homogeneity of the
sample relative to the length scale characterizing the experiment.[80] For the optical
conductivity Thomas suggests that macroscopic effective homogeneity arises when the
spatial variation of the impurity or substitution is smaller than the inelastic scattering
length, [, such that the average distribution over a length scale of the order Ty, is
constant. For the cuprates this is typically of the order 10-100 unit cells. Thus for
Pb,Sre(Y/Ca}Cu30; one would require the Y:Ca ratio (approximately 7:3) to be con-
stant over this distance. Reproducibility and a normal to superconducting transition
which takes place over a narrow temperature range are suggested characteristics which
indicate good homogeneity. Both criteria are satisfied by the PbaSro(Y/Ca)Cus0s

crystals studied here,

As alluded to above, a view that is beginning to emerge is that the super-
conducting energy gap in the cuprates may be anisotropic in nature. Nodes (zeroes)

of the gap function on the Fermi surface would allow finite conductivity within the
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Figure 4.14: Ratio of superconducting to normal state (83 K) ab-plane conductivity

of PbaSra(Y/Ca}Cu30g at 10, 40 and 60 K.

gap. The quantity that is often used to compare with theory is the ratio of the su-
perconducting to normal state condﬁctivit.y, shown for Pb,Sra(Y /Ca)CusOg al three
temperatures in figure 4.14. Theoretical modeling of an anisotropic superconductor
in the clean limit indicates that under strong scattering conditions a peak can arise
for this ratio centered at a frequency below 2A (81, 82, 83] (where A is the supercon-
ducting energy gap), in qualitative agreement with what is observed in figure 4.1..
One caveat that should be pointed out is that in theoretical treatments, the normal
state conductivity, oy, corresponds to the same temperature as the superconducting
state. That is, the scattering rate, I is the same for both oy and os. In conventional
type | superconductors, this can be measured experimentally by causing the sample
to revert to the normal state via application of a magnetic field. For the cuprates
on is measured at a temperature above T, while o5 is measured at the lowest ex-
perir{‘lentally accessible temperature in order to compare with T= 0 predictions. Due
to the rapid suppression of the quasiparticle scattering rate below T, I'n(7" > 77}

is much larger than I's(T & 0). It is not known what Tn(T == 0) is, and thus some
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caution must be exercised when making such comparisons.

4.5 Low Frequency c-axis Optical Properties

[n this section a discussion of the optical properties of Pb,Sry(Y/Ca)Cu3Os along
the c-axis is presented which in principle should be simpler to interpret since the
complication of the mid infrared absorption is absent although a new one is added
by the unscreened c-axis phonons. Their contribution to the optical conductivity can
however be quite reliably removed since they are sharp, distinct, and have a lineshape

that is easily modeled.

The c-axis conductivity of YBa,CuzOs_s has been evaluated by several
groups with similar results;[84, 83, 86, 87] the most recent being a careful and detailed
study by Homes et. al.[8T]. The work of Homes ef. al. indicates that the low frequency
normal state background conductivity, obtained by subtracting the contribution of
the prominent c-axis phonons, can be modeled by a free carrier Drude response with
a large scattering rate of the order of several thousand wavenumbers. An estimate of
the mean frec path, [, reveals however that the transport along the e-axis cannot be
conventional free-carrier absorption because a number smaller than the lattice spacing
is obtained. The zero-frequency centered peak also rules out localization as the source
of the c-axis scattering since in that case a finite {requency-centered peak is expected.
In the superconducting state the conductivity is depressed with respect to the normal
state conductivity for frequencies below approximately 700 cm™!, remaining finite to
the low frequency experimental limit of the data. The missing conductivity goes into
the delta function at the origin. Here as well there is approximately a factor of two
discrepancy with the estimates for the condensate spectral weight from magnetiza-
tion and SR experiments; the infrared measurement being lower. Homes et. al. find
that the temperature and frequency dependence of the superconducting state c-axis

conductivity is in better agreement with a model for an anisotropic gap than for a
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Figure 4.15: Normal (85 K) and superconducting state (10 I\) reflectance of a mosaic

of five PbySra(Y/Ca)Cuy0s crystals for El|c.

conventional isotropic BCS gap.

With the exception of YBa,CusO;_s to date very little work has been done on
the low frequency c-axis optical properties of the cuprate superconductors. Recently
Tamasaku et. al. have examined the temperature dependence of the c-axis conductiv-
ity in Las_,Sr,Cu0,_;.[88] The present measurements of PbhaSra{Y/Ca)Cuz0y thus
correspond to only the third cuprate superconductor to be investigated in the super-
conducting state along the c-axis.

Figure 4.15 shows the reflectance at 85 K in the normal state compared to
that at 10 K in the superconducting state for PbaSra(Y/Ca)CuyOs along the c-axis.
The most significant changes occur at low {requencies where in the superconducting
state the reflectance rises dramaiically towards unity similar to what has been oh-
served in YBa,Cu30,_;s. At higher frequencies the level of the superconducting state
reflectance is lower than that of the normal state. The Kramers-Kronig derived optical
conductivity is shown in figure 4.16. The phonons clearly make a large contribution.

Since it is the background conductivity that is of primary interest, the phonons were
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Figure 4.16: Kramers-Kronig derived optical conductivity of PbySra(Y/Ca)Cu;0;5 in

the normal (85 K) and superconducting (10 K) states for Ej|c.

fitted individually over a small frequency range with a linear background and a Fano-

lineshape of the form:

(g +¢)?
o1(w) = A+ Bw +c(1+

Ok (4.7)
where ¢ = 1—'—1 and allows for an asymmetric lineshape. All phonons were symmetric
(that is, in the fit ¢ is large and hence there is little interaction with the electronic
background) cxcept for the 485 ¢cm™! mode which is noticeably asymmetric. The
fitted contribution of the phonons to the conductivity of figure 4.16 is shown in figure
4.17, while the remaining background conductivity is plotted in figure 4.18.

‘The normal state background is relatively featureless, showing perhaps a
broad maximum near 450 cm™!, which could be indicative of a hopping-type trans-
port. The superconducting state conductivity on the other hand shows three distinct
features; a prominent decrease from the normal state value beginning near 700 ¢cm™!
and reminiscent of the behaviour of YBasCusO:_s, 2 gap-like region between 250

and 300 cm~'. and once again, a low frequency absorption. It is difficult to discern
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Figure 4.17: Fitted contribution of the phonons to the E|| ¢ conductivity of

Pb,Sra(Y/Ca)Cus0p at 10 and 85 K. The only mode with a noticeable assymetric

lineshape is that at 485 cm™'.

whether this latter feature is zero- or finite-frequency centered although there does
appear to be a maximum near 125 em™'. The similar energy scale of this featurc
with the peak observed in the ab-plane conductivity suggests that they may be of the
same origin.

Further evidence comes from a sum-rule analysis. Choosing extrapolations to
zero-frequency as shown in figure 4.18, the eflective plasma {requency corresponding
to the integrated spectral weight according to equation 4.5 between zero and 700 em™
in the normal state is 880 cm~'. For the superconducting state 605 cm~' is obtained.
The missing spectral weight corresponding to 275 cm™! resides in the deita function
condensate. The integrated spectral weight under the superconducting state low
frequency absorption feature corresponds to a plasma frequency of 385 cm™!. Note
that the ratio of the plasma frequency corresponding to the zero-frequency condensate
along the c-axis to that in the ab-plane, (0.07-0.12) is close to the corresponding ratio

for the low frequency absorption, (0.10-0.18), indicating that the division of spectral
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weight between these two processes is similar along the c-axis to that in the ab-plane.
B ab
The extent of the anisotropy [approximately 8-10 for “T:f'ﬁ- = (-,’f::)%] is moderate as

expected {rom the results of the previous chapters.

The ratio of the superconducting state to normal state conductivity is shown
in figure 4.19. Comparison to zero temperature model calculations for various gap
symmetries[81, 82} shows no quantitative agreement with figure 4.19, although qual-
itatively once again, due to the presence of finite conductivity at low frequencies an

anisotropic order parameter may be indicated.

4.6 Conclusions

In summary, the temperature dependence of the normal and superconducting stalc
optical conductivity has been presented for PbaSry(Y/Ca)CuaOp both in the ab-plance
and along the c-axis. Due to the intrinsically lower reflectance of this material the
evolution of the optical conductivity with temperature is qualitatively unaflected by
the choice of low frequency extrapolation in the Kramers-Kronig procedure. Bolh
orientations reveal unconventional behaviour in the superconducting state. Along
with the observation of a condensation of superconducting carriers there is a redis-
tribution of a portion of the normal state Drude spectral weight into a peak centered
near 100 cm™}; the origin of which is yet unknown. Although it is not proposed thal
this behaviour is universal to the cuprates there is evidence in the literature that
in YBasCusOs_; too there is, for the ab-planc at least, some low [requency spec-
tral weight which does not reside in the delta function condensate. This suggests
that there is still room for some re-examination of the present interpretation of the
superconducting state optical conductivity of the cuprate superconductors in general,

In the following two chapters the emphasis switches from the superconducting
state to some of the more unusual aspects of the normal state optical properties of

Pb,Sr,RCu304. In particular the evolution of the phonon structure with doping will
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be examined. The discussion will lead to an explanation for 2 detail of the normal

state optical properties of the cuprates that has been unresolved since the start of

i

high-T, work in 1986.



Chapter 5

The Superconductor—Insulator

Transition in Ca—Free

PbQSI‘QRCUSOS

5.1 Insulating, Lightly Doped and Poorly Metal-

lic Materials

As discussed in chapter 1 the insulating parent compound PhySraRCuyQg where ‘R
is a rare earth can be made superconducting with T, 80 K by partial substitution of
divalent calcium for the trivalent rare earth. The properties of PhaSralRy-CaCuyOy
with R = Y and = = 0.3 have been the focus of the last three chapters. In this chapter
we will examine the series of rare earth substituted Ca-free compounds Ph;SraRCus0y
with R = La, Ce, Pr, Nd, Sm, Eu, Gd, Th, Dy, Ho, and Y. In the apparent absence of
a doping mechanism each of these compounds is expected to be clectronically insulat-
ing. Surprisingly however the system is found to undergo a metal (superconductor)-

insulator transition as a function of increasing ionic radius of the rare carth.

104
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5.1.1 Resistivity

The eb-plane dc-resistivity of the series of single crystal samples was measured us-
ing the van der Pauw four probe technique as discussed in Chapter 3. The samples
were polished to uniform thickness in order to ensure an accurate absolute value for
the purposes of comparison. Figure 5.1 shows the temperature dependence of p for
selected members of the series. An insulator-superconductor (I-S) transition takes

place between R=Sm and R=Eu. Note that for R=Eu the ab-plane resistivity shows a
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Figure 3.1: ab-plane de-resistivity for selected members of the Ca-free PbaSroRCusOs

series. Note the superconductor-insulator transition which takes place as a function

of increasing ionic radius of the rare earth ion.

negative temperature coefficient at temperatures below approximately 200 K, turning
up noticeably before undergoing the transition to the superconducting state.  This
may indicate that the I-S transition is three dimensional in nature. In a two dimen-
sional transition the resistivity extrapolates to a temperature independent constant as
T— 0 at the I-S transition, with a sheet resistance of the order h/4e? x 6.5k where

h is Plancks constant and e is the electron charge.[89] In BiaSr,CaCu,Qs, which is
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highly anisotropic and significantly more two dimensional than PbaSra(Y/Ca)CuaOs,
a S-I transition can be induced by partial substitution of a trivalent rare carth such
as Y for divalent Ca. Mandrus el. al find that a sheecl resistance of 8§ kQ sepa-
rates superconducting and insulating ground states in a series of such Y-doped single
crystals.[90] In another study, Seidler ef. al. find a value near 14 k{2 at the magnetic
field-induced S-I transition in an oxygen-reduced single crystal of YBaaCuzOr_s with
a T, of only 2 K.[91] Extrapolation to zero temperature is difficult for the curves of
figure 5.1 although it is clear that the sheet resistance will be more than an order of
magnitude larger than h/4e®. (The sheet resistance is obtained by dividing the mea-
sured resistivity by the distance between conducting two-dimensional layers, ie. the
c-axis lattice constant if one assumes that the two CuQ, planes are coupled). Further
evidence for the three dimensional nature can be derived from the measurements of
the c-axis resistivity shown for R= Eu, Dy in figure 5.2. In both cases measurements
on three different crystals were carried out to obtain an estimate of the uncertainty in
the absolute value. Clearly as for the Ca-doped compound discussed in chapter 3 the
anisotropy at these doping levels is still moderate {approximately one to two orders
of magnitude at room temperature) although the extent of the anisotropy appears
to increase somewhat as the level of doping decreases. That is, the c-axis resistivily
increases at a comparatively larger rate as the samples become less metallic in the
ab-plane. This is similar to the trend observed in YBa,CuyOz_g as é decreases and

T. is lowered.[91, 92]

5.1.2 Mid Infrared Reflectance

That a metal-insulator transition takes place as a function ol increasing ionic radius of
the rare earth can also be deduced from measurements of the room temperature mid
infrared (MIR) reflectance, shown for ail members of the series with the exception of
R= La in figure 5.3. The measurements were carried oui using a Bomen/Spectra-

Tech infrared microscope with a liquid nitrogen cooled [g-Cd-Te detector. Clearly the
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Figure 5.2: Anisotropy in the de-resistivity of PbaSroRCusOs with R= Eu, Dy. Three
measurements of the c-axis resistivity are shown for each (unlabelled curves) in order
to gain some [eeling for the extent of the uncertainty in the absolute value. Note
that the anisotropy which is moderate at these doping levels increases somewhat as
the level of doping decreases (ie. the c-axis resistivity increases at a comparatively

higher rate than the ab-plane resistivity).

samples with R= Y, Ho, Dy exhibit a metallic-like MIR reflectance which decreases
linearly with increasing frequency similar to that of Ca-doped PbySro(Y/Ca)CusOs
in the ab-plane while R= Ce, Pr, Nd exhibit the essentially flat and featureless spec-
trum characteristic of an insulator. The reflectance of R= Sm, Eu, Gd, Tb appears
intermediate in nature, evolving from exhibiting a very small rise at low frequencies

(Sm) to increasingly larger plasma-like edges indicating a growing metallicity.

5.1.3 Classification

Based on the observations of the previous two sections regarding the electronic char-
acter of these materials the series can be divided into three groups; (1) insulators,
(2) lightly doped materials and (3) poor metals. The classification is summarized in

figure 5.4 which also indicates where the I-S transition takes place. The only excep-
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Figure 5.3: Mid infrared ab-plane reflectance of the Ca-free PboSraRCuaOy series.

tion to the trends summarized in figure 5.4 is Tb, which although it was found to
exhibit a doping level comparable to the other lightly doped materials according to
the MIR reflectance measurements (figure 5.3) did not undergo a superconducting
transition; exhibiting instead a temperature induced metal-insulator (M-I} transition
in the resistivity (figure 5.3). This point will be revisited when the doping mechanism

is addressed in section 5.1.3.

5.1.4 MIR Transmission Measurements of R= La, Ce

The omission of a reflectance spectrum for R= La in figure 5.3 was intentional. When
both La and Ce were examined, interference fringes were observed in the reflectance.
In the curve shown for Ce in figure 5.3 the fringes were removed. The presence of
fringes suggested that these materials were transparent to the MIR radiation. Sub-
sequent room temperature transmission measurements carried out using the Bomem
interferometer confirmed this conclusion as shown in figures 5.6(a} and (b) for La and

Ce respectively. The transmission spectra are referenced to a hole. Absorption duc
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Figure 5.4: Summary of trends in the electronic structure of the Ca-free
Pb,SraRCu304 series. The series is divided into three groups; (1) insulators, (2)
light.ll"y doped materials, and (3) poor metals. The S5-I transition takes place within
the li\é‘htly doped group between Sm and Eu. The only exception is Tb, marked with
a star instead of a solid circle, which does not undergo a superconducting transition
in spite of the fact that the room temperature MIR reflectance indicates a carrier

density comparable to the other lightly doped and superconducting members.

to phonons at low frequencies can be clearly seen. These results suggest that even
within the insulating group of materials there is a progression from very insulating

(and transparent) to less insulating character.

An interesting possibility for further work presents itself in that these mate-
rials would be ideal for photoinduced absorption experiments where changes in the
optical properties arising from photo- as opposed to chemically-doped carriers are
investigated. In a photoinduced absorption experiment the changes in transmission
are monitored as carriers are created via photoexcitation using a laser. Photoinduced
absorption studies performed on non-superconducting derivatives of the cuprates have
shown that the MIR band can be photoinduced.[93, 94, 95] As of yet the measure-
ments have been carried out on semiconducting thin film samples or with a powder of

undoped material eg. YBa;CuyQg,s embedded in a transparent matrix such as KBr
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Figure 5.5: ab-plane de-resistivity of a R= Tb crystal showing the absence of a super-

conducting transition and a temperature induced metal-insulator transition {Crystal

1}. A second crystal showed only semiconducting behaviour indicating considerable

crystal to crystal variation as well.
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Figure 5.6: Bulk MIR transmission measurements of {a) La and {b) Ce single crystals

referenced to a hole. Note the phonon absorption at low frequencies.
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because crystals of YBasCugOgss have not been prepared with low enough doping
levels to allow bulk transmission. This results in the complications of either interpret-

ing data for an unoriented sample with possible unwanted effects from the transparent

medium or being limited by the dielectric properties of the thin film substrate.

5.1.5 Cation Vacancy Mechanism

The nature of the hole doping in this series is curious. It is unrelated to oxygenation
of the Cu(l) layer since the crystals are synthesized and annealed in a nitrogen at-
mosphere to avoid excess oxygen which, as discussed in the introduction, in contrast
to YBaCuzOs.s is detrimental to the superconducting properties of this system.

Based on crystallographic and elemental analyses a cation vacancy mech-
anism has been proposed[20] to explain the M-I tranmsition in the Ca-free
Pb,ySraRCu,y0p series elucidated via the resistivity and MIR reflectance measure-
ments discussed above. While the evidence will be summarized here, the reader is
referred to references [20], [21], and [22] for further details.

Refinement of single crystal x-ray diffraction data indicated an electron de-
ficiency of the order of 9% at the rare earth site for the lightly doped and metallic
crystals R= Eu, Tb, Dy, while the site was determined to be fully occupied for those
with R= La, Nd, Pr (insulators).[21] This electron deficiency is the source of the
hole doping in the lightly doped and metallic members of the series. There are two
possible explanations; partial substitution of the site by a divalent ion such as Sr, or
alternatively, by vacancies. Energy Dispersive X-ray Analysis showed no detectable
Na content which might have provided another possible divalent substitutional ion
due to its presence in the flux.{20] The crystallographic analysis cannot distinguish
between these two models in that a 23% strontium excess will account for the ob-
served clectron deficiency equally well as 9% vacancies, although since strontium is
significantly larger than both calcium and the rare earth ions the former would seem

the least likely of the two models.
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Elemental analysis via electron probe microanalysis and inductively coupled
plasma/mass spectroscopy seems to confirm the cation vacancy hypothesis by showing
within experimental error a fully occupied rare earth site for the insulating members
of the series, no evidence for a strontium excess, and a deficiency of the order of
the expected 9% at the rare earth site in those crystals exhibiting lightly doped or

metallic character.[20]

Further evidence that the doping in this series is promoted by cation va-
cancies at the rare earth site arises from work on polycrystalline samples.[20] In
polyerystalline form it is possible to prepare stoichiometric (that is, containing a fully
occupied rare earth site) samples of PbySraRCu30g with smaller rare earth ions, eg.
R = Y. As expected an insulating and non-superconducting compound is obtained
(Rgure 5.7 inset). When rare-earth vacancies are intentionally incorporated into the
samples, superconducting behaviour begins to appear (main figure). These observa-
tions thus further corroborate the proposed cation vacancy doping mechanism for the

Ca-[ree single crystal Pb,Sr,RCu304 series.

Now the situation for the Tb crystals is brielly re-addressed. The crystallo-
graphic electron density at the rare earth site was found to be lower for R=Th {4.5%)
than for R= Eu, Dy (9.4% and 8.9% respectively);[21] both of which exhibit a super-
conducting transition. Since Tb has a stable 4% valence state considerable care was
used during synthesis to promote the 3* valence.[28] [t is thought that despite the
precautions taken the suppression of superconducting behaviour may arise from the
presence of a small amount of Tb*t which will absorb heles doped into the system

via the cation vacancics.
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Figure 5.7: dc resistivity of a stoichiometric powder sample of PbySrsY CuzOg showing
insulating and non superconducting character (inset). The main figure shows that
intentional incorporation of vacancies at the rare earth site leads to superconducting

behaviour.
5.2 Infrared Optical Properties of the M-I Tran-
sition

In this section the evolution of the optical properties as the Ca-free PbySroRCu3Qg se-
ries progresses through the metal-insulator transition will be examined. As described
in chapter 4, reflectance data is collected and then analyzed via Kramers-Kronig

analysis and model fits to the dielectric function.

5.2.1 Experimental

The reflectance ineasurements were carried out on both mechanically polished (R= Y,
Ho., Dy, Gd, Eu, Sm, Nd, Pr) and natural (R= Th, Ce, La) surfaces, in both the ab-
plane (R= Y, Ho, Dy, Tb, Gd, Eu, Sm, Nd, Pr, Ce, La) using an unpolarized source
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and along the e-axis (R= Dy, Gd, Eu, Sm, Nd) with polarized radiation. A mosaic
of crystals was not required to investigate the c-axis reflectance, since these Ca-free
PbeSraRCus0g samples were large enough (the c-axis dimension ranged from 0.2-0.5
mm while the in-plane dimension was typically 0.5-1.0 mm) to allow measurement of
an individual crystal.

The details of the experimental procedure are essentially identical to those
outlined in chapter 4. The far infrared (FIR) reflectance measurements were carried
out using a home-built rapid scan Michelson-type interferometer with focused optics.
The crystals were mounted in a continuous flow cryostat, the temperature of which
could be varied from 10 K to room temperature. For most members of the series only
temperatures above liquid nitrogen (77 K) were investigated with the exception of R=
Y, Ho, Eu, Sm in the ab-plane and R= Dy along the c-axis which were also examined
at liquid helium temperatures. In the mid infrared the reflectance v.as measured at
room temperature using the above arrangement and/or the Spectra-Tech infrared
microscope while room temperature near infrared-visible measurements were carried
out with the appropriate detector-filter combinations as outlined in chapter 4 using
the SPEX grating spectrometer. As before, the absolute value of the reflectance was
determined by accounting for geometrical scattering losses via in silu evaporation of
a metallic ilm (Au or Al) onto the surface of the sample. The coated sample was
remeasured and the absolute value of R given by the ratio of spectra before and alter

plating, corrected for the absolute reflectance of the metallic film.

5.2.2 High Frequency ab-plane Electronic Structure

The high frequency near [R-visible measurements were again only carried out for
ab-plane oriented samples due to the inavailability of an appropriate polarizer beyond
5000 cm~!. To establish the general trends in the evolution of the high [requency
ab-plane electronic structure it was considered sufficient to examine only one or two

representative members from cach of the three groups of materials.
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The reflectivity from 100-30000 cm™! is shown on a log — log plot for several

such representative members of the series in figure 5.8,
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Figure 5.8: ab-plane reflectivity of representative members of the PbySr;RCu3QOg

series over a wide frequency range. Note the log — log scale.

The reflectance of the insulator (Pr) shows structure due to phonons at low
frequency, is essentially flat and featureless in the mid infrared region and then de-
velops a series of peaks beyond the infrared region of the spectrum resulting from
interband transitions. The peak near 14000 em™ is due to the onset of charge trans-
fer excitations while those near 22000 and 27000 cm™! arise from another interband
transition within the CuO, planes and from O(2)p.-Pb_ , transitions respectively as
discussed in the previous chapter. Light doping (Eu) brings about growth in the
low frequency reflectance; the phonons, all still evident, are now superimposed on
a background absorption. the mid infrared reflectance develops a small plasma-like
edge, and the Cu-O charge transfer peak decreases in magnitude. These changes
become more pronounced for the more metallic samples (Dy and Y); the phonons
become less prominent, the plasma edge shifts to somewhat higher frequency and the

14000 cm™! peak continues to decrease in intensity. Recall as well that this peak was
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comparatively weak in the Ca-doped sample examined in chapter 4.

Interpretation of the progression from insulator to metal can be more readily
facilitated by examining the optical conductivity (figure 5.9) obtained via Kramers-

Kronig transformation of the reflectivity data of figure 5.8. In order to evaluate the
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Figure 5.9: Real part of the ab-plane optical conductivity of representative members of
the PbaSraRCu30g series over a wide {requency range. The inset shows the integrated

spectral weight as a function of cutoff frequency, we.

Kramers-Kronig integral a Drude extrapolation was used at low frequencies with a
scattering rate and plasma {requency consistent with the measured de-resistivity for
metallic samples while a constant was used for insulators. At high frequencies the ab-
plane data of Kircher e, al.[68] for a single crystal of Pb,Sry(Y/Ca)CusOg was used
from the end of the data of figure 5.8 (30000 cm™!) to the end of theirs (47000cm™})
followed by that of Romberg et. al.[70] for YBa;CusO;_5 up to 50 ¢V. Above this an
w™ power law was used.

Figure 5.9 shows clearly a transfer of spectral weight from high frequencies to
the mid and far infrared with increased doping. Note that the maximum of the mid

infrared band shifts to lower frequencies as its strength increases. This effect has also
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been seen in YBaCuzOr—5 and Lua_SryCuO.-s (references [62] and 9] respectively).
The inset of figure 5.9 shows the plasma frequency, w,,, obtained by integrat-

ing the conductivity up to a cutoff {requency, w,, according to the partial sum-rule:
2
We 73]
j odw = 2= (5.1)
8
The effective number of electrons contributing to the optical conductivity below the
cutoll [requency is given by:

]
mVeenwy,

Nc_ff(wc) =

—
[ ]
]

—

4re?

where m and e are the electronic mass and charge respectively, and V. is the volume
of one unit cell. Thus, Ny for a cutolf frequency of 10000 cm™! is found to be 0.22,
0.07, and 0.01 for Dy, Eu, and Pr respectively, of which the Drude contribution is
estimated to be 0.003, 0.001 and =20 respectively (see section 6.1.1 of chapter 6). As
expected Ny decrcases as the level of doping is reduced. What is noteworthy is
the small magnitude of N.;, given the high value of T, (= 75 K). For a crystal of
YBasCus0s_s with a comparable T, of 80 K, Orenstein et. al. find an N, of 0.86, of
which the Drude component is 0.22.[62] Thus, not only is the free carrier concentration
much lower in the PbaSroRCu;305 system, but that of the bound carriers in the mid
infrared band as well.

Note that in figure 5.8 there is also an overall shift of the Cu-O charge transfer
peak to higher frequency with decreasing size of the Lanthanide. This can be seen
more clearly in figure 5.10 which shows the imaginary part of the dielectric function,
€2, {related to the optical conductivity via o) = $2¢,) in the vicinity of the charge
transler peak for the representative rare-earth substituted members of the series. The
shift is a direct consequence of the sensitivity of the charge transfer gap, Agr, to the
in-planc: Cu-0 distance, d, which as indicated by a systematic decrease of the a and
b lattice parameters,[20] decreases with decreasing ionic radius of the rare earth.

The peak in € (or alternatively the midpoint of the absorption edge) can

be associated with the value of the charge transfer gap Agr. The variation of Agr
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Figure 5.10: Imaginary part of the ab-plane dielectric function, €, for representative
members of the rare-earth substituted Pb;SraRCu30g series. Note that the maximum
of the charge transfer peak shifts to higher {requency, as indicated by the arrows, as

the ionic radius of the rare-earth decreases.

for PbaSroRCu30s with R= (Pr, Nd, Sm, Eu, Dy) (based on the midpoint of ihe
absorption edge) with the inverse of the effective tetragonal in-plane Cu-O distance,
d = \/ab where a and b are the lattice parameters determined by x-ray diffraction[20]
is shown in figure 5.11. The solid points are those of Cooper et. al.[13] for various
related materials based upon which they proposed a simple general scaling behaviour
for the cuprates of the form:

ACT = Aa -+ Cla/d (5.3)

which is shown as the dashed line with A, and a, given by —7 x 10* em™ and
1.6 x 105 A-cm™! respectively. Note that the data for the Pb,Sr,RCusQ; series scems
to deviate somewhat from this relationship. This is in agreement with the claim by
Arima el. l[96] that it is not the in-plane Cu-O distance d that primarily scts the
scale for Agr but rather the oxygen coordination of, or more generally, the total

negative valence of anions, @, surrounding copper. In figure 5.12 Acr for the rare-
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Figure 5.11: A~y versus d™! where Agr is defined as the midpoint of the absorption
edge in €;. The solid points are those of Cooper et. al. upon which a general scaling
behaviour shown by the dashed line was proposed. The open circles show the data for

the Pb,SraRCusOp s ies. Note the deviation fror: the proposed scaling behaviour.

earth substituted series (this time defined as the peak in €2} is plotted directly as
a function of d (open circles). The solid circles are the data of Arima et. al. The
two dashed horizontal lines separate the points corresponding to compounds with an
anion valence of 8, 10 and 12 (lower, middle, upper respectively). Note that it is the
points for the infinite-layer cornpound (Ca,Sr)CuQ, (which has a comparatively low
value of Acr relative to d~!) and the CuO,Cl, compound (which has a relatively
large value of Acr and the smallest value of all the compounds shown for d=!) that
are the strongest indication that a general scaling law fails. Since the in-plane Cu of
PbaSraRCuy04 is 3-coordinated with oxygen it has @ = 10. The data points of the
present study are thus in good agreement with the delineation proposed by Arima
et. al, and although they seem to disagree with a general scaling behaviour of Aer
with d=! for alf of the cuprates, the data support a view that within a given series

of isostructural materials (eg. the T' rare-earth substituted insulators as studied by
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Figure 3.12: Aer versus d where Agr is defined as the peak in ¢;. The solid points

w

are those of Arima el. al.. The horizontal dashed lines delineate the range of energies
for @ = 8, 10, and 12 (see text). Note that the data for the PboSroRCu30;5 series

(open circles) falls within the @@ = 10 range as expected.

both Cooper et. al[13] and Arima et. «l.[96], and now the rare-earth substituted
PbaSrpRCu30;4 series) there is indeed an inverse scaling of the charge transfer gap

with the in-plane Cu-O distance.

The sensitivity of the charge transfer gap in the cuprates to both the in-plane
Cu-0 distance, d, and to the electronic coordination of Cu, reflects the importance of
Madelung-type interactions associated with the Cu-O planes and suggests that such
energies dominate bandwidth effects which, as a result of the increasing hybridization

of the Cu3(d) and O2(p) bands as the lattice contracts, are expected to decrease Agy

in proportion to the increasing band width.[13]
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5.3 ab-plane Optical Properties in the Far In-

frared

We now turn to the low frequency region of the spectrum. Figure 5.13 shows the far
infrared reflectivity at room temperature (300 K) and near liquid nitrogen temper-

ature (80 K) for the three representative members of the PbySroRCuz0g series. For
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Figure 5.13: Far infrared ab-plane reflectivity of representative members of the

PbaSr,RCu30g series at 300 and 80 K. The dashed curves at low frequency show

the extrapolations used in the Kramers-Kronig analysis.

the insulating sample {Pr) the only changes occurring with decreasing temperature
are a sharpening and a shift in position of the phonon features. Upon doping an
overall upward shift in the magnitude of the reflectance with decreasing temperature
becomes evident. With light doping (Eu) this change is restricted primarily to the
high frequency end of the far infrared while further doping (Dy) leads to a higher
reflectance at lower frequencies as well. This suggests that the initial shift may be

a manifestation of the temperature dependence of the mid infrared band while the
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changes at higher doping levels result from that of both the mid infrared continuum
and the free carriers. In [act, as pointed out in the previous scction the Drude con-
tribution in these Ca-free materials is very weak and hence much of the temperature
dependence observed is that of the mid infrared absorption band, the position of

which, shifts to lower frequency with increased doping,

The most notable aspect of figure 5.13 is the evolution that occurs in the
phonon structure between 400 and 600 cm™'. In this region the spectrum of Pr
is comprised simply of the essentially smoothly rising reflectance cdge of the high-
est frequency phonon, superimposed upon which one might discern some very weak
structure. Upon light doping (Eu), while the ‘ordinary’ phonons are less prominent,
two clearly perceptible peaks develop in the region of interest. The progression con-
tinues in the spectrum for Dy where these phonons now appear as two sharp minima
at 525 and 585 cm~!. In addition there is a third broad minimum near 430 cm™!
(seen more clearly in the 80 K spectrum). These features were also observed in the
Ca-doped sample examined in the previous chapter (see figure 4.4). Note as well a
pronounced temperature dependence of the phonon structure between 400 and 600
cm™!; the peaks in the Eu spectrum become more intense, and the antiresonance at

580 cm™! in the Dy spectrum much deeper.

The curious nature of this phonon structure in comparison to that of the
ordinary phonons (here ‘ordinary’ refers to symmetry allowed ab-plane inlrared aclive
modes) is more clearly put into perspective by examining the optical conductivity

which is shown in figure 5.14 at room temperature for the same three materials.

The low frequency conductivity of Pr is typical of that of an insulator. Il is
comprised simply of a series of phonon peaks, with negligible background absorption.
The conductivity of the lightly doped sample (Eu) is similar except that now these
ordinary phonons are superimposed on an clectronic background which is attributed
mainly to the mid infrared absorption band. [n addition two peaks appear between

400 and 600 cm™! which are barely resolved in the conductivity spectrum of the
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Figure 5.14: Room temperature ab-plane far infrared Kramers-Kronig derived opti-
cal conductivity for representative members of the Pb,SroRCu305 series. The dec-
conductivity values are shown as the solid circles at w = (. Note the offset of the

experimental limit of the optical conductivity and the dc value.

insulator. In the spectrum for Dy the minima corresponding to these peaks develop
sharply giving rise to antiresonant-like lineshapes.

The physical origin of these features will be discussed in chapter 6. What
follows now is a comprehensive survey of the reflectance and conductivity of the entire
series; presented in sections 3.3.1, 5.3.2, and 5.3.3 for the insulating (R = La, Ce, Pr,

Nd), lightly doped {Sm, Eu, Gd, Tb) and metallic (Dy, Ho, Y') members respectively.

5.3.1 Insulators (R = La, Ce, Pr, Nd)

The reflectivity at 300 K and 80 K of the four insulating members of the series is
shown in figure 5.15. The corresponding Kramers-Kronig derived conductivity spectra
are presented in figure 5.16. The reflectance was fitted to a model dielectric function

consisting ol a high frequency dielectric constant, €., and a series of Lorentzian
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Figure 5.15: Far infrared ab-plane reflectance at 80 and 300 KX for tflé insulating

members of the PbaSraRCu3 05 series.

oscillators to represent the phonons of the form:

€= oot ) 2

—w? — gl
ju‘TO, W w ;

a
SJwTO,

(5.4)

where wro,, §;. and T'; are respectively the center position (transverse optical phonon
frequency), oscillator strength and scattering rate for phonon j. A general discussion
of the model dielectric function is presented in Appendix B. Note that above S'J-w%‘ol =
w::' The parameters derived from the fit are listed in tables C.1 through C.4 of
appendix C. Also listed are values for the longitudinal optical phonon frequencics,

wro, which can be obtained from the fit parameters via:{97]

wro,- (5.5)

g,
wro, = (L + E—J]”2
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Figure 5.16: Low [requency IKramers-Kronig derived ab-plane optical conductivity at

80 and 300 K for the insulating members of the Pb;SrRCu305 series.

Alternatively the phonon parameters can be determined directly from the
Kramers-Kronig derived optical properties. wro and wip are estimated from the peak
positions of the real part of the optical conductivity, oy (or from peaks in ¢,), and the
dielectric loss function, (=) = ;-;{;_‘?2 (or from zeros in € ) respectively. The oscillator
strength is determined from o, by multiplving the full width at half maximum, T, by

Q . a . 2 3 . 3
the peak height, o™, and dividing by =22. That is, o) is a maximum when w = wro.

Evaluating the imaginary part of equation 5.4,

W w?l 5wl
g = ——éx= n ':":O ATaAY Y (5‘6)
4w d7((who — w?)? + w31
so that when w = wro:
4ot
§=="1 (5.7)

o
“To
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where the subscript 7 has been omitted for convenience, and o"*, [ and wyo are all

in cm™!.

The parameters obtained in this manner are also summarized in tables C.1
through C.4 of appendix C. Upon comparison it is seen that there are differences in the
parameters derived via the two methods, especially in the oscillator strengths although
in most cases the value obtained from the fit is contained within the experimental
uncertainty associated with the more direct analysis. This discrepancy is mainly
the result of deviations from the Lorentzian lineshape used in the fit. There are
also differences in the oscillator strength derived from fitting the reflectance and
alternatively, the conductivity. This is because for the reflectance the fit may be
optimized by eg. increasing the linewidth to account for the deviations from the model
lineshape while for the conductivity optimization occurs by adjusting the oscillator
strength. In the next two sections, due to the increasing complexity of the dielectric
function resulting from the addition of terms due to the anomalous phonon structure
and the development of an electronic background composed ol both Drude and mid
infrared carriers, the Kramers-Kronig technique will be used exclusively Lo extract

the phonon parameters of the lightly doped and metallic samples.

5.3.2 Lightly Doped Members (R= Sm, Eu, Gd, Tb)

The reflectivity at 300 K and 80 K of the four lightly doped members of the series is
shown in figure 5.17. The corresponding Kramers-Kronig derived conductivity spectra
are presented in figure 3.18. The LO and TO phonon [requencies as extracted using
the Kramers-Kronig technique described in the previous section, are summarized in
tables C.5 through C.10 of appendix C. The hackground conductivity was too large
to render accurate estimates of the phonon peak height and width at hall maximum

and thus only values for the relative oscillator strength:

5 Wt _
S _who ), (53)
€oo L:J'To
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Figure 5.17: Far infrared ab-plane reflectance at 80 and 300 K for the lightly doped

members of the PbySrsRCu305 series.

are tabulated.

Included as well are parameters for the two most distinct doping induced
phonon modes obtained using the same procedure. Strictly speaking this method
of analysis is not applicable to these coupled phonons which arise as a result of a
Fano interaction between a discrete mode and a broad electronic continuum. The
distinction between these modes and the ordinary phonons will be discussed in more
detail in chapter 6. We thus apply the method as a means of parameterizing the
data with the understanding that the values of S/ec are not to be interpreted as the
oscillator strength of the mode in the usual sense, but rather as an indication of the

strength of the coupling.
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Figure 5.18: Low frequency Kramers Kronig derived ab-plane optical conductivity at

80 and 300 KX for the lightly doped members of the PbaSraRCu303 series

5.3.3 Poor Metals (R= Dy, Y, Ho)

The reflectivity at 300 K and at SO K of the three more metallic members of the series
is shown in figure 5.19. The corresponding Kramers-Kronig derived conductivity
spectra are presented in figure 5.20. The phonons are now much smaller features in
the reflectivity. This does not imply that they are becoming screened by the growing
electronic background. As can be seen in the optical conductivity the phonon peaks
near 650, 330 and 300 cm™! have essentially the same spectral weight (that is, they
take up the same area under the conductivity curve - see figure 5.14) as they did in

the insulating and lightly doped samples.

The lower frequency phonons are for the most part unresolved. This once

R
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Figure 5.19: Far infrared ab-plane reflectance at S0 and 300 K for the more metallic
members of the PbaSr,RCu30s series. The 35 K superconducting state result is shown

for Ho as well.

again does not imply screening. The reflectance is much mere susceptible to noise at
lower frequencies which results in a loss in the ability to resolve the small features
due to the phonons. Thus, in tables C.11-C.13 of appendix C which summarize the
phonon parameters for the more metallic samples, it was only possible to determine
the LO and TO frequencies and hence the relative oscillator strengths for the highest
frequency modes. Also. since the ‘coupled’ modes now appear as minima in both
the reflectance and the conductivity it is not clear how to estimate their effective

oscillator strength using the method invoked in the previous section.

Note that for R=Ho the 35 K result shows a condensation of the supercon-
ducting carriers and evidence for the development of the low frequency conductivity

peak discussed in the previous chapter.

Tl
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Figure 5.20: Low frequency Kramers Kronig derived ab-plane optical conductivity al

80 and 300 K for the more metallic members of the PbhaSraRCu30g series. The 35 K

superconducting state result is shown for Ho as well.

5.4 Dependence of Phonon Parameters on Tem-

perature, Doping, and Rare Earth Substitu-

tion

In the previous sections reflectance spectra for the various members of the Ca-free
Pb,SraRCu;0; series were presented and fitting and Kramers-Kronig techniques were
subsequently used to extract phonon parameters. In this section the dependence

of these parameters on temperature, level of doping, and rare earth substitution is

examined.
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5.4.1 Dependence on the Rare Earth Ionic Radius

Figures 5.21(a) and (b) show the dependence of the TO frequencies of the symmetry-
allowed phonon modes (determined via KK analysis) on the six-coordinated, 3* ionic
radius of the rare earth at 300 and 80 K respectively. In a simple model where
neutral atoms are vibrating in a periodic harmonic potential the phonon frequency
depends on the laltice constant, a, as wrp & a~%2, Since the scatter in the data of
figures 5.21(a) and (b) is too large to determine a power law dependence, the trend

is simply parameterized in each case with a linear fit. The slopes of the best fit lines
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Figure 5.21: Dependence of the [\ramers-Kronig derived ab-plane TO frequencies of
the allowed phonon modes on the ionic radius of the rare earth at {a) 300 and (b) 80

Ix.

are summarized in table 5.1. The shifts are generally relatively small, of the order
+50 — 80 cm™1/A or roughly 10 em™! from one end of the series to the other with
some phonons showing an increase and others a decrease. The exception is the highest
frequency phonon (mode 12%) which shows a large shift of approximately 50-75 cm™*
in progressing from La to Ho. This has also been observed for the highest frequency

mode of the rare-earth substituted La;_,Sr,CuQO,_; series studied by Tajima ef. al.
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who argue that it is related to the shift of the charge transfer gap energy to higher  *©

frequency with decreasing ionic radius.[98]

Table 5.1: Least squares fitted slopes corresponding to the dependence of the ab-planc

phonon frequencies on rare-earth ionic radius at 300 and 80 K-in cm~!/A.

m———
Mode | 80 K | 300 K |
1# | .385 | -409 PR
e .35 | -54

Job 49 85
4ub 30 60
5ab 98 70

Modes 5% and 620 also exhibit larger than average shifts as the ionic radius of
the rare earth varies. This suggests that these modes may also correspond to motion
that is sensitive to the in-plane Cu-O distance. Note thet the shilts are in opposite
directions such that at small ionic radius, the two modes are indistinguishable.

The 350 cm™! mode (phonon 2*°) shows one of the smallest shifts. This mode
is observed at essentially this same frequency in all of the cuprates, and is assigned
to an in-plane bond-l.ending motion of O(3) and Cu(2). (Sce eg. reference [98]).

Another mode whose position is relatively independent of the size of the rare
earth is that at 190 em™' (phonon 7¢). This is the so-called external mode which
represents translational motion of the A-site atom of the ABO4 perovskite structural

unit against the BO, layer. (In this case A=Sr and B=Cu). The position of this
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mode is higher in frequency than in Lag.xSr,CuQ,4-5{98] und YBa;Cus07_5[99, 100]
because Sr is much lighter than Ba and La.

The mode near 170 em™! (phonon 8%) is as’s-igned to motion of the rare earth
by comparison to RBa,Cu;O7 where the corresponding mode is located near this
frequency. In RBayCu3z07 the assignment is made based on the large shift observed
when much lighter Y is substituted for a lanthanide.[100] Unfortunately as discussed
above due to the more metallic nature of the Y substituted PbaSraRCuzQOs sample
the low [requency modes cannot be unambiguously resolved. This, however is not the

case along the c-axis as shall be seen in section §.5.

5.4.2 Dependence on Temperature

In general as the temperature is lowered the lattice becomes stiffer (increased &, where
k is the spring constant} and hence the phonons are expected to increase in {requency
(harden) since w = \/mn_ It is clear upon examination of tables C.1-C.13 that this
is true for all of the allowed TO modes except number 7% which has been assigned to
the external mode which softens in every case and possibly number 8% which shows
a small softening (= 1 cm™!) in a few cases. The Tb spectra show softening of some
of the other modes. The reason for this is unclear although as discussed previcusly
Tb in general appears to exhibit somewhat anomalous behaviour.

A detailed temperature dependence has been carried out for Sm and Eu. The
reflectance and the corresponding Kramers-Kronig derived conductivity was shown
at 300 and 80 K in figures 5.17 and 5.18 respectively. The discussion will concentrate
on the Sm sample since the electronic background is smallest, and hence the phonons
are best resolved. In all cases, however the same irends were observed for the Eu
sample. Originally the idea was to compare these two samples because they lie on
opposite sides of the superconductor/non-superconductor transition, however it turns
out that the effect of the superconductivity on the optical spectra is too weak to

observe in these Ca-free samples, except for the most metallic He sample (as shown
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in figure 5.20) and thus no superconductivity induced differences were detected in the
electronic background or in the temperature dependence of the phonon frequencies
and linewidths. This point is interesting. It is surprising that the dc resistivity can
fall orders of magnitude at T with no effect on the optical properties above 120 cm™".
It may be of interest to extend the measurements Lo lower [requency.

Figure 5.22 illustrates the procedure used to extract the TO and LO phonon

frequencies. The curves shown are for Sm. The solid curves represent the real part of
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Figure 5.22; Procedure used to extract the LO and TO phonon [requencies. The solid
curves represent the real part of the ab-plane optical conductivity while the dashed
curves are the corresponding dielectric loss function, the peaks of which respectively
estimate the TO and LO phonon frequencies. The vertical lines show the LO-TO
splitting for three representative modes. The temperature dependence of the LO-TO
splitting for the ‘ordinary’ (eg. 5 and 10) and ‘coupled’ modes (eg. 12) is illustrated

by comparing the 300 and 15 K spectra [(2) and (b) respectively].

the optical conductivity while the dashed curves are the dielectric loss function. The
TO frequencies are given by the peaks in &) while the LO frequencies are determined
from peaks in the loss function. The vertical lines are drawn at the TO and LO

frequencies and the distance between represents the LO-TO splitting. Note that for
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the two representative ordinary modes (5 and 10), the LO-TO splitting decreases as
the temperature is lowered from 300 to 15 K while for the coupled mode (12) there

is a significant increase.

Figure 5.23 shows for Sm the temperature dependence of selected ~lowed
modes, including 7°%. Note that in all cases the TO {requencies seem to saturate
below.approximately 100 K. Of interest is the temperature dependence of the LO-TO
splitting. From equation 5.8 it is seen that as the LO frequency approaches the TO
fx'cc|l:ency, that is the LO-TO splitting approaches zero, that the oscillator strength of
the mode goes to zero. This is the condition under which there is screening. Note that
modes 7%%, 3% and 5° show a decrease of the LO-TO splitting as the temperature is
lowered. This may be an indication of some temperature dependent screening. Note
that the opposite is true for mode 4%, That is, the LO-TO splitting increases as the
temperature is lowered. Of the ordinary modes this is the only one that shows an

increase in oscillator strength as the temperature is lowered.

Next the behaviour of the ordinary phonons is compared with that of the
coupled modes. From figure 5.22 one finds that in contrast to the ordinary modes
which (with the exception of 4*”} show a decrease in LO-TO splitting as the tempera-
ture is lowered, the coupled modes show a large increase in splitting between 300 and
15 Is. The detailed temperature dependence of the LO-TO splitting is shown in figure
5.2 while the derived dependence of the relative oscillator strength on temperature is
shewn in figure 3.25 compared to that for several of the symmetry allowed modes. The
large increase in the strength of these coupled modes as the temperature is lowered
indicates that therc is a strong temperature dependence to the coupling mechanism
because as discussed in section 5.3, the c-axis modes which are shown in chapter 6 to

be responsible, show the usual decrease in /ey, with decreasing temperature.
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Figure 5.23: Temperature dependence of wrg and wyp for selected symmetry-allowed

ab-plane phonon modes for R = Sm.

5.4.3 Doping Dependence

Perhaps of most interest is the doping dependence of the phonon parameters. In
figures 5.26(a) and (b) the dependence of the relative oscillator strength on the level
of doping is inferred. For the ordinary modes, (a), the oscillator strength is finite
and shows little change between insulating and lightly doped materials, while for
the coupled modes, (b), the oscillator strength is essentially zero for the insulators.
becoming finite only upon doping. The strong increase of the oscillator strength of the
forbidden modes upon doping is understandable because they arise via an interaction

with the mid infrared carriers, the density of which also increases with doping (see
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Figure 5.24: Temperature dependence of the LO-TO splitting for the two distinct

coupled modes in Sm.

figure 3.9).

Unfortunately, due to the difficulty in extracting the phonon parameters of
the more metallic samples as discussed in section 5.3.3 these have not been included.
One is also reminded that since the forbidden modes arise via a coupling mechanism
(to be discussed in chapter 6) that the method of analysis used to extract S/ey
is strictly speaking not applicable. It does. however seem to be a reasonable way
to parameterize the data. S/ey is interpreted as a measure of the strength of the

coupling in this case.

5.5 Optical properties along the c-axis

In this section the c-axis optical properiies of the PbaSraRCusQg series with R = Nd,
(an insulator in the ab-plane), Sm, Eu, and Gd (lightly doped in the ab-plane) and
Dy (metallic for E|| ab) are examined.

Crystals with a c-axis dimension of approximately 0.2 to 0.5 mm were me-

chanically polished to yvield an optical quality ac-face. The dimensions of the optical
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Figure 5.25: Temperature dependence of the relative oscillator strength for selected

ordinary modes (open symbols) compared to that of the two distinct coupled modes

(solid symbols) for Sm. Mode 4% (not shown) is the only symmetry allowed mode

exhibiting an increase in oscillator strength with decreasing temperature.
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surlace were large enough to allow measurement of individual crystals in contrast to
the mosaic of crystals required for the Ca-doped compound discussed in chapter 4.
As in the measurement of the mosaic of chapter 4 the c-axis was mounted along the
direction of preferred polarization of the spectrometer. An appropriate polarizer (de-
termined by whether the far or mid infrared range was being measured) was placed
at the intermediate focus ol the spectrometer, and the correct polarizer position was
determined by measuring the ratio of the chopped signal from the sample to that
of the reference as a function of polarizer angle. (For details see the discussion in
chapter 4).

Figure 5.27 shows the E|| ¢ reflectivity at 80 and 300 K for the five members
of Lhe series investigated, while figure 5.28 gives the corresponding Kramers-Kronig

derived optical conductivity. Insulator-like optical properties appear to prevail in all

Table 5.2: Least squares fitted slopes corresponding to the dependence of the c-axis

phonon frequencies on rare-earth ionic radius at 300 and 80 K in cm™*/A.

Mode | 80 K | 300 K
1¢ 16 -23

2 | 79 | 122

-

3¢ 125 120
4€ 138 111

3" 48 25
¢ 4 -32

cases. The phonon parameters extracted via oscillator fitting and the Kramers-Kronig
technique are summarized in tables C.14 through C.18 of appendix C. The oscillator
strengths show no strong temperature or doping dependences. The dependence of the
phonon {requencies on ionic radius of the rare-earth is shown in figures 5.29 (a) and

(b} for 300 and 80 K respectively. The slopes of best-fit lines are summarized in table
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Figure 5.27: Polarized reflectance at 80 and 300 K for various members of the

PbaSraRCu;30; series measured with Ej|e.

5.2, Phonons 2°, 3¢ and 4¢ show a systematic decrease in frequency with decreasing
ionic radius. All of the c-axis phonons show the expected hardening with decreasing

temperature.

Of greater interest is the dependence on doping of the c-axis properties.
Figures 5.30 (a) and (b) summarize respectively the evolution with doping of the
reflectance and optical conductivity at 300 K. Eu is used to represent the lightly
doped members. The result for the Ca-doped, ‘better metal’ of chapter 4 is included

for further comparison. As expected fromn the resistivity measurements of figure 5.2
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Figure 5.28: Kramers Kronig derived real part of the optical conductivity for members

of the PbySraRCu;0;5 series along the c-axis at 300 and S0 K.

there is a clear progression in the optical properties along the c-axis as well.

A small background conductivity begins to develop with doping, which for
example, can be modeled for Dy at 300 K by a Drude component with a plasma
frequency of 1370 cm™! and a large scattering rate of 2840 cm™'. There are also
some changes in the phonon spectrum, in particular the two phonons near 300 and
500 cm™! show a systematic evolution with doping. As discussed in chapter 4 the
500 cm~! phonon develops a strongly temperature-dependent asymmetric Fano-like

lineshape with the increased carrier density of the Ca-doped sample. It is clear that
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this phonon is very sensitive to the electronic structure of the CuQ, planes.

5.6 Phonon Assignments

In this final section discussing the infrared properties of the Pb,Sr,RCus0y series an
attempt is made to assign the phonon modes to vibrations of specific atoms. Thomsen
et. al. have carried out a group-thearetical symmetry analysis of the phonon modes
of PbaSra{Y /Ca)CuyO; based on a space group of Crnmm.[101] Table 5.3 reproduced
from reference [101] summarizes the modes of the primitive cell and their expected
optical activities. Of course for any given vibration it is not only these atoms that
are in motion. There are in principle a total of 26 expected infrared active modes.
The orthorhombic distortion is however small and hence the z and y modes (¢ and
b} should be virtually identical with perhaps a small observable splitting in some
cases. Thus only 17 modes, 4 polarized in the ab-plane and 8 along the c-axis {z)
are expected. Because Thomsen ef. al. studied a polycrystalline sample they were

unable to distinguish c-axis from ab-plane polarized modes. In the present work.
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the phonon frequencies agree well with those of Thomsen ef. al., however since
polarized measurements of single crystal samples were carried out it is now possible
to distinguish the ab-plane from the c-axis modes and thus make more reliable phonon
assignments. In reference {101] modes which are found in the present work to be c-axis

polarized have been assigned to in-plane motions and wvice versa.

From the tables in appendix C, 10 ordinary ab-plane polarized modes and
7 c-axis modes can be identified. Thus there appears to be one additional in-plane
mode and one missing c-axis mode. Mode 6°® near 210 cm™! is very weak and may be
a mode associated with a lower symmetry group since crystallographically deviations
from Cmmm have been found.[21] Swnall structure which may be the missing mode

along the c-axis is observed near 230 cm™' in svne spectra (eg. Dy).
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Table 5.3:  Group-theoretical symmetry analysis of the phonon modes of
PbySry(Y/Ca)Cus0s based on Cmmm alter Thomsen el. al.. ‘IR indicates that
the mode is infrared active for E polarized along the ¢ axis. ‘o;" indicates Raman ac-
tivity for the incident and scattered light polarized along the i and j axes respectively,

‘S indicates the silent mode.

Site Modes Expected Activity
jimmetry
R, Cu(l) mmm Biu, Bau, Bay lR::YRy, IR
Pb, Sr, Cu(2) mm?2 Ag, Bay, By Qzryy,szy Oozy Xps
0(2), O(1) Bius Bau, Bau IR., IR,, IR,
0(3) 2 Agy Bigy 2Bay, 2Bay | Ozzpyizss Cryy Qasy Oy
Ay, By, 2By, 2Ba, IR;, S, IR, IR,

5.6.1 ab-plane Assignments

The assignment of the ab-plane polarized modes will be addressed first. In section
5.4.2 modes 1°* and 2% have already been assigned to the in-plane bond stretching
and bending motions respectively of O(3) and Cu(2) and can thus in terms of table 5.3
be associated with the motion of O(3). Also, mode 7 has been assigned to in-plane
motion of Sr while mode 8* has been associated with the rare-carth ‘R’ atom.

Yet unassigned are the modes associated with the motion of the apical oxygen
O(1} and with the oxygen in the PhO layers, O(2). Since oxygen is the lightest atom
in the compound its vibrations are expected to have the highest frequencies since
w o« m~"? and thus modes 3** and 4** are assigned to these two motions. The
bending mode associated with the apical oxygen, O(1), is belicved to be the ‘missing’
mode in YBa,CuzOz_5. That is, in this compound 6 modes are expected but only
five are usually observed.[99, 100] i photoinduced absorption experiments however,

Ye and McCall et. al. have found a shoulder at 320 cm™" which they assign to this
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motion.[95] Since Sr is lighter than Ph the mode associated with motion of the O(1)
aloms might be expected to be at a higher frequency than that corresponding to the
0(2) atoms and hence modes 3%® and 4% are assigned to O(1) and O(2) respectively.

The lowest frequency mode, 10%, is assigned to motion of the heaviest atoms;
Ph. This leaves only assignment of the motions of the Cu(l) and Cu(2) atoms to
modes 9°° and 5°. The difference in the [requencies of these modes must arise from
variation in the surrounding environment. The Cu(1) atoms which sit in the massive
PbO-Cu-PbO block will likely correspond to the lower [requency mode, 9%, leaving
5% 1o correspond to Cu(2). These ab-plane mode assignments are summarized in

Lahle 5.4.

5.6.2 c-axis Assignments

Next the c-axis polarized modes are considered. Seven modes are clearly observed
experimentally, while eight are expected. The lowest [requency mode 7¢ at 100 ecm™~?,
observed only for the Ca-doped sample of chapter 4 because the minimum measured
[requency was approximately 120 cm™! for the Ca-free samples, is once again as a
result of its hcavy mass likely due to vibrations of the Pb atoms. In keeping with
the assignment of the in-plane modes another low frequency mode is expected due
to vertical vibrations of Cu(l). Mode 6° at 146 cm™! is assigned to this motion.
Mode 5% at 160 em™! is fairly strong and shows little shift as a result of rare-earth
substitution, and hence is probably the result of motion removed from the vicinity of
the rare-carth. It is thus assigned to the external mode where Sr vibrates against the
internal ‘cage’ of the perovskite block,

Mode ¢ near 205 em™! can be confidently assigned to vertical motion of
the rare earth. It shifts up in frequency by a large amount when lighter (Y/Ca)
15 substituted for the lanthanides (figure 5.30) and in addition becomes very broad,
splitting into two peaks probably as a result of the substitutional disorder. Within

the Ca-free series this mode also softens as the mass of the rare-earth increases.
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Table 5.4: ab-plane and c-axis phonon assignments for PboSraRCuy0s.

Mode | Approximate | Assighment || Mode | Approximate | Assignment
Frequency Frequency
{cm™!) (cm™!)
1ab 600 R Cu(2)-0(3) | 1I¢ 560 0(2)-Cu(!)
Stretch
2ab 350 Cu(2)-0(3) 2¢ 520 O(1)-Cu(2)
Bending
gab 310 0(1) 3¢ 320 O(3)-Cu(**
Bending - ;
4ot 280 0(2) 4¢ 210 ‘R’
5eb 230 Cu(2) 5¢ 160 Sr
External
63t 213 6¢ 145 Cu(l1)
7 190 S 7 100 Ph
External
gt 160 ‘R
gab 140 Cu(1)
10°¢ 132 Pb

/
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.. Che three highest frequency modes are likely due to oxygen bond stretching
antl‘ncnding motions. “A% in YBazCu307-5{99) mode 3¢ near 320 ecm™! is assigned
to a vertical Cu(2)-0O(3) bond bending motion. This mode softens significantly with
decreasing rare earth size (and consequently increasing rare-earth mass) within the
Ca-free series. This might be interpreted as being caused by the close proximity of
Cu(2) and ‘R'. However, from ﬁgure 5.30 it is seen that, in contrast to mode 4°,
the frequency of this mode decreases further in the (Y/Ca) sample. The direction
of this shift is opposite to what is expected as a result of the mass difference. This
suggests that as the level of doping in the CuO; planes increases there is a reduction
in the force constant associated with this vibration due to some screening of the ionic
character of the bonds. The mode near 520 cm™! (mode 2¢) shows an even more
dramatic doping-induced softening, shifting down by close to 25 cm™! in going from
Dy to (Y/Ca). Since this mode is thus also very sensitive to the level of doping it is
assigned to vibrations of Q(1), the apical oxygen atom located just above the CuOQ,

planes.

This leaves the highest frequency mode near 560 cm™, phonon 1¢, the fre-
quency of which is essentially independent of rare-earth substitution or level of dop-
ing, Lo be associaled with vibrations of O(2) within the 0(2)-Cu(1)-0(2) ‘stick’ en-
vironment. In YBa;CuyOr, when Cu(l) is four-coordinated to oxygen (‘sticks’ and
‘chains’) this mode occurs near 560 cm~[87] while in YBasla3Og when Cu(l) is
two-coordinated to cxygen (‘sticks’ only) the mode is observed at 645 cm=1.[99] At
intermediate oxygen concentrations both modes are observed.[102] The Cu(1)-O dis-
tance is very different for these two cases; &~ 1.944 and = 1.81A for the four- and
Lwo-coordinated environments respectively.[103] The larger bond distance can be as-
sociated with a smaller force constant and hence a lower frequency vibration. In
Pb2SraRCu30y an intermediate bond length of = 1.88A[21] and the fact that the
oxygen atoms associated with the ‘sticks’ are located in a PbO layer rather than

a BaO layer as in YBayCuaO;_s suggests intermediate &, but larger reduced mass
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bring"'t:ng the frequency down to 560 em~! from 645cm™!, The fact that in all cases
no evidence for another m~e is observed sugsests that the Cu(l) layer in these
Pb,SraRCuy0y crystals is truly oxygen-free. The c-axis phonon assignments are also
summarized in table 5.4. The mode assignments of table 5.4, which in solnf.',‘éascs may
seem rather arbitrary, have been inferred based on the available information. Further
work involving substitutions for other atoms in the structure of PbySryRCus04 will

be required in order to make more definite assignments.

(1
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Chapter 6

Electron-Phonon Coupling in
PbySroRCu304 and Other High-T,

Superconductors

In this chapter, evidence that strong absorption structure observed in the optical
conductivity of PbySraRCusQ3 and other high T superconductors is due to coupling

of the ab-plane mid infrared carriers to longitudinal c-axis phonons will be presented.

6.1 Introduction

The non Drude response of the high temperature superconductors Lo electromagnetic
radiation has been well established in the literature.[62, 80, 104, 103] The optical
conductivity has been described by both one and two component approaches. [n
the one component model the non-Drude behaviour is accounted for by a frequency
dependent scattering rate. [n the two component picture, which is used exclusively
herein, the conductivity is divided into two channels; (1) that of the free-clectrons
which condense into a delta [unction in the superconducting state and track the de-

resistivity with a constant plasma frequency and a lincarly decreasing scatiering rate

155



156

in the normal state, and (2) that of the so-called mid infrared carriers which gives
rise to a broad absorption extending from low frequencies into the mid infrared region
of the spectrum. Both channgls are invoked via doping and absent in the insulating
parent compound, although as seen in the previous chapter it appears that the mid

infrared band grows more rapidly than the Drude component at lower doping levels.

One ol the maniflestations of this non-Drude response is the ‘knee’ that de-
velops in the superconducting state reflectance of YBa,CuzO7_s near 400 cm™! which
leads to a strong ‘notch’-like absorption feature in the optical conductivity.[49] This
structure has been the focus of much discussion. It has been attributed to the su-
perconducting gap[106] and alternatively to structure in the mid infrared absorption
band caused by phonons.[107] The former explanation can be virtually ruled out for
several reasons: (1) It has been found that this feature does not shift as the level of
doping, and hence T, decreases.[108] If it were related to the superconducting energy
gap its position should scale with T.. (2) Although this feature becomes stronger
as the temperature is lowered its position does not shift.[49] (3) By subtracting the
free carrier component it has been shown that this structure is present in the normal
state as well.[49] If it were due to the superconducting energy gap its position should
scale with the temperature dependence of the gap parameter and it should disappear
above T.. In spite of these well documented observations there remain those who are

unconvinced of its unrelated nature.

It has become clear that YBa,CuzOs_s is not the only cuprate superconduc-
tor to exhibit such structure. Bi,SraCaCuy0s,{64] Tl2Ba;Cap_; CunOsnyga,[43, 109]
PbaSra(Y/Ca)Cus0s, Las_SryCu0,-4,[110] and Nda_ CeCu0,4-s[111] all show
strong absorption features in the optical conductivity, as does non-superconducting
Laa_ SexNiO, - ,[112] a material which is isostructural to Las_SryCuO,_s. In each
case the structure appears as a minimum in o{w). There are however significant
material to material differences in the number, magnitude, width and position of the

minima. For example, the spectrum of YBaiCuzOr_s is dominated by this one broad



feature near 420 cm™! (Fig. 6.8b), that of Tl;Ba;CaCus0s shows two very deep
minima at 350 and 600 cm™! (Fig. 6.9b), while that of PbaSra(Y/Ca)CuzOy exhibits
two closely spaced sharp minima at 525 and 585 cm™! and a third somewhat broader
absorption centered near 430 cm'i (Fig. 6.8a). In addition most systems show an
almost gap-like Sl;ppression of the mid infrared absorption at low [requencies.

The relative independence of the position of this structure to both temper-
ature and level of doping suggests that it is due to phonons.[107] It was shown by .
Fano[113] that a sharp level interacting with an electronic continuum gives rise to a
minimum in the continuum conductivity {(a ‘Fano’ resonance) if the external field does
not interact with the sharp transition. Adapting a model put forth by Rice[l14] for
organic conductors, Timusk and Tanner[107] modeled the notch-like minimum in the
conductivity of YBasCusO;-5 by linearly coupling a phonon to a broad absorption

band. The application of this model to the PbySraRCu304 series is presented next.

6.1.1 Coupled Oscillator Model

In reference [107] it was proposed that the 420 cm™' notch in the conductivity of
YBasCus0s_s could be explained by coupling of phonons to the mid infrared clec-
tronic continuum. This model, where a phonon is lincarly coupled to a broad ab-
sorption band, can also account for the evolution of the phonon structire between
400 and 600 cin~! that accompanies the progression from insulating to metallic and
superconducting behaviour in the PbaSr,RCu30y series.

Based on the formalism developed by Rice for organic conductors the gener-

alized dielectric function describing this model is given by:

sy R0 Db +

€= EW+[1 i w - w? —wl
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where
.,,."". w"

D, = Be . 6.2
PTGl —w? — Wl (6.2)

Here the first term is the high frequency dielectric constant, and represents the con-
tribution from bound charges beyond the experimental spectral range. The second
term is the [ree electron contribution (with nlasia frequency wp, and scattering rate
['p), the third, a series of § ordinary infraré‘;l“z.trctive phonons (represented by classical
Lorentzian oscillators with center [requency wj, oscillator strength wy; and scattering
rate [';), and the fourth the coupling of phonons to an electronic band (we, wy,, T.
are the position, strength and width respectively, of the electrdini; oscillator coupled
via D to k phonons of center {requency wy, strength w,,, and sca.lli'-tering rate ['x). In
the fourth term gy describes direct coupling of phonon & to the electromagnetic field.
The derivation of this expression for the dielectric function is presented in Appendix
B.

The simple two-component version utilized by Timusk and Tanner to de-
scribe the non-Drude contribution to the optical conductivity of YBasCuzO;_s (one
rather broad phonon coupled to a mid infrared absorption band - both represented
by Lorentzian oscillators) demonstrated the appearance of a notch-like minimum such
as thal observed experimentally. In their analysis they omitted the second compo-
nent of the fourth term of equation 6.1, assuming that the electronic background
was high enough to screen the charge of the phonons, ¢. In an attempt to remove
more of the model dependence, Timusk ef. el[115] adapted their approach by re-
placing the arbitrary broad phonon whose parameters arose entirely from a fit to the
model, by the suitably scaled neutron phonon density of states difference curve be-
tween superconducting and non-superconducting YBasCuzOr_s in order to describe
the electron-phonon coupling.

As pointed out in the previous chapter the signature of such electron-phonon
coupling is directly observed in the conductivity of the PbaSraRCu;0g series. As

a result of the intrinsically low carrier concentration of even the most highly doped

4
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Table 6.1: Ordinary phonon parameters used to model the evolution in the optical

conductivity of the PbaSraRCus0s series. All values in em™?.
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51230 39.8 361
6212 7 75
71193 14.6 187
§|1169 T7.37 288
91146 10 100

member an overall depression of the conductivity between 400 cm™! and the maximum
of the mid infrared absorption is clearly visible, caused by three antiresonant-like
minima between 400 and 600 cm™' which arise as a result of coupling to phonons. As
seen in chapter 5 the two sharpest modes are directly observable in the reflectance
and evolve as the mid infrared band develops providing incontrovertible evidence for

this mechanism.

To establish this point more quantitatively equation 6.1 is invoked Lo model
the evolution in the optical conductivity of the PhySr2RCuzOy series.  As found
in chapter 5 the insulators can be satisfactorily modeled with only the first and
third terms of equation 6.1. The room temperature phonon parameters obtained
for Pr in the previous chapter, witl the position of the highest frequency phonon
shifted to 620 ¢m™!, are taken to model a representative insulating member of the
series. The phonon parameters are summarized in table 6.1, and the resulting model

conductivity is shown in figure 6.1, To simulate the doping procedure next a Drude
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Figure 6.1: Modeling the evolution in the opticai conductivity of the Pb,SryRCu;05
series. The dashed curve shows the result for the representative lightly doped member

with non-zero q.

component consistent with a typical value for the de-conductivity is added as well as
an overdamped Lorentzian oscillator to describe the mid infrared band whose position
width and strength are chosen to agree with the experimental result shown in figure
5.9 of chapter 5. The strength, position, and width of the Lorentzian phonons is left
unaltered. This mid infrared electronic continuum is then coupled to three phonons
located at 433, 520 and 380 cm™! with the assumption that g is zero. The parameters
used for representative lightly doped and poorly metallic members of the series are
listed in tables 6.2 and 6.3 while the resulting model conductivity is shown in figure
6.1.

Comparing figure 6.1 with the experimental result shown in figure 5.14 of
chapter 5 it is seen that the model captures very well the observed evolution of
the optical conductivity with doping. The only discrepancy lies in the position of
the peaks in the lightly doped conductivity due to the two highest frequency coupled

phonons (or equivalently in the corresponding minima - we refer here to peaks because



Table 6.2: Drude parameters used to model the evolution in the optlical conductivity

of the Pb,SraRCus0g series. All values in cm™'.

Insulator - 0
Lightly Doped | 200 775
Poor Metal 200 1225

Table 6.3: Electron-phonon coupling parameters used to model the evolution in the

opi:cal conductivity of the Pb,SraRCuz04 serics. All values in cm™'.

[‘ﬂ
e L wﬂe

Mid-TR Insulator - - 0
band Lightly Doped | 2000 33500 8500
| Poor Metal 925 5300 12500

k W [‘k W
Coupled | 435 45 300
Phonons 2 520 20 270

3 385 20 305
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‘t."hat. is how these features were interpreted in chapter 3 - at these doring levels it
is difficult to choose one over the other). Experimentally the peaks are located near
500 and 550 cm™!, while the model with ¢ = 0 places them nearer 520 and 580 em™!.
One possible explﬁn'a.tion is that the position of the coupled phonons is different in
lightly doped anc’l poorly metallic samples. The phonons which couple to the mid
i"r-lli'rarc.d band are believed to be the c-axis longitudinal modes (to be discussed in the
following section). As can be deduced from the parameters listed in tables C.14-C.18
of Appendix C the position of these modes does not change discontinuously as the
level of dopiug increases. Thus, a more probable explanation is that as a result of the
low level of doping the phonons are not screened from the electromagnetic field, and
hence have a finite . The dashed curve in figure 6.1 shows the result of associating a
g of —=2x 107 cm? with each of the coupled phonons. As can be seen the consequence

is a shift of the peaks to lower frequency in good agreemeit with experiment.

6.2 Physical Origin of the Coupled Phonons

It thus appears that the evolution of the phonon structure between 400 and 600 cm™!
in the optical conductivity of the PbaSr,RCuz0; series can be well modeled in terms
of Fano-type coupling of phonons to the broad mid infrared band. The details of
the physical origin of this structure have however remained elusive. That is, given
that it is due to phonons, one would like to know more specifically which phonons
couple so strongly to the mid infrared electronic continuum. This knowledge may
have important implications for the superconducting mechanism in these materials.
Perhaps some insight can be gained by considering the situation in the organic
conductors, In the presence of inversion symmetry, phonon modes can be classified as
symmetric (Raman active) or antisymmetric (infrared active). In organic conductors
it has been found that inversion symmetry can be broken via dimerization and charge

transfer processes which leads to infrared activity of otherwise infrared nonactive
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symmetric modes. That is, the same modes appear in both the Raman and infrared
spectra. A good example is the organic linear chain semiconductor TEA{TCNQ)a. In
this compound there are ten totally symmetric, and hence Raman active, intramolec-
ular A, vibrational modes which, for the isolated molecule, are infrared inactive.[116]
The experimental infrared spectrum contains eight sharp absorption peaks below the
semiconducting gap near 1600 cm™' and one (possibly two) antiresonant-like mini-
mum in the continuum above the gap.{117) Rice, Pietronero and Briiesch have shown
that the infrared spectrum can be understood in terms of a coupling of the condue-
tion electrons to the totally symmetric modes of the TEA(TCNQ): molecule.[118]
Another example is the (TMTSF),X family of salts studied by Homes and Eldridge;
the spectrum of which is also dominated by clectron-coupled A, modes.[119] In general
the positions of the absorption bands in the inlrared spectrum fall below the Raman
frequency by typically 10% which is expected on theoretical grounds.[{14, 120] It is
found that the symmeiry can be broken not only by charge- but also by spin-density
waves. For example, the work of Ng et. al.[121] shows the presence of electron-phonon
interaction-induced phonon structure at the frequencies of the A, modes upon for-

mation of a spin-density wave state at low temperatures in the organic compound

(TMTSF),SbFs.

The cuprate superconductors also exhibit inversion symmelry. Evidence {or
a doping induced violation of the symmetry-dictated node selection rules has been
ubserved in Raman measurements of Laa_(SreCuQ,-5.[122] In chapter 4 a low-lying
excitation in the optical conductivity of Pb,Sr (Y /Ca)CuyOy was discovered which
may be ol magnetic origin and could be related to a possible source of symmetry-

breaking in this system,

Since the electron-phonon coupled structure near 420 el in YDBasCus O
is rather broad, no serious attempt was made to assign the features to specific
phonons. The more distinctive pattern formed by the broad minimum and the two

sharp antiresonances at 523 and 585 cin™! in PhySt2RCuy05 suggested that identifi-
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cation of these features with particular phonon modes might be more readily accom-
plished. Initially, based on published Raman spectra for PhySra(Y/Ca)CuzQs,[(123]
it was thought that these modes might be, as in the organics, totally symmetric A,
modes rendered infrared active via the coupling process. In order to explore this pos-
sibility further Raman measurements were carried out on the PbySrsRCu30g series

which will be discussed next.

6.2.1 Raman Spectra of the PbsSroRCu30s Series

The first Raman scattering measurements of PbaSro(Y/Ca)CusOs were carried out
on polycrystalline samples by Thomsen et. al..[101] Liu et. ol then studied a single
crystal sample and were thus able Lo make proper mode assignments and determine
the components of the Raman tensor.[123] Kress ef. al. later found good agreement
between the mode frequencies and assignments determined by Liu et. al. and lattice
dynamical calculations.[72] Of interest to the present work was the fact that the
spectrum contained three totally symmetric A, modes in the region where the coupled
modes appear in the infrared spectrum. The A, modes occur at 440, 485 and 570

cm™l,

The [requencies are not precisely identical to those of the coupled modes
although as mentioned above, a small difference occurs in the organics as well and
thus may be expected.

[n the hope that a study of the doping dependence of the Raman spec-
tra might lead to further insight, Raman scattering spectra were obtained for the
PbaSraRCu40y series of this work. The Raman measurements were carried out dur-
ing a visit to Prof. J.C. Irwin's laboratory at Simon Fraser University. A homebuilt
triple axis spectrometer with a Mepsicron multichannel detector cooled to approxi-
mately -30°C was used. The 514.5 nim line of an argon ion laser was focused onto
a small spot on the sample. The output laser power was limited to approximately

30 mW at low temperatures to avoid laser heating of the sample. The actual power

incident on the sample is estimated to be more than an order of magnitude less.[124]
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The sample was mounted at the tip of a cold-finger cryostat and cooled using a closed

cycle helium refrigerator. The temperature ivas measured with a chromel versus Au

0.07% Fe thermocon;.. 'ospectrum was calibrated with known laser plasma
lines by removing a filter - iminate these during measurements. A nicol prism
polarizer was used to examiue .. - rent symimetry elements of the Raman tensor.

The spectra were taken with the incident and scattered light propagating
along the c-axis. As can be scen froin table 5.3 of chapter 5 the totally symmetric A,
modes should be observed in a configuration where both the incident and scattered
light is polarized along the z [100] (or equivalently the y [010]) direction, while the
B, mode is observed under a cross-polarized configuration where eg. the incident

light is polarized along the [100] direction and the scattered light along {010}, The ex-

perimental configuration is commonly summarized using the Porto notation of iy kY

where ¢ and { represent the dircction of propagation of the incident and scattered light

respectively and j and k respectively the polarization of the incident and scattered
light. Thus the configuration in which the A, modes are observed can be writlen as
z(z z)T or z(y ¥)7 (where T indicates that the direction of propagation is reversed

from = by 180°), while that for the By, mode by =(x )7 or z(y z)7.

As pointed out by Liu et. al. the morphological edges of the swnple run in
the [110] or [110] directions and thus with the incident light polarized vertically the
sample had to be oriented such that the vertical bisected a 90° corner in order to

probe the two configurations of interest.

Spectra were measured for all members of e PbySraRCus Oy series with Lhe
exception of La, although results will be presented herein only for a representative
member from each of the three groups. Figure 6.2 shows the polarized z(y ¥)Z (bot-
tom curve) and :(y )3 (top) spectru for the lightly doped Gd sample as well as
an unanalyzed z(y zy)Z spectrum {middle). The z(y )Z spectrum is as expected,
dominated by the By, mode at 317 cm™" but consistently in all samples examined,

also shows a less intense mode near 80 ern™!. This mode may arise due to structural
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Pb,Sr,GdCu30p
300 K
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Figure 6.2: Room temperature Raman spectra of Pb,Sr,RCu;05 with R = Gd for

various scattering geometries.

monoclinic distortions(125] which have been observed crystallographically.[21] The
:(y y)T spectrum is dominated by the 6 A, modes at 580, 483, 445, 240, 150, and 90
em™'. As well it contains a peak at 180 c;n~! which Liu et. al.[123] point out is not an
A, eigenmode in the ideal structure but is observed to behave as an A, mode. They
suggest that this mode arises as a result of local symmetry breaking due to atomic
displacement of the O(2) atoms within the PbQO layers. The strong enhancement of
this mode at low temperatures (see figures 6.3, 6.4, 6.5) may be due to ordering of the
occupation of one of the four possible sites fur the O(2) atoms. (For a discussion of
oxygen ordering in the PbO layers of Pb,SryRCu30s see eg. reference [21]). Note that
the depolarized spectrum contains the A; modes as well as the B, mode. Table 6.4
sunumarizes the observed mode frequencies, symmetries and assignments (according
to reference [123]). The results are in good agreement with those of Liu et. al..

Of greater present inlerest is the doping dependence of the spectra. Figures
6.3. 6.4, and 6.5 show respectively the temperature dependence of the unpolarized

:(y yz)T spectrum for an insulating (Nd), lightly-doped (Gd) and poorly metallic
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Table 6.4: Raman mode frequencies, symmetries and assignments. Note that the

assignments are taken from Liu ct. al. The mode at 180 cm™!

appears to obey A,
symmetry although it is not an expected mode of the ideal structure. The mode at

80 cm™! appears in both symmetries and is likely due to a monoclinic distortion.

Phon;:-—SymmeLry Assignment ]
{em~1)
S0 Ay, By, Pb
90 Ag Pb (primarily)
150 Ay Sr, Cu(2) in phase
180 A, 0(2) in-plane bending
240 A, Sr, Cu(?2) out of phase
KB By, 0O(3) out of phasc
443 A, O(3) in phase
185 A, O(1), O(2) in phase
330 A, O(1), O(2) out of phase
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(Dy) sample. The apparent decrease in the intensity of the lower frequency modes
with decreasing temperature is due to the Bose temperature factor which dictates

that the Raman intensity varies with temperature according to:[126)

1
IRamar o [1 + 5 }. (6.3)

-1
For example, in spectra corrected for this factor the doublet near 90 cm™"! has an essen-

tially temperature independent intensity. The feature near 340 cm™! which appears

' szSl"gNdCU;Oa
2(y.yx)2

o \J 300 K

=~

c

=2

o} 220 K

| .,

]

p -

o 150

=

7]

A 80 K

Q

+ —_
20 K

0 100 200 300 400 S§Q0 600
Raman Shift {(ecm™)
Figure 6.3: Temperature dependence of the z(y yz)Z spectrum of Pb,Sr,RCu305 with

R=Nd.

at low temperature in the Nd spectrum arises as a result of phonon-crystal field excita-
tion coupling[127] similar to what has been previously observed in NdBa,Cu30-.{128]

Only one mode shows a pronounced doping and temperature dependence.
This is the A, mode near 440 cm™! which has been assigned to the in-phase vibration
along the c-axis of the O(3) atoms within the CuQ; planes. At room temperature
this mode progresses from a large dominant mode in the insulating spectrum (Nd),
to a weak barely visible mode in the lightly-doped sample (Gd), to an essentially

absent mode for the metallic sample (Dy). In the insulaiing sample the intensity of
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"PbySraGdCuy0s

z(y,yx)z
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Figure 6.4: Temperature dependence of the z(y yz)7 spectrum of PbzSraRCu3Oy with
R=Gd.

this mode shows very little temperature dependence, remaining strong down to 20 K.
In contrast, for the lightly-doped samples this mode has a very dramatic temperature
dependence, becoming much sharper and more intense as the temperature is lowered.
In the metallic samples the temperature dependence is once again small. The mode
begins to appear very weakly near 150 K and remains weak down to low temperatures.

The temperature and doping dependence of the intensity of this mode is sum-
marized schematically in figure 6.6. This mode is clearly very sensitive to the elec-
tronic structure in the CuQO, planes. Interestingly the coupled modes in the infrared
spectrum show the opposite doping dependence, being absent in insulating samples,
appearing weakly at 300 K and growing strongly with decreasing temperature in
lightly-doped samples and then appearing very dominantly in the more metallic spee-
tra. One might speculate that the same symmetry-breaking process which is allowing
the infrared activity of the coupled modes is governing the behaviour of this Rarnan
mode although at present the relationship (if any) between the Raman spectra and

the coupled infrared modes remains unclear and requires further study. We turn next
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Figure 6.5: Temperature dependence of the z(y yz)= spectrum of PbySroRCusOg with
R=Dy.

Lo a situation where a more definite correspondence can be inferred.

6.2.2 Coupling to c-axis Longitudinal Optical Phonons

In this section a remarkable similarity is elucidated between the c-axis dielectric
loss [unction and the eb-plane optical conductivity of PbaSra(Y/Ca)CusOs and other
cuprate superconductors and is thus presented as universal evidence for a coupling of
longitudinal c-axis phonons to the mid infrared carriers in high-T. and isostructural
materials.

The ab-room temperature reflectivity of PbaSraDyCu3;Os measured on the
ab-lace of a single crystal is reproduced from figure 5.13 of chapter 5 in figure 6.7(a).
The geometry of the reflectance measurement is such that the direction of propaga-
tion, q. of the electromagnetic radiation is perpendicular to E. That is, when E is
polarized within the ab-plane q is along the c-axis. This experimental configuration,

which will be referred to as *parallel’ geometry since q is parallel to ¢, is shown in the
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Figure 6.6: Schematic phase diagram denoting the temperature and doping depen-
dence of the totally symmetric 440 cm™' A, mode. The mode is strong and shows
little temperature dependence in insulating samples, appears weakly, or not at all,
at 300 K and grows dramatically with decreasing temperature in lightly doped sam-
ples, while it is absent at high temperatures in more metallic samples, appearing

subsequently very weakly at low temperatures.

inset to figure 6.7(a). The ab-properties can also be measured using polarized light on
an ac (or be) face in which case q propagates along the b (or ¢ direction). That is, q
is perpendicular to ¢ and thus this experimental configuration, shown in the inset to
fizure 6.7(b), is referred to as "perpendicular’ geometry. Because [lux grown crystals
have small faces normal to the planes parallel geometry has been used almost exclu-
sively for measurement of the low {requency ab properties of the high temperature
superconductors. In figure 6.7(a) the positions of the doping-induced antiresonances
which are of interest here are indicated hy the vertical dashed lines. The corre-
sponding Kramers-Kronig derived optical conductivity is shown in the upper curve of
figure 6.8(a). As discussed in the previous chapter although Pb,Sr2DyCusQs cxhibits

metallic-like linearly decreasing resistivity and a T, of 75 K, it has a low dc conductiv-
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Figure 6.7: || ab reflectance of PbsSraDyCuyOg at room temperature for (a) qj
¢ (parallel geometry) and (b) qL ¢ (perpendicular geometry). Direct coupling to
nnscreened TO, and TO, modes is indicated by the small arrows in both spectra.
Antiresonances due to strong electron-phonon coupling to longitudinal c-axis modes
in the parallel geometry are indicated by the vertical dashed lines. This coupling
i5 forbidden in perpendicular gcometry, as can be se:n by comparing the insets to
(a) and (b) which show the polarization vectors of phonons allowed by momentum

conservation. To first order the Fano resonances are absent in (b).
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the c-axis phonons. Note the striking correspondence of the position, width and rel-

ative strength of the minima in ¢3* and the peaks in 3(=1/¢%). a** of YBayCuyOr_s

is after Kamaras el. al., while S(—1/¢) is determined after Homes el al.
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ity and thus, in contrast to other high 7. superconductors such as YBa;CugQOr_s and
Bi,Sr;CaCu, 0y, the non-Drude component dominates the optical properties. Conse-
quently the symmetry-allowed phonons are for the most part unscreened and appear
as peaks in the optical conductivity (eg. at 650, 356, and 298 em™!). The forbidden
coupled modes, which are absent in the undoped insulating parent compound, appear
as minirme at 430, 525 and 585 cm™!. These characteristic properties of the optical
conductivity of poorly metallic Pb;SraDyCusOg are also clearly shown in the model

calculation of section 6.1.1.

The lower {dashed) curve of figure 6.8(a) shows the dielectric loss function,
—3(1/¢e), of PbaSr,DyCus0g with the electric field, E, polarized along the c-axis
caleulated from the Kramers-Kronig derived dielectric function corresponding to the
data presented in section 5.5 of chapter 5. A striking similarity between the poasition,
width and relative strength of the peaks of the c-axis loss function and the minima
in the real part of the eb-plane optical conductivity, o%, is revealed. As discussed
previously the peaks in the dielectric loss function essentially yield the positions of
longitudinal optical (LO) phonon modes. This result thus suggests that the coupling is
to longitudinal ¢-axis modes. The contribution of the phorons to the c-axis dielectric
loss function of YBaaCuzOr_s at 100 K calculated from recent measurements of Homes
el. al[87] by subtracting the Drude component is shown in the lower curve of figure
6.8(b). The notchi- , coincides with a brand peak in =S(1/€%). Additional weaker

features in of® can be associated with smaller loss function peaks.

In figure 6.9 further evidence that this is behaviour #eneral to the cuprates
is derived fron similar comparisons between the non-Drude component of the ab-
plane optical conductivity and the dielectric loss function of the c-axis phonons for
Ndy_CeCuO, s, T1aBa;CaCuy Oy, and BiaSr,CaCuy0y.[129] In each case minima
in a§®, correspond to peaks in —~S(1/e). Since the number and position of phonons

differs from material to material, the observed correlation can hardly be a coincidence,

and is thus evidence for a universal coupling of c-axis phonons to the ab-plane mid
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infrared continuum in the cuprate superconductors,

In order to couple to c-axis plionons a symmelry-breaking mechanism which
yields a dipole moment along the [001]-axis when the clectric field is in-the ab-plane
is required. The Cu®¥-0% charge transfer, which is believed to be responsible for the
mid infrared absorption, might give rise to a dipole moment along the {001]-direction
under a distortion in which the atoms move along the c-axis to reduce Coulomb

repulsion,

Parallel geometry was used exclusively for all of the measurements of o}
shown in figures 6.8 and 6.9. In parallel geometry the direction of propagation,
q, of the electromagnetic radiation is elong the c-axis and can thus excite phonons
propagating in the c-direction, thereby providing an explanation for why the coupling

is to longitudinal c-axis phonons.

This hypothesis can be tested experimentally. If the, say, E| e spectrum
is measured on an ac face then q is along the b-axis (ie. perpendicular geomelry).
As shown in the inset to figure 6.7(b) the only Fano coupling possible (assuming an
appropriate dipole moment exists) will then be to transverse optical phonons along
the a and c-axes, TO, and 1'Q,, and to longitudinal modes along the b-axis, LO,.
Direct coupling to nnzrreened TO, modes is also allowed. Since there is no incident
momentum component in the e-direction, Fano-coupling to LO, phonous is forbidden
in this experimental configuration. The reflectance of PhySraDyCuyOy measured in
perpendicular geometry is shown in the main figure of the lower panel. Remark-
ably, the spectrum is identical to that of the upper panel (parallel geometry) with
the exception that the Funo-coupling has to first order disappeared (sinall remaining
structure may be due to polarization leakage or to weak coupling to anuther allowed

symmetry).

Since in the usual parallel geometry (ie. measurement of an ab-face) there
is little evidence for a Fano-type interaction with the allowed ab-plane TO phonons,

the coupling to these modes must be small. The results of the gL ¢ measurement of



176

FS

e or et e e et~ | 600
{a) Ndj..Ce.CuO, [
—_3 L1200 =%
[N}
~ ] N ! El
.,._Lz. (_:! - 800 n..
£ h ! 3
1+ [ ‘l “ - 400 _|.
V.S S
Oy v ot = e e g
100 200 300 400 800 700

Frequency (em™)
.25 T v T r T r v

0.20: (b) T':BO:COCUQO.

100 200 300

509 &0 700
Frequency (cm )
0.018 — 1500
] (e) BhSrCaCus0 N [

0.012 o > it 1200 Q
— IR -
ou d .: E b
~ - Lo L —-
~~0.009 Y 300 :3.

[ ] 3 L
‘go.nos - i FB00
- 3'

0.003 A . :: . =300 -

b - o '-_." “‘-.o“
0.000 +—"

00 300 400 s0Q 600 700
Frequency (cm

Figure 6.9: Further evidence for a universal coupling of the ab-plane optical con-
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of the reflectance meazured by Tajima et. al., Zetterer ef. al., and Kamdras et. al.

respectively,
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figure 6.7(b) lead to the conclusion that coupling to TO, and LO, is also weak. Since
no distinction is made between « and b in pseudotetragonal PboSraDyCuz Oy (there
are no chains as in YBasCuyOs_s) it can be concluded that a strong electron-phounon
interaction exists only between the ab-plane carriers responsible for the mid infrared
absorption and longitudinal ¢-axis phonons. Coupling between c-axis phonons and a
planar electron gas has been treated by Mahan with the conclusion that the electron-
phonon coupling is very weak.[130] This suggests that in order to explain the exper-
imental observation further details of the electronic continuum must be taken into

account.

The optical conductivity of slightly axygen-deflicient Y Ba;CuzOs-s measured
in tne usual way on the ab-plane face (parallel geometry) by Orenstein el. al, [62] solid
curve, is compated with the only measurement of the ab-optical properties, available
at the time of writicg, done on a face containing the c-axis (gl ¢, by Bauer[86]),
dashed curve in figure 6.10. In this system too, the prominent Fano resonance al
420 cm™! vanishes in the perpendicular geometry. Also, recently Zelezny and Tanner
have measured the a,b properties of a GdBa,CuyOr_s crystal with a T, of approxi-
mately 50 K on a face coutaining the ¢ axis (ie. in perpendicular geotetry).[131] The
antiresonance at 420 cm™! is not observed, while in the measuremant of Oreastein
et. al. of the ab-face of an YBa,CuyOs_s crystal with a similar 7% it is particularly

strong.[62]

The results of figures 6.8, and 6.9 scem to indicate a general coupling o
at least all of the higher frequency modes, which are generally attributed Lo oxygen
bond stretching and bending motions, if not to the entire group of c-axis phonons,
rather than to certain special branches exhibiting a strong doping induced electron-
phonon interaction as was originally proposed.[113] Furthermore, the fact that cor-
relations of the infrared spectra with neutron, and tunnelling data are observed{132]
seems to indicate that it is these same phonons that are playing a role in all of these

measurements. For example, [urther evidence that doping brings about changes in
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Figure 6.10: Comparison of the optical conductivity of YBasCusQOgg (Tc= 80 K)

measured in the usual parallel geometry (solid curve, T = 10 K alter Orenstein et.
al.), and in perpendicular geometry (dashed curve, T = 10 K after Bauer). Note that

the prominent Fano resonance at 420 cm™! is absent in perpendicular geometry.
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the phonon spectrum of Pb,Sry(Y/Ca)CusOg in this frequency range comes from
the neutron-time-of-flight-derived phonon density of states (PDOS) curves of Cur-
rat et. al.[133], which are reproduced in figure 6.11. Upon doping polycrystalline
non-superconducting Pb;SroY CuaOg with Ca they find a considerable increase in the
PDOS in the region from 300 to 600 cm™!. This correlation between enhanced PDOS
and antiresonant coupling of phonons is also cbserved in YBayCu3O7_s.[115]

A subtle point is whether the coupling is to the c-axis LO modes or more
generally to the long-range electric field which is described by the dielectric loss
function. The fact that no coupling to transverse modes along the c-axis is observed
in addition to the remarkable similarities displayed not only in the position but in
the relative strength and width of the peaks in the loss function with the minima in
the optical conductivity suggests the latter. In Pb;SrsDyCusOg and YBa;CusO7_g

where the similarity is most striking the comparison is also most raliable due to the
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Figure 6.11: Neutron time-of-flight phonon density of states spectra for non-

superconducting (z = 0, undoped) and superconducting (z = 0.3, Ca-doped)

PbaSra(Y /Ca)Cus0p alter Currat el. al..

relative independence of the results to subtraction of a dominant, highly frequency-
dependent Drude component. In addition, the direct modes of PbaSraDyCu30s near
350 and 640 cm™! appear to be broadened in the reflectance corresponding to the
Fano-coupled geometry [figure 6.8(a)], which may arise from interaction of the mid

infrared background on which they sit with the ‘tails’ of the loss function.

A question that remains is what, if anything, is the relationship of this
doping-induced coupling of the in-plane mid infrared continuum to longitudinal ¢
axis phonons Lo the superconductivity exhibited by most of these materials? Perhaps
another way of asking this is why have such effects not been observed in other systems
which are strongly anisotropic but not susceptible to superconductivity? The pro-
posed mechanism purports to be general to any syvstem where there is an electronic
background in one polarization direction, and unscreened phonons along a perpendic-
ular axis. Of relevance may be why the coupling appears to be only to bound rather
than Drude-like carriers. The mid infrared band however, is a common feature of
metallic oxides[13-, 135] while only the high-T. cuprates and close isostructural rel-

atives seem to have the coupled Fano resonances. The PbaSraRCuaOg system shows
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incontrovertibly that the coupling process is activated as soou as the mid infrared band
begins to develop, and is thus present in lightly doped and non-supcrcml.duct.ing sam-
ples (eg. PbaSraSmCuz0Os and PbaSraTbhCuz0s) . Also, Lay_ SreNiO,os is presum-
ably non-superconducting but is isostructural to Lag__\-eréuO.._s which has a T, of 10
K. Both materials have Fano resonances in addition to direct TO coupling.[110, 112]
A diamagnetic moment was originally detected in a sample of Lay_(SryNiO,_s with
z = 0.2 and taken as evidence for a superconducting state,[L36] however Lhis result
has not been reproduced in attempts by other workers.[137] This may nevertheless
indicate a susceptibility of this system as well, to superconductivity. That is, the sym-
metry breaking mechanism which allows the Fano coupling to the longitudinal c-axis
modes may contribute to, but not be the sole dictating factor governing tie supercon-
ducting pairing. The nature of the symmetry-breaking remains at present unknown
although evidence for a low-lying mode which shows a very pronounced temperature
dependence below T is observed in the optical conductivity of Pb;Sez(Y/Ca)CuzOs
as discussed in chapter 4, and may in some way, be connected. It should be pointed
out that this mode appears at 7T, while the Fano resonances are present in the nor-
mal state as well. The unusual behaviour of the optical conductivity below T, may

however, be a consequence of the same process which allows the Fano coupling.
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Chapter 7

Conclusion

7.1 Remarks

The underlying theme behind this work has been the investigation ol the extent of
the anisotropy between ab-plane and c-axis properties of PbaSraRCu30y4. Various
electrical, magnetic and optical properties were examined. The anisotropy has been
found to be moderate, similar to that of YBa.CuszO7.s, and thus significantly less
than that of the highly anisotropic Bi- and Tl-based compounds. [t may thus be
possible to draw some conclusions regarding the role of the interlayer structure in
determining the extent of the anisotropy.

Upon comparison of YBa;CusOzr-s and BiySroCaCuy0g which are both
double-plane cuprates, as is PhaSraRCuz0y, three significant structural differences
which are probable contributing factors are apparent. (1)} The length of the interlayer
structure along the c-axis; = SA in YBayCuy0r_s and 124 in Bi,Sr,CaCuy0g. The
more quasi-two dimensional behaviour of BisSr,CaCuyOy may arise [rom the larger
spacing between conducting CuO, planes. (2) The conducting CuQ chain layer in
YBa,Cu30:-s. This may provide additional electronic coupling between successive
CuQ,, plane bilayers which is absent in BiSroCaCu20y. (3) The a/2 shilt every other

formula unit in Bi;SraCaCu.Oz. This causes the apical Cu(2)-O(1) bonds which are
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presumably important for c-axis transport, to ‘zig-zag' back and forth every other
formula unit, thus interrupting the coherent sequence that exists in YBa;CuyOsog.

(See figure 1.4).

The fact that the interlayer spacing in Pb,Sry(Y/Ca)Cuy0p is, as it is in
BiySr,CaCus04, = 1:‘2}1 while it is significantly less anisotropic suggests that this
alone is not the governing factor. In YBa;Cu3zO:_s the anisotropy increases sig-
nificantly upon removal of oxygen, and consequently carriers, {from the CuQ chain
layer.[9t, 92] This indicates that the ab-plane carrier density is indeed important.
In PbySry{Y/Ca)CuyOg the same trend is observed. That is, increased anisotropy
in samples with a lower level of doping. Curiously however the absolute carrier
density in Pb,Sra(Y/Ca)CusOs is significantly less than in both YBayCuz 054 and
Bi,Sr,CaCuy0g suggesting that this is also not the only factor responsible for the
difference. With respect to presence or absence of an a/2 structural shift, at present
what can be concluded is that this cannot be ruled out as a contributing factor.
Both of the moderately anisotropic materials PbaSra(Y /Ca)CuzOg and YBayCuz 075
have no such shift while the highly anisotropic Bi- and Tl-compounds do. It
would be of interest to examine the single T1O-layer, double CuQ;-plane compound
TIBayCaCuy07[138] which has no such shift to determine whether the anisotropy is

significantly less than in its double T10-layer relative.

A related issuc is the intrinsic nature of the c-axis conductivity. It has
been suggested that insulating behaviour along the c-axis is a characteristic of a
true high 7. superconductor comprised of conducting CuO» plane layers separated by
a non-conducting interlayer structure,[139] and that the quasi-metallic behaviour in
YBa;CugO;.s is an anomaly caused by the additional conducting CuQ chain layer.
The results of this work would seem to argue against this interpretation. Although
there is no additional interlayer conduction channel in Pb,Sra(Y/Ca)CuszOs the c-
axis dc-resistivity exhibits a positive temperature coefficient consistent with a quasi-

metallic state and the optical conductivity shows the presence of a non-zero electronic
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background.

The reduced ab-plane carrier densii‘t'.y, inferred from a high normal state re-
sistivity, large magnetic penetration depth and low optical plasma frequency, is sur-
prising given the relatively high value of T¢, 80 K. For example Uemura ef. al. have
placed the known high T, cuprate superconductors on a curve which shows that 7.
increases with increased carrier density.[140] This data is shown in figure 7.1 with a

point corresponding to the present work superimposed. [t is far removed from the

‘“universal’ curve.

150 L] L) 1 1)

Transition Temperature T [K]

Relaxotion Rote o(T=-0) [us™]

Figure 7.1: Dependence of T, on carrier density from Uemura et. al.. The uSR relax.
ation rate is proportional to the carrier density. A data point for PhySra{Y /Ca)CuyOs

from the present work has been superimposed. Note that it is significantly removed

from the ‘universal’ curve.

The reduced carrier density has enabled observation of some unusual prop-
erties in Pb,Sra(Y/Ca)Cus0g, such as the curious development of a large peak in the
optical conductivity below T, which may be an indication of non s-wave pairing or
the development of novel magnetic structure.

An evolution of Fano-type coupling with doping has been observed. Aided
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in part by the low carrier concentration which enabled these features to be observed
clearly in the normal state where they are overwhelmed by the large Drude response in
Y Ba;CuaOs.5 and BisSryCaCu,0g, as well as the more complicated structure which
dictates the presence of a greater number of higher frequency phonon modes thereby
rendering a sharper, more distinct pattern, it was possible to infer that the ab-plane
mid infrared electronic continuum is coupling to c-axis longitudinal modes. This hy-
pothesis was confirmed by experiment via measurement of the ab-continuum on a face
containing the c-axis showing an absence of such coupling which, for this experimen-
tal geometry, is forbidden by momentum conservation. The ostensible absence of this
coupled-phonon structure in the normal state of YBa,CusO;_s and BiySroCaCu, 0y
and its sudden appearance below 7. upon condensation of the Drude carriers has
resulted in its being mistakenly attributed to the superconducting energy gap.{106]
Even its revelation upon subtraction of the dominating Drude component in the nor-
mal state,[419] and the demonstration that its position is independent of T.[108, 62]
in Y13a;CuzOs_5 has not convinced all of the unrelated nature. It is hoped that this

new development will aid in finally resolving the issue.

7.2 Future Work

The PbiSraRCuzOy system is open to considerable future work. In general it has
been overlooked by the high 7. community and many potentially interesting experi-
ments are just now in progress or have yet to be done. For example the preliminary
results of a recent pSR experiment indicate an unusual non-s wave (T/7.)? depen-
dence to the relaxation rate (proportional to A™?) at low temperature.[42] Hughes
ef. al. have shown that there is a remarkable similarity between the Fano-coupled
phonon structure in the optical conductivity of Nd._.Ce,CuQ,-, with features in
the tunnelling conductance.[111] Since this structure is prominent and distinct in

PbaSra(Y/Ca)Cus0s it would be of signilicant interest to do this measurement. The
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unusual behaviour of the superconducting state optical conductivity and the impli-
cation of the observed Fano-coupling that a symmetry-breaking process exists, as
well as other indications such as the foot in the resistivity and the peak in the low-

field magnetization just below T, suggests an examination of magnetic ordering via

neutron scattering and nuclear magnetic resonance techniques.

Extensions of the work presented herein can also be made. 1t is ol interest to
examine the effect of oxygenation of the Cu(l) layer on the physical properties, in par-

ticular on the extent of the anisotropy, and to make comparisons with ¥ BayCuyOq._s.

Thomas et. al. have shown a refationship between the mid infrared conduc-
tivity of very lightly doped semiconducting cuprate materials and various excitations
such as the two-magnon Raman scattering spectrum and the antiferromagnetic ex-
change energy.[141] The Ca-free' PbySraRCu30; series has several very lightly doped
members where one can look for a similar correspondence. Additional knowledge
regarding the development of the electronic structure with doping could arise from
photoinduced absorption measurements on the highly insulating and transparent La
and Ce members of the Ca-{ree series. Particularly it would be of interest Lo determine
whether the Fano-coupling can be photoinduced in insulating samples. This could
differentiate between an impurity-doped mechanism for the necessary symmetry-
breaking process and simply the absence of a background conductivity to which the
phonons can couple in insulating samples, suggesting an intrinsic nature. Also of
interest would be to examine the temperature dependence of the coupled-phonon
structure above room temperature for a possible correlation with ¢g. the antifer-
romagnetic ordering temperature which is near 400 K in insulating sanples.[142]
Further comparison of both the normal and superconducting state conductivity in
the absence of such coupling with that in the presence thereof should be carried out,
for example, by making polarized measurements along the a and b directions of the

ac, be and ab faces of an untwinned single crystal of YBa,Cu,07_s.

Further investigation of the doping and temperature dependence of the Ra-
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man spectrum of the Ca-free PbaSra(Y/Ca)Cus Qg series is warranted. In particular
the phonon near 440 em™! shows a very pronounced dependence on both temperature
and doping which qualitatively can be represented by a phase diagram reminiscent
of the corresponding one for magnetic ordering in the cuprates. Also of interest will
he to examine the effect of superconductivity on the elecironic Raman background
given the unusual behaviour of the optizal conductivity.

T'wo important questions regarding the Fano-coupling which remain unan-
swered are the source of the symmetry breaking process and the relationship to super-
conductivity. Experiments which may shed light on the former have been discussed
above. The latter may be even more difficult to determine since the coupling is clearly
associated with the mid infrared electronic continuum and not the carriers which form
the superconducting condensate. Nevertheless, thus far this phenomenon has only
been observed in systems which are very closely structurally related to the cuprate su-
perconductors. The presence of such coupling in non-superconducting Las_;Sr-NiO,
and PbaSraRCu30y with R = Sm, Th rules out a direct consequence. However, it
is quite possible that the mechanism by way of which superconducting pairing is
realized, given that other critical constraints ave also satisfied, gives rise as well to
the longitudinal c-axis coupling. This observation should thus not be ignored in the

continuing search for the superconducting mechanism of the high T, superconductors.
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A.1 Volume Fraction of Superconducting Mate-
rial

Two factors which can affect the interpretation of magnetization data of a supercon-
ductor are Lhe extent to which the sample is single phase and the extent to which
the field within the sample is increased above that of the external applied field. This
section deals with the former while the latter will be addressed in that which follows.

Consider a low field magnetization measurement of a sample that is composed
of a fraction ‘x’ of superconducting material, and ‘1-x’ of a non-magnetic impurity.
(If the foreign component is magnetic the situation becomes more complicated - this
will not be dealt with here). The measured magnetization, Mpeasureq, Will then be

given by:
A"rmcasurcd = 1"*’”5C + (1 - m)ﬂ'[impuritys (A-l)
where Mg, and Mipurie, are the contributions to the total magnetization from the

superconducting and impurity components respectively. As discussed in Chapter 2,

the low field magnetization of a superconductor is given by:
1
11’[50 = —1—_1{, (.‘\.2)
where H is the applied field, while that of a non-magnetic impurity is by definition
zero. That s,
Minpuriey = 0. (A.3)
Thus, the measured magnetization is given by:

A[mcnsurcd = —ijf (A'4)

d7
The volume {raction of superconducting material, z, is then:

A [measur:d -
" (4.3)

r = —in
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But Muyegaured

# is simply the slope of the low-field magucetization curve at constant

temperature. Thus, the working equation is: N

z = —4x(SLOPL), (A.G)

where ‘SLOPE" is the initial slope of the field dependent magnetization curve.

A.2 Demagnetization

In this section it is shown how the field within a sample can be enhanced over that
of the external applied field. This has important implications for the determination

of the lower critical field and the volume [raction of superconducting material.

A.2.1 Details

Consider a solenoid of n turns of wire, with a current *#’ running through cach. The
resultant flux distribution is as demonstrated in figure A.l1. The magnetic hield is
given by H = B. Now place a superconducting sphere in the center of the solenoid.
Since, at low fields, the flux must be excluded [rom the interior of the superconducting
sample, the external flux (and hence the external field) must redistribute as tllustrated
in figure A.2. Electromagnetic theory states that the circulation of the magnetic field,

H around a closed path, [ is given by:
fu =1, (A7)

where I is the total current threading the chosen path. Thus for the path *ABCDEFA’

of figure A.1:

f H-dl = j H, - dl + He, - dl =ni, (A.8)
ABCDEFRA A8 HOCDEFA

where H, is the field between A and B in the absence of the superconducting sample,

and M, that outside A and B in the absence of the smnple. Similarly for figure A2

f H-dl:f H,~-dl+/ I, - dl =i, (A.9)
ABCDEFA AB BCDEFA
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Figure A.l: Resultant flux distribution for a solenoid of n turns with current ¢ running

through each. (Adapted after [25)).

where #/; and f, are respectively the fields within and outside of the sample. Equating _

A8 and A.9 yields:

[ Hodi+ Hoodi= [ Hidl+ | H, - dl. (A.10)
AB BCDEFA A8 BCDEFA

Now consider the two points labelled ‘X’ and ‘Y” in figures A.l1 and A.2. Clearly at
N

He < Ha, (A.11)
while at Y:

H.~H,, (A.12)
so that in general

H, < H.. (A.13)
From equation A.10 then

H, > H,, (A.14)

which can be written as
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Figure A.2: Resultant flux distribution when a superconducting sample is placed in

the center of the solenoid of figure A.1. (Alter [25]).

where Hy < 0 is the demagnetizing field. Thus, in summary, the internal field experi-
enced by the superconducting sample, H; exceeds the applied external ficld £, by an
amount —fy (where Hy is negative). In general Hy is non-uniform, but for certain

geometries such as ellipsoidal or cylindrical, one can write:
Hy=H, —danM (A.16)

where ‘n’ is a constant known as the demagnetization factor. As an example, table A.1
lists the demagnetization constant, for fields applied both radially and perpendicular
to a cylindrical sample of radius ‘R’ and thickness ‘t’ shown diagramatically in figure
A.3. Clearly from the discussion above the radial field, #,, is least perturbed for a
thin (¢ — 0) sheet-like (R — oc) sample (ie. from table A.l, n#:O for 55 = 0).
Similarly the axial field, H., will be least affected by a long thin sample (ie. ¢ —
20, £ — 0) so that n, — 0 for 55 — oo in table A.1. Thus it can be understood why,
experimentally, the demagnetization factor for the /f || ¢ geometry of the plate-like

cuprate superconductors {with the c-direction being the short dimension) is larger

than for the H L ¢ geometry.
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pe o]

Figure A.3: Sample geometry corresponding to table A.l.

Table A.1: Demagnetization factors for a cylindrical sample of radius R and thickness

t for the field applied both radially, n,, and axially, n,. (Values taken from [31]).

-

m |l ne | e 5 n. |n,
0 | 0 2.5 0.149 | 0.425
0.2 || 0.630 | 0.159 3.0 0.127 | 0.436

0.4 11 0.528 | 0.235 i 4.0 | 0.0978 | 0.451
0.6 § 0.430 } 0.284 ||| 5.0 | 0.0793 | 0.460
0.8 || 0.361 § 0.319 6.0 || 0.0666 | 0.467
1.0} 0.311 | 0.3:44 8.0 | 0.0503 | 0.475
1.5 | 0.230 | 0.384 | 10.0 || 0.0403 | 0.430
2.0 § 0.181 | 0.409 o0 0 1
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A.2.2 Volume Fraction Revisited

The demagnetizing field will also affect the calculation of the volume fraction of

superconducting material. For a superconductor Af = —z-H; so that equation A.16
can be rearranged to read:
Hy,=H; — *lrrn:ilt:ﬁ,-, (A.LT)
so that
H; = ii_nﬂ"' (A.18)

But, the volume fraction of superconducting material, z, is given by —-‘11r'-}7' where
H = H; ie. the field experienced by the sample. Thus,

= -—-47.‘(1 —n)%[—, (Alg)

where H, is the applied field. The working rvesult is Lhus
z = —4x{l = n)(SLOPE), (A.20)

where, as before, ‘SLOPE’ is the slope of the low field Af versus I curve.

A.2.3 The Intermediate State

Another consequence of the presence of the demagnetizing ficld is the development
of macroscopic normal regions within the superconducting sample known as the in-

termediate state.
Consider what happens when H; = H,; where H, is the critical field, de. a
field, H,/, is applied such that from equation A.1S:
H, = -li—nHal. (A.21)
Rearranging this
Hyt = (1 -n)ii.. (A.22)

Now, since n > 0, M, < H, = H;. Does the sample become normal because the

internal field is equal to the critical ficld? This cannot be so because if the sample
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Figure A.4: Schematic representation of the intermediate state. (After [25]).

reverts to the normal state M = 0 and consequently n = 0 so that now H; = Hy/ <
H.. ie. the sample is normal in a field smaller than A,! What actually happens is
that macroscopic normal regions appear in the sample through which the flux can
penetrate as illustrated in figure A.4. Thus in effect, we are reducing the volume
fraction of superconducting material is reduced such that from H,/ < H £ H, the
fraction decreases steadily [rom 1 to zero so that as expected it is only at A = H, that
the entire sample becomes normal. The situation depictad in figure A.4 is referred to

as the intermediate state.
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B.1 Introduction

[n this appendix, which has been adapted from reference [52], an elementary discus-
sion of the optical properties of a solid is presented with an emphasis on measure-
ment and subsequent analysis via reflectance spectroscopy. The approach is that of
Woolen.[143] The discussion of the Lorentz-Drude oscillator model has been extended

from that of reference [52] to include the coupled electron-phonon model.

B.2 Interaction of Electromagnetic Radiation

with Matter

An clementary discussion of the optical properties of solids can be found in most
introductory texts on solid state physics.[50, 144] A brief account of the more salient
features is presented here.

As is customary in electromagnetic theory, Maxwell’s equations in macro-

scopic form are given (in Gaussian units) by:

V. E =drplte (B.1)
VxE= —%83—]?, (B.2)
vV.B=0, (B.3)
VxB= é%% + %’TJ“"“’, (B.4)

where E and B are the electric and magnetic fields respectively, p*®! and Jt'* are
respectively the total charge and current densities and c is the speed of light in a
vacuunt,

total s comprised of a contribution due to polarization of the electronic

I
charge distribution of each atom with respect to the nucleus in the presence of an
electric field given by -V - P, where P is the dipole moment per unit volume (polar-

ization), and a contribution due to the presence of an external charge density, p=t.
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Thus,
ploml =-V.P + pezt- (8.5)

Contributions to J'**' arise in four ways: (1) polarization of the lattice due
to a time varying electric field which contributes a factor of %rf- to the current density,
(2) magnetization effects resulting from electron spin whose corresponding current
density distribution is ¢(V x M) where M is the magnetic dipole moment per unit
volume, (3) motion of conduction electrons where the contribution is denoted by Jeond

and (4) external sources whose contribution is J***. Thus,

Jiotal _ _a_a? + c(v x M) 4 Jrond + Jest, (]36)

Equations B.l and B.4 can be written, using B.5 and B.6 as:

V. E = —4zV - P +d7p*™, (B.7)

laE 47 E)P d
= — (= Jeend 4 Je=ty, B.8
VxB c6t+c(r?£+c(VXM)+ + Je*t) (B.8)

Defining the displacement as:
D =E+47P = ¢, (3.9)
and the magnetic field strength as:

L
H=B-4xM = -B, (B.10)
1
where the assumption that the polarization and the magnetization can be lincarly

related to the electric and magnetic fields via the constants ¢ and 1/p respectively

has been made, Maxwell’s equations can then be written as:

V. (E) = dzp™, (13.11)
j ot :

XE=—--— 3.12

VxE TR ( )

V. (zH) =0, (B.13)
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14

47 cond 4z ext B
"7 . — o — 0 + —_— + . . ‘L

c
In equations B.11-B.14 above, u is the magnetic permeability and is equal to unity
for nonmagnetic materials, and ¢, the dielectric function, is a real quantity which
connects the field D with the field E existing at all other locations and earlier times.

[n the absence of external sources and using J°*¢ = ¢, E, Maxwell’s equations
H

for a non-magnetic, isotropic material become:

V.E=0, (B.15)
190H
VxE= -E-;j—t—, (B.].G)
V.H=0, (B.17)
_adB  iroy
VxH=220+ g, (B.18)

where o, is an ‘optical’ conductivity because it arises from electronic transitions
accompanying photon absorption.

Using Maxwell's equations as given above and the vector identity:
Vx(VxE)=V(V.-E)-VE, (B.19)

the wave equation for a plane wave propagating in an energy-absorbing medium is

oblatned:
¢t Ot ¢t Ot

A vector field, F, can be divided into longitudinal and transverse components

VE =

(B.20)

according to:

F=FT4+F-. (B.21)

Furthermore, it can be shown that in general:
VxF=VxFT, (B.22)

V.F=V.Ft, (B.23)
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Thus, since V - E = 0, the solution to equation B.20 is necessarily transverse (ie. B
is perpendicular to the direction of propagation of the electromagnetic wave in the

medium, q). Substitution into equation B.20 of a plane wave solution:
E = Eyeflar-« (3.24)

where E, is perpendicular to q, as required above, and which is valid at energies in the
far-infrared where the spatial variation of E is large comnpared to lattice dimensions,

gives:
2 .
W Are
Q= -7,-(&1 +z-——‘) . (13.25)
c? w
Using equation B.25 and recalling that the velocity of the electromagnetic

wave in a medium is given by v = w/q, and the usual delinition of the index of

refraction, V = ¢/v, the complex index of refraction is given hy:

. “I.J
N=n+ik= ‘fcl + 1 i . (13.26)
[F3)

Defining the complex dielectric function and conductivity to be respectively:

=€ +ieg=N*, (13.27)
g=u +1i07, (B.28)
yields:
g =n =k =1- ik . (13.29)
w
e = 2k = T2 (13.30)
w

Note that here n represents the real part of the complex refractive index, not the
demagnetization factor as in appendix A.

N, e and o are the optical properties of primary interest. From these relations
it is clear that knowledge of any one gives the others. The remainder of this appendix
is concerned with the determination of these quantities and includes a discussion of

a theoretical model for € based on the classical theories of Lorentz and Drude which
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is extended to include a coupled electron-phonon interaction, the relationship of n
and k to the experimentally observable quantity; the reflectance, and the numerical
procedures involved in extracting the optical constants from reflectance data including

Kramers-Kronig analysis, oscillator model fits and sum rules.

B.3 Oscillator Model for ¢

- In the Lorentz model, the equation of motion for a bound oscillator (assumed for the
sake of this discussion to be an electron) of charge ¢ and mass m driven by a time

varying clectric field E = E,e~™* is given by:
eE — mw,*x — ml'%x = m%k | (B.31)

where the first term is the driving force, the second term is a Hooke's law restoring
force which binds the electron to the atom at a resonance frequency w,, and the last
term is a damping term which arises as a result of various scattering mechanisms.
Here I' is the scattering rate, which is related to the lifetime, 7 by ' = 1/7. x is the
coordinate frame {or the electron.

Equation B.31 can be extended to include linear coupling to a phonon in

coordinate frame y by adding a term, gy, where g is the coupling constant:

gy +eE — mw.’x — mlx =mx , (B.32)
A solution of the form x = z,e™™* and y = yoe™™! yields:
LTyo+ ok
o= —m¥elme (B.33)
Wo® — w? — fwl
Writing:
1
D, = (B.34)

. 1
Wo? —w? —wl’

one obtains,

A i E. D =
To = Do[myu + mEO] (B.35)



201

Now consider the phouon of resonance frequency, w', mass, m/, cifective

charge, ¢, and scattering rate I'. The equation of motion is then:
gx+¢E = my —m T’y =m'y (1B.36)

Note that the phonon is coupled to the electron associated with the x coordinate
frame of equation B.32 via the same coupling constant g. Again applying the plane
wave solution yields:

]
"'L:L'o + JLED

m!

T r::' . . 13.37
Yo w —w? =l (B.37)
With
1 .
D= — , 3.38
w' — w? — wl ( )
one finds,
vo = DLz, + £, (13.39)
m m
Substituting equation B.3Y into 13.35 yields:
9 8 4 c .
o = = xo + — )+ — 1] 13.4
’ D°[mD (m’l + m’r )+ ™ ) (13:40)
Rearranging:
I 9.9 A€ 8t
——Ipd- =+ Lph .41
m°[Do mD m'] L°[m + ™m 4 m'] ( )

Recalling that for the electron the magnitude of the polarization is given by

P, = Nyez, and that from equation B9 e =1+ ‘17-'%';', the dielectric Minction can be

written using B.4l as:

£ 4 1y
€= |4 drNoem e, (13.42)
D_° o D ]
where N, is the density of bound electrons. Thus, with equation B.34:
47 Nye? |+ 2
e=14 - - [ +'_"'g ] —. (B.43)
Mmoo fwo? = w? —dwl = A= D]

Writing:
,  dwiNet

! = N ]3.44
“r i ( )
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where wy is reflerred to as the plasma frequency;
w?
= Z —[1 , B.45
¢ 1+w§-—D—w2—sz[+qD] ( )
where: l
‘2 i
g ' ps
= D= ’ B‘IG
b mm' w'? — w? — ( )
1 g
p! = mm,! (B.‘l‘?)
and,
mq’ B
= —, A48
= (B.48)

Nole that since an energy loss mechanism has been explicitly included, the
diclectric function is now a complex quantity.
It can be shown that for a series of &£ phonons coupled to the same electronic

oscillator at we, the dielectric function is given by:

W
= —(1 Drl, B.49
€ l+w§—Zka—w?—zwI‘[+¥q" ] (B.49)
wlere:
4
D= —g—te (B.50)
wk. —_ W - zwrk
Jq = gE B "1
o mm),’ (B31)
and,
me; =
= —=, B.52
T e (B.52)

From equation B.45 the dielectric function for a collection of j uncoupled

oscillators, bound with resonance [requencies w;, is given upon setting D = 0 by:

Lp,

£=1+szj2_w

; (B.53)

a2 T
—il ju
where w, s the plasma frequency associated with the electron bound with resonance

. . al . = HT N, 4
frequency wj and scattering rate I;. In equation B.33 3w, = -'—‘\-’;;f“’—, where Ny,

i the total number of bound electrons.

2;
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The quantum-mechanical analog can be shown Lo be:

47 Ne? ",
¢= 1 4 ELtl 5 - L (B.54)

. i SIS S A
m 7 Wj wt =il w

where w; is the transition {requency of an electron between two alomic states sepa-
rated in energy by fiw;, and f;, the oscillator strength, is a measure of the relative

probability of a quantum mechanical transition, and satisfics:

Y f=1. (13.55)
J
This is known as the f-sum rule.
In a {ree-electron metal the conduction electrons are neither hound nor cou-
pled, and hence in equation B.45 £ = 0 and there is no restoring force (ie. w, = 0).
Thus, the coutribution to the dielectric function from the lree clectrons with plasma

frequency, wp,, and scattering rate, T'p, is:

¥

- “rp 31.506
P+l (B.36)
Combining B.56, B.53 and B.49 yields:
|- ult
€= w+zwlp+z: ; —w'-'—-i[‘,-w+
“, Fli+ Zr;;_DA] (B.57)

wi =Y Dy —w? —iwl
the dielectric function for a system of free clect.rons, j bound oscillators of frequencies
w; and & phonons of frequencies wy, coupled to an electronic oscillator positioued at,
w,. Note that the subscript e has been added to denote the oscillator to which the

phonons couple. Dy is given, by equation B.50.

B.4 Relationship between Reflectance and Re-

fractive Index

As can be deduced from the previous section ¢, €, and hence gy and oy contain

valuable information pertaining to the physical propertics of the solid, such as, the
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extent of the free carrier response and the excitations that are present. They are,
however, difficult Lo measure directly. The real and imaginary parts of the refractive
index, n and & respectively, (and hence, €, €, and oy, o3) are fortunately related to
the experimentally accessible quantity the reflectance, ft, by the generalized Fresnel
reflection coeflicients, which for an angle of incidence, ¢, measured from the surface

normal are given by:[143)
_ {a—cos¢)® + b?
'7 (a+cosp)? b2’
(a — sin g tan ¢)° + b

= R o gtan gy 1 12 (B.59)

where £, is the component of specular reflection perpendicular to the plane of inci-

(B.58)

dence and R, is the parallel component. The measured reflectance is given by:
1
= 5[Rp(L +p) + Rs(1 - p)] . (B.60)

where p is the polarization of the incident radiation given by:

I,— 1,
L+1,°

(B.61)

p=

{, and [, represent respectively the components of the incident radiant flux density
perpendicular and parallel to the plane of incidence. For unpolarized light I, = I,
and p = 0 so that R = (R, + R,). The parameters ¢ and b are related to the optical

constants 1 and & by:

] 1 " .y « n 2] 7 < bl ]
& = 3{{(11- ~ K~ sin? 8)% 4 dn®h¥E + (n? — A% — sin? ¢)} , (B.62)

f)l"..—_..

{[(n'2 — 1 = in?9)® + 4k} = (n? = K — sin? ¢;)} . (B.63)

o] —

At normal incidence, (¢ = 0), R, = R, = R and equations B.33 through B.63 reduce

Lo:
(n— 1)+ 4°
(n+ 1)+

The Fresnel cocflicients are derived by consideration of the boundary conditions of

R=

(B.64)

E and H at a vacuum-crystal interface.[146] The derivation for the reflectance at
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normal incidence using this approach is fairly straightforward and can be found in
the literature.[143]

Usually a reflectance measurement is made at near-normal incidence (ie.
¢ ~ 15°). Examination of the Fresnel coefficients for near normal incidence leads Lo
the conclusion that the reflectance is not significantly changed from that al normal
incidence.[147] [t is therefore usual to use the normal incidence expression for Lhe

reflectance, equation B.G4, in a ncar-normal incidence experiment.

B.5 Analysis of Reflectance via Modeling of the
Dielectric Function

Equations B.58 through B.64 cannot be solved explicitly for n and k. There are
several methods by way of which n and & can be deduced. Several techniques exist
which can be used if n and & are required at only a single wavelength.[145] These
methods typically involve measurement of both R, and 12, at one angle of incidence,
or one component at two angles of incidence. The work of this Lthesis is concerned with
the optical properties over a range of frequencies so that measurements of this sort arc
impractical. Establishing the frequency dependence of the optical properties from a
measurement of the [requency dependence of the reflectance is usually accomplished
in one of two ways, which serve as the topics of discussion in this and the [ollowing
section,

Equations B.29 and B.30 can be solved for n and & to yicld:

1 1 s
n= -\7_5\/ €% + 2% + € , (“.(}-’J)
-'l\/.'g\/\/ﬁtg -+ (;2"', - . (“G())

Substituting B.65 and B.G6 into B.61 yields:

62+t 4+ 1~ 2Va F et +e .
R== yavalra L (13.67)

& te*+ 1+ \/?-(Vfl-" et e

k
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By assuming a model with variable parameters such as that given in equation
B.57, for the dielectric function, the experimentally measured reflectance data can be
fit to equation B.67 above. The fitling parameters are w,, and I'p, the plasma [re-
quency and scattering rate of the free electrons, wy,, w; and T';, the strength, frequency
and scatlering rate of finite-frequency-centered oscillators (eg. IR-allowed phonons),
and w,, I'; and w,, the center frequency, scattering rate and plasma frequency of an
electronic oscillator to which & phonons with position wy, scattering rate Iy and cou-
pling strength, w,, are coupled. Often the term of unity in equation B.57 is replaced
by €, the high frequency dielectric constant, which may be enhanced from unity to
represent effects due to excitations at energies above the range investigated, and thus
hecomes another parameter of the fit. Determination of these fitting parameters can

provide useful information about the physical system under investigation.

B.6 Analysis using Kramers Kronig Dispersion

Relations

An alternate method of analyzing the reflectance data is to make use of the Kramers-
Kronig dispersion relations. In general a dispersion relation is an integral formula
which relates a dispersive process to an absorption process. Dispersion relations
follow from the principle of causality, the assertion that there can be no response
before the arrival of a stimulus. The stimulus that is of concern in the study of
the optical properties of a solid is an electromagnetic wave. Causality applies to
this system in that energy cannot be reflected or absorbed before the arrival of the
clectromagnetic radiation at the crystal interface.

A response function describes the response of the system at time t to a

stimulus at an carlier time ¢,

xw=[ :’° G, ) f(U)de (B.68)
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where X (t) is the response of the system at time ¢ to stimulus f(¢') acting for all
times t' > 1,, and G(¢,1') is the response function, which by causality, is necessarily

zero for 1 < t,. Fourier transformation leads to the relation:
X(w) = Gw)f(w), (13.69)

so that the stimulus, f(w), is simply multiplied by a number, G(w), to give the
response, X (w).
It can be shown that the real and the imaginary parts of the response func-

tion, G{w), are related according to:

(v JC‘"
RC(w) = ;’_-P i %;_—C:(-—)-iw , (B.70)
SG(w) = 2P [T 2 gy, (B.71)

where P refers to the principal value. These cquations are known as the Kramers-
Kronig dispersion relations. Dispersion relations ol this {orm exist for many physical
quantities including the real and imaginary parts of the refractive index, the diclectric
function and the optical conductivity. These dispersion relations are powerful aids
in the analysis of optical properties. For example, they provide the basis for the

derivation of a very useful version of the f-sum rule:

(.:Jpz -
. 13.72
: (B.72)

]000 o(w)dw =

Unfortunately, for direct application to experiments, these equations have only limited

uselulness.
Experimentally, R, the ratio of the reflected to incident intensities is mea-

sured. It is related to r, the complex ratio of outgoing to incoming clectromagneltic

fields by:
Rw) = r(w)r(w), (13.73)

where
n—14ik

r(w)=n+l+ik'

(B.74)
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Writing the complex reflectance amplitude as:

r(w) = / R(w)e !, (B.73)

equations B.74 and B.75 can be solved to yield n and & in terms of R{w) and {w).
Thus, if w) and 0(w) are known then n and &, and hence, ¢, €2, and oy, o2 can be
calculated. £ is measured experimentally and @ is related to R through the Kramers-
Kronig relation:

Ow) = _w reoln R(w') —In R(w)dw, , (B76)

7 Jo w? —w?

where Lhe principal value has been eliminated by subtracting an integral that is
identically equal to zero.

Experimentally the reflectance is measured only over a finite range of fre-
quencies, w; < w < wy, and thus extrapolations of the function R(w) are required for
the limits of the integration.

In the high frequency li-mit extrapolations that are commonly used include
a power law: R(w) = R(w:)[w2/w]?, an exponential: R(w) = R(w,)ef™=+) or simply
a constant: R(w) = C. The parameters p, B and C are chosen to provide physically
reasonable results. Evaluation of equation B.72 should yield a value consistent with
the total number of electrons expected to contribute to the optical conductivity:

r o

n 4'{7.’\': !G- ——

wy = ——, (B.T7)
m

For example, in aluminum, which has three valence electrons, one must choose an
extrapolation such that upon integrating the frequency-dependent conductivity up to
a reasonably large cutoff beyond which it is negligible, one finds a value for ¥, of
Jefatom.

The long wavelength extrapolation is usually provided by either an oscillator
fit to the reflectance data as described in the previous section or by the Hagen-Rubens
relation which is valid for w/I' &€ 1 and is given by:[148]

9
=1-9,/%L (B.78)

I
Ly

R(w)=1-

= V)
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Since both the oscillator fit and the Kramers-Kronig methods of evaluating
reflectance data involve a degree of uncertainty, ie. the extrapolalions to low and
high frequency in the case of Kramers-Kronig analysis and the model chosen for
the dielectric function in the oscillator fit methed, the resulis should be carefully
considered and tested for their dependence on these approximations.

A more thorough, detailed treatment of the numerical procedures for analyz-
ing reflectance data including discussions of oscillator least squares fitting, possible
extrapolations for the Kramers-Kronig analysis, their validity, and the uncertainty

introduced through their use can be found in the literature.[143, 14§, 148]
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Table C.1: El a, b phonon parameters for PbySr,RCu30s with R = La at 300 and
80 K derived from oscillator fitting (brackets) and the Kramers-Kronig technique.

Values for €e of 13.2 and 11.5 were obtained at 300 and S0 K respectively.

Mode T—wm WLo I S

(K)[ (£1 em™)| (£1 em™)| (! cm™)
1 [ 300 [5755 (576) | 616 (602) | 25  (30) | 0.7+0.1 (L2)
80 | 589 (s87) | 625 (616) | 15  (27) | 67x01 (12
20 | 300 | 348 (348) | 420 (388) | 115 (7.3) | 27£03  (3.9)
80 [350.5 (351) {4225 (388) | 6  (5.3) | 2605  (26)
3 300 311 (309) | 320 (356) {3142 (60) | 1.4£07  (4.3)
80 | 316 (315) | 328 (347) | 255 (32) | 19+04 (25)
4 | 300 | 286 (286) | 296 (200) |31+£2 (10) | 23+£07  (0.3)
S0 [280.5 (289) |301.5 (303) | 14 (9) | 20£03 (L1)
5 | 300 {2205 (232) | 252 (263) | 315  (29) | 3.8£11 (3.8)
SO | 237 (237) | 2T (276) | 4 (21) | 27204 (41)
701300 [ 1935 (195) | 205 (207) | 265 (14) | 3.2£10 (L7)
s0 | 188 (188) [197.5 (192) | 55  (5) | 0.5£0.3  (0.5)
$ | 300 165.5 (165) | 181 (224) | 125  (10) |104£15 (11.2)
i 80 | 166 (166) | 183 (231) | 6  (10) | 44£11 (10.8)




Table C.2: E| a,b phonon parameters for PbaSroRCusOg with R = Ce at 300 and
80 K derived from oscillator fitting (brackets) and the Kramers-Kronig technique.

Values for e, of 6.38 and 6.58 were obtained at 300 and 80 KX respectively.

Mode | T | wro wro r

(K) | (£1 em™) | (£1 em™)| (£l com™!)

12 1300 | 580.5 ( )
80 | 891  (591) | 616.5 (607

206 1300|3515 ( 428.5 (403

[d5]

582) | 604.5 (597 0301 (03)

(21.1
(10.3) [ 0.3 %01 (0.4)
(22:7) | 0701 (2.0)
(12.4)

)
)
) )
S0 | 334 (352) |4205 (397) | 7 124) | L4 £02  (L8)
3¢ | 300 | 305.5 (307) | 3245 (341) | 185  (16) | 1.8£02 (L.5)
S0 | 3115 (312) | 328 (348) | 7 (8.7) | L5£0.2 (L.6)
49" 1300 | 290.5 (200) | 203  (299) (18) (0.4)
80 |291.5 (292) | 2945 (301) | 112 (8) |0.6£0.1 (0.4)
5% 13002385 (241) | 42 (251)] 25  (20) |0.7£0.2 (0.5)
SO | 248 (248) |254.5 (262) | 215 (17) [0.8940.1 (0.7)
7o 1300 [ 184.5 (186) | 1965 (202) | 853  (1L3) | 1.1£02 (1.1
80 | 180.5 (181) | 194  (195) (5.3) |0.9£03 (1.1)
$6 | 300 | 149.5 (149) | 164 (186) | Y (9) |28+£05 (3.5)
138.5 3 0.3 £0.1
80 | 1475 (149) | 1655 (196) |2£05 (7.8) [2.0£0.5 (4.8)
144 2 1.1 £0.06

100 | 300 | 135
S0 | 134 (132) (134) 3 (3) {05£02 (0.2)




Table C.3: E| a,) phonon parameters for PhoSroRCu30g with R = Pr at 300 and
80 K derived {rom oscillator fitting (brackets) and the Kramers-Kronig technique.

Values for ¢, of 6.98 and 7.18 were obtained at 300 and 80 K respectively.

Mode | T | wro wro I S

(K)| (£1 em™) | (£l em™)| (£l cm™)
r—r:" 300 | 606 (399) | 631 (627) | 36.5  (65) |0.5£0.1 (0.7)
S0 | 614.5 (613) | 639.5 (637) | 44 (48) [0.5£0.1 (0.6)
2061300 | 354 (352) |420.5 (397) | 19.5 (22.5) | L.7+£0.2 (1.9)
80 |354.5 (354) |421.5 (397) | 155 (16.9) [1.8£0.2 (1.9)
3ub 1300 | 306 (307) | 320.5 (346) |30+£2 (23.8)|1.3£05 (L.1)
80 | 311 (313) | 327 (335) | 11 (14.2) [ 09402 (1.0)
49 1300 | 282 (282) 2885 (203) | 19+£2 (16.3) | 0.8£0.4 (0.6)
80 | 284.5 (287) [296.5 (302) | 14 (11.5) [0.9+£0.3 (0.8)
5 | 300 | 228.5 (230) | 248.5 (267) | 33.5 (39.8) |1.5+£0.8 (2.5)
80 | 234 (237) | 2555 (26S) | 14 (18.9) | 1.4+0.4 (2.0
6°¢ | 300 | 207.5 (212) (214) | 10 (7) [04£03 (0.1)
80 [2i1.5 (212) | 213 (204) | 8.3 (7) [0.1£0.2 (0.1)
7 1300 [190.5 (193) | 199 (206) | 9£2 (14.6) | 0.5x£04 (0.9)
30 [189.5 (191) | 197  (201) 9  (124) | 04£03 (0.8)
8 300 | 168 (169) | 1785 (201) | 10 (7.37) |3.2£08 (2.9)
80 | 170.5 (172) | 181 (202) | 3.5 (3.33) [ 15406 (2.7)
94| 300 (146) (151) (10) (0.5)
80 (146) (151) (10) (0.3)
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Table C.4: El| a,b phonon parameters for PbaSroRCusOy with R = Nd at 300 and
S0 K derived from oscillator fitting (brackets) and the Kramers- l\l‘OIlll, technique.

Values for €, of 7.08 and 7.19 were obtained at 300 and 80 K respectively.

Mode | T | wrg weo r S
(K) _(_:l:l e~ [ (£l em™) [ (£l cm™l)
14 | 300 | 614.5 (G613) 643 (638) | 3916 (53.3) |04 £01 (0.6)
S0 | 627 (625) [650.5 (646) | 185  (34.6) | 0.3£0.1 (0.5)
20 | 300 | 355.5 (354) | 422 (396) | 1T (2Ld) | LT£02 (L.8)
S0 | 356.5 (354) 4225 (394) | 1256  (14.9) | 1.8£0.2 (L.7)
390|300 | 306 (306) | 322 (334) | 27£2 (25.4) | L5EO0A  (L4)
80 | 310 (312) (3275 (337) | 15 (154) [ Ll+02  (L2)
4% [ 300 | 280.5 (280) {284.5 (289) | 17T£? (15.3) |0.5£04  (0.5)
SO | 284 (285) | 2925 (298) | 9.5  (8.9) |0.8+£0.2 (0.7)
5% 300 231 (231) | 249 (268) | 3242 (34.3) [ 23£05  (24)
SO {234.5 (237) | 254 (69) 5 (174) | LO£03  (2.1)
626 300 | 212 (210) (213 7 (7.1) {0.2:£04 (0.2
80 | 212 (212) (2 4) 6.5 () 10.3:£05 (0.1)
71300 [ 193.5 (194) | 198 (20 S) 55 (14.6) | 04402 (1.0)
S0 | 192 (192) | 1985 (20 13 (10.7) | 0.9£03  (0.8)
g4 3001 171 (171) | 179.5 (1%) 9.5  (7T4) [27£05  (24)
1645
80 | 170 (171) | 18I (201) {2405 (2.8) | 1L9£05 (27)
164.5 1.5 1.2 0.4
g9e¢ | 300
80 | 145.5 (146) (151) 7 (10) [0.1£01 (0.5)
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Table C.5: Detailed temperature dependence of the ‘ordinary’ E|| a,b phonon param-

eters for PbaSraRCus05 with R = Sm derived from the Kramers-Kronig technique.

| Mode | 7k 15K [25K [ 35K | s0K | 65K | 80K 100K | 150K [ 200K | 250 K | 300K |

1* | wro 621 | 622 | 620.5|621.5 | 622 | 620.5 | 621.5 | 6185 | 615 | 615 | 6115
2% | upg | 350 | 350.5 | 3505 | 350.5 | 351 | 3s1 | 351 | 3515 | 3505 | 351 | 351 | 3505
wio | 426 | 424.5 | 425.5 | 426.5 | 426.5 ] 4265 | 4265 | 427 | 428 | 429 | 428 | 4%
S/ton | 0.481 | 0.467 | 0.474 | 0.481 | 0.476 | 0.476 | 0.476 | 0.476 | 0.483 | 0.494 | 0.487 | 0.484
3 | wpg | 307 | 207 | 307 | 307 | 307 | 307 | 307 | 3065 | 3055 | 304 | 301 | 299
wia | 3245 324 | 3225 | 3245 | 324.5 | w25 | 3245 | 3245 | 3245 | 323.5 | 3235 | 321
Sfesa | 0.117 | 0.124 | 0.104 | 0117 | 0.117 | 0,121 | 0.117 | 0.121 | 0.128 | 0.132 | 0.155 | 0.153
4" | wpo | 282 | 282 | 2825 ) 2825 | 2825 | 2825 | 2825 | 282 | 282 | 281.5 | 281 | 280.5
wro (29051 29t | 201 | 291 [291.5) ag1 | 201 | 201 | 289 | 2885 | 287 | 283.5
S/tms | 0.061 | 0.065 | 0.061 | 0.061 | 0.065 | 0.061 | 0.061 | 0.065 | 0.050 | 0.050 | 0.043 | 0.022
5 | wpo | 231 [2305| 231 | 231 | 2305 2205 | 23051 230 | 229 | 227.5 | 2265 | 2255
wro | 250 | 250 | 250 | 249 | 251 |250.5| 251 { 251 | 2515 | 251 | 250.5 | 280
Sfte | 0171 | 0176 | 0.171 | 0.162 } 0,186 | 0.181 | 0.186 | 0.151 | 0.208 | 0.217 | 0.223 | 0.229
6a* | wro | 2185|2185 | 2185 | 2185 {2185 | 218 | 2185 218 | 218 | w7 | 217 | 21535
wio | 221 | 2215 2215 | 222 | 222 jomls | 2215 222 | 2215 | 222 | 224 | 2025
S/t | 0.023 | 0.028 | 0.028 | 0.032 | 0.032 | 0.032 | 0.023 | 0.037 | 0.032 | 0.047 | 0.066 | 0.066
6b% | wro | 208 | 208 | 2075|2075 | 208 | 208 | 207.5 | 207.5 | 206.5
wiee | 209 | 209 | 208 | 2085 | 209 | 2005 | 209.5| 209 | 210
Sfem | 0010 ¢ 0.010 | 0.005 | 0.010 | 0.010 | 0.014 | 0.019 | 0.015 | 0.034
™ | wro | 18651 185 {1865 ] 186.5 | 186.5 | 1865 ) 186.5 | 186.5 | 1875 | 188.5 | 187.5 | 138
wro | 198 11975 | 198 | 198 | 1985|1985 | 199 | 1995 | 201 | 2005 | 202 | 204
Sleea | 0127 | 0,127 | 0.127 | 0.127 | 0.133 | 0,223 | 0.139 ) 0.144 | 0.149 | 0.143 | 0.161 | 0.177
§ 0t ro bo1e4 | 14 | e | teq | 1e4 | 164 | 64 | 1635 | 182 | 1615
sto JITTS|ITTs [ tsvssrsbuers | 178 | 178 | 1t | 178 | 178
S/t | 017110471 | 0.151 | 0.171 | 0171 | 0.178 | 0.178 | 0.185 | 0.207 | 0.215
3 | oro | 1595 | 159.5 | 1595 | 159.5 | 159.5 | 1595 | 158.5 | 158 | 1575 | 157 | 158 | 157
weo | 162 | 162 | 16151 182 | 187 | 1615 | 1615 | 1615 | 160 | 160 | 178 ! 175
Sfem | 0.032 ] 0.032] 0.0 | 0.032 | 0.032 | 0.025 | 0.038 | 0.045 | 0.032 | 0.039 | 0.269 | 0.27
Qe wrg 1445 | 1445 | 1445 | 145.5 144 1445 143 1445 | 14335 144 142 140
—to | 1495 | 149.3 | 150 | 1495 | 149 | 150 | 150 | 1495 ] 149 | 148 | 148 | 1485
Sfeq | 0070 § 0,070 | 0.078 | 0.056 § 0.071 | 0.078 | 0.100 | 0.070 | 0.078 | 0.056 | 0.086 | 0.125
10 | =ro | 136 | 135 | 1385 | 136 | 136 | 136 | 1355 1355 | 1355 | 134.5 | 1328
~to | 1385|8385 | 129 | 129 | 1385 39 1285 139 | 133 | 1375 | 1375
Sfema | 0.037 1 0.083 [ 0.052 | 0.045 | 0.037 | 0.045 | 0.045 | 0.052 | 0,037 | 0.045 | 0.077
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Table C.6: Detailed temperature dependence of the ‘ordinary’ E||a, & phonon param-
eters for PbaSroRCu304

Mode 7K [1sk 25k [ask [sok |esk |0k | 100k | 150K | 200 k ] 250 k [ 300 &
1 | uro | 6325 | 633 | 8325 | 631 6325|6305 | 630 [ o285 | wae | 621 [ a2 | ar7
2 | upo | 9555 | 3555 | 356 | 358 | 356 {3565 | 3s6.5 | 356 | ases | 357 | 565 | s
weo | 434 | 436 | 433 | 4305|4335 | 4336 | 436 | 436 | 4375 | w0 | 438 | 440
S/¢es | 0.490 | 0.500 | 0.479 | 0.490 | 0.483 | 0.470 | 0.496 | 0.500 | 0.506 | 0.519 | 0500 | 0.532
3 | wro | 3065 | 307 | 2065 | 307.5 | 2065 [ 3065 | 306.5 | 307 | 305 | a0+ | oo | 2075
wio | 320 | 322 |a235 3225 | 324 | 3235 o255 | 245 [ am | a | 2z | am
Sfees | 0.090 | 0.100 | 0.134 | 0.100 | 0.t17 } 0114 { 0138 | 0017 | 028 | 036 | 0.152 | 07
40 | wro | 2825 | 2825 (2825 | 283 | 283 | 282 [ 2825 ] 283 | 283 [ 2s05 | 278 | 280
weo | 200 | 291 | 2005 | 200 | 289 | 290 | 2915 | 200 | 2875 | 285 | ases | 2805
S/¢ea | 0054 | 0.061 | 0.057 | 0.050 | 0.043 | 0.058 | 0.065 | 0.050 | 0.0m | 0.032 | 0.082 | 002
5 | wro | 2315 | 232 {2028 230 | 232 | 232 | 202 | 2315 | 2:s
wio | 240 | 243 | o244 | 240 | 216 | 244 | 2065 | 26 | 28 | 205 | 205 | 2475
S/ew | 0075 | 0.007 | 0.101 { 0.116 { 0.124 | 0.106 | 0.129 § 0.120 | 0.148
6a% | wro | 285 | 219 | 2185 | 209 [mas| mo [mss| mo | 265 | 205 | 23 | 2ns
wo | 202 | 2255 | 223 [2225| 2m | 224 | 25 | 235 | 2ms
S/ee | 0.032 | 0.060 | 0.042 | 0.032 | 0.032 | 0.016 | 0.060 | 0.012 | 0.07 | v.280 | v.a2s | 0.309
7% | wro | 1925|1035 1925} w2 | 192 | 193 [ 1925 1925 { 1955 | 1935 | 193 | 1935
wio | 198 | 199 | 109 | 108 | 200 {2005 [2005| 2035 | 202 | 2035 | 204 | 203
S/¢e | 0.058 | 0.058 | 0.069 { 0.063 | 0.085 | 0.079 | 0.096 | 0.118 | 0.08 | 0106 | 0.117 | 0,10
Ba% | wro | 168.5 | 169 | 169 | 160.5 | 1685 | 1685 | 169.5] 160 | 1695 | 170 | 1675 { 1675
wio [ 1565 | 177 | 176 | 1775 | 156 | 180 [ 1705 | amo | a7es | a7es | 1m0 | 17s
S/ew | 0.097 | 0.097 | 0.085 | 0.097 | 0091 | 0141 | 0,221 | 0,022 | 0,109 | 0015 { 0142 | 030

with R = Eu derived [rom the Kramers-Kronig technique.



Table C.7: Detailed temperature deprndence of the ‘coupled’ E||a, b phonon param-

eters for Pb,SroRCu30p with R = Sm derived from the Kramers-Kronig technique.

Mode | 7k J 15k |25k [3sk | sox [esx | 8ok [ 100% | 150% [ 200K | 250 k | 300 k
1 | wro | 496 | 403 | 495 |497.5 | 4985 | 497 | 497 | 5005 [ 501 } 503 | s05 | 5045
weo | 512 | s12 | 513 5105 | 513 | 512 | 513 [ ;125 | si2 | s12 | 51 | s
S/¢oa | 0.066 | 0,079 | 0.074 | 0.053 | 0.059 | 0.061 | 0.065 | 0.049 | 0.044 | 0.036 [ 0.024 | 0.026
129 | wro | 546.5 ) 546 | 5475 [ $49 | 549 | 5485 [ 547 | 5495 [ 546 | 548 | 5535 | 555
weo | 556 | 556.5 | 556 | 555.5 [ 555.5 | 555 [555.5 | 553 | 553 | 552 | 5555
Sfeoa | 0.035 | 0.039 | 0.031 | 0.024  0.024 | 0.024 | 0.031 | 0.013 | 0.026 | 0.015 | 0.007

Table C.8: Detailed temperature dependence of the ‘coupled’ E|| ¢, b phonon param-

eters [or PbaSraRCusOs with R = Eu derived from the Kramers-Kronig technique.

-
P

15K (25K | 35K | 50K [ 65K | 80K [ 100K | 150 K | 200K | 250 K | 300 K

N* | uro | 486 | 4865 | 485 | 486 | 487 | 489 | 487.5 | 480.5 | 4905 | 491 494 | 488.5
weo | 518 | 519 [ 5185 ) 519 § 519 | 5185 | 518.5 | 5165 | 517 516 | 815.5 | 512
Sfew | 0.136 | 0.138 § 0.138 | 0.140 | 0.136 ] 0.124 | 0.131 | 0.113 | ©.111 | 0.104 | 0.089 | 0.099
129 1 wpo | 5425 | 542 5435 | 544 | 5435 540 | 542 540 | 5435 | 543.5 | 5425 | 546
weo | S84 | 564 | 566 | 564 | 562 | 5625 | 561 561 a6 o961 559 557
S/ea | 0.081 [ 0.083 | 0.085 | 0.075 | 0.069 1 0.085 | 0.071 | 0.079 | 0.062 { 0.065 | G.082 | 0.041 ‘

| Mode
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Table C.9: Ej a,b phonon parameters for PbaSraRCu304 with R = Gd at 300 and 30

X derived from the Kramers-Kronig technique.

Mode | T WTo —w;,o Sftes
(K) | (£1 em™") | (&1 cm™!)
12| 300 630.5 662.5 | 0.104
80 G4 1 669 0.089
200 | 300 356 434 0.486
80 356 429 0.452
31300 302 321 0.130
80 307.5 3215 | 0.003
45| 300 280.5 285 0.032
80 282.5 287.5 | 0.036
50| 300 215 243 0.299
80 228 245.5 | 0.159
6¢ | 300
80 224
7401300 196 204.5 | 0.089
80 192 200.5 | 0.001
Se4 | 300 165.5 175 0.118
80 165 175.5 | 0.13
11'*; 300 306.5
s0 497.5 5115 1 0.057
12# | 300 546
80 545 555.5 | 0.039
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Table C.10: E|je,b phonon parameters for PhoSr;RCu30g with R = Tb at 300 and

80 K derived from the Kramers-Kronig technique.

Mode —-T_- wro wLo ] S/ees
] (K) | (£1 em=") [ (%] cm™")
1« [ 300 615.5 647.5 | 0.107
80 626.5 656.5 [ 0.008
2% 1300 ]  349.5 436 0.556
80 348 432 0.541
34¢ | 300 303 322 0.275
S0 309 324.5 | 0.103
46 (300 | 285.5 280.5 | 0.028
80 284 292.5 | 0.061
__5“ 300 236.5 246.5 | 0.086
80 235 248 0.114
6% | 300 218
80 22] 224.5 | 0.032
1300 | 1923 205.5 | 0.140
80 189 198 0.098
8t | 300 163 174.5 0.208
154.5
80 161.5 173.5 ] 0.183
| 1878
1% | 300 192.5 494 0.006
80 493 511 0.066
1296 | 300 544 536 0
80 54 532 0.030




Table C.11: Ef a,b phonon parameters for Pb,ySr,RCuyOy with R

80 K derived [rom the Kramers-Kronig technique.

Mode | T W) WLO Sfées
(K) [ (£l em™) | (£l cm™")
12| 300 651
80 653
2% 1300 357 442 0.533
80 357.5 132 0.460
3¢ [300| 296.5 337 0.202
80 310 345 0.239
401 300 260 276 0.127
80 259.5 203 0.275
5% | 300 215
80 223.5
7¢0 1300 197.5
80 139.5
S 1300 169.5
80
g+t | 300
80 143
1146 | 300 528
80 530
1244 ] 300 591
80 589.5

3]
3]
—

= Dy at 300 and



o
[Sw)
fav)

Table C.12: E|| e, b phonon parameters for PbaStaRCuzOg with R = Y at 300 and 80

K derived [rom the Kramers-Kronig technique.

Mode | T wro Wro Slew
(K) | (£l em™!) | (£1 em™!)
241300 365 454 0.547

80 367 460 0.571
Ja*® | 300 332 349 0.105
80 331 353 0.137
3bet | 300 303 320 0.115
S0 301 320 0.130
426 | 300 288
30 289 293 0.028
11t | 300 525
50 529
124 1 300 592
| 80 586




Table C.13: E|| a,b phonon parameters for Pb,Sr;RCuyOy with R = Ho at 300 and

80 K derived from the Kramers-Kronig techuique.

_1\*To-de T wro ) wio 376—3
(K) | (£l em™!) _S_:'i:_l cm™!)
1°¢ | 300 634 o
80 6:15.5
2| 300 356 434 0.626
S0 353.5 419.5 | 0.617
3¢ | 300 296 340 0.319
80 305 345.5 | 0.283
49 | 300 275 283 0.059
80 267 296 0.220
4bs® | 300 244 258.5 | 0.122
80
540 | 300 229
80
798| 300 200
80
8¢ | 300 16 184.5 | 0.266
80
119 {300} 52015
80 527
1240 | 300 589
80 580
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Table C.14: Ej| ¢ phonon parameters for PhySraRCuzOg with R = Nd at 300 and 80 K
derived from oscillator fitting (brackets) and the Kramers-Kronig technique. Values

for co, of 5.73 and 5.89 were obtained at 300 and 80 K respectively.

Mode 'J.‘—. wWro wLo r S
(l(_) (£l em™') (£l em™) | (£1 m™})
1c | 300 | 557 (562) | 600 (577) | 35  (31) |0.3%0.1 (0.3)
S0 | 563 (564) {601 (577) | 20 (19) |03+£01 (0.3)
2 300 | 521 (520) | 533 (530) |28£2 (22.5) | 0.3£0.1 (0.2)
S0 | 524 (524) | 538 (333) | 16 (16.5) |0.2£0.1 (0.3)
32 1300 [ 320 (327) | 451 (a77) | 17 (21.3) | 5T£0.4  (6.5)
S0 | 332 (330) |41 (476) | T (135) |4T£07  (63)
a¢ |00 [ 208 (2009) {213 (221) | 1t (153) [ 0502 (0.7)
SO {211 (212) |28 (224) | 11 (11.5) | 06202 (0.7)
5 (300158 (138) | 164 (173) | 6 (5.3) | L1£03 (L)
80 | 161 (161) | 166 (173) | 35  (3.5) |1.0=04 (L1)
6 300 | 145 (145) | 146 (148) | 4 (4) |0.2£02 (0.3)
0 | Wr (U (18 (150) | 4 (1) |02x01  (0) |




Table C.15: E|| ¢ phonon parameters for PbaSraRCuz0y with R = Sm at 300 and
80 K derived from oscillator fitting (brackets) and the Kramers-Kronig technique.

Values for €, of 3.34 and 5.64 were obtained at 300 and 80 K respectivaly.

NMode T Wro WLO P S

(K)Y | (£ em™){ (1 em™) | (£! cm™)

1° | 300 | 558 (561) | 597 (573) | 30.5  (29) |0.3£0.1 (0.3)
80 [560.5 (362) | 598 (576) { 16 (17) |0.3£0.1 (0.3)
2 1300 519 (517) | 531 (528) | 175 (18.5) | 0.2£0.1  (0.2)
S0 | 522 (522) |536.5 (534) | 125 (LL.5) [03£0.1  (0.5)
35 [300) 324 (322) | 448  (472) | 1T (24.5) | 53£04 (6.1
S0 [326.5 (325) | 446 (469) | 9.5  (13.5) | 57£07  (6.1)
4 [300] 204 205 | w8 @) | 10 (13.5) [05£00  (0.6)
S0 | 206 (206) {2095 (217) | 6 (S5) [0.5£0.0  (0.6)
5 1300 138 (153) | 162.5 (171) | 55 (4.5) | 1103 (0.9)
80 {159.5 (159) [ 1645 (172) | 34 (25) | L1£04  (1.0)
65 3001 145 (146) | 1455 (151) [10£2 (12.5) [ 04£00  (0.4)
S0 | 145.5 (146) | 1465 (150) | 54£2  (6.5) | 03+0.1  (0.3)




L]
oo
[=2]

Table C.16: || ¢ phonon parameters {or Pb,SryRCuz0g with R = Eu at 300 and 80 K
derived from oscillator fitting (brackets) and the Kramers-Kronig technique. Values

for €4 of 5.40 and 5.86 were obtained at 300 and 80 K respectively.

Mode | ' | wro B wro r ] B S
(K) | (&£l cm_i) (£l em™) { (£l cm™)
= |300] 556 (561) | 597 (573) | 295 (28) | 0301 (0.3)
S0 | 560 (562) |397.5 (376) | 16 (16.5) [ 0.3£0.1 (0.3)
2¢ | 300 [516.5 (516) | 531 (527) | 17 (17.5) 02401 (0.2)
80 | 521 (521) | 5355 (534) {125 (10.5) [0.3£0.1 (0.3)
3¢ | 300 | 3215 (320) |446.5 (471) | 1§ (25.3) |5.94£04 (6.3)
SO | 324 (322) |443.5 (466) | 10 (14) [58%0.7 (6.4)
4| 300 [202.5 (203) | 206 (215) | 10 (13) |0.5+£02 (0.6)
80 | 205 (205) | 208 (213) | 6 (7) 105£02 (0.6)
5 [ 300 157 (157) [ 1625 (171) | 4.5 (4.5) |1.0£03 (1.0
S0 | 159 (159) | 164 (172) { 25 (2) |1.0+03 (L0)
6 | 300 | 145 (145) (M8) | ¢ (@) |03£02 (0.2)
i 80 (116) (148) (4) (0.2)




Table C.17: Eljc phonon parameters for PbaSraRCuzOg with R = Gd at 300 and 80 ¥
derived from oscillator fitting (brackets) and the Kramers-Kronig technique. Values

for €q of 5.92 and 5.78 were obtained at 300 and 80 K respectively.

Mode T wro WL r S

(K) | (F1 cm")_ (£1 cm™) [ (£l cm™)

1° | 300 5385 (361) | 598 (576) | 265 (28) |0.340.1 (0.3)
S0 | 561 (361) |596.5 (574) | 14 (1T) |0.3£0.0  (0.3)

¢ | 300 | 5155 (516) |520.53 (526) | 17 (15.3) {03401 (0.2)
S0 | 520 (520) |335.5 (532) | 11 (10) |03k0.0  (0.8)

3 |300] 323 (319) |446.5 (469) | 205 (25.5) [ 63405  (6.9)
SO 3215 (321) | 443 (467) | 9 (16) |5.8407 (6.4)

e 1300 200 (200) |2045 (210 ] 9 (105) {05402  (0.6)
S0 [203.5 (203) | 207 (213) | 55 (6) |05+£02  (0.6)

5 |800| 157 (157) | 162 (169) | 4 (1) |09+£03 (L0)
80 } 158.5 (139) | 163.5 (172) | 2.5 (2 L1405 (1.0)

6 |300] 145 (146) | 146 (152) | 6 (11.5) |03 £03  (0.5)
$0 | 146 (146) |16 (149 | 5 (5) |o0a3:01 (0.2
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Table C.18: E|[ ¢ phonon parameters for PbySr,RCuz O with R = Dy at 300 and S0 K
derived from oscillator fitting (brackets) and the Kramers-Kronig technique. Values
for teo of 6.25 and 7.6 were obtained at 300 and 80 K respectively. In addition, a
small Drude background with w, = 1370 and I' = 2840 em~! at 300 K and w, = 1370

and [ = 3570 ecm~! at 80 K was included in the fit.

Mode | T | wro wLo T S
(K)| (£1 em™) | (£l cm™) | (£] cm™})

1° | 300 559 (562) [593.5 (572) | 32 (22) |0.3£0.1 (0.2)
80 [561.5 (565) | 595 (577) | 24 (17) |03£0.1 (0.3)
20 | 300 | 511 (510) | 530 (526) |25.5 (28.5) |0.3+£0.2 (0.4)
80 |517.5 (517) [334.5 (532) {225 (18) |0.3£0.1 (0.4)

32 (453) | 26 (26.5) [6.8£05 (7.1)
201 (200) [17.5  (15) |0.3£0.3 (0.3)
)

(

(

(

( (

3 1300 3185 (318) | 438  (458) | 37 (28.3) |6.8£0.5 (6.7)

( 6

(

(

(

80 | 197.5 (198) | 200 (204) [ 143 (15) |0.5+£03 (0.5)
5° [ 300} 156 (136) | 160 (164) | 5  (6) |0.6+£0.3 (0.6)
80 | 157 (I157) | 1615 (I167) | 7  (6) |1.0£03 (1.0)
6 | 300 145 (148) | 1485 (151) (7) (0.3)
80 | 1465 (148) | 1475 (151) | 5 (7) {02£02 (0.3)
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