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ABSTRACT

This thesis has been directed toward the problem of deriving a computable tight lower bound on the error of DOA estimation with the array processing. This work is developed based on the logic implied in Ziv-Zakai's idea and the work for Cramer-Rao lower bound (CRLB).

A profound understanding of Ziv-Zakai's idea is presented. The lower bound on the variance of DOA estimate with one incoming signal is derived applying the logic of Ziv and Zakai. Then the modified Ziv-Zakai lower bound (MZLB) on the covariance matrix of the multiple DOA estimates is developed. The theoretic analysis and the simulation results show that MZLB is a tight lower bound over a wide range of signal-noise ratio. It follows the SNR-threshold phenomenon occurring in the performance of the DOA estimation well, and it is easily computable.

It is proved that, the maximum-likelihood estimation of DOA parameters based on Data Model(2) discussed in this thesis is asymptotically efficient.
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Chapter 1

Introduction

1.1 INTRODUCTION

*Bounds on error* is an important aspect of estimation theory. In Section 1.2, we introduce the general knowledge about the lower bound on estimation error. In Section 1.3, we review previous works on the performance analysis of DOA (directions of arrival) estimation in array signal processing, and we also discuss the problems of error measure and error bound under low signal-noise ratio. In Section 1.4, we briefly introduce Ziv-Zakai's idea to derive a tight lower bound on mean-square error. In Section 1.5, we describe the scope and the structure of this thesis.
1.2 LOWER BOUNDS ON ESTIMATION ERRORS

In estimation theory, three issues are of interest:

1. Estimation procedures.

2. Measure of errors.


Designing estimation procedures to extract the information from the received data which contain signal and noise, is a well developed and still very active research topic in both theory and application. Because there is noise in the received data and the number of the received data is finite, there must be some errors in the estimation results. This is the fundamental limitation in nature.

Since there are errors in the estimates, it is necessary to measure them. Performance analysis is very important in estimation theory. An estimate without performance analysis is incomplete. Performance analysis includes two aspects: the measure of errors and their error bounds. The most commonly used error measures are the bias and the variance of an estimate. Their bounds reveal the limitation of the accuracy of estimation. The error bounds provide an important approach to study the estimator performance. Through the closeness of the estimate performance to its lower bound, the evaluation of the estimator can be obtained.

The main known results on the lower bound problem are:

(1). The Cramer-Rao lower bound (CRLB) [78] [81].

(2). The Barankin lower bound (BLB) [1] [81].

(3). The Ziv-Zakai lower bound (ZZLB) [100].
Seidman [71] summarized the available lower bounds and compared them for a special case, which gave the nature and the effectiveness of all the lower bounds mentioned in the above.

CRLB is an achievable lower bound under some conditions. Also, it is simple to understand and easily computable. Thus it is used popularly. For linear estimations, performance analysis is relatively straightforward and for these estimators, the CRLB is achievable. However, for nonlinear estimations, in general, it is impossible to calculate precisely the estimation errors. With a finite number of samples, under high signal-noise ratio (SNR), CRLB can be approximately achieved by the variance of the nonlinear estimation. But under low SNR, most of the error measures of the nonlinear estimation are obtained only by computer simulation results, i.e., by evaluating the errors numerically. Also, CRLB is not achievable. The performance analysis of nonlinear estimation under low SNR seems to be a difficult problem.

1.3 REVIEW

Recently, various novel estimators have been developed for the directions of arrival estimation in array signal processing, e.g., MUSIC (multiple-signal-classification), MLE (maximum-likelihood estimation) (see, e.g., [6] [69] and [80] ). Much work has been conducted to evaluate the performances of these estimators. There are two important aspects of performance evaluation of these estimators, viz., the error measure, and the lower bound on these estimation errors.

A series of systematic works on the performance analysis of DOA estimation have been done by Stoica and Nehorai [73]-[77]. In their papers, the performances of MUSIC and MLE were derived and evaluated under asymptotic conditions, the Cramer-Rao lower bounds on the covariance matrix of DOA estimates were developed. Many other works
have been developed on the performances of DOA estimation under different conditions. For example, Rife and Boorstyn [66][67] derived CRLB for single-tone and multi-tone parameter estimation from discrete-time observations and gave the evaluation of ML estimate; Wong et als. [92] derived the CRLB on the covariance matrix for the DOA estimates incorporating random motion of sensors; Porat and Friedlander [61] derived the asymptotic formulas for the variance of the DOA estimates obtained by the MUSIC algorithm for uncorrelated sources, and compared them with CRLB; Gorman and Hero [23] derived CRLB for parameter estimation with constraints.

As we will see in Chapter 2, DOA estimation is nonlinear. With the finite samples and high SNR, or with the large samples and finite SNR, CRLB on DOA estimate error is achievable. The works mentioned in the above mainly study and compare the performance of DOA estimation with CRLB under these conditions, i.e. in the asymptotic sense.

However, with finite samples, under low SNR, CRLB on DOA estimate error does not follow closely to the estimator performance and is a loose bound. It does not follow the SNR-threshold phenomenon which is common to all nonlinear estimations.

For conciseness, in the following, when we mention SNR without mentioning the number of samples particularly, it means that the number of samples is finite.

Although, performance analysis of DOA estimation in a wide range of SNR seems to be a difficult problem, some work has been developed. In 1986, Kaveh and Barabell [36] derived a formula to find out at which SNR the threshold will occur for two closely spaced signals with the eigen-type estimation method; in 1990, Lee and Wengrovitz [45] extended the threshold expression in [36] to a more general class of problems.

Also, some lower bounds on the DOA estimate errors which are tight over a wide range of SNR, have been developed. In 1986, Weiss and Weinstein [86] proposed an error bound containing two types of free parameters. This W-W lower bound was reported to be
significantly tighter than the CRLB by choosing the optimal values of the free parameters. In 1987, Nohara [56] applied this W-W lower bound to derive the error bound on DOA estimates. Their results have shown that, W-W lower bound is valid in the SNR-threshold region. However, the complexity in calculating these lower bounds far exceeds that of the CRLB. Actually, W-W lower bound and Barankin lower bound use a similar idea that, both of them apply Schwarz inequality to derive the lower bound, and obtain a tight lower bound by choosing an optimal free parameters. Therefore they share the common disadvantage that the complexity of the computation makes them lose practical significance.

1.4 ZIV-ZAKAI’S IDEA

In 1969, Ziv and Zakai [100] presented a new lower bound for the time-delay estimation. The main idea is that, by imagining a binary detection procedure based on an estimate, from which the error measure in detection is transferred into the error measure in estimation, and making use of the Chernoff formula which is an error measure approximation of the binary detection problem under some conditions, a tight lower bound on the mean-square error (MSE) of the time-delay estimate is obtained. This is a totally new idea to derive the lower bound without applying Schwarz inequality (CRLB, BLB and W-W lower bound are derived with Schwarz inequality). Since the Chernoff formula gives a lower bound on error probability which is effective no matter the SNR is high or low, the resulting Ziv-Zakai lower bound (ZZLB) is expected to be a tight lower bound under high SNR as well as low SNR. It follows the threshold phenomenon occurring in the nonlinear time-delay estimation [10] [87]. ZZLB is easily computable.

Since the binary detection is detecting one signal identified by one parameter, naturally, Ziv-Zakai’s idea works for the single parameter estimation.

The question that arises is if Ziv-Zakai’s idea can be applied to DOA estimation
which is a multiple parameter estimation.

1.5 **SCOPE AND STRUCTURE OF THE THESIS**

This thesis works on applying Ziv-Zakai's idea to derive the lower bound on the covariance matrix of DOA estimates which contain multiple signals with multiple types of unknown parameters.

The contributions of this thesis are:

1. Establishing the relationship between the performance of DOA estimates based on Data Model(2) which is a simplified model, and that based on Data Model(1) which is a practical model.

2. Proving that MLE of DOA parameters based on Data Model(2) is asymptotically efficient.

3. Giving a profound interpretation of the logic implied in Ziv-Zakai's idea. Applying this logic to derive a lower bound on the variance of DOA estimate based on Data Model(2) for one incoming signal. This is a basic step to show how Ziv-Zakai's idea works for DOA estimation.

4. Developing the modified Ziv-Zakai lower bound (MZLB) on the covariance matrix of DOA estimates in white noise based on Data Model(1). MZLB is a tight lower bound in a wide range of SNR and easily computable.

5. Examining the SNR-threshold and $\Delta \phi$-threshold phenomena of CRLB and MZLB for DOA estimation.

6. Comparing the performances of the MLE of DOA with MZLB and CRLB by simulations. The simulation results show that MZLB is much tighter than CRLB under low
SNR, and it follows the threshold phenomenon well.

Since we are interested in the lower bound on the covariance matrix of DOA estimates, some models used in the DOA estimation with array processing are introduced in Chapter 2.

The relationship among the main parts of this thesis is shown by Fig.1.1.

We start our research work from studying CRLB. In Chapter 3, we introduce CRLB(1), the CRLB based on Data Model(1), and discuss its properties. It is found that CRLB(1) shows the threshold phenomenon against the separations of DOA ($\Delta \phi$-threshold), but it cannot follow the threshold phenomenon against SNR (SNR-threshold). We establish Data Model(2), with which the DOA estimate errors is decoupled with the signal amplitude estimate errors such that the resulting CRLB(2), the CRLB based on Data Model(2), is independent of $\Delta \phi$. Also, we establish the relationship between CRLB(2) and CRLB(1) with a transformation $T$. 
In Chapter 4, we prove that, in the asymptotic sense, the maximum-likelihood estimation of DOA parameters based on Data Model(2) (MLE(2)) is efficient, the errors of the MLE(2) is independent of each other and is independent of the locations of DOA. The discussion about the achievability of CRLB(2) shows that, Data Model(2) is a basic data model to study the achievability of a lower bound. Therefore, the work of MZLB is started with Data Model(2). With the simulations, we show that, the variance of MLE(1), the maximum-likelihood estimation of DOA based on Data Model(1) is a shift of the variance of MLE(2) approximately.

In Chapter 5, we give a profound interpretation of Ziv-Zakai's idea, modify the Ziv-Zakai's lower bound which is for the random parameter estimation, to the lower bound for the deterministic parameter estimation and develop the lower bound on variance of DOA estimate based on Data Model(2) for one incoming signal. An understanding of this case is fundamental to the understanding of the multiple incoming signal case.

In Chapter 6, first, we derive MZLB(2), the MZLB based on Data Model(2), for multiple incoming signals; then, we develop MZLB(1), the MZLB based on Data Model(1), on the covariance matrix of DOA estimates for multiple incoming signals with multiple types of unknown parameters from MZLB(2) with a transformation $T$. We discuss its properties. MZLB(1) is a tight lower bound over a wide range of SNR and is easily computable.

Chapter 7 gives the simulation results under the different conditions and some discussions.

Chapter 8 gives the summary, conclusions and the directions of some future research work.
Chapter 2

Preliminaries

2.1 INTRODUCTION

In this chapter, we briefly introduce the estimation of the directions of arrival in array processing, and define some models in Section 2.2. The notations used in this thesis are summarized in Section 2.3.

2.2 DOA ESTIMATION IN ARRAY PROCESSING

If we have signals coming from different directions, it is of interest, in many engineering areas, to find out the directions from which the signals arrive. To receive the incoming signals, we use sensors. A set of sensing elements placed in a known spatial pattern, in general, is referred to as an array. The task of array signal processing is to extract the information of interest from the received data which is the output of the array as shown in Fig. 2.1 in which a linear array of M uniformly spaced sensors is depicted. The sensors are all assumed to be identical isotropic elements. The distance between any two adjacent sensors is assumed to be $d_0 = \lambda/2$, where $\lambda$ is the wavelength. This will be the array pattern used throughout this thesis.
Array signal processing has been applied in different disciplines such as radar, sonar, seismology, and biomedical engineering etc.. In general, the information to be extracted may be different in different contexts.

In this research work, we concentrate on the bearing estimation, i.e., the estimation of the directions of arrival of the signals. For simplicity, it is commonly referred to as DOA estimation.

In our study, we assume that K narrow band signals are generated from K distinct far field sources in space. The signals travel as plane waves from the sources toward the sensor array through a linear medium whose only effect on the signals is that of pure time delay. The wave front is shown by the lines \( l_i \) in Fig. 2.1. The signals received from the other sensors, are merely a delayed version of those received at the reference sensor (the origin 0).

Let \( s_k(n) \) denote the \( k^{th} \) incoming signal from the direction \( \alpha_k \) at the \( n^{th} \) snapshot as shown in Fig. 2.1, (where, \( k = 1, \ldots, K \), \( n = 1, \ldots, N \)). The \( k^{th} \) signal arriving at the \( m^{th} \) sensor is,

\[
s_{km}(n) = a_k(n)e^{j \frac{2\pi (m-1) d_0 \sin(\alpha_k)}{\lambda}} \\
= a_k(n)e^{j(m-1)\phi_k}
\]  

(2.1)

where, \( a_k(n) \) is the complex amplitude of the signal, and

\[
\phi_k = \frac{2\pi d_0 \sin(\alpha_k)}{\lambda} = \pi \sin(\alpha_k)
\]  

(2.2)

since \( d_0 = \lambda/2 \).

The output of the \( m^{th} \) sensor is assumed to be a superposition of the K signals,
Figure 2.1: DOA estimation with array processing.
corrupted by the additive sensor noise,

\[ r_m(n) = \sum_{k=1}^{K} s_{km}(n) + e_m(n), \quad (2.3) \]

where, \( e_m(n) \) is the noise of the \( m^{th} \) sensor at the \( n^{th} \) snapshot.

Using the matrix notation, we have,

\[ r(n) = s(n) + e(n) \]

\[ = D(\tilde{\phi}) a(n) + e(n), \quad (2.4) \]

where,

\[ r(n) = \begin{bmatrix} r_1(n) \\ r_2(n) \\ \vdots \\ r_M(n) \end{bmatrix}, \quad (2.5) \]

\[ \tilde{\phi} = \begin{bmatrix} \phi_1 \\ \phi_2 \\ \vdots \\ \phi_K \end{bmatrix}, \quad (2.6) \]

\[ D(\tilde{\phi}) = [d_1, \ldots, d_K], \quad (2.7) \]

\[ d_k = \begin{bmatrix} 1 \\ e^{j\phi_k} \\ e^{j2\phi_k} \\ \vdots \\ e^{j(M-1)\phi_k} \end{bmatrix}, \quad (2.8) \]
\[
\mathbf{a}(n) = \begin{bmatrix}
a_1(n) \\
a_2(n) \\
\vdots \\
a_K(n)
\end{bmatrix},
\] (2.9)

and
\[
\mathbf{e}(n) = \begin{bmatrix}
e_1(n) \\
e_2(n) \\
\vdots \\
e_M(n)
\end{bmatrix}.
\] (2.10)

Eq. (2.4) is the model of the observed data used in this thesis. There are three main problems associated with fitting models of Eq. (2.4) to the data \(r(n)\) [77].

1. Detection of the number of the signals \(K\). Methods for this problem are well documented in the literature (see, e.g., [84], [82], and [96]). In this thesis, we assume that the number of the signals \(K\) is known.

2. Estimation of the signal amplitude \(a(n)\). Once an estimate of \(\bar{\phi}\) is available, the estimation of \(a(n)\) reduces to a simple linear estimation. We will not discuss estimating \(a(n)\) explicitly. However, the estimation of \(a(n)\) will implicitly appear in the following analysis. Note that, since it is required to estimate \(\{a(n)\}_{n=1}^N\) (not their "average characteristics," such as their covariance matrix), we will consider these variables as being deterministic. This assumption does not exclude that \(a(n)\) are samples from a random process. Thus, the distributional results derived in this thesis should be interpreted as being conditional on \(\{a(n)\}_{n=1}^N\).

3. Estimation of DOA \(\bar{\phi}\) from the output data \(r(n)\) of array sensors. From Eq. (2.8), we see that the signal is a nonlinear function of the DOA parameter \(\phi_k\). DOA estimation
(e.g. MLE in Chapter 7) is nonlinear.

This thesis deals with the performance analysis of DOA estimates.

In addition, we make the following assumptions on the received data:

1. The signals and the noise are independent of each other. They are ergodic.

2. The noise from the sensors are Gaussian and white spatially and temporally. They have equal power ($\sigma_e^2$).

3. DOA estimate is unbiased. Thus, in this thesis, the mean-square error (MSE) of an estimate and the variance (VAR) of an estimate are the same.

### 2.3 NOTATIONAL CONVENTIONS

The following notational conventions will be used in this thesis.

- $M$: the number of the sensors.
- $N$: the number of the snapshots.
- $K$: the number of the signals.
- $\sigma_{sk}^2$: the power of the $k^{th}$ signal.
- $\sigma_e^2$: the power of noise.
- $\rho_k = \frac{\sigma_{sk}^2}{\sigma_e^2}$: signal-noise ratio (SNR) for the $k^{th}$ received signal.

*bold lower-case character or character under arrow:* vector.

*bold upper-case character:* matrix.

$R_x$: covariance matrix or correlation matrix of $x$. 
$I_K$: $K$ dimensions identity matrix.

$\Re(\mathbf{R})$: the real part of the complex matrix $\mathbf{R}$.

$\Im(\mathbf{R})$: the image part of the complex matrix $\mathbf{R}$.

$C^{M\times K}$: $(M\times K)$ dimension space.

$a_i$: the $i^{th}$ vector in matrix $\mathbf{A}$.

$A[i, j]$: the $(i, j)^{th}$ element in matrix $\mathbf{A}$.

$\dot{\mu}$: the derivative of $\mu$.

$\ddot{\mu}$: the second derivative of $\mu$.

$|z|$: the absolute value of $z$.

det: determinant.

diag: diagonal matrix.

$H$: conjugate transpose.

$\ast$: conjugate.

$\text{Tr}$: trace.

$E$: expectation.

$p(x)$: probability density of random variable $x$.

$P(x > h)$: probability of $x > h$.

$A \odot B$: the Hadamard product of $A \in C^{M\times K}$ and $B \in C^{M\times K}$, i.e.,

$$[A \odot B][i, j] = A[i, j]B[i, j].$$  \hspace{1cm} (2.11)
complement error function:

\[
\text{erfc}(x) = \frac{1}{\sqrt{2\pi}} \int_x^\infty e^{-t^2/2} \, dt.
\]  \hspace{1cm} (2.12)

Delta function:

\[
\delta_{ii} = \begin{cases} 
  1 & i = l \\
  0 & i \neq l.
\end{cases}
\]  \hspace{1cm} (2.13)
Chapter 3

CRLB on the Covariance Matrix of DOA Estimates with Different Data Models

3.1 INTRODUCTION

Cramer-Rao lower bound (CRLB) on the covariance matrix of estimates is the most commonly used lower bound. For DOA estimation, CRLB has received significant attention and has been evaluated under different signal models and different environments. (see, e.g., [61][73] and [92] etc.)

Two data models for DOA estimation are considered in this thesis. These models introduce some assumptions on the data, which are helpful in studying lower bounds. Different data models result in different lower bounds.

\( \mathcal{B}_{CR}(1) \), the CRLB on the covariance matrix of DOA estimates based on Data Model(1), is derived in [77], in which SNR is coupled with the separations of DOA(\( \Delta \phi \)). This complicates the performance analysis. We establish Data Model(2) in this chapter in order to decouple SNR with \( \Delta \phi \) in CRLB performance. The resulting \( \mathcal{B}_{CR}(2) \), the CRLB
on the covariance matrix of DOA estimates based on Data Model(2), is independent of $\Delta \phi$. Data Model(2) provides a basic data model to study the achievability of CRLB. We also show that, $B_{CR}(1)$ can be obtained from $B_{CR}(2)$ with a transformation $T$ which is the function of $\Delta \phi$ and is independent of SNR.

CRLB and Fisher’s information matrix are introduced in Section 3.2. Data Model(1) and $B_{CR}(1)$ are described in Section 3.3. It is indicated that $B_{CR}(1)$ is a function of SNR as well as the separations of DOA, and $B_{CR}(1)$ shows the $\Delta \phi$-threshold phenomenon. In Section 3.4, $B_{CR}(2)$ is derived based on Data Model(2). It is indicated that $B_{CR}(2)$ is independent of the separations of DOA. This will simplify the analysis of the achievability of CRLB in Chapter 4. In Section 3.5, the relationship between $B_{CR}(2)$ and $B_{CR}(1)$ is discussed, and a transformation $T$ between them is established. It is shown that $T$ is dominated by the separations of DOA, the number of sensors, and is independent of the signal-noise ratio.

### 3.2 Cramer-Rao Lower Bound

Cramer-Rao bound is a lower bound on the covariance matrix $R_{\theta}$ of estimates. It is quite well known and easy to apply.

Let $\tilde{\theta}$ be an unknown parameter vector, $\theta_i$ be the $i^{th}$ element in $\tilde{\theta}$, and $\hat{\theta}$ be the estimate of $\tilde{\theta}$. The covariance matrix of $\hat{\theta}$ is

$$R_{\theta} = E[(\hat{\theta} - \tilde{\theta})(\hat{\theta} - \tilde{\theta})^T].$$

(3.1)

CRLB on the covariance matrix $R_{\theta}$ is given by [81]

$$B_{CR}^{\theta} = J^{-1},$$

(3.2)
where, $J$ is the commonly called Fisher's information matrix:

$$J = E(\bar{\psi}\bar{\psi}^T),$$  \hspace{1cm} (3.3)

in which,

$$\bar{\psi} \triangleq \frac{\partial \ln L}{\partial \bar{\theta}}.$$  \hspace{1cm} (3.4)

Here, $\ln L$ is the log-likelihood function of the observation data.

Equivalently, the $(i,l)^{th}$ element in $J$ can be obtained by

$$J[i,l] = -E(\frac{\partial^2}{\partial \theta_i \partial \theta_l} \ln L),$$  \hspace{1cm} (3.5)

where, $E(x)$ is the expectation of $x$.

The following conditions are assumed to be satisfied for Eq.(3.2):

1. $\hat{\theta}$ is any unbiased estimate of $\bar{\theta}$;

2. 

$$\frac{\partial^2 p(r(n)/\bar{\theta})}{\partial \theta_i \partial \theta_l}$$  \hspace{1cm} (3.6)

and

$$\frac{\partial p(r(n)/\bar{\theta})}{\partial \theta_i}$$  \hspace{1cm} (3.7)

exist and are absolutely integrable.

In DOA estimation, the likelihood function of the observed data described in Chapter 2 is given by

$$L = \prod_{n=1}^{N} p(r(n)/\bar{\theta})$$

$$= \frac{1}{(\det[\pi R_c])^N} \exp \{- \sum_{n=1}^{N} [r(n) - s(n)]^H R_c^{-1} [r(n) - s(n)]\}$$
\[
= \frac{1}{(\pi \sigma_e^2)^NM} \exp\left\{-\frac{1}{\sigma_e^2} \sum_{n=1}^{N} [r(n) - s(n)]^H [r(n) - s(n)]\right\},
\]

(3.8)
since the noise covariance matrix is given by
\[
R_e = E\{e(n)e^H(n)\} = \sigma_e^2 I.
\]

Taking logarithms,
\[
\ln L = -NM \ln(\pi \sigma_e^2) - \frac{1}{\sigma_e^2} \sum_{n=1}^{N} [r(n) - s(n)]^H [r(n) - s(n)],
\]

(3.9)
where,
\[
s(n) = D(\tilde{\phi})a(n).
\]

This log-likelihood function involves three types of parameters: the DOA (\(\tilde{\phi}\)), the signal amplitudes (a), and the power of the noise (\(\sigma_e^2\)). Since there are K arriving signals, there are K DOA parameters to be estimated.

Different assumptions may be made on the number of the types of unknown parameters and the number of the incoming signals, which result in the different data models. The CRLB so derived are different with the different data models.

3.3 CRLB(1)

3.3.1 Data Model(1)

We make the following assumptions on the received data described in Chapter 2:

1. The sequence \(\{a(n)\}_{n=1}^{N}\) is frozen in all realizations of the random data \(\{r(n)\}_{n=1}^{N}\);

2. \(\{e(n)\}_{n=1}^{N}\) varies from realization to realization. The received data \(\{r(n)\}\), which is conditional on \(\{a(n)\}\), have a Gaussian distribution:

\[
\{r(n)\} \sim N\left(D(\tilde{\phi})a(n), \sigma_e^2 I\right).\]

(3.10)
2. The unknown parameter vector is

\[ \tilde{\theta} = \{ \tilde{\phi}^T, \Re[a^T(1)], \Im[a^T(1)], \ldots, \Re[a^T(N)], \Im[a^T(N)], \sigma^2 \}^T, \]  

(3.11)

in which, \( \tilde{\phi} \) is the DOA parameter vector

\[ \tilde{\phi} = [\phi_1, \ldots, \phi_K]^T, \]

\( \Re[a(n)] \) is the real part of the \( K \) dimension vector \( a(n) \). \( \Im[a(n)] \) is the image part of the \( K \) dimension vector \( a(n) \). \( \sigma^2 \) is the power of the white noise. Therefore \( \tilde{\theta} \) is a \( (K+2NK+1) \)-dimension vector.

Note that, here, the number of the arriving signals is \( K \), and there are three types of unknown parameters. This is referred to as the multiple incoming signals with multiple types of unknown parameters (MSMT) in this thesis.

3. The incoming signals are uncorrelated, and for large \( N \),

\[ \sum_{n=1}^{N} a_k^*(n)a_l(n) \simeq \begin{cases} 
N \sigma^2_{sk} & l = k \\
0 & l \neq k.
\end{cases} \]  

(3.12)

The data model with these assumptions is called Data Model(1). This data model is referred to as the "conditional model" introduced in [77]. We denote CRLB for DOA estimation based on Data Model(1) as CRLB(1).

### 3.3.2 CRLB(1)

The work introduced in this section is developed by Stoica and Nehorai [77].

Since there are \( K \) unknown DOA, CRLB(1) on the covariance matrix of DOA estimates based on Data Model(1) is a \( K \times K \) matrix. It is obtained from the Fisher's information matrix \( J \) which is a \( (K+2NK+1) \times (K+2NK+1) \) matrix.
Substituting Eq. (3.11) into Eq. (3.4) yields

\[ \tilde{\psi}^T = \frac{\partial \ln L}{\partial \{ \tilde{\psi}^T, \Re[a^T(1)], \Im[a^T(1)], \ldots, \Re[a^T(N)], \Im[a^T(N)], \sigma_e^2 \}}. \]  

(3.13)

Then the Fisher’s information matrix can be obtained such that

\[ J = E(\tilde{\psi} \tilde{\psi}^T), \]  

(3.14)

in which, (in the following equations, \( n_1 \) and \( n_2 \) mean snapshots)

\[ E[\frac{\partial \ln L}{\partial \phi} \frac{\partial \ln L}{\partial \phi^T}] = \frac{2}{\sigma_e^2} \sum_{n=1}^{N} \Re[\mathbf{X}^H(n) \mathbf{D}^H \mathbf{D} \mathbf{X}(n)] \triangleq \mathbf{\Gamma}, \]  

(3.15)

\[ E[\frac{\partial \ln L}{\partial \Re[a(n1)]} \frac{\partial \ln L}{\partial \Re[a(n2)]^T}] = \frac{2}{\sigma_e^2} \Re[\mathbf{D}^H \mathbf{D}] \delta_{n1,n2} \triangleq \Re[\mathbf{H}], \]  

(3.16)

\[ E[\frac{\partial \ln L}{\partial \Im[a(n1)]} \frac{\partial \ln L}{\partial \Im[a(n2)]^T}] = -\frac{2}{\sigma_e^2} \Im[\mathbf{D}^H \mathbf{D}] \delta_{n1,n2} \triangleq -\Im[\mathbf{H}], \]  

(3.17)

\[ E[\frac{\partial \ln L}{\partial \Re[a(n1)]} \frac{\partial \ln L}{\partial \Im[a(n2)]^T}] = \frac{2}{\sigma_e^2} \Re[\mathbf{D}^H \mathbf{D}] \delta_{n1,n2} \triangleq \Re[\mathbf{H}], \]  

(3.18)

\[ E[\frac{\partial \ln L}{\partial \Im[a(n)]} \frac{\partial \ln L}{\partial \phi^T}] = \frac{2}{\sigma_e^2} \Re[\mathbf{D}^H \mathbf{D} \mathbf{X}(n)] \triangleq \Re[\mathbf{G}(n)], \]  

(3.19)

\[ E[\frac{\partial \ln L}{\partial \Re[a(n)]} \frac{\partial \ln L}{\partial \phi^T}] = \frac{2}{\sigma_e^2} \Im[\mathbf{D}^H \mathbf{D} \mathbf{X}(n)] \triangleq \Im[\mathbf{G}(n)], \]  

(3.20)

and

\[ E[\frac{\partial \ln L}{\partial \sigma_e^2} \frac{\partial \ln L}{\partial \theta_i}] = \begin{cases} \frac{MN}{\sigma_e^2} & \text{if } \theta_i = \sigma_e^2 \\ 0 & \text{otherwise}, \end{cases} \]  

(3.21)
where,

$$\mathcal{D} = [d_1, ..., d_K],$$

$$\dot{d}_i = \frac{\partial d(\phi_i)}{\partial \phi_i},$$

$$X(n) = \text{diag}(a_1(n), ..., a_K(n)).$$

Therefore, the CRLB on the covariance matrix of the DOA estimates is given by

$$B_{CR} = [\Gamma - \sum_{n=1}^{N} \Re\{G^H(n)H^{-1}G(n)\}]^{-1}$$

$$= [\frac{2}{\sigma_e^2} \sum_{n=1}^{N} \Re\{X^H(n)\dot{D}^H[I - D(D^H D)^{-1}D^H] \dot{D} X(n)\}]^{-1}.$$  \hspace{1cm} (3.26)

Let $R_s = E(\nu \nu^H)$ denote the signal correlation matrix. Under the assumption Eq.(3.12), $\sum_{n=1}^{N} X(n)X(n) \sim N\text{diag}(\sigma_{s1}^2, ..., \sigma_{sK}^2) = NR_s$. Thus Eq.(3.26) becomes

$$B_{CR} = \frac{\sigma_e^2}{2N} [\Re\{(\dot{D}^H[I - D(D^H D)^{-1}D^H] \dot{D}) \odot R_s^H\}]^{-1}$$

$$= \text{diag}(\frac{1}{2\rho_1 N d_1^H P_e d_1}, ..., \frac{1}{2\rho_K N d_K^H P_e d_K}),$$

$$\text{where, } \odot \text{ is the Hadamard product which is defined in Chapter 2,}$$

$$\rho_k = \frac{\sigma_{s_k}^2}{\sigma_e^2}$$

is the signal-noise ratio (SNR) of the $k$th received signal, and

$$P_e = I - D(D^H D)^{-1}D^H$$

is the projection matrix on the noise space.
We call Eq.(3.27) $\mathbf{B}_{CR}(1)$, since it is based on Data Model(1).

In Eq.(3.27), the term $\hat{d}_k^H \mathbf{P}_c \hat{d}_k$ is a function of the separations of DOA. Therefore $\mathbf{B}_{CR}(1)$ is a function of SNR as well as the separations of DOA.

For $M \rightarrow \infty$, it has been proved in [77] that, Eq.(3.27) becomes

$$\mathbf{B}_{CR} \simeq \text{diag}(\frac{6}{\rho_1 N M^3}, \ldots, \frac{6}{\rho_K N M^3}). \quad (3.30)$$

For one incoming signal (i.e. $K=1$), Eq.(3.27) becomes

$$\mathbf{B}_{CR} = \frac{6}{\rho_1 N M (M^2 - 1)}. \quad (3.31)$$

Note that, in Eq.(3.31), the number of the incoming signal is one, but the types of the unknown parameters are multiple. This is referred to as the single incoming signal with multiple types of unknown parameters (SSMT) in this thesis.

### 3.3.3 CRLB(1) and Threshold Phenomena

In the DOA estimation, the performance against SNR and the performance against the DOA separations ($\Delta \phi$) are of interest. There exist two types of threshold phenomenon. In a graph of the variance against $\Delta \phi$, when the DOA separations decreases, if there exists a threshold $\gamma$, such that when $\Delta \phi \leq \gamma$, the variance of DOA estimate suddenly increases very fast, then we call this the $\Delta \phi$-threshold phenomenon. Similarly, in a graph of the variance against SNR, if there exists a threshold $\rho$, such that when $SNR < \rho$, the variance of DOA estimate suddenly increases very fast, then we call this the SNR-threshold phenomenon. A tight lower bound on the variance is expected to show these threshold phenomena. In the following, we examine CRLB(1).

$B_{\hat{\phi}_1}^2(1)$, the CRLB(1) on the variance of the first DOA estimate, against $\Delta \phi$ and against SNR are plotted in Fig.3.1 and Fig.3.2, where, the number of sensors $M=8$, the
number of snapshots $N=50$, the number of incoming signals $K=2$.

In Fig.3.1(a), $B_{CR}^{11}(1)$ is plotted against $\Delta \phi$ with $\text{SNR}=-10$ dB. It is shown that, when $\Delta \phi > \gamma = 2\pi/M$, $B_{CR}^{11}(1)$ is almost unchanged with the different $\Delta \phi$; when $\Delta \phi \leq \gamma$, $B_{CR}^{11}(1)$ increases very fast with decreasing $\Delta \phi$. In Fig.3.1(b), $B_{CR}^{11}(1)$ is plotted against $\Delta \phi$ with $\text{SNR}=+10$ dB. The same observations persist. Therefore, CRLB(1) shows the $\Delta \phi$-threshold phenomenon. Comparing (a) and (b) in Fig.3.1, we see that, the value of the threshold $\gamma$ is independent of the value of SNR, since it is caused by the term $\hat{d}_k^T \hat{P}_e \hat{d}_k$ in Eq.(3.27) which is independent of SNR. But CRLB(1) against $\Delta \phi$ with $\text{SNR}=10$ dB is a parallel shift of that with $\text{SNR}=-10$ dB.

In Fig.3.2(a), $B_{CR}^{11}(1)$ is plotted against SNR with $\Delta \phi = 0.5$ radian. It is shown that, $B_{CR}^{11}(1)$ is a linear function of SNR. In Fig.3.2(b), $B_{CR}^{11}(1)$ is plotted against SNR with $\Delta \phi = 2.0$ radian. The same observations persist. Obviously, CRLB(1) does not show the SNR-threshold phenomenon. Comparing (a) and (b) in Fig.3.2, we see that, the CRLB(1) against SNR with $\Delta \phi = 2.$ radian is a parallel shift of that with $\Delta \phi = 0.5$ radian.

Therefore, we have,

Observation 3.1 CRLB(1) shows the $\Delta \phi$-threshold phenomenon. The value of the threshold $\gamma$ is independent of SNR.

Observation 3.2 CRLB(1) does not show the SNR-threshold phenomenon. It is a linear function of SNR for a particular value of $\Delta \phi$.

Observation 3.3 In CRLB(1), $\Delta \phi$ and SNR are coupled with each other in the way that, CRLB(1) against $\Delta \phi$ with different SNR are parallel to each other, or, CRLB(1) against SNR with different $\Delta \phi$ are parallel to each other.
Figure 3.1: $B_{CR}^{11}(1)$ against $\Delta \phi$.

(a). SNR=$-10$ dB.  
(b). SNR=$+10$ dB.

Figure 3.2: $B_{CR}^{11}(1)$ against SNR.

(a). $\Delta \phi = 0.5$ radian  
(b). $\Delta \phi = 2.$ radian
3.4 CRLB(2)

3.4.1 Data Model(2)

We make the following assumptions on the received data

\[ r(n) = D(\vec{\phi})a(n) + e(n), \]

1. The sequence \( \{a(n)\}_{n=1}^{N} \) is frozen in all realizations of the random data \( \{r(n)\}_{n=1}^{N} \); \( \{e(n)\}_{n=1}^{N} \) varies from realization to realization. The received data \( \{r(n)\} \), which is conditional on \( \{a(n)\} \), belongs to Gaussian distribution:

\[ \{r(n)\} \sim N(D(\vec{\phi})a(n), \sigma_e^2 I). \] (3.32)

2. The unknown parameter vector is

\[ \vec{\theta} = \{\vec{\phi}\}, \] (3.33)

where, \( \vec{\phi} = [\phi_1, ..., \phi_K]^T \) is a K-dimensional DOA parameter vector, i.e., only the DOA of the signals are unknown.

Note that, here, the number of incoming signals is K, and the type of the unknown parameter is one. This is referred to as the multiple incoming signals with the single type of unknown parameters (MSST) in this thesis.

3. The incoming signals are uncorrelated, and for large N,

\[ \sum_{n=1}^{N} a_k^*(n)a_l(n) \simeq \begin{cases} N\sigma_k^2 & l = k \\ 0 & l \neq k. \end{cases} \] (3.34)

The data model with these assumptions is called Data Model(2). Data Model(2) is different from Data Model(1) on the number of the types of the unknown parameters, i.e.,
apart from the DOA of the signals, the parameters of signal amplitudes and noise power are assumed to be known. We denote CRLB for DOA estimation based on Data Model(2) as CRLB(2).

3.4.2 CRLB(2)

Substituting Eq.(3.33) into Eq.(3.4) yields

$$\bar{\psi} = \frac{\partial \ln L}{\partial \hat{\phi}}. \quad (3.35)$$

The Fisher's information matrix with Data Model(2)

$$J = E(\bar{\psi}\bar{\psi}^T)$$
$$= E[\frac{\partial \ln L}{\partial \hat{\phi}} \frac{\partial \ln L}{\partial \hat{\phi}^T}]$$
$$= \Gamma. \quad (3.36)$$

The last step in Eq.(3.36) is from Eq.(3.15), and from that,

$$\Gamma = \frac{2}{\sigma_e^2} \sum_{n=1}^{N} \Re[X^H(n)\hat{D}^H\hat{D}X(n)] \quad (3.37)$$
$$= \frac{2N}{\sigma_e^2} \Re[\hat{D}^H\hat{D} \otimes R_a] \quad (3.38)$$
$$= \frac{2N}{\sigma_e^2} \frac{M(M-1)(2M-1)}{6} \text{diag}(\sigma_{21}^2, ..., \sigma_{2K}^2) \quad (3.39)$$
$$= \text{diag}(\frac{N\rho_1 M(M-1)(2M-1)}{3}, ..., \frac{N\rho_K M(M-1)(2M-1)}{3}), \quad (3.40)$$

where, Eq.(3.34) has been used from Eq.(3.37) to Eq.(3.38), $R_a = \text{diag}(\sigma_{21}^2, ..., \sigma_{2K}^2)$ is the signal correlation matrix, and the $(k,k)^{th}$ element of $\hat{D}^H\hat{D}$ is

$$\hat{d}_k^H\hat{d}_k = \sum_{m=1}^{M} [j(m-1)e^{j(m-1)\delta_k}]^* [j(m-1)e^{j(m-1)\delta_k}]$$
\[ = \sum_{m=1}^{M} (m-1)^2 \]
\[ = \frac{M(2M-1)(M-1)}{6}. \]

CRLB on the covariance matrix of the estimated \( \hat{\phi} \) based on Data Model(2) is the inverse of the Fisher's information matrix directly,

\[ B_{CR}(2) = \Gamma^{-1} = \text{diag} \left( \frac{3}{N\rho_1 M(M-1)(2M-1)}, \ldots, \frac{3}{N\rho_K M(M-1)(2M-1)} \right). \tag{3.41} \]

We call Eq.(3.41) \( B_{CR}(2) \) since it is based on Data Model(2).

\( B_{CR}(2) \) is independent of the separations of DOA. Data Model(2) provides a basic model to study the achievability of CRLB. This will be examined in Chapter 4.

For one incoming signal, Eq.(3.41) becomes

\[ B_{CR}(2) = \frac{3}{N\rho_1 M(M-1)(2M-1)}. \tag{3.42} \]

Note that, here, there is only one incoming signal, and one type of the unknown parameter. This is referred to as the single incoming signal with single type of unknown parameter (SSST) in this thesis.

### 3.4.3 CRLB(2) and Threshold Phenomena

With the same examples as used in Section 3.3.3, \( B_{CR}^{11}(2) \), the CRLB(2) on the variance of the first DOA estimate, against \( \Delta\phi \) and against SNR are plotted in Fig.3.3 and Fig.3.4.

In Fig.3.3, \( B_{CR}^{11}(2) \) is plotted against \( \Delta\phi \) with \( \text{SNR}=10 \) dB. It is shown that, \( B_{CR}^{11}(2) \) does not vary with \( \Delta\phi \). This is obvious since \( B_{CR}^{11}(2) \) in Eq.(3.41) is independent of \( \Delta\phi \).

In Fig.3.4, \( B_{CR}^{11}(2) \) is plotted against SNR with \( \Delta\phi = 0.5 \) radian. It is shown that,
$B_{CR}^{11}(2)$ is a linear function of SNR. Obviously, CRLB(2) does not show the SNR-threshold phenomenon.

Therefore, we have,

Observation 3.4 *CRLB*(2) *does not show the Δφ-threshold phenomenon.*

Observation 3.5 *CRLB*(2) *does not show the SNR-threshold phenomenon. It is a linear function of SNR.*

Observation 3.6 *CRLB*(2) *against SNR is independent of Δφ.*
Figure 3.3: $B_{CR}^{11}(2)$ against $\Delta \phi$ (SNR=-10 dB).

Figure 3.4: $B_{CR}^{11}(2)$ against SNR ($\Delta \phi = 0.5$ radian):
3.5 THE RELATIONSHIP BETWEEN $B_{CR}(2)$ AND $B_{CR}(1)$

The main difference between Data Model (1) and Data Model (2) is the number of the types of the unknown parameters.

$B_{CR}(1)$ is based on Data Model (1), the unknown parameter space includes the DOA as well as the signal amplitudes. Since the error of the noise power estimate is not coupled with these parameters, see Eq. (3.21), it is ignored here. In $B_{CR}(1)$ (Eq. (3.25)), $G$ and $H$ are related to the differential of the log-likelihood function with respect to the amplitude $a(n)$, and $\Gamma$ is from the differential of the log-likelihood function with respect to the DOA $\bar{\phi}$. $B_{CR}(2)$ is based on data model (2), the unknown parameter space only includes the DOA. In the Fisher's matrix corresponding to Data Model (2) (Eq. (3.36)), $\Gamma$ is obtained from the differential of the log-likelihood function with respect to the DOA $\bar{\phi}$, and does not involve $G$ and $H$, i.e., not involving the signal amplitudes $a(n)$ since the signal amplitudes are assumed to be known.

Because $\Gamma$ is independent of the separations of DOA,

$$B_{CR}(2) = \Gamma^{-1}$$  \hspace{1cm} (3.43)

is independent of the separations of the DOA. Because $G$, $H$ are related to the separations of DOA,

$$B_{CR}(1) = [\Gamma - \sum_{n=1}^{N} \Re\{G^H(n)H^{-1}G(n)\}]^{-1}$$  \hspace{1cm} (3.44)

is a function of the separations of the DOA.

From Eqs. (3.27) and (3.41), we see that, both $B_{CR}(1)$ and $B_{CR}(2)$ are diagonal matrices, their diagonal elements are positive. So they are full rank. The transformation matrix between them is given by

$$T = B_{CR}(1)B_{CR}^{-1}(2)$$
\[
\text{diag}(\frac{M(M-1)(2M-1)}{6d_1^2p_s d_1}, \ldots, \frac{M(M-1)(2M-1)}{6d_K^2p_s d_K}).
\] (3.45)

For a given set of signals with the fixed DOA and the fixed number of sensors, the elements of \( T \) are constants independent of SNR and the number of snapshots.

Consequently, \( B_{CR}(1) \) can be viewed in another way: it is obtained from \( B_{CR}(2) \) with the transformation \( T \). The usefulness of this transformation will be more apparent later on when the Ziv-Zakai lower bound for DOA estimation is derived.

The following graphs show the relationship between \( B_{CR}(1) \) and \( B_{CR}(2) \), which depends on the transformation \( T \).

As examples, with \( K=2, M=8, \) and \( N=50 \), and the equal signal power, \( B_{CR}^{11}(1) \), the lower bound on the variance of the first DOA estimate \( \hat{\phi}_{01} \) with Data Model(1), and \( B_{CR}^{11}(2) \), the lower bound on the variance of \( \hat{\phi}_{01} \) with Data Model(2), against SNR under the different \( \Delta \phi \) are plotted in Fig.3.5. The solid lines represent \( B_{CR}^{11}(1) \), and the dash lines represent \( B_{CR}^{11}(2) \). From which we see that:

1. \( B_{CR}^{11}(1) \) is a parallel shift of \( B_{CR}^{11}(2) \).

This is because of that the transformation \( T \) is independent of SNR.

2. The distance of this parallel shift depends on \( \Delta \phi \). When \( \Delta \phi > 2\pi/M \), the distance of the parallel shift are almost the same for the different \( \Delta \phi \), as shown in (a) and (b).

When \( \Delta \phi < 2\pi/M \), the distance of this parallel shift varies with \( \Delta \phi \), the smaller the \( \Delta \phi \), the larger the parallel shift, as shown in (c) and (d). This is because of that, the transformation \( T \) is dominated by \( \Delta \phi \) and \( M \).

Similar observations persist when \( B_{CR}^{22}(1) \) and \( B_{CR}^{22}(2) \), which are the lower bounds on the variances of the second DOA estimate based on Data Model(2), are examined. Therefore, we have
Observation 3.7 As a function of SNR, CRLB(1) is a parallel shift of CRLB(2).

With K=2, N=50, SNR=0 dB under different M, \( B_{CR}^{11}(1) \) and \( B_{CR}^{11}(2) \) against \( \Delta \phi \) are plotted in Fig.3.6. The solid lines represent CRLB with Data Model(1), and the dash lines represent CRLB with Data Model(2). Here,

1. When \( \Delta \phi < \gamma \), \( B_{CR}^{11}(1) \) at point \( \gamma \) suddenly increases with \( \Delta \phi \) decreasing. \( B_{CR}^{11}(2) \) dose not.

2. The \( \Delta \phi \)-threshold \( \gamma \) in \( B_{CR}^{11}(1) \) is different with the different M as shown in plots (a), (b), and (c).

3. When \( \Delta \phi > \gamma \), \( B_{CR}^{11}(1) \) is approximately equal to \( B_{CR}^{11}(2) \) times a constant. The dash-dotted lines are obtained from multiplying \( B_{CR}^{11}(2) \) by a constant \( \tau \). \( \tau \) is given by the ratio of \( B_{CR}(1) \) and \( B_{CR}(2) \),

\[
\tau = \frac{B_{CR}(1)}{B_{CR}(2)}
\]

\[
= \frac{6M(M-1)(2M-1)}{3M(M-1)(M+1)}
\]

\[
= \frac{2(2M-1)}{M+1},
\]

where, \( B_{CR}(1) \) and \( B_{CR}(2) \) are from Eqs.(3.31) and Eq.(3.42). The plots show that, for \( \Delta \phi > \gamma \),

\[
B_{CR}^{11}(1) \simeq \tau B_{CR}^{11}(2).
\]

These are because of that, \( \tau \) is dominated by \( \Delta \phi \) and M. And we have

Observation 3.8 CRLB(2) does not show the \( \Delta \phi \)-threshold phenomenon. But CRLB(1), which may be obtained from CRLB(2) with a transformation \( T \), shows the \( \Delta \phi \)-threshold phenomenon.
With $K=2$, $N=50$, $M=8$ and different SNR, $B_{CR}^{11}(1)$ and $B_{CR}^{11}(2)$ against $\Delta\phi$ are plotted in Fig.3.7, where,

1. The $\Delta\phi$-threshold $\gamma$ in $B_{CR}^{11}(1)$ is the same with the different SNR in plots (a), (b) and (c).

2. Plots (a), (b) and (c) are the same except the coordinate values on the vertical axis.

These are because of that, $T$ is independent of SNR.

Therefore, combining Figs.3.5, 3.6 and 3.7, we have

**Observation 3.9** The transformation $T$ is independent of SNR, and is dominated by $\Delta\phi$ and $M$. 
3.6 SUMMARY

In this chapter we have the following results:

1. In CRLB(1), $\Delta \phi$ and SNR are coupled with each other. CRLB(1) shows the $\Delta \phi$-threshold phenomenon, and does not show the SNR-threshold phenomenon.

2. CRLB(2) is independent of $\Delta \phi$, and does not show the the SNR-threshold phenomenon.

3. CRLB(1) can be obtained from $\mathcal{B}_{CR}(2)$ with a transformation $T$. This transformation is dominated by the separations of DOA and the number of sensors, and is independent of SNR.
Figure 3.5: $B_{CR}(1)$ and $B_{CR}(2)$ against SNR with different $\Delta \phi$ (radian).
Fig. 3.6: $B_{CR}(1)$ and $B_{CR}(2)$ against $\Delta \phi$ under different $M$
Fig. 3.7: $B_{CR}(1)$ and $B_{CR}(2)$ against $\Delta \phi$ with different SNR.
Chapter 4

The Efficiency of the MLE of DOA Based on Data Model(2)

4.1 INTRODUCTION

For DOA estimation, it has been shown in [77] that the maximum-likelihood estimation (MLE) based on Data Model(1) is not statistically efficient if the number of sensors $M$ is small, even if the number of snapshots $N$ is large. In this chapter, we derive the covariance matrix of MLE(2), the MLE of DOA based on Data Model(2), to indicate that the MLE of DOA based on Data Model(2) is asymptotically efficient.

In Section 4.2, the equiprobable contours and the forms of the covariance matrices are introduced to give the geometric interpretations of the error spread and the covariance matrix. In Section 4.3, the covariance matrix of the MLE(2) is derived. It is shown that CRLB(2) is achievable by the variance of the MLE(2) as a linearized approximation, and the MLE(2) is asymptotically efficient. It is also indicated that the errors of the MLE(2) of DOA are independent of each other and are independent of the locations of DOA asymptotically. In Section 4.4, the SNR-threshold phenomenon of the MLE(2) is discussed. It is shown that CRLB(2) fails to follow the SNR-threshold phenomenon. In Section 4.5, the simulation
results show that, the variance of MLE(1), the maximum-likelihood estimation of DOA based on Data Model(1), is a shift of the variance of MLE(2) approximately.

4.2 GEOMETRIC INTERPRETATION OF COVARIANCE MATRIX

For conciseness, we give the analysis for K=2 in detail. The results can be readily extended to K>2 case.

Suppose there are two incoming signals with the unknown deterministic DOA (\(\phi_01, \phi_02\)). The parameter vector to be estimated is

\[
\tilde{\phi}_0 = \begin{bmatrix} \phi_01 \\ \phi_02 \end{bmatrix}.
\]

The unbiased estimate of \(\tilde{\phi}_0\) is denoted as \(\hat{\phi}\). Let the error vector be

\[
\tilde{\phi}_e = \hat{\phi} - \tilde{\phi}_0 = \begin{bmatrix} \hat{\phi}_1 - \phi_01 \\ \hat{\phi}_2 - \phi_02 \end{bmatrix} = \begin{bmatrix} \phi_e1 \\ \phi_e2 \end{bmatrix}.
\]  (4.1)

The covariance matrix of estimate \(\hat{\phi}\) is

\[
R_{\hat{\phi}} = E[\tilde{\phi}_e \tilde{\phi}_e^T] = \begin{bmatrix} \sigma_1 & \sigma_{12} \\ \sigma_{21} & \sigma_2 \end{bmatrix},
\]  (4.2)

where, \(\sigma_1 = E(\phi_e1^2)\) and \(\sigma_2 = E(\phi_e2^2)\) are the variances of the estimates \(\hat{\phi}_1\) and \(\hat{\phi}_2\), \(\sigma_{12} = E(\phi_e1\phi_e2)\) is the covariance of these two estimates, \(\sigma_{21} = \sigma_{12}\).

The best way to determine how the covariance matrix provides a measure of error spread is to consider the special case in which the \(\tilde{\phi}_e\) are jointly Gaussian [81]. For algebraic
simplicity we let $E(\tilde{\phi}_e) = \bar{\phi}$. The joint probability density for two Gaussian variables is

$$p(\tilde{\phi}_e) = \frac{1}{{(\text{det}(2\pi R_\phi))^1/2}} \exp(-\frac{1}{2}\tilde{\phi}_e^T R_\phi^{-1} \tilde{\phi}_e).$$ (4.3)

A typical density for two variables is shown in Fig. 4.1(a) geometrically.

From Eq.(4.3) we observe that the equiprobable contours are defined by the relation

$$\tilde{\phi}_e^T R_\phi^{-1} \tilde{\phi}_e = C^2,$$ (4.4)

which is the equation of an ellipse for K=2. In Fig. 4.1(b), we show the equiprobable contours.

Equiprobable contours can be viewed as the geometric interpretation of the covariance matrix $R_\phi$. $R_\phi$ and the respective equiprobable contours are of three forms:

**F-I.** In Eq.(4.2), if $\sigma_1 \neq \sigma_2$ and $\sigma_{12} = \sigma_{21} \neq 0$, i.e., the variances are not equal to each other and the errors are correlated, then $R_\phi$ is a symmetric matrix and the respective equiprobable contours are shown in Fig. 4.2.

**F-II.** In Eq.(4.2), if $\sigma_1 \neq \sigma_2$ but $\sigma_{12} = \sigma_{21} = 0$, i.e., the variances are not equal to each other and the errors are uncorrelated, then

$$R_\phi = \text{diag}(\sigma_1, \sigma_2)$$ (4.5)

is a diagonal matrix and the respective equiprobable contours are shown in Fig. 4.3.

**F-III.** In Eq.(4.2), if $\sigma_1 = \sigma_2 = \sigma$ and $\sigma_{12} = \sigma_{21} = 0$, i.e., the variances are equal to each other and the errors are uncorrelated, then

$$R_\phi = \sigma I$$ (4.6)
Figure 4.1: (a). Probability density function $p(\tilde{\phi}_e)$. (b). Equiprobable contours of $p(\tilde{\phi}_e)$. 
Figure 4.2: Equi probable contours w.r.t. correlated variables.

Figure 4.3: Equi probable contours w.r.t. uncorrelated variables.
Figure 4.4: Equiprobable contours w.r.t. uncorrelated variables and equal variances.

is an identity matrix times the variance, and the respective equiprobable contours are shown in Fig. 4.4.

The equiprobable contours considered here have the following properties:

B-I. These ellipses increase in both major and minor diameters monotonically with increasing C.

B-II. These ellipses are concentric with fixed major and minor axes for increasing C.

B-III. The equiprobable contours concentrating around the centre represent the small errors in error distribution. The equiprobable contours far away from the centre represent the large errors in error distribution.
4.3 THE EFFICIENCY OF MLE(2)

According to [81], any estimate that satisfies the CRLB with an equality is called an efficient estimate. Also if an efficient estimate exists, it is the maximum-likelihood estimate. MLE is used to study the achievability of CRLB. Let MLE(1) denote the MLE of DOA based on Data Model(1). The covariance matrix of MLE(1) has been derived in [77]. In that paper, a rather unusual result is obtained such that, MLE(1) is statistically inefficient for $M < \infty$, even though $N \rightarrow \infty$, where $M$ is the number of sensors and $N$ is the number of snapshots.

The reason, as discussed by [77], is that the inconsistency of the estimates of the signal amplitudes $a$ and the noise power $\sigma^2$ in the case of $M < \infty$ implies that the errors of the MLE(1) cannot not achieve the CRLB for large $N$ if $M$ is small.

Data Model(2) introduced in Chapter 3 assumes that the signal amplitudes and the noise power are known. Since there are no estimations of the signal amplitudes and the noise power, CRLB(2) is then achievable by the error of MLE(2). We have the following theorem.

**Theorem 4.1** For the uncorrelated signals in the Gaussian white noise, the MLE of DOA based on Data Model(2) is asymptotically efficient.

**proof:**

For convenience, we rewrite Eq. (3.41) as:

$$
BE\rho(2) = \text{diag}(\frac{3}{N\rho_1(M-1)(2M-1)}, \ldots, \frac{3}{N\rho_K(M-1)(2M-1)}).
$$

(4.7)

With the log-likelihood function shown in Eq.(3.9), the realization of the MLE of DOA based on Data Model(2) is given by the minimizer of the following function:

$$
f(\tilde{\phi}) = \sum_{n=1}^{N} [r(n) - D(\tilde{\phi})a(n)]^H[r(n) - D(\tilde{\phi})a(n)],
$$

(4.8)
where, \( r(n) \), \( a(n) \) and \( D(\tilde{\phi}) \) are defined in Eqs. (2.5) to (2.10).

Expanding \( f \), the derivative of \( f(\hat{\phi}) \), in a Taylor series and ignoring the 2nd and the higher order terms, equating \( \hat{f} \) to be zero for MLE, we have

\[
0 = \hat{f}(\hat{\phi}) \approx \hat{f}(\hat{\phi})|_{\phi = \hat{\phi}_0} + \hat{f}(\hat{\phi})|_{\phi = \hat{\phi}_0}(\hat{\phi} - \hat{\phi}_0),
\]

(4.9)

where, the \( k^{th} \) element of \( \hat{f}(\hat{\phi}) \) is

\[
\frac{\partial f(\hat{\phi})}{\partial \phi_k} = \sum_{n=1}^{N} \left\{ -a^H(n) \frac{\partial D^H(\hat{\phi})}{\partial \phi_k} [r(n) - D(\tilde{\phi})a(n)] - [r(n) - D(\tilde{\phi})a(n)]^H \frac{\partial D(\tilde{\phi})}{\partial \phi_k} a(n) \right\},
\]

(4.10)

and the \( (k, l)^{th} \) element of the Hessian matrix \( \tilde{f}(\tilde{\phi}) \) is

\[
\frac{\partial^2 f(\tilde{\phi})}{\partial \phi_k \partial \phi_l} = \sum_{n=1}^{N} \left\{ -a^H(n) \frac{\partial^2 D^H(\tilde{\phi})}{\partial \phi_k \partial \phi_l} e(n) + a^H(n) \frac{\partial D^H(\tilde{\phi})}{\partial \phi_k} \frac{\partial D(\tilde{\phi})}{\partial \phi_l} a(n) \right\}

- e^H(n) \frac{\partial^2 D(\tilde{\phi})}{\partial \phi_k \partial \phi_l} a(n) + a^H(n) \frac{\partial D^H(\tilde{\phi})}{\partial \phi_l} \frac{\partial D(\tilde{\phi})}{\partial \phi_k} a(n),
\]

(4.11)

in which, \( e(n) = r(n) - D(\tilde{\phi})a(n) \) is the noise vector.

Note that

\[
\frac{\partial D(\tilde{\phi})}{\partial \phi_k} a(n) = a_k(n) [0, je^{j\phi_k}, ..., (M - 1)je^{j(M-1)\phi_k}]^T.
\]

(4.12)

Now we consider two cases: \( l \neq k \) and \( l = k \). First, under the case \( l \neq k \), it is obvious that

\[
\frac{\partial^2 D^H(\tilde{\phi})}{\partial \phi_k \partial \phi_l} = 0.
\]

(4.13)

Also, because of Eq. (4.12), we have

\[
\sum_{n=1}^{N} a^H(n) \frac{\partial D^H(\tilde{\phi})}{\partial \phi_k} \frac{\partial D(\tilde{\phi})}{\partial \phi_l} a(n) = \sum_{n=1}^{N} a_k^*(n)a_l(n) \sum_{m=1}^{M} (m - 1)^2 e^{j(\phi_l - \phi_k)}
\]

\[
= 0.
\]

(4.14)
The last step on Eq.(4.14) is due to Eq.(3.34) in Section 3.4.1, i.e.,

\[
\sum_{n=1}^{N} a_{k}^{*}(n)a_{l}(n) \simeq \begin{cases} 
0 & l \neq k, \\
N\sigma_k^2 & l = k.
\end{cases}
\] (4.15)

Therefore, the off-diagonal elements of the Hessian matrix in Eq.(4.11) are zeros.

Secondly, in the case \( l = k \), let us consider the case that the estimate \( \hat{\phi} \) is close enough to the true DOA \( \bar{\phi}_0 \). Under this condition, the change of the array manifold with respect to \( \bar{\phi} \) within this region can be approximated by a linear function, i.e., the slopes \( \frac{aD[m,k]}{\partial \phi_k} \) (\( m=1, \ldots, M \)) are constants, where \( D[m,k] \) is the \( (m,k) \)th element in matrix \( D \). The meaning of this can be seen in Fig.4.5. Here, we show the real part of \( D[m,k] \), i.e.,

\[
u(\phi_k) \triangleq \Re\{D[m,k]\} = \cos[(m - 1)\phi_k].
\]

By Taylor series expansion around the DOA \( \phi_{0k} \), we have

\[
\frac{\partial^2 u(\phi_k)}{\partial \phi_k^2} \approx 0.
\]

Therefore, under the condition that the estimate \( \hat{\phi} \) is close enough to the true DOA \( \bar{\phi}_0 \), i.e., in the region of small estimate errors,

\[
\frac{\partial^2 D}{\partial \phi_k^2} = 0.
\] (4.16)

Substituting Eqs.(4.13), (4.14) and (4.16) into Eq.(4.11) yields

\[
\frac{\partial^2 f(\bar{\phi})}{\partial \phi_l \partial \phi_k} = \begin{cases} 
0 & l \neq k, \\
2\sum_{n=1}^{N} a_{k}^{H}(n)\frac{\partial D^H}{\partial \phi_k} \frac{\partial D}{\partial \phi_k}a_{l}(n) & l = k.
\end{cases}
\] (4.17)

By Eq.(4.12),

\[
\sum_{n=1}^{N} a_{k}^{H}(n)\frac{\partial D^H}{\partial \phi_k} \frac{\partial D}{\partial \phi_k}a_{l}(n) = \sum_{n=1}^{N} a_{k}^{*}(n)a_{k}(n)\sum_{m=1}^{M} (m - 1)^2 = \frac{N\sigma_k^2 M(M - 1)(2M - 1)}{6},
\] (4.18)
Figure 4.5: The behaviour of error variance in the presence of small errors $\phi_e$.

where, Eq.(4.15) is used.

Substituting Eq.(4.18) into Eq.(4.17) results in the Hessian matrix

$$Q \triangleq \frac{\partial^2 f(\tilde{\phi})}{\partial \phi^2} = \text{diag}(\frac{N \sigma_{\tilde{\phi}i}^2 M (M-1)(2M-1)}{3}, \ldots, \frac{N \sigma_{\tilde{\phi}K}^2 M (M-1)(2M-1)}{3}). \quad (4.19)$$

Note that the $(k, l)^{th}$ element in matrix $E\{[\frac{\partial f(\tilde{\phi})}{\partial \phi_k}]\frac{\partial f(\tilde{\phi})}{\partial \phi_l}\}^H$ is

$$E\{[\frac{\partial f(\tilde{\phi})}{\partial \phi_k}]\frac{\partial f(\tilde{\phi})}{\partial \phi_l}\}^H = \begin{cases} 0, & l \neq k \\ \frac{N \sigma_{\tilde{\phi}k}^2 \sigma_{\tilde{\phi}l}^2 M (M-1)(2M-1)}{3} & l = k. \end{cases} \quad (4.20)$$

See Appendix A for the proof of Eq.(4.20). Thus,

$$E\{[\frac{\partial f(\tilde{\phi})}{\partial \phi}]\frac{\partial f(\tilde{\phi})}{\partial \phi}\}^H = \text{diag}(\frac{N \sigma_{\tilde{\phi}i}^2 \sigma_{\tilde{\phi}j}^2 M (M-1)(2M-1)}{3}, \ldots, \frac{N \sigma_{\tilde{\phi}K}^2 \sigma_{\tilde{\phi}j}^2 M (M-1)(2M-1)}{3}). \quad (4.21)$$

Now, we are ready to obtain the covariance matrix of the MLE(2) of DOA. From
Eq. (4.9), we have

$$\delta - \delta \simeq -Q^{-1}\frac{\partial f(\delta)}{\partial \delta}. \quad (4.22)$$

Let $R_{\delta}(2)$ be the covariance matrix of the MLE of DOA based on Data Model (2).

With Eqs. (4.22), (4.19) and (4.21), we have

$$\lim_{\delta \to \delta_0} R_{\delta}(2) \triangleq R_{\delta l}(2) \quad (4.23)$$

$$= E[(\delta - \delta_0)(\delta - \delta_0)^T]|_{\tilde{\delta} \to \delta_0}$$

$$\simeq Q^{-1}E\left\{ \left[ \frac{\partial f(\delta)}{\partial \delta} \right] \left[ \frac{\partial f(\tilde{\delta})}{\partial \delta} \right]^H \right\} Q^{-1}$$

$$= \text{diag}\left( \frac{3}{N\rho_1 M(M - 1)(2M - 1)}, \ldots, \frac{3}{N\rho K M(M - 1)(2M - 1)} \right). \quad (4.24)$$

When $N$ is large, the estimates $\delta$ will be close to the true DOA $\delta_0$ enough such that Eq. (4.24) is the covariance matrix of MLE(2) in the asymptotic sense (i.e., the large $N$). The comparison of Eq. (4.24) with Eq. (4.7) shows that

$$R_{\delta l}(2) \simeq B_{CR}(2). \quad (4.25)$$

So, $B_{CR}(2)$ can be achieved by the covariance matrix of MLE(2) asymptotically. Theorem 4.1 follows.

Eq. (4.24) shows the following properties of the covariance matrix $R_{\delta}$ of MLE of DOA based on Data Model (2) for $\delta - \delta_0$:

1. The covariance matrix $R_{\delta l}$ is a diagonal matrix. This means that the errors of the estimates using MLE(2) are uncorrelated with each other. It can be proved [81] that the MLE(2) is Gaussian distributed when $N \to \infty$, so the errors $\delta_k = \delta_k - \delta_{nk}(k = 1, \ldots, K)$ from MLE are independent of each other for large $N$. 
2. The variances of the MLE(2) of DOA are independent of the locations of DOA. When the signal power are equal, i.e., \( \sigma_{\phi}^2 = \ldots = \sigma_{\phi_{K}}^2 = \sigma_{\phi}^2 \), the covariance matrix \( R_{\phi} \) is a identity matrix times a constant, i.e., the form F-III discussed in Section 4.2.

Therefore we can conclude that

Lemma 4.1 Under the condition that \( \hat{\phi} \rightarrow \phi_0 \), with MLE based on Data Model(2), the errors of DOA estimates are independent of each other, and the errors of DOA estimates are independent of the locations of DOA.

The achievability of CRLB(2) by the variance of MLE(2) can be interpreted geometrically as shown in Fig.4.6 and Fig.4.7 (\( \sigma_{\phi}^2 = \sigma_{\phi_{2}}^2 = \sigma_{\phi}^2 \)). Here, the dotted lines are the equiprobable contours by the equation

\[
\phi_0^T R_{\phi}^{-1}(2) \phi_e = C^2,
\]

and the solid lines are the Cramer-Rao bound ellipses by the equation

\[
\phi_0^T B_{CR}^{-1}(2) \phi_e = C^2.
\]

Around the centre of the equiprobable contours, i.e., the small \( |\phi_e| \), we have Eq.(4.25), i.e.,

\[
\lim_{\phi \rightarrow \phi_0} R_{\phi}(2) \hat{\phi} \sim R_{\phi\phi}(2) \simeq B_{CR}(2),
\]  

(4.26)

so the dotted lines almost lie on the solid lines. For large \( |\phi_e| \), Eq.(4.26) does not hold due to the fact that the higher order terms in the Taylor expansion of Eq.(4.9) cannot be ignored. Thus the dotted lines lie outside of the solid lines.

The common saying that CRLB is achievable under high SNR for nonlinear estimation can be explained as the following:
\[ \phi_{e2} \]
\[ \phi_{e1} \]

\[ \phi_{e}^T B_{CR}^{-1}(2) \phi_{e} = C^2, \quad \phi_{e}^T R_{\delta}^{-1}(2) \phi_{e} = C^2. \]

Figure 4.6: Equi probable contours and CRLB(2) ellipses under high SNR.

Under high SNR, the estimates with small estimation errors statistically dominate the variance. Most of the relevant equi probable contours concentrate around the centre as shown by the dotted lines in Fig.4.6. The errors belonging to the equi probable contours away from the centre can be ignored, thus CRLB is achievable.

Under low SNR, a large number of the estimation errors lie away from the centre of the equi probable contours. This condition is exemplified in Fig.4.7. Under this condition the errors which lie away from the centre dominate the variance. As being seen from Fig.4.7, the ellipses for the CRLB and that for the variance of MLE do not agree closely for large error, thus CRLB is not achievable in this case.
\[ -\hat{\phi}_e^T B_{CR}^{-1}(2) \hat{\phi}_e = C^2, \quad \ldots \hat{\phi}_e^T R_{\phi}^{-1}(2) \hat{\phi}_e = C^2. \]

Figure 4.7: Equiprobable contours and CRLB(2) ellipses under low SNR.

4.4 THE SNR-THRESHOLD PHENOMENON

Performance analysis against SNR is of interest in practice. Fig.4.8 shows the comparison between the variance of MLE and CRLB with an example based on Data Model(2). The number of sensors is 8, the number of snapshots is 50, and the number of the incoming signal is one.

The solid line represents the simulation performance of the maximum-likelihood estimate. The performance is divided into three segments. When \( SNR > \rho^1 \), MLE performs like a linear estimator, we call this area the linear region. When \( \rho^2 < SNR < \rho^1 \), the estimation error of MLE abruptly increases. The reason for this phenomenon is that, the noise level involved in the received data is high enough to make the signal observations from the received data be subject to ambiguities. The SNR at which the variance rises very rapidly as SNR decreases is called the threshold region. This SNR-threshold phenomenon occurs during \( \rho^2 < SNR < \rho^1 \). When \( SNR < \rho^2 \), the signal observations are completely
dominated by noise and are essentially useless for DOA estimation. This area is called the ambiguity region, and usually is ignored in the performance analysis. The dash line is $B_{CR}(2)$. We see that, under high SNR ($SNR > \rho'$), CRLB(2) is achievable since under this condition the errors around zero dominate the performance. This is the ambiguity-free region. But when $SNR < \rho'$, CRLB(2) becomes very loose. Under low SNR ($SNR < \rho'$), the variance of the estimate is affected by the large error $\phi_e$, but CRLB(2) is a linearized approximation only for the small error as discussed in Section 4.3. Therefore CRLB(2) is not a close approximation to the performance in the SNR-threshold region. It cannot show the SNR-threshold phenomenon.

Recalling the analysis in Chapter 3.5, CRLB(1) is obtained from CRLB(2) by the transformation $T$, and $T$ is independent of SNR, which results in CRLB(1) against SNR being a parallel shift of CRLB(2) (Fig.3.5). Therefore, we have,

**Observation 4.1** CRLB(1) cannot show the $SNR$-threshold phenomenon due to the fact that CRLB(2) cannot show the $SNR$-threshold phenomenon.

So Data Model(2) is a basic data model to study the performance of DOA estimate against SNR.

### 4.5 MLE(1) AND MLE(2)

In the above sections, the performance of the MLE of DOA based on Data Model(2) is discussed. Since the practical model is Data Model(1), we need to see the variance of the MLE(1), the maximum-likelihood estimation of DOA based on Data Model(1), to find the relationship of the performances between MLE(1) and MLE(2).

In Fig.4.9 to Fig.4.12, the variances of MLE(1) and MLE(2), the CRLB(1) and
Figure 4.8: CRLB(2) and the SNR-threshold phenomenon in MLE(2).

CRLB(2) for different number of sensors, different number of snapshots, and different number of incoming signals are plotted. These simulations show that, for the ambiguity free region and the threshold region,

1. The variance of MLE(1) is a shift of the variance of MLE(2) approximately.

2. The amount of the shift of variances of MLE(2) to MLE(1) is the same as the amount of shift of CRLB(2) to CRLB(1).

These are very useful observations.

4.6 SUMMARY

In this chapter, we have the following results:

1. The MLE of DOA based on Data Model(2) is asymptotically efficient.
2. Lemma 4.1 shows that under the condition \( \hat{\phi} \rightarrow \phi_0 \), the errors of the MLE(2) of DOA are independent of each other, and are independent of the locations of DOA.

3. Data Model(2) is a basic data model to study the achievability of a lower bound.

4. The variance of the MLE(1) is a shift of the variance of the MLE(2) for the ambiguity free region and the threshold region, and the amount of this shift is the same as the shift of CRLB(2) to CRLB(1).
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Figure 4.9: The relationship of the variances of MLE(1) and MLE(2).

\[ N=50, M=8, K=1. \]

Figure 4.10: The relationship of the variances of MLE(1) and MLE(2).

\[ N=50, M=16, K=1. \]
N = 50, M = 8, K = 2[-.5 .5]

Figure 4.11: The relationship of the variances of MLE(1) and MLE(2).

N = 100, M = 8, K = 2[-.5 .5]

Figure 4.12: The relationship of the variances of MLE(1) and MLE(2).
Chapter 5

Modified Ziv-Zakai Lower Bound on Variance of DOA Estimate for One Signal

5.1 INTRODUCTION

In this chapter, using Ziv-Zakai’s idea, a lower bound on the variance of the DOA estimate for one signal in Gaussian white noise is derived. An understanding of this case is fundamental to the understanding of the general case which will be discussed in the following chapters. Section 5.2 presents an exposition of Ziv-Zakai’s idea. Section 5.3 shows how this idea works for the DOA estimation in array processing, and derives the modified Ziv-Zakai lower bound (MZLB) on the variance of DOA estimate. In Section 5.4 the evaluation of this lower bound with Data Model(2) is developed. In Section 5.5, the properties of this lower bound are discussed, and MZLB with Data Model(1) is obtained.
5.2 ZIV-ZAKAI'S IDEA

Let \( \phi_0 \) be the true parameter, and \( \hat{\phi} \) be its unbiased estimate. The variance of this estimate is defined as

\[
E[(\hat{\phi} - \phi_0)^2] = \int_{-\infty}^{\infty} x^2 dP(\hat{\phi} - \phi_0 \leq x)
\]

\[
= \int_{0}^{\infty} x^2 dP(|\hat{\phi} - \phi_0| \leq x). \tag{5.1}
\]

In Eq.(5.1), we consider the probability density function of the estimate error \((\hat{\phi} - \phi_0)\) being symmetric about zero.

A lower bound on this variance can be obtained from the lower bound on the error distribution \( P(|\hat{\phi} - \phi_0| \leq x) \), and the lower bound on \( P(|\hat{\phi} - \phi_0| \leq x) \) can be developed from a binary detection procedure. This idea was first presented by Ziv and Zakai in 1969 [100]. In order to have a better understanding of Ziv-Zakai's idea, the logic employed needs to be reviewed.

Ziv-Zakai's idea is to link the estimation error to the binary detection error. By imagining a binary detection procedure, the error probability of which is bounded, an expression can be established between the estimation error in Eq.(5.1) and the detection error bound. Because this detection error bound takes into account both the high and low SNR (Appendix B), it is expected that the resulting estimation bound will be a tight one.

Thus, Ziv-Zakai's idea can be applied for the general single parameter estimation in four steps as shown in Fig. 5.1. Among these four steps, the third one is the critical step from which the error distribution in Eq.(5.1) is obtained from the error probability in binary detection procedure.
5.3 FROM DETECTION ERROR BOUND TO ESTIMATION ERROR BOUND

5.3.1 Imaginary Detection Procedure Based on Estimate

With the received data as described in Chapter 2, we imagine a binary hypotheses. Suppose the incoming DOA is of two possible values, $\phi_0$ and $\phi_1$. It is desired to determine which one is true. Then we establish the following hypotheses such that:

$H_0 : \phi = \phi_0,$
$H_1: \quad \phi = \phi_1.$

Based on some arbitrary estimate $\hat{\phi}$ of the incoming DOA, the decision criterion is

\begin{align*}
H_0 \\
|\hat{\phi} - \phi_0| &< \frac{1}{2} |\hat{\phi} - \phi_1|.
\end{align*}

\begin{equation}
H_1
\end{equation}

Eq.(5.2) is a binary detection procedure based on an estimate $\hat{\phi}$. It connects the estimate from the real received data to an imaginary detection procedure.

5.3.2 Error Probability and Its Lower Bound

Let us consider, for the time being, $\phi_1 - \phi_0 > 0$. First, we develop the error measure for the detection procedure described in Eq.(5.2).

Let $p(\hat{\phi}|H_i), i = 0, 1,$ be the probability density function (PDF) of the estimate $\hat{\phi}$ under the hypothesis $H_i$. The situation for the decision procedure is depicted in Fig.5.2, where,

\begin{equation}
\Phi_D = \frac{\phi_0 + \phi_1}{2}.
\end{equation}

Note that the decision region is a periodic function of $\phi$. In Fig.5.2, $\pi + \Phi_D$ is equivalent to $-\pi + \Phi_D$.

We make the following assumptions:

A-I. $p(\hat{\phi}|\phi_i)$ is symmetric about $\phi_i, p(\hat{\phi}|\phi_0)$ and $p(\hat{\phi}|\phi_1)$ are identical except for the translation of the axis, i.e., the error probability is independent of the location of the DOA;

A-II.

\begin{equation}
P(H_1) = P(H_0) = \frac{1}{2};
\end{equation}
Figure 5.2: Error probabilities with the decision scheme Eq.(5.2).

A-III. The cost of making erroneous decisions is equal;

Under assumptions A-I to A-III, the error probability of the detection by the decision rule of Eq.(5.2) is given by (see Fig.5.2)

\[ P_{e1} = P(H_0)P(\hat{\phi} > \Phi_D|H_0) + P(H_1)P(\hat{\phi} \leq \Phi_D|H_1) \]

\[ = P(\hat{\phi} > \Phi_D|H_0), \tag{5.5} \]

where, we have ignored the negligible probabilities of \( P(\hat{\phi} > (\Phi_D + \pi)|H_0) \) and \( P(\hat{\phi} \leq (\Phi_D - \pi)|H_1) \).

If we denote the estimation error by \( \varepsilon \) such that

\[ \varepsilon = \hat{\phi} - \phi_0 \tag{5.6} \]

and let

\[ h = \phi_1 - \phi_0, \tag{5.7} \]
then, using Eq.(5.3), Eq.(5.5) can be written as

\[ P_{e_1} = P\{\hat{\phi} - \phi_0 > \left(\frac{\phi_0 + \phi_1}{2} - \phi_0\right)\} \]

\[ = P\{\varepsilon > h/2\}. \quad (5.8) \]

Eq.(5.2) is not an optimum decision rule, hence \( P_{e_1} \) is not the minimum probability of error. However, the Bayes criterion with equal error cost leads to an optimum likelihood ratio test (LRT) yielding minimum decision error probability \( P_{EM} \) (described in Appendix B), therefore,

\[ P_{e_1} \geq P_{EM}(h). \quad (5.9) \]

The RHS of Eq.(5.9) is the lower bound on the error probability of the imaginary detection procedure based on the estimate \( \hat{\phi} \).

### 5.3.3 Definition of the Variance of DOA Estimate Based on \( P_{e_1} \)

If \( \phi_1 - \phi_0 < 0 \), similarly we obtain

\[ P_{e_2} = P(\hat{\phi} \leq \Phi_D | H_0) \]

\[ = P(\varepsilon \leq h/2) \]

\[ \geq P_{EM}(h). \quad (5.10) \]

Then, combining Eq.(5.8) and Eq.(5.10) results in

\[ P(|\varepsilon| > |h/2|) = P_{e_1} + P_{e_2}. \quad (5.11) \]

The RHS of Eq.(5.11) is the error probability of the imaginary binary detection procedure under the hypotheses \( H_0 (\phi_0) \) and \( H_1 (\phi_1) \).
Under the condition that the error measure is independent of the location of DOA, both sides of Eq.(5.11) only depend on the distance \( h = |\phi_1 - \phi_0| \) between two DOA. Thus, \( P(|\varepsilon| > |h/2|) \) becomes the error distribution of the estimate \( \hat{\phi} \), since \( \varepsilon = \hat{\phi} - \phi_0 \). This is the relationship between the error of the imaginary binary detection and the error of the real estimation problem. Using this relationship, we can develop the lower bound of the estimate error.

Let

\[
F_{\varepsilon}(h/2) \triangleq P(|\varepsilon| > |h/2|),
\]

where we define

\[
F_{\varepsilon}(h) = P(|\varepsilon| > |h|).
\]

Note that \( F_{\varepsilon}(h) \) is a decreasing function of \( h \). In order to define the variance, let

\[
F_{|\varepsilon|}(h) = 1 - F_{\varepsilon}(h) = P(|\varepsilon| \leq |h|),
\]

then, \( F_{|\varepsilon|}(h) \) can be interpreted as the cumulative distribution of the estimate error.

Note that \(|\varepsilon| \in [0, \pi]\). Therefore, the consideration of Eq.(5.13) can be concentrated in the range \( 0 \leq h \leq \pi \).

From Eq.(5.1), the variance of DOA estimate can therefore be expressed in terms of \( F_{|\varepsilon|}(h) \) such that

\[
E[\varepsilon^2] = \int_0^\pi h^2 dF_{|\varepsilon|}(h).
\]
5.3.4 Error Bound on the Variance of the Estimate in Terms of $P_{EM}$

From Eqs.(5.9), (5.10), (5.11) and (5.12), we have

$$\frac{1}{2} F_c(h/2) \geq P_{EM}(h). \quad (5.16)$$

Multiplying both sides of Eq.(5.16) by $h$ and integrating from 0 to $2\pi$, Eq.(5.16) becomes

$$\int_0^{2\pi} hP_{EM}(h)dh \leq \frac{1}{2} \int_0^{2\pi} hF_c(h/2)dh = 2 \int_0^\pi hF_c(h)dh = h^2F_c(h) \mid_0^\pi - \int_0^\pi h^2dF_c(h). \quad (5.17)$$

Note that $|\varepsilon| \in [0, \pi]$, from Eq.(5.13), we have

$$F_c(h) \mid_{h=\pi} = P(|\varepsilon| > \pi) = 0. \quad (5.18)$$

Using Eqs.(5.14), (5.15) and (5.18) in Eq.(5.17), we can write

$$E[\varepsilon^2] \geq \int_0^{2\pi} hP_{EM}(h)dh \triangleq \beta_Z. \quad (5.19)$$

Eq.(5.19) interprets the lower bound on the variance of the DOA estimate. The RHS of Eq.(5.19) is referred to as the modified Ziv-Zakai lower bound (MZLB).

5.4 EVALUATION OF THE ERROR BOUND

To evaluate the bound in Eq.(5.19), first, we need to find an interpretation for $P_{EM}(h)$. We recall that [81], if the received data $\mathcal{F}$ is real and satisfies the assumptions A-I to A-III, then...
the optimum LRT yields the minimum decision error probability given by (see Appendix B)

\[ P_{EM} = \exp[\mu(q_M) + q_M^2 \hat{\mu}(q_M)/2] \text{erfc}_* \left( q_M \sqrt{\hat{\mu}(q_M)} \right)/2 \]

\[ + \exp[\mu(q_M) + (1 - q_M)^2 \hat{\mu}(q_M)/2] \text{erfc}_* \left( (1 - q_M) \sqrt{\hat{\mu}(q_M)} \right)/2, \] (5.20)

where,

\[ \text{erfc}_*(\eta) \triangleq \frac{1}{\sqrt{2\pi}} \int_{\eta}^{\infty} e^{-t^2/2} dt, \] (5.21)

\[ \mu(q) \triangleq \ln \int_{-\infty}^{\infty} \left[ p(\bar{r}|H_i) \right]^{q} \left[ p(\bar{r}|H_0) \right]^{1-q} d\bar{r}, \] (5.22)

with \( p(\bar{r}|H_i) \) being the PDF of the received data under hypothesis \( H_i \), and \( q_M \) satisfies the condition that

\[ \hat{\mu}(q_M) = 0, \] (5.23)

where, \( 0 \leq q_M \leq 1 \).

It is shown in Appendix C that with Data Model(2), for \( K=1 \), the minimum error probability in Eq.(5.20) in our problem is

\[ P_{EM}(h) = \text{erfc}_* \left\{ \left[ \rho N \sum_{m=1}^{M} (1 - \cos(h(m-1))) \right]^{1/2} \right\} \]

\[ = \text{erfc}_* \{ f(h) \}, \] (5.24)

where we define the signal to noise ratio (SNR) as

\[ \rho = \sigma_r^{-2} \sigma_s^2, \] (5.25)

and

\[ f(h) = \left[ \rho N \sum_{m=1}^{M} (1 - \cos(h(m-1))) \right]^{1/2}. \] (5.26)
Secondly, we need to perform the integration in Eq.(5.19). The limits of the integral is from 0 to 2\pi, but \( h \) is the distance between two distinct possible DOA. The correct decision cannot be made if the two DOA overlap. Therefore, we should leave a guard separation between the two possible DOA, and modify the range to \( h \in [0, H] \), where \( H = 2\pi - \delta \), with \( \delta \) being a small but finite angle.

Let \( B_Z(2) \) denote the MZLB based on Data Model(2). Now, by substituting Eq.(5.24) into Eq.(5.19), we have

\[
B_Z(2) = \int_0^H \text{erfc}_x(f(h))dh + \frac{1}{2\sqrt{2\pi}} \int_0^H h^2 e^{-f^2/2} \frac{df}{dh} dh
\]

\[
= \frac{H^2}{2} \text{erfc}_x(f(H)) + \frac{1}{2\sqrt{2\pi}} \int_0^\Delta h^2 e^{-f^2/2} \left( \frac{df}{dh} \right) dh + \frac{1}{2\sqrt{2\pi}} \int_\Delta^H h^2 e^{-f^2/2} \left( \frac{df}{dh} \right) dh
\]

\[
\triangleq I_1 + I.
\]

The integral \( I \) on the RHS of Eq.(5.28) can be broken up into two parts such that

\[
B_Z(2) = \frac{H^2}{2} \text{erfc}_x(f(H)) + \frac{1}{2\sqrt{2\pi}} \int_0^\Delta h^2 e^{-f^2/2} \left( \frac{df}{dh} \right) dh + \frac{1}{2\sqrt{2\pi}} \int_\Delta^H h^2 e^{-f^2/2} \left( \frac{df}{dh} \right) dh
\]

\[
= I_1 + I_0 + I_2,
\]

where,

\[
I_1 = \frac{H^2}{2} \text{erfc}_x(f(H)),
\]

\[
I_0 = \frac{1}{2\sqrt{2\pi}} \int_0^\Delta h^2 e^{-f^2/2} \left( \frac{df}{dh} \right) dh,
\]

\[
I_2 = \frac{1}{2\sqrt{2\pi}} \int_\Delta^H h^2 e^{-f^2/2} \left( \frac{df}{dh} \right) dh.
\]

Now we evaluate \( I_0 \) and give the values of \( \Delta \) and \( H \).
From the definition of $f(h)$ in Eq. (5.26) we have

$$\frac{df}{dh} = \frac{1}{2} \sqrt{\rho N} [\sum_{m=1}^{M} (m - 1) \sin((m - 1)h)] [2 \sum_{m=1}^{M} \sin^2((m - 1)h/2)]^{-\frac{1}{2}}. \quad (5.33)$$

Thus, substituting Eq. (5.33) into $I_0$ in Eq. (5.31), we have

$$I_0 = \frac{\sqrt{\rho N}}{2\sqrt{2\pi}} \int_{0}^{\Delta} \frac{h^2}{2\sqrt{2}} \left[ \sum_{m=1}^{M} \sin^2((m - 1)h/2) \right]^{-\frac{1}{2}} \left[ \sum_{m=1}^{M} (m - 1) \sin((m - 1)h) \right] e^{-h^2/2} dh. \quad (5.34)$$

We choose $\Delta$ such that, for $h \in [0, \Delta]$, every part of the integrand in Eq. (5.34) is positive. Furthermore, $\Delta$ is chosen such that the value of the largest component $\sin((M - 1)\Delta/2)$ in the summations is still on the first rising part of the sine curve, so that the following approximations are closely satisfied:

1. $$\sum_{m=1}^{M} \sin^2((m - 1)h/2) \approx \sum_{m=1}^{M} (m - 1)^2 h^2/4, \quad (5.35)$$

therefore,

$$\left[ \sum_{m=1}^{M} \sin^2((m - 1)h/2) \right]^{-\frac{1}{2}} \approx \left[ \sum_{m=1}^{M} (m - 1)^2 h^2/4 \right]^{-\frac{1}{2}}$$

$$= \frac{2\sqrt{6}}{h\sqrt{M(M - 1)(2M - 1)}/4}; \quad (5.36)$$

2. Each of the terms under the summation within the second set of brackets in Eq. (5.34) can be approximated by a straight line joining the extreme values 0 and $\Delta$ such that

$$(m - 1) \sin((m - 1)h) \approx \frac{(m - 1) \sin((m - 1)\Delta)}{\Delta} h. \quad (5.37)$$

Therefore,

$$\sum_{m=1}^{M} (m - 1) \sin((m - 1)h) \approx \frac{h}{\Delta} \sum_{m=1}^{M} (m - 1) \sin((m - 1)\Delta); \quad (5.38)$$
3. Similar to 2., with the approximation

\[
\sin \left( \frac{(m - 1)h}{2} \right) \approx \frac{h}{\Delta} \sin \left( \frac{(m - 1)\Delta}{2} \right),
\]

the exponential term in Eq.(5.34) becomes

\[
\exp\left( -\frac{f^2}{2} \right) = \exp\left\{ -\frac{\rho N h^2}{2\Delta^2} \sum_{m=1}^{M} 2 \sin^2 \left( \frac{(m - 1)h}{2} \right) \right\} \\
\approx \exp\left\{ -\frac{\rho N h^2}{2\Delta^2} \sum_{m=1}^{M} 2 \sin^2 \left( (m - 1)\Delta/2 \right) \right\} \\
= \exp\left\{ -\frac{\rho N h^2}{2\Delta^2} \sum_{m=1}^{M} 1 - \cos((m - 1)\Delta) \right\}. \tag{5.40}
\]

The choice of \( \Delta \) is arbitrary as long as Eqs.(5.35), (5.37) and (5.39) are closely satisfied. We choose

\[
\Delta = \frac{\pi}{2M}. \tag{5.41}
\]

With this choice, the sum of the RHS of Eq.(5.38) can be evaluated quite simply as the following:

\[
\sum_{m=1}^{M} (m - 1) \sin((m - 1)h) \approx \frac{h}{\Delta} \sum_{m=1}^{M} (m - 1) \sin((m - 1)\Delta) \\
= -\left( \frac{d}{d\Delta} \sum_{m=1}^{M} \cos((m - 1)\Delta) \right) \left( \frac{h}{\Delta} \right) \\
= -\left( \frac{d}{d\Delta} \Re \left\{ \sum_{m=1}^{M} e^{i(m-1)\Delta} \right\} \right) \left( \frac{h}{\Delta} \right) \\
= -\frac{1}{2} \left( \frac{d}{d\Delta} \left( 1 - \frac{\cos(M\Delta) - \cos((M - 1)\Delta)}{1 - \cos(\Delta)} \right) \right) \left( \frac{h}{\Delta} \right) \\
\approx -\frac{\pi^2}{\Delta} \frac{h}{\Delta^2} \\
= \frac{8M^3h}{\pi^3} \tag{5.42}
\]
The details of Eq.(5.42) are shown in Appendix E. The R.H.S of Eq.(5.40) can be evaluated as (Appendix F):

\[ \exp(-f^2/2) \approx \exp(-0.07 \rho N M^3 h^2) = \exp(-\eta_1^2 h^2/2), \]  

(5.43)

where,

\[ \eta_1^2/2 = 0.07 \rho N M^3. \]  

(5.44)

Substituting Eqs.(5.36), (5.42) and (5.43) into Eq.(5.34), integrating, simplifying, and defining

\[\eta_0^2 = \rho N M (M - 1)(2M - 1)/12,\]  

(5.45)

we obtain (see Appendix G)

\[ I_0 \approx \frac{1}{2\eta_0^2} \sqrt{\frac{M(M - 1)(2M - 1)}{2M^3}} \left[ \frac{1}{2} \operatorname{erfc} \left( \eta_1 \Delta \right) - \frac{\eta_1 \Delta}{\sqrt{2\pi}} e^{-\eta_1^2 \Delta^2/2} \right]. \]  

(5.46)

In Eq.(5.46), for a reasonably large number of sensors M, the term under the square root sign can be approximated to unity. Also, the last two terms in the brackets are negligible compared with the first term. Therefore, we have

\[ I_0 \approx \frac{1}{4\eta_0^2} = \frac{3}{\rho N M (M - 1)(2M - 1)}. \]  

(5.47)

At high SNR, this value of \( I_0 \) plays the dominant role on the estimation error bound as expressed in Eq.(5.29). It is reasonable then, to argue that the guard separation \( \delta \) should be chosen to be the same value as \( \Delta \), i.e., \( H = 2\pi - (\pi/2M) \). With this choice of \( H \) and \( \Delta \), it can be seen \( I_0 \) and \( I_1 \) in Eqs.(5.31) and (5.30) are always positive. In general, \( I_1 \) rises steeply to significance under low SNR while dropping fast to negligible values under high SNR. On the other hand, \( I_0 \) is a linear function of SNR. It decreases rather slowly with the increase in SNR and is the dominant part under high SNR. The behaviour of the two functions are exemplified in Fig.5.3 for \( M=8 \) and \( N=50 \). In contrast, \( I_2 \) is always negative.
This can be easily seen from the fact that \( I_2 \) has exactly the same integrand as that in \( I_0 \) in Eq. (5.34), where, while the other parts are all positive, the average value of the part in the second set of brackets is negative for \( h \in (\Delta, H) \). The magnitude of the value of \( I_2 \), in general, quickly diminishes to a negligible value as the SNR increases and is significant only under extremely low SNR. An example of this behaviour is shown in Fig.5.4 for \( M=8 \) and \( N=50 \).

The bound \( B_2(2) \) is a combination of these three components, and can be partitioned into three separate sections as shown in Fig.5.5. For the SNR to be higher than \( \rho^1 \), the ambiguity in DOA estimation can essentially be resolved and \( B_2(2) \) is dominated by the value of \( I_0 \). This is a linear region since \( I_0 \) is a linear function. The transition from the ambiguity-free region to the region dominated by ambiguity occurs when the SNR falls below \( \rho^1 \) until it reaches \( \rho^2 \). Here, the value of \( I_1 \) rises to significance and becomes the dominant part. This is the SNR-threshold phenomenon in the estimation of DOA, and the error bound is essentially the combination of the terms \( I_0 \) and \( I_1 \). When the SNR falls below \( \rho^2 \), DOA observations are subject to ambiguities. The value of \( I_2 \) becomes significant too and the resulting bound is essentially the combination of the terms of \( I_0 \), \( I_1 \) and \( I_2 \). The bound \( B_2(2) \) shown in Fig.5.5 is for \( M=8 \) and \( N=50 \). Fig.5.6 shows the bound \( B_2(2) \) for \( M=16 \) and \( M=32 \) respectively. In each of these cases, the three regions can be distinctly observed.

Since we mainly consider the performance of the lower bound in the ambiguity-free region and the threshold region, ignoring the complicated integral \( I_2 \) will not significantly affect the performance of \( B_2(2) \) in these two regions as shown in Fig.5.7, so that we can write

\[
B_2(2) \approx I_0 + I_1
\]

\[
= \frac{3}{\rho N M (M-1)(2M-1)} + \frac{H^2}{2} \text{erfc} \{ f(H) \} \tag{5.48}
\]
for the ambiguity-free region and the threshold region. In the following, we will concentrate our studies on these two regions.

Eq. (5.48) is the MZLB(2) for the SSST case.

Figure 5.3: $I_0$ and $I_1$ for $M=8$ $N=50$. 
Figure 5.4: $l_2$ for $M=8 \ N=50$.

Figure 5.5: $B_{Z}(2)$ for $M=8 \ N=50$. 
Figure 5.6: $B_2(2)$ for $M=16$ and $M=32$ ($N=50$).

Figure 5.7: $B_2(2)$ with $I_2$ and without $I_2$ ($M=8$, $N=50$).
5.5 PROPERTIES OF MZLB

5.5.1 $B_2(2)$ and $B_{CR}(2)$

It is interesting to compare the bound $B_2(2)$ in Eq.(5.48) with the well-known Cramer-Rao bound. We have derived CRLB based on Data Model(2) in Chapter 3.4 that,

$$B_{CR}(2) = \frac{3}{\rho N M (M-1)(2M-1)}. \tag{5.49}$$

Comparing Eqs.(5.48) and (5.49), we note that $B_{CR}(2)$ is the same as $I_0$. Thus, we can conclude that the MZLB includes the CRLB as a part which dominates when the SNR is high, i.e.

$$B_2(2) \simeq B_{CR}(2) + I_1. \tag{5.50}$$

When SNR is low, it is the term $I_1$ in MZLB that shows the threshold. We call this term the threshold term. Fig.5.8 shows the variance of the MLL of DOA of a single signal based on Data Model(2). The estimation was carried out with $M=8$ sensors and $N=50$ snapshots. The performance is evaluated over 200 trials. It can be observed that, when the SNR is high ($\geq -8dB$), the MLE performance reaches both the CRLB and the MZLB. However, for lower SNR, the MZLB follows the threshold region of the MLE performance very much more closely than the CRLB due to the additional terms of $I_1$ in Eq.(5.48).

5.5.2 MZLB with Data Model(1)

In practice, the amplitude of the arriving signal is often unknown, so Data Model(2) is not a practical model while Data Model(1) is more realistic. In Chapter 4, Fig.4.9 to Fig.4.12 show that, the variance of the MLE(1) almost is a shift of the variance of the MLE(2). Also, these plots show that, the relationship between the variance of MLE(2) and MLE(1) for the ambiguity free region and the threshold region is the same as the relationship between
Figure 5.8: MZLB, CRLB and MLE with Data Model(2).

CRLB(1) and CRLB(2). Since the MZLB for Data Model(1) is not easy to derive due to the fact that there will be multiple types of parameters involved, these observations make us conjecture that the MZLB(1), the MZLB based on Data Model(1), is a shift of the MZLB(2), the MZLB based on Data Model(2), and the relationship between MZLB(1) and MZLB(2) can be found with the relationship between CRLB(1) and CRLB(2). Since it is discussed in Chapter 3, CRLB(1) is related with CRLB(2) by a transformation $T$, we have

$$B_{Z}(1) = T B_{Z}(2),$$  \hspace{1cm} (5.51)

where, (see Eqs.(3.31) and (5.49))

$$T = \frac{B_{CR}(1)}{B_{CR}(2)} = \frac{2^{(2M-1)}}{M + i}. \hspace{1cm} (5.52)$$

In Eq.(5.51), $B_{Z}(1)$ is the modified ZZLB for the estimation of the DOA of a signal when its amplitude is deterministic and unknown. $T$ is the difference for the lower bounds with the different data models. Fig.5.9 shows the MZLB as interpreted in Eq.(5.51) together with the performance of the MLE of one DOA based on Data Model(1). The agreement
Figure 5.9: MZLB, CRLB and MLE with Data Model(1).

of the MLE performance and the \( B_Z(1) \) is very much similar to that shown in Fig.5.8 in which the amplitude of the signal is known.

\( T \) in Eq.(5.52) is a special case of the transformation \( T \) in Eq.(3.15) discussed in Chapter 3.

It is worthwhile pointing out that the idea we used here to solve the complicated practical problem involving multiple parameters is, firstly, to simplify the problem with some assumptions (Data Model(2)) in order to obtain the bound \( B_Z(2) \), and then to use the transformation \( T \) on it to obtain the more realistic bound \( B_Z(1) \).

5.6 SUMMARY

In this Chapter, we have the following results:

1. With Ziv-Zakai's idea, MZLB for one incoming signal case is developed.

2. MZLB shows the SNR-threshold phenomenon.
Chapter 6

MZLB on the Covariance Matrix of DOA Estimates for Multiple Uncorrelated Signals

6.1 INTRODUCTION

In chapter 5, we have derived the lower bound for the SSST case using Ziv-Zakai's idea. The practical DOA estimation involves multiple signals with multiple types of parameters. So in this chapter, we develop MZLP for the MSMT case based on the work in Chapter 4 and Chapter 5.

First, in Section 6.2, MZLB(2) under the MSST case is derived with Assumption 6.1 which is an extension of Lemma 4.1 in Chapter 4.3. The properties of MZLB(2) are discussed in Section 6.3. Then, in Section 6.4, MZLB(1), the modified Ziv-Zakai lower bound on the covariance matrix based on Data Model(1) (the MSMT case), is developed from MZLB(2) with a transformation T. The geometric interpretation of this transformation is given in Section 6.5. We propose Theorem 6.1, the final result, in Section 6.6. The properties of MZLB(1) are discussed in Section 6.7, it is indicated that, MZLB(1) shows the $\Delta \phi$-threshold
phenomenon as well as the SNR-threshold phenomenon.

6.2 MZLB(2) FOR MSST CASE

6.2.1 Preliminary

The original Ziv-Zakai's idea is to derive a lower bound on the variance of an estimate by comparing a binary detection procedure based on an arbitrary estimate, with the optimal binary detection procedure for which a tight lower bound is known. We have remarked in Appendix B that the binary detection procedure is detecting one incoming signal identified by one parameter. Therefore, ZZLB is developed for one parameter estimation (the SSST case).

The practical DOA estimation not only involves the estimation of the multiple types of parameters, but also involves the estimation of the multiple DOA parameters. Therefore, in DOA estimation, not only the errors of the different type estimates are coupled with each other, but also the errors of the same DOA type estimates are coupled with each other. The performance analysis under this case is more complicated than that for one DOA estimate developed in Chapter 5. It is very hard to use Ziv-Zakai's idea to derive the lower bound on these coupled errors.

Under some reasonable assumptions, the complicated problem can be decomposed into several sub-problems, such that these sub-problems are independent of each other and are easier to solve. In Chapter 3 and Chapter 4, this method has been applied to decouple the DOA estimation errors with the errors from the signal amplitude estimation and the noise power estimation, i.e., to decouple the estimation errors of the different type of parameters, which results in the performance analysis of the DOA estimation against SNR being independent of that against $\Delta \phi$. In the following, this method will be applied to
decouple the DOA estimation errors, i.e., the estimation errors of the same type parameters, such that the performance analysis of \( K \) DOA estimates is decomposed into \( K \) independent sub-problems. Then Ziv-Zakai's idea is applied to solve these sub-problems.

Let

\[
\bar{\phi}_0 = \begin{bmatrix}
\phi_{01} \\
\phi_{02} \\
\vdots \\
\phi_{0K}
\end{bmatrix}
\]

be the DOA parameter vector to be estimated on \( K \)-dimension parameter space \( \{\phi_1, \phi_2, \ldots, \phi_K\} \).

Let the estimate of \( \bar{\phi}_0 \) be \( \hat{\phi} \), and the error vector be

\[
\bar{\phi}_e = \hat{\phi} - \bar{\phi}_0 = \begin{bmatrix}
\hat{\phi}_1 - \phi_{01} \\
\hat{\phi}_2 - \phi_{02} \\
\vdots \\
\hat{\phi}_K - \phi_{0K}
\end{bmatrix} = \begin{bmatrix}
\phi_{e1} \\
\phi_{e2} \\
\vdots \\
\phi_{eK}
\end{bmatrix}.
\]  

(6.1)

Lemma 4.1 developed in Chapter 4.3 indicates that, under the condition that \( \hat{\phi} - \bar{\phi}_0 \) (i.e. the small error \( |\bar{\phi}_e| \)), the errors of the MLE of DOA based on Data Model(2) are independent of each other and are independent of the locations of DOA. Now, we idealize the behaviour of the MLE(2) of DOA under the large error \( |\bar{\phi}_e| \), such that Lemma 4.1 holds also for the large \( |\bar{\phi}_e| \) (without the condition \( \hat{\phi} - \bar{\phi}_0 \)), i.e., Lemma 4.1 holds for all sizes of errors in the error distribution. Therefore, we have

**Assumption 6.1** With the MLE based on Data Model(2), the errors of DOA estimates are independent of each other, and the errors are independent of the locations of DOA.

The following simulation results show that, when the separation of DOA is larger than the beam width, \( \rho_{12} \), the correlation coefficient of the errors of two DOA estimates, is
is less than 0.1 and thus the correlation between the errors of DOA estimates is ignorable. Therefore, the Assumption 6.1 is reasonable.

**Example (1):**  $K=2[-.5 .5]$, $M=8$, $N=50$

<table>
<thead>
<tr>
<th>$SNR(db)$</th>
<th>$\rho_{12}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>0.0823</td>
</tr>
<tr>
<td>16</td>
<td>0.0217</td>
</tr>
<tr>
<td>12</td>
<td>0.0623</td>
</tr>
<tr>
<td>8</td>
<td>0.0496</td>
</tr>
<tr>
<td>4</td>
<td>0.0596</td>
</tr>
<tr>
<td>0</td>
<td>0.0178</td>
</tr>
<tr>
<td>-4</td>
<td>0.0519</td>
</tr>
<tr>
<td>-8</td>
<td>0.0181</td>
</tr>
<tr>
<td>-12</td>
<td>0.0220</td>
</tr>
<tr>
<td>-16</td>
<td>0.0793</td>
</tr>
<tr>
<td>-20</td>
<td>0.0806</td>
</tr>
</tbody>
</table>
Example (2): $K=2[-.5,.5]$, $M=16$, $N=50$

| $SNR (db)$ | $ho_{12}$ |
|------------|------------|
| $-20$      | $0.0508$   |
| $-16$      | $0.0487$   |
| $-12$      | $-0.0274$  |
| $-8$       | $-0.0840$  |
| $-4$       | $-0.0915$  |
| $0$        | $0.0203$   |
| $4$        | $-0.0672$  |
| $8$        | $0.0200$   |
| $12$       | $-0.0562$  |
| $16$       | $0.0168$   |
| $20$       | $0.0910$   |

Then, with $R_\phi(2)$ being such an idealized covariance matrix of the DOA estimates, we may write:

$$R_\phi(2) = E(\tilde{\phi}_e \tilde{\phi}_e^T) = \text{diag}(\sigma_1, ..., \sigma_K), \quad (6.2)$$

where, the variances of DOA estimates $\sigma_k$ ($k = 1, ..., K$) are independent of each other and are independent of the locations of DOA. From Eq.(4.24), we see that, when the incoming
signals have equal powers, $\sigma_k$ are equal to each other.

For conciseness, in the following, all the discussions are developed for $K=2$, where, $K$ is the number of the incoming signals. The results can be extended to $K > 2$ cases directly.

### 6.2.2 MZLB(2)

In this section, we derive the lower bound on the covariance matrix $R_{\phi}(2)$ with Assumption 6.1.

The received data vector at the $n^{th}$ snapshot from a $M$-elements array is

$$r(n) = s(n) + e(n), \quad (6.3)$$

in which, signal

$$s(n) = [d_{01}, d_{02}] \begin{bmatrix} a_1(n) \\ a_2(n) \end{bmatrix} = s_{01} + s_{02}, \quad (6.4)$$

where, $d_{0k}$ is the $k^{th}$ steering vector, $a_k(n)$ is the amplitude of the $k^{th}$ incoming signal, $s_{01}$ arrives from the direction $\phi_{01}$, and $s_{02}$ arrives from the direction $\phi_{02}$.

Since the errors are independent of each other, we may derive the variance of $\hat{\phi}_1$ setting $\phi_{e2} = \hat{\phi}_2 - \phi_{02} = 0$, where, $\hat{\phi}_1$ is the estimate of $\phi_{01}$, and $\phi_{e2}$ is the error of the estimate $\hat{\phi}_2$. To find the $E(\phi_1^2)$, where $E$ denotes the expectation, we imagine a binary detection procedure. Suppose the incoming DOA vector is of two possibilities: $\vec{\phi}_0$ and $\vec{\phi}_1$, as shown in Fig. 6.1,

where,

$$\vec{\phi}_0 = \begin{bmatrix} \phi_{01} \\ \phi_{02} \end{bmatrix}$$
Figure 6.1: Imaginary binary detection procedure for $K=2$.

\[
\bar{\phi}_1 = \begin{bmatrix} \phi_{11} \\ \phi_{12} \end{bmatrix},
\]

and

\[
\phi_{12} = \phi_{02}.
\] (6.5)

We establish the following hypotheses such that

\[H_0: \quad DOA = \bar{\phi}_0,\]

\[H_1: \quad DOA = \bar{\phi}_1.\]

Based on some arbitrary estimate $\hat{\phi}$ of the incoming DOA, which is

\[
\hat{\phi} = \begin{bmatrix} \hat{\phi}_1 \\ \hat{\phi}_2 \end{bmatrix},
\]
the decision rule is

\[ H_0 \]

\[ |\hat{\phi} - \phi_0| \leq |\hat{\phi} - \bar{\phi}_1|. \]  

\( H_1 \)

Note that \( \phi_{e2} = 0 \) and Eq.(6.5) result in \( \hat{\phi}_2 = \phi_{02} = \phi_{12} \), therefore,

\[ |\hat{\phi} - \bar{\phi}_0| = \sqrt{(\hat{\phi}_1 - \phi_{01})^2 + (\hat{\phi}_2 - \phi_{02})^2} = |\hat{\phi}_1 - \phi_{01}| \]  

(6.7)

and

\[ |\hat{\phi} - \bar{\phi}_1| = \sqrt{(\hat{\phi}_1 - \phi_{11})^2 + (\hat{\phi}_2 - \phi_{12})^2} = |\hat{\phi}_1 - \phi_{11}|. \]  

(6.8)

Substituting Eqs.(6.7) and (6.8) into Eq.(6.6), then comparing it with Eq.(5.2), we see that Eq.(6.6) is the same as Eq.(5.2). Thus following the four steps described in Chapter 5.3, we have

\[ E(\phi_{e1}^2) = \int_{0}^{\pi} h^2 dP(\varepsilon 1 \leq h)|_{\phi_{e1}=0} \geq \int_{0}^{2\pi} h P_{EM1}(h) dh|_{\phi_{e1}=0}. \]  

(6.9)

Now, the same procedure of setting \( \phi_{e1} = 0 \) for the variance of \( \hat{\phi}_2 \) can be applied so that,

\[ E(\phi_{e2}^2) = \int_{0}^{\pi} h^2 dP(\varepsilon 2 \leq h)|_{\phi_{e1}=0} \geq \int_{0}^{2\pi} h P_{EM2}(h) dh|_{\phi_{e1}=0}. \]  

(6.10)

The RHS of Eqs.(6.9) and (6.10) are the lower bounds on the variances of the estimates \( \hat{\phi}_1 \) and \( \hat{\phi}_2 \).

### 6.2.3 Evaluation of MZLB(2)

To evaluate MZLB, first, we need to find \( P_{EM1}(h) \) in Eq.(6.9) since the PDF of the received data for two incoming signals is different from that for one incoming signal. The Gaussian conditional PDF of the received data is given by

\[ p(r/\phi_1) = \frac{1}{(\pi\sigma_e^2)^{MN/2}} \exp\left[-\frac{1}{\sigma_e^2} \sum_{n=1}^{N}(r - s_{1n} - s_{2n})^H(r - s_{1n} - s_{2n})\right]. \]  

(6.11)
where, \( i = 0, 1 \) depends on the hypothesis. With Eq.(6.11), \( P_{EM1}(h)|_{\phi_2 = 0} \) in Eq.(6.9) is derived in Appendix H, which is (see Eqs.(II.10) and (II.11))

\[
P_{EM1}(h)|_{\phi_2 = 0} = \text{erfc}_*(f_1(h)), \quad (6.12)
\]

where,

\[
f_1(h) = \{ N \rho_1 \sum_{m=1}^{M} [1 - \cos((m - 1)h)] \}^5. \quad (6.13)
\]

Let \( B_{ZZ}^{il}(2) \) denote the \((i,l)^{th}\) element in the lower bound matrix \( B_Z(2) \), Eq.(6.9) becomes

\[
E(\phi_{c1}^2) \geq \int_0^{2\pi} \text{erfc}_*(f_1(h))h dh
\]

\[\triangleq B_{Z}^{11}(2). \quad (6.14)
\]

Similarly, Eq.(6.10) becomes

\[
E(\phi_{c2}^2) \geq \int_0^{2\pi} h P_{EM2}(h) dh|_{\phi_1 = 0}
\]

\[= \int_0^{2\pi} \text{erfc}_*(f_2(h))h dh
\]

\[\triangleq B_{Z}^{22}(2). \quad (6.15)
\]

where,

\[
f_2(h) = \{ N \rho_2 \sum_{n=1}^{M} [1 - \cos((m - 1)h)] \}^5.
\]

Comparing Eqs.(6.14) and (6.15) with Eq.(5.27), we see that the lower bounds \( B_{Z}^{11}(2) \) and \( B_{Z}^{22}(2) \) on the variances of \( \hat{\phi}_1 \) and \( \hat{\phi}_2 \) are as the same as that for one incoming signal. Thus using the results developed in Chapter 5 (see Eq.(5.48)), we can evaluate the integrals in Eqs.(6.14) and (6.15):

\[
B_{Z}^{11}(2) = \frac{H^2}{2} \text{erfc}_*(f_1(H)) + \frac{3}{\rho_1 N M (M - 1)(2M - 1)}, \quad (6.16)
\]
\[ B_{2}^{22}(2) \simeq \frac{H^2}{2} \text{erfc}_e(f_1(H)) + \frac{3}{\rho_2 N M (M-1)(2M-1)}, \] (6.17)

where, \( H = 2\pi - \pi/2M \) as developed in Chapter 5.4.

Since the estimate errors are assumed to be uncorrelated, i.e., \( \sigma_{12} = \sigma_{21} = 0 \), their lower bounds

\[ B_{2}^{12}(2) = B_{2}^{21}(2) = 0. \] (6.18)

Combining Eqs.(6.16) to (6.18), MZLB(2), the lower bound on the covariance matrix \( \mathbf{R}_4(2) \) is

\[ \mathbf{B}_Z(2) \]

\[ \simeq \text{diag} \left( \frac{H^2}{2} \text{erfc}_e(f_1(H)) + \frac{3}{\rho_1 N M (M-1)(2M-1)} \right) \]

\[ \frac{H^2}{2} \text{erfc}_e(f_2(H)) + \frac{3}{\rho_2 N M (M-1)(2M-1)} \]

\[ = \text{diag} \left( \frac{H^2}{2} \text{erfc}_e(f_1(H)), \frac{H^2}{2} \text{erfc}_e(f_2(H)) \right) + \mathbf{B}_{CR}(2), \] (6.19)

where, the first term is the threshold term, and \( \mathbf{B}_{CR}(2) \) is the CRLB on the covariance matrix of DOA estimates with Data Model(2) as defined in Eq.(3.41),

\[ \mathbf{B}_{CR}(2) \simeq \text{diag} \left( \frac{3}{\rho_1 N M (M-1)(2M-1)}, \frac{3}{\rho_2 N M (M-1)(2M-1)} \right). \] (6.20)

### 6.3 MZLB(2) AND THRESHOLD PHENOMENA

With two examples \( B_{2}^{12}(2) \) and \( B_{2}^{11}(2) \) against SNR are plotted in Fig.6.2 (a) and (b), The dash line in Fig.6.2 is the variance of the MLE of \( \phi_{01} \) obtained from the simulation based on Data Model(2), which is denoted as \( V_{ML}(2) \).
It can be seen that, because of the threshold term in Eq. (6.19), $B_2^{11}(2)$ (the solid line) shows the SNR-threshold phenomenon, and is much tighter than $B_{CIR}^{11}(2)$ (the dotted line) when the noise level is high. It is obvious that Eq. (6.19) is independent of $\Delta \phi$, so MZLB(2) cannot show the $\Delta \phi$-threshold phenomenon.

Therefore, we have,

**Observation 6.1** MZLB(2) shows the SNR-threshold phenomenon.

**Observation 6.2** MZLB(2) does not show the $\Delta \phi$-threshold phenomenon.

**Observation 6.3** MZLB(2) against SNR is independent of $\Delta \phi$.

The geometric interpretation of MZLB(2) is shown in Fig. 6.3 ($\sigma_{z1}^2 = \sigma_{z2}^2$). Here, the dotted lines show the equiprobable contours given by

$$\bar{\phi}_x^T [R_x(2)]^{-1} \bar{\phi}_x = C^2,$$

the solid lines show the bound ellipses given by

$$\bar{\phi}_x^T [B_x(2)]^{-1} \bar{\phi}_x = C^2.$$

Comparing Fig. 6.3 and Fig. 4.7, the difference between MZLB(2) and CRLB(2) in the geometric interpretation is that MZLB(2) bound ellipses are much closer to the equiprobable contours than CRLB(2) bound ellipses are when the errors spread out from the zero.
Figure 6.2: Lower bounds and variance of MLE based on Data Model(2).
\[ \phi_z \]

\[ \phi_{e2} \]

\[ \phi_{e1} \]

\[ -\phi_z^T B_z^{-1}(2) \phi_z = C^2, \quad \phi_z^T R_\phi^{-1}(2) \phi_z = C^2. \]

Figure 6.3: Equiprobable contours and MZLB ellipses based on Data Model(2).

6.4 MZLB(1)

In Chapter 4 and Section 6.3, Data Model(2) was used in order to apply the Ziv-Zakai's idea to derive the error bound. The resulting MZLB(2) for MSST case is independent of the DOA separations $\Delta \phi$. Since Data Model(2) is not a practical model as it assumes the knowledge of the signal amplitudes and the noise power, we need to employ Data Model(1) and find MZLB based on Data Model(1). Now, we make use of the results for Data Model(2) so that the bounds for Data Model(1) can be developed.

Let $R_\phi(1)$ be the covariance matrix of the DOA estimates based on Data Model(1). Since $R_\phi(2)$ is a diagonal covariance matrix (see Eq.(6.2)), it is full rank. Thus, we can find a transformation $T$ such that

\[ R_\phi(1) = TR_\phi(2). \] (6.21)
By the coordinate transformation of the error vector $\tilde{\phi}_e$,

$$\phi_{e1} = h \cos \beta$$

and

$$\phi_{e2} = h \sin \beta,$$

we define the error vector in the polar coordinate

$$\tilde{\phi}_{eh} = \begin{bmatrix} h \cos \beta \\ h \sin \beta \end{bmatrix},$$

(6.22)

where,

$$h = \sqrt{\phi_{e1}^2 + \phi_{e2}^2} = |\tilde{\phi}_e| \in [0, \lambda(\beta)],$$

$$\beta = \arctan \left( \frac{\phi_{e2}}{\phi_{e1}} \right) \in [0, 2\pi],$$

in which, $\lambda(\beta)$ is the maximum length of $h$ and is therefore a function of the angle $\beta$. For example, when $\beta = 0$, $\lambda(0) = \pi$ and $h \in [0, \pi]$; when $\beta = \pi/4$, $\lambda(\pi/4) = \sqrt{2}\pi$ and $h \in [0, \sqrt{2}\pi]$, as shown in Fig.6.4. Therefore the covariance matrix of the estimate $\hat{\phi}$ becomes

$$R_{\phi}(l) = \int_0^\pi \int_0^\pi \tilde{\phi}_e \tilde{\phi}_e^T p_l(\tilde{\phi}_e) d\phi_{e1} d\phi_{e2}$$

$$= \int_0^{2\pi} \int_0^{\lambda(\beta)} \tilde{\phi}_{eh} \tilde{\phi}_{eh}^T p_l(\tilde{\phi}_{eh}) dh d\beta,$$

(6.23)

where, $p_l(\tilde{\phi}_e)$ is the PDF of the vector $\tilde{\phi}_e$, $p_l(\tilde{\phi}_{eh})$ is the PDF of the vector $\tilde{\phi}_{eh}$, $l = 1, 2$ depends on the data model.

We examine this covariance matrix in two regions. The first one is with $h \leq \Delta$, $\Delta$ is a small value, $h = |\tilde{\phi}_e| \in [0, \Delta]$ means that the errors distribute around the zero. The
Figure 6.4: $h \in [0, \lambda(\beta)]$

Second one is with $\Delta < h \leq \lambda(\beta)$, $h = |\phi_e| \in [\Delta, \lambda(\beta)]$ means that the errors spread away from the zero. Then we have, based on Data Model (1),

$$R_{\phi}(1) = \int_0^{2\pi} \int_0^{\lambda(\beta)} \tilde{\phi}_e \tilde{\phi}_e^T \tilde{\phi}_e P_{\phi} \tilde{\phi}_e^T dh d\beta$$

$$= \int_0^{2\pi} \int_\Delta^{\lambda(\beta)} \tilde{\phi}_e \tilde{\phi}_e^T \tilde{\phi}_e P_{\phi} \tilde{\phi}_e^T dh d\beta + \int_0^{2\pi} \int_\Delta^{\lambda(\beta)} \tilde{\phi}_e \tilde{\phi}_e^T \tilde{\phi}_e P_{\phi} \tilde{\phi}_e^T dh d\beta$$

$$\triangleq R_{\phi}(1) + R_{\phi}(2)$$

(6.24)

and, based on Data Model (2),

$$R_{\phi}(2) = \int_0^{2\pi} \int_0^{\lambda(\beta)} \tilde{\phi}_e \tilde{\phi}_e^T \tilde{\phi}_e P_{\phi} \tilde{\phi}_e^T dh d\beta$$

$$= \int_0^{2\pi} \int_\Delta^{\lambda(\beta)} \tilde{\phi}_e \tilde{\phi}_e^T \tilde{\phi}_e P_{\phi} \tilde{\phi}_e^T dh d\beta + \int_0^{2\pi} \int_\Delta^{\lambda(\beta)} \tilde{\phi}_e \tilde{\phi}_e^T \tilde{\phi}_e P_{\phi} \tilde{\phi}_e^T dh d\beta$$

$$\triangleq R_{\phi}(2) + R_{\phi}(2)$$

(6.25)

Substituting Eqs. (6.24) and (6.25) into Eq. (6.21) yields

$$R_{\phi}(1) + R_{\phi}(2) = T[R_{\phi}(1) + R_{\phi}(2)].$$

(6.26)
As proposed in Chapter 5.5.2, now, we conjecture that

**Assumption 6.2** T is a linear transformation such that the transformation between $R_{\phi_1}(1)$ and $R_{\phi_2}(2)$ is the same as that between $R_{\phi_1}(1)$ and $R_{\phi_2}(2)$.

Using Assumption 6.2 in Eq.(6.26), we have

$$R_{\phi_1}(1) = TR_{\phi_1}(2),$$

(6.27)

$$R_{\phi_2}(1) = TR_{\phi_2}(2).$$

(6.28)

To obtain the transformation $T$, we note that, because CRLB is achievable by the covariance matrix for $|\phi_c| \in [0, \Delta]$ as discussed in Chapter 4, we have

$$B_{CR}(2) \simeq R_{\phi_1}(2),$$

(6.29)

and

$$B_{CR}(1) \simeq R_{\phi_1}(1)$$

(6.30)

for large $M$ [77]. Substituting Eqs.(6.29) and (6.30) into Eq.(6.27), we have

$$B_{CR}(1) \simeq TB_{CR}(2).$$

(6.31)

Therefore

$$T \simeq B_{CR}(1)B_{CR}^{-1}(2),$$

(6.32)

where, $B_{CR}(2)$ is a positive definite matrix (see Eq.(3.41), it is a diagonal matrix and all the elements are positive).

$T$ transforms the covariance matrix based on Data Model(2) to the covariance matrix based on Data Model(1). Since under high SNR, the covariance matrices reach the lower bounds, therefore it is reasonable to assume that the same linear transformation $T$ applies.
to the bounds of Data Model(1) and Data Model(2). Thus, the MZLB based on Data Model(1) can be obtained from MZLB(2), i.e., (see Eqs.(6.21), (6.19), and (6.31))

$$
B_{z}(1) = TB_{z}(2)
$$

$$
\simeq T[0.5H^2\text{diag}(\text{erfc} \cdot \{f_1(H)\}, \text{erfc} \cdot \{f_2(H)\}) + B_{CR}(2)]
$$

$$
= 0.5H^2T\text{diag}(\text{erfc} \cdot \{f_1(H)\}, \text{erfc} \cdot \{f_2(H)\}) + B_{CR}(1).
$$

(6.33)

The RHS of Eq.(6.33) is the MZLB on the covariance matrix of the DOA estimates with two uncorrelated signals in the white noise based on Data Model(1).

Comparing Eq.(6.32) and Eq.(3.45), we see that, this is the same transformation $T$,

$$
T = B_{CR}(1)B_{CR}(2)^{-1}
$$

$$
= \text{diag}(M(M-1)(2M-1)/6d_fP_e d_1, M(M-1)(2M-1)/6d_fP_e d_2).
$$

(6.34)

### 6.5 GEOMETRIC INTERPRETATION OF T

For conciseness, here we assume the equal signal powers, i.e., $E[a_1^2] = E[a_2^2] = \sigma_s^2$. Then, Eq.(6.2) becomes

$$
R_\phi(2) = \sigma I,
$$

(6.35)

$R_\phi(2)$ is of the form F-III discussed in Chapter 4.2. The equiprobable contours given by

$$
\phi_t^T R_\phi^{-1}(2) \phi_t = C^2
$$

(6.36)

are plotted in Fig.6.5, where, the ellipses 1' and 2' represent the equiprobable contours for the smaller errors $|\phi_t|$, the ellipses 3' and 4' represent the equiprobable contours for the larger errors $|\phi_t|$. 

Since $B_{CR}(1)$ in Eq.(3.27) is of form F-II in Chapter 4.2, $R_{\phi_1}(1) \simeq B_{CR}(1)$ (see Eq.(6.30)) is of form F-II. The equiprobable contours for $R_{\phi_1}(1)$ are shown by the ellipses 1 and 2 in Fig. 6.6. The equiprobable contours 1 and 2 in Fig. 6.6 can be mapped from 1' and 2' in Fig.6.5 with a transformation $T$. $T$ can be obtained by Eq.(6.32) as discussed in Section 6.4. Then, with Assumption 6.2, the same transformation $T$ maps the equiprobable contours 3' and 4' in Fig.6.5 to the equiprobable contours 3 and 4 in Fig.6.6 which are corresponding to the large $|\phi_2|$.

Thus the equiprobable contours for $R_{\phi_1}(1)$ given by

$$\bar{\phi_2}^T R_{\phi_1}^{-1}(1) \bar{\phi_2} = C^2$$

shown in Fig.6.6 is of the form F-II.

Geometrically, $T$ maps a family of ellipses (circles) into another family of ellipses.

![Figure 6.5: Equiprobable contours of $p(\phi_2)$ and MZLB ellipses based on Data Model(2).](image)

Figure 6.5: Equiprobable contours of $p(\phi_2)$ and MZLB ellipses based on Data Model(2).
6.6 **MZLB ON THE COVARIANCE MATRIX OF DOA ESTIMATES FOR MULTIPLE UNCORRELATED SIGNALS**

MZLB(1) derived in Section 6.4 is based on the Assumptions 6.1 and 6.2. These assumptions are true for the small estimation errors. Assumptions 6.1 and 6.2 hypothesize that these assumptions hold for the larger errors and therefore idealize the behavior of the covariance matrix of DOA estimates for the large $|\tilde{\phi}_e|$. We call the errors under these considerations the idealized errors.

Using these assumptions and extending the case for $K=2$ to the general case, we therefore can propose the following:

**Theorem 6.1** The modified Ziv-Zakai lower bound (MZLB) on the covariance matrix of the DOA estimates for multiple uncorrelated signals in the white noise is
\[ B_Z(1) = TB_Z(2) \]  

\[ \simeq 0.5H^2 T \text{diag}(\text{erfc}_e(f_1(H)), \ldots, \text{erfc}_e(f_K(H))) + B_{CR}(1), \]  

in which,

\[ T = B_{CR}(1)B_{CR}^{-1}(2) \]

\[ = \text{diag}(\frac{M(M-1)(2M-1)}{6d_1^H P_e d_1}, \ldots, \frac{M(M-1)(2M-1)}{6d_K^H P_e d_K}), \]  

\[ H = 2\pi - \frac{\pi}{2M}, \]  

\[ f_k(H) = [\rho_k N \sum_{m=1}^{M}(1 - \cos((m-1)H))]^5, \]  

\[ \text{erfc}_e(x) = \frac{1}{\sqrt{2\pi}} \int_x^\infty e^{-t^2/2} dt, \]

\[ B_{CR}(1) = \text{diag}(\frac{1}{2\rho_1 N d_1^H P_e d_1}, \ldots, \frac{1}{2\rho_K N d_K^H P_e d_K}). \]

Since there is a threshold term in \( B_Z(1) \), and the computation for this term is simple, MZLB is of the following advantages:

1. It is tight in a wide range of SNR. It follows the SNR-threshold phenomenon as well as the \( \Delta \phi \)-threshold phenomenon occurring in the DOA estimation.

2. It is easily computable.
6.7 **MZLB(1) AND THRESHOLD PHENOMENA**

The difference between MZLB and CRLB is the threshold term (the first term in Eq.(6.39)). First, we discuss the properties of the SNR-threshold phenomenon of MZLB(1) in detail.

**Property 6.1** MZLB(1) shows the SNR-threshold phenomenon.

1. The larger the number of sensors \( M \), the lower the SNR at which the threshold \( \rho^1 \) of MZLB(1) occurs.

2. The larger the number of snapshots \( N \), the lower the SNR at which the threshold \( \rho^1 \) of MZLB(1) occurs.

3. The SNR at which the threshold \( \rho^1 \) of MZLB(1) occurs does not vary with the separations of DOA \((\Delta \phi)\), but the whole lower bound varies with the \( \Delta \phi \).

**proof:** Let \( B_y^H(1) \) denote the \((i,i)^{th}\) element in \( B_2(1) \).

1. From Eqs.(6.39), (6.42) and (6.43), we see that when \( M \) increases, \( f_k(H) \) increases since the number of the terms, which are positive, in the summation of Eq.(6.42) increases. This results in that the complement error function \( \text{erfc}\{f_k(H)\} \), therefore the threshold term, decreases. This decreasing is much faster than the decreasing of Eq.(6.44) which results from the same increasing of \( M \). Therefore, the threshold \( \rho^1 \) of \( B_y^H(1) \) shifts toward the left with \( M \) increasing as shown in Fig.6.7. Here, the number of signals \( K=2, \phi_{01} = -.5 \) radian, \( \phi_{02} = .5 \) radian, the number of snapshots \( N=50 \); the solid line represents the behaviour of \( B_{11}^H(1) \) with the threshold \( \rho^{11} \) for the number of sensors \( M_1 = 8 \), the dash line represents the behaviour of \( B_{12}^H(1) \) with the threshold \( \rho^{12} \) for \( M_2 = 16 \), the dash-dotted line represents the behaviour of \( B_{13}^H(1) \) with the threshold \( \rho^{13} \) for \( M_3 = 32 \). It is shown that, \( \rho^{11} > \rho^{12} > \rho^{13} \) for \( M_1 < M_2 < M_3 \). The same property is observed with \( B_{22}^H(1) \).
2. When $N$ in Eq.(6.42) increases, $f_k(H)$ increases. This results in $\text{erfc.} \{f_k(H)\}$ in the threshold term in Eq.(6.39) decreases. This decreasing is much faster than the decreasing of Eq.(6.44) which results from the same increasing of $N$. Therefore, the threshold $\rho'$ shifts toward the left with $N$ increasing as shown in Fig.6.8. Here, $K=2$, $\phi_{01} = -0.5$ radian, $\phi_{02} = 0.5$ radian, $M=8$; the solid line represents the behaviour of $B_{Z}^{11}(1)$ with the threshold $\rho'^{11}$ for $N_1 = 50$, the dash line represents the behaviour of $B_{Z}^{42}(1)$ with the threshold $\rho'^{42}$ for $N_2 = 100$, the dash-dotted line represents the behaviour of $B_{Z}^{12}(1)$ with the threshold $\rho'^{12}$ for $N_3 = 200$. It is shown that, $\rho'^{11} > \rho'^{42} > \rho'^{12}$ for $N_1 < N_2 < N_3$. The same property is observed with $B_{Z}^{22}(1)$.

3. In Eq.(6.38), $B_{Z}(2)$ is a function of SNR and is independent of $\Delta\phi$ (see Eq.(6.19)). $T$ is a function of $\Delta\phi$ and is independent of SNR (see Eq.(6.40)). So, $B_{Z}(1) = TB_{Z}(2)$ against SNR with different $\Delta\phi$ are parallel to each other. Therefore, the threshold $\rho'$ does not vary with $\Delta\phi$ as shown in Fig.6.9. Here, $K=2$, $M=8$, and $N=50$; the solid line represents the behaviour of $B_{Z}^{11}(1)$ with the threshold $\rho'^{11}$ for $\Delta\phi_1 = 0.2$ radian, the dash line represents the behaviour of $B_{Z}^{41}(1)$ with the threshold $\rho'^{41}$ for $\Delta\phi_2 = 0.5$ radian, the dash-dotted line represents the behaviour of $B_{Z}^{12}(1)$ with the threshold $\rho'^{12}$ for $\Delta\phi_3 = 1$ radian. It is shown that, $\rho'^{11} = \rho'^{42} = \rho'^{12}$ for $\Delta\phi_1 < \Delta\phi_2 < \Delta\phi_3$. The same property is observed with $B_{Z}^{22}(1)$. This may be explained as the following: With Data Model(2), i.e., the signal amplitude $a$ is assumed to be known, MZLB(2) is independent of the separations of DOA ($\Delta\phi$). With the Data Model(1), i.e., the parameters to be estimated include the signal amplitude $a$, MZLB(1) is a function of $\Delta\phi$. Therefore it can be concluded that the dependence of MZLB(1) on $\Delta\phi$ is due to the necessity of the estimation of $a$. The MLE of $a$ is linear (see Chapter 7, Eq.(7.2)). The resulting influence on the DOA estimation is linear, i.e. MZLB(1) against SNR with the different $\Delta\phi$ are parallel to each other; therefore, the SNR at which the SNR-threshold $\rho'$ occurs does not vary with $\Delta\phi$. 
Second, we will discuss the Δφ-threshold phenomenon of MZLB(1).

Property 6.2 MZLB(1) shows the Δφ-threshold phenomenon.

1. The larger the sensor number M, the smaller the threshold γ.

2. The Δφ-threshold γ of MZLB(1) is independent of SNR.

Properties 6.5 can be seen with an example as shown in Fig.6.10 and Fig.6.11. In Fig. 6.10, with SNR=0 dB, N=50, K=2, the dash-dotted line represents the behaviour of $B^{11}_2(1)$ with the threshold $\gamma_1$ for $M_1=8$; the dash line represents the behaviour of $B^{11}_2(1)$ with the threshold $\gamma_2$ for $M_2=16$; the solid line represents the behaviour of $B^{11}_2(1)$ with the threshold $\gamma_3$ for $M_3=32$. It is shown that, $\gamma_1 > \gamma_2 > \gamma_3$ for $M_3 > M_2 > M_1$. The same property is observed with $B^{22}_2(1)$. 
In Fig. 6.11, with SNR=0 dB, N=50, K=2, the dash-dotted line represents the behaviour of $B^{(1)}_{H}$ with the threshold $\gamma_1$ for $SNR_1 = -10dB$; the dash line represents the behaviour of $B^{(1)}_{H}$ with the threshold $\gamma_2$ for $SNR_2 = 0dB$; the solid line represents the behaviour of $B^{(1)}_{L}$ with the threshold $\gamma_3$ for $SNR_3 = 10dB$. It is shown that $\gamma_3 = \gamma_2 = \gamma_1$ for $SNR_3 > SNR_2 > SNR_1$. The same property is observed with $B^{(2)}_{H}$.

Finally, we discuss how SNR and $\Delta \phi$ couple with each other in MZLB(1).

**Property 6.3** In MZLB(1), $\Delta \phi$ and SNR are coupled with each other in the way that, MZLB(1) against $\Delta \phi$ with the different SNR are parallel to each other, or, MZLB(1) against SNR with the different $\Delta \phi$ are parallel to each other.

Property 6.3 can be seen obviously in Fig.6.9 and Fig.6.11.

### 6.8 SUMMARY

In this Chapter, we have the following results:

1. With Assumption 6.1, which is based on Lemma 4.1 derived in Chapter 4.3, the MZLB(2) for the MSST case is developed based on the MZLB(2) for the SSST case conducted in Chapter 5.

2. With Assumption 6.2, which idealizes the behaviour of the large estimation errors, MZLB(1) is developed from MZLB(2) with a transformation $T$.

3. MZLB(1), the modified Ziv-Zakai lower bound for the MSMT case, shows the $\Delta \phi$-threshold phenomenon as well as the SNR-threshold phenomenon.

4. MZLB(1) is much tighter than CRLB(1) under low SNR. It is easily computable.
Figure 6.8: SNR-threshold of MZLB(1) under different $N$.

Figure 6.9: SNR-threshold of MZLB(1) under different $\Delta \phi$. 

\[
\begin{align*}
M = 8 & \quad N = 50 & \quad K = 2 \\
\Delta \phi_1 = 0.2[-.1, 1] & \quad \Delta \phi_2 = 0.5[-.25, .25] & \quad \Delta \phi_3 = 1[-.5, 5]
\end{align*}
\]
Figure 6.10: $\Delta \phi$-threshold of MZLB(1) with different M.

$\text{SNR}=0 \text{ dB} \quad N=50 \quad K=2$

$- - M_1=8 \quad - - M_2=16 \quad - - M_3=32$

Figure 6.11: $\Delta \phi$-threshold of MZLB(1) with different SNR.

$M=8 \quad N=50 \quad K=2$

$\text{SNR}_1=-10 \text{ dB} \quad \text{SNR}_2=0 \text{ dB} \quad \text{SNR}_3=10 \text{ dB}$
Chapter 7

Simulations and Discussions

7.1 INTRODUCTION

In Section 7.2, MZLB(1) and CRLB(1) are compared with the performance of the MLE of DOA parameters with simulation results. It is shown that MZLB(1) is a tight lower bound over a wide range of SNR. In Section 7.3, we discuss the MZLB for correlated signals, and give simulation results. In Section 7.4, we discuss the achieveability of MZLB by the variance of MLE.

7.2 SIMULATIONS BASED ON DATA MODEL(1)

With the log-likelihood function shown in Eq.(3.9), the realization of the MLE is given by the minimizer of the following function:

\[ f(\phi) = \sum_{n=1}^{N} [r(n) - D(\phi)a(n)]^H [r(n) - D(\phi)a(n)]. \]  

(7.1)

Based on Data Model(1), the MLE of \(a(n)\) is obtained from Eq. (7.1) by

\[ \hat{a}(n) = (D^H D)^{-1} D^H r(n). \]  

(7.2)
By substituting Eq. (7.2) in Eq. (7.1), the MLE of DOA becomes the following optimization problem,

\[ \hat{\phi} = \arg \min_{\phi} \text{Tr}\{ P_e(\tilde{\phi}) \tilde{R}_r \}, \]  

(7.3)

where,

\[ \tilde{R}_r = \frac{1}{N} \sum_{n=1}^{N} r(n)r^H(n) \]

is the correlation matrix of the received data, \( P_e(\tilde{\phi}) \) is a projector defined in Eq. (3.29).

With various number of snapshots, various number of sensors and various number of signals, the MLE of DOA parameters (i.e., Eq. (7.3)) is implemented on the computer. The variance of MLE is compared with MZLB(1) and CRLB(1) in Fig. 7.1 to Fig. 7.7, where, MZLB(1) is given by Eq. (6.39) and is shown by the solid lines, CRLB(1) is given by Eq. (3.27) and is shown by the dotted lines, and the variance of MLE is given by the dash lines.

All simulations shown in these figures are for \( \hat{\phi}_1 \) which is the estimate of the first DOA \( \phi_{01} \). Similar observations persist when \( \hat{\phi}_k \), which is the estimate of the \( k^{th} \) DOA \( \phi_{0k}(k = 1, \ldots, K) \), is examined.

The simulation results show that, CRLB is tight only when SNR is high; MZLB is a tight lower bound over a wide range of SNR, it follows the SNR-threshold phenomenon.
K=2[-.5 .5], M=8, N=50

Figure 7.1: MZLB, CRLB and MLE (K=2, M=8, N=50).

K=2[-.25 .25], M=8, N=50

Figure 7.2: MZLB, CRLB and MLE (closer separation)(K=2, M=8, N=50).
Figure 7.3: MZLB, CRLB and MLE ($K=2$, $M=8$, $N=100$).

Figure 7.4: MZLB, CRLB and MLE ($K=3$, $M=8$, $N=50$).
$K=3[-0.5, 0.5, 1.57], M=8, N=100$

Figure 7.5: MZLB, CRLB and MLE ($K=3, M=8, N=100$).

$K=3[-0.25, 0.25, 1.57], M=16, N=50$

Figure 7.6: MZLB, CRLB and MLE ($K=3, M=16, N=50$).
7.3 MZLB FOR THE CORRELATED SIGNALS CASE

Let $B^{e}_Z$ and $B^{e}_R$ denote the MZLB and CRLB for the correlated signals case respectively. For this case, Eq.(3.26) becomes,

$$B^{e}_R = \left[ \frac{2}{\sigma^2_e} \mathcal{R}\{X^H(n)\hat{D}^H \hat{P} \hat{D} X(n)\} \right]^{-1}$$

$$= \left[ \frac{2N}{\sigma^2_e} \mathcal{R}\{\hat{D}^H \hat{P}_e \hat{D} \odot R^H_a\} \right]^{-1}$$

$$= \left[ \frac{2N}{\sigma^2_e} \mathcal{R}\{\hat{D}^H \hat{P}_e \hat{D} \odot R^H_a e^{-2}\} \right]^{-1}, \quad (7.4)$$

where,

$$P_e = I - D(D^H D)^{-1} D^H, \quad (7.5)$$

and $R_a = \sigma^2_e R_{a0}$ is the signal correlation matrix with the assumption that all signals have equal power.
The off-diagonal elements of $B_{CR}$ are not zeros because $R_e$ is not a diagonal matrix for correlated signals. $B_{CR}$ is of the form $F-I$ as shown in Fig. 4.2. Since CRLB is achievable for small $|\bar{R}_e|$ as discussed before, with the analogous idea shown in Chapter 6, we think the covariance matrix for the correlated signals can be obtained from the covariance matrix based on Data Model(2) with a transformation $T_e$. Then we propose that the MZLB for correlated signals may be obtained from MZLB(2) with this transformation $T_e$. Therefore,

$$B_{e}^c = T_e B_e(2), \quad (7.6)$$

in which

$$T_e = B_{CR} B_{CR}^{-1}(2). \quad (7.7)$$

From Eq.(3.41),

$$B_{CR}^{-1}(2) = \frac{N \rho M (M-1)(2M-1)}{N-M}. \quad (7.8)$$

Substituting Eqs.(7.4) and (7.8) into Eq.(7.7) yields

$$T_e = \frac{M(M-1)(2M-1)}{6} [R(\mathbf{D}^H \mathbf{P} \mathbf{D} \odot \mathbf{R}_a^H)]^{-1}. \quad (7.9)$$

With the simulations, both the variances and the covariances (absolute values) from MLE are compared with $B_{e}^c$ and $B_{CR}$. The examples shown in Fig.7.8 to Fig.7.11 are for K=2 case, in which $\rho_{12} = \rho_{21}$ are the correlation coefficient. From these simulation results, it seems Eq.(7.6) works even though the idea presented here is only a conjecture.
K=2[-.5 .5] \( \rho_{12} = .5 \) M=8 N=50

Figure 7.8: MZLB, CRLB and MLE (variance).

K=2[-.5 .5] \( \rho_{12} = .5 \) M=8 N=50

Figure 7.9: MZLB, CRLB and MLE (|covariance|).
$K=2[-.5\.5] \quad \rho_{12} = .5 \quad M=8 \quad N=100$

Figure 7.10: MZLB, CRLB and MLE (variance).

$K=2[-.5\.5] \quad \rho_{12} = .5 \quad M=8 \quad N=100$

Figure 7.11: MZLB, CRLB and MLE (|covariance|).
7.4 THE ACHIEVABILITY OF MZLB

The simulations in the above show that MZLB follows the SNR-threshold of MLE very well. But whether MZLB is achievable is still an open question [71]. We discuss this under Assumption 6.1 and Assumption 6.2.

During the derivation of the MZLB, the only inequality we have used is:

\[ P_e \geq P_{EM}. \]

Recalling that, in Chapter 5, the variance of DOA estimate \( E(|\epsilon|^2) \) is derived from \( P_e \), and its lower bound \( B_Z \) is derived from \( P_{EM} \), therefore, the following relationship can be established:

\[ P_e \simeq P_{EM} \]

\[ \uparrow \]

\[ \downarrow \]

\[ E(|\epsilon|^2) \simeq B_Z \]

i.e., if one of the approximates in the boxes holds, the other one holds.

For showing that \( B_Z \) is achievable, we need to prove that the second box holds. Since it has been proved that \( B_Z = B_{CR} \) is achievable when SNR is high, i.e., the second box holds under high SNR, we are going to prove that it holds under low SNR with the description in Fig.7.12.

In Fig.7.12 (a) and (b), \( p(\hat{\phi}/\phi_i) \) is the probability density function of the estimated parameter. It is assumed to be Gaussian if \( \hat{\phi} \) is obtained from the maximum likelihood
estimator. The error probability $P_e$ is represented by the shaded area (see Chapter 5.3). In Fig. 7.12 (c) and (d), $p(l/H_i)$ is the probability density function of the sufficient statistic $l$ in binary detection. It is Gaussian distributed as shown in Appendix D. $P_{EM}$ is the shaded area (see Appendix B).

MZLB is achievable by the variance of the maximum likelihood estimation under high SNR, since it includes CRLB and CRLB is achievable under high SNR. This results in $P_e \approx P_{EM}$ when SNR is high, i.e. the shaded area in (a) approximates that in (c). Since both $p(\hat{\phi})$ and $p(l)$ are Gaussian, the approximation of the shaded areas in (b) and (d) will not be changed when SNR is low. Therefore, $P_e \approx P_{EM}$ under low SNR.

The conclusion from this analysis is that, with our considerations, MZLB is achievable by the maximum likelihood estimator under both high SNR as well as low SNR.
CRLB is achievable

\[ P_e \approx P_{EM} \quad \text{(high SNR)} \]

\( P_e \simeq \text{the shaded area} \)

\( P_{EM} \simeq \text{the shaded area} \)

Both Gaussian distributed

\[ P_e \approx P_{EM} \quad \text{(low SNR)} \]

\[ P_e \simeq \text{the shaded area} \]

\[ P_{EM} \simeq \text{the shaded area} \]

MZLB is achievable

Figure 7.12: The achievability of MZLB.
Chapter 8

Summary

Performance analysis for DOA estimation over a wide range of signal-noise ratio is a difficult problem. Some work has been conducted toward this direction. The work developed in this thesis addresses part of the problem.

Using a new idea, Ziv and Zakai developed a lower bound on MSE of the time delay estimate, which works for one incoming signal with one unknown parameter. The major contributions in this thesis are, by modifying the idea from the Ziv-Zakai lower bound on the error of one random parameter estimation, a lower bound on the variance of one deterministic DOA estimate has been derived; this has been extended to obtain the lower bound of the covariance matrix of DOA estimates which contains multiple incoming signals having multiple types of unknown parameters. The resulting MZLB is a computable tight lower bound.

The work developed in this thesis is summarized as the following:

1. Establishing Data Model(2) to study the performance of DOA estimate against SNR independently. Establishing the relationship between the performance of DOA with Data Model(2) and the performance of DOA with Data Model(1).
2. Proving that the MLE of DOA parameters based on Data Model(2) is asymptotically efficient.

3. Giving a profound interpretation of Ziv-Zakai's idea, and applying the logic in Ziv-Zakai's idea to derive a lower bound on the variance of one DOA estimate.

4. Developing MZLB(2) on the covariance matrix of multiple DOA estimation. The modified Ziv-Zakai lower bound is obtained from MZLB(2) with a transformation T.

5. Studying the SNR-threshold phenomenon as well as the $\Delta \phi$-threshold phenomenon in CRLB and MZLB.

6. Showing the tightness of MZLB by simulations.

The work developed in this thesis addresses the performance analysis of DOA estimation. The idea used here may be extended to the general performance analysis for nonlinear estimation.

The idea presented by Ziv and Zakai in [100] is excellent. Since there is not much work that applies Ziv-Zakai's idea to derive lower bounds on estimation errors, the research work in this area should be interested.
Appendix A

Proof of Eq.(4.20)

e(n) is the white Gaussian noise at the \( n^{th} \) snapshot. It is a M-dimension vector. \( e_m(n) \) is the \( m^{th} \) element of \( e(n) \). The following relationships hold [77]:

1.

\[
E\{e(n)e^T(n1)\} = 0
\]

(A.1)

for \( n = n1 \) and \( n \neq n1 \).

2.

\[
E\{e_m(n)e_{m1}^*(n1)\} = \begin{cases} 
0, & n \neq n1, \text{ or } m1 \neq m \\
\sigma_n^2, & n = n1 \text{ and } m1 = m 
\end{cases}
\]

(A.2)

since the noise are white spatially and temporally.

Eq.(4.10) results in,

\[
E\{\frac{\partial f}{\partial \phi_k} \frac{\partial f^*}{\partial \phi_l}\}
\]

\[
= E\{[\sum_{n=1}^{N} -a^H(n) \frac{\partial D^H}{\partial \phi_k} e(n) - e^H(n) \frac{\partial D}{\partial \phi_k} a(n)]
\]

\[
[\sum_{n1=1}^{N} -a^H(n1) \frac{\partial D^H}{\partial \phi_l} e(n1) - e^H(n1) \frac{\partial D}{\partial \phi_l} a(n1)]^*\} 
\]

119
\[ = \sum_{n=1}^{N} \sum_{n_1=1}^{N} \{ E\{a^H(n) \frac{\partial D^H}{\partial \phi_k} e(n)a^T(n_1) \frac{\partial D^T}{\partial \phi_l} e^*(n1)\} \\
+ a^H(n) \frac{\partial D^H}{\partial \phi_k} E\{e(n)e^T(n1)\} \frac{\partial D^*}{\partial \phi_l} a^*(n1) \}
+ E\{e^H(n) \frac{\partial D}{\partial \phi_k} a(n)a^T(n_1) \frac{\partial D^T}{\partial \phi_l} e^*(n1)\} \]
+ \{ E\{e^H(n) \frac{\partial D}{\partial \phi_k} a(n)e^T(n1) \frac{\partial D^*}{\partial \phi_l} a^*(n1)\} \}, \quad (A.3) \]

where, the second term is equal to zero for both \( l = k \) and \( l \neq k \) because of Eq.(A.1). Similarly, the third term is equal to zero for both \( l = k \) and \( l \neq k \) since
\[ E\{e^H(n) \frac{\partial D}{\partial \phi_k} a(n)a^T(n_1) \frac{\partial D^T}{\partial \phi_l} e^*(n1)\} = a^T(n_1) \frac{\partial D^T}{\partial \phi_l} E\{e^*(n1)e^H(n)\} \frac{\partial D}{\partial \phi_k} a(n). \]

Now we consider the first term in Eq.(A.3). For \( l \neq k \), recalling Eq.(4.12), we have,
\[ \sum_{n=1}^{N} \sum_{n_1=1}^{N} \{ E\{a^H(n) \frac{\partial D^H}{\partial \phi_k} e(n)a^T(n_1) \frac{\partial D^T}{\partial \phi_l} e^*(n1)\} \}
= \sum_{n=1}^{N} \sum_{n_1=1}^{N} a_k^*(n_1)a_l(n) E\{[\sum_{m=1}^{M} (m-1)j \exp(j(m-1)\phi_k)e_m^*(n)]^* \}
\times \{ \sum_{m=1}^{M} (m-1)j \exp(j(m-1)\phi_l)e_{m_1}^*(n_1) \}\}
= 0, \quad (A.4) \]

where, Eq.(4.15) has been applied. Similarly, the fourth term in Eq.(A.3) becomes zero when \( l \neq k \).

For \( l = k \), using Eq.(A.2), the first term in Eq.(A.3) becomes
\[ \sum_{n=1}^{N} a_k^*(n)a_k(n) E\{[\sum_{m=1}^{M} (m-1)j \exp(j(m-1)\phi_k)e_m^*(n)]^*\}
\times [(m-1)j \exp(j(m-1)\phi_k)e_m^*(n)]\}
= \sum_{n=1}^{N} a_k^*(n)a_k(n) [\sum_{m=1}^{M} (m-1)^2 E\{e_m^*(n)e_m(n)\}] \]
Similarly, the fourth term in Eq.(A.3) equals to the RHS of Eq.(A.5).

Thus Eq.(4.20) follows.
Appendix B

Derivation of $P_{EM}$ in Eq.(5.20)

Let us consider a binary detection problem with sensor array. The DOA of the incoming signal is of two possible values, $\phi_0$ and $\phi_1$. We form the following hypotheses:

$H_0$: $\text{DOA} = \phi_0,$

$H_1$: $\text{DOA} = \phi_1.$

The task of detection is using some procedure to decide which hypothesis is true.

Bayes criterion leads a likelihood-ratio test (LRT):

$$
\ln \frac{p(x|H_1)}{p(x|H_0)} \xrightarrow{H_0} l \leq \ln \frac{P(H_0)}{P(H_1)} \xrightarrow{H_1} \gamma,
$$

where, $p(x|H_i)$ is the PDF of the received data when $H_i$ is true, $l$ is a sufficient statistic, $P(H_i)$ is the probability of $H_i$ occuring, and $\gamma$ is the test threshold. We assume that the costs of making erroneous decisions are equal.

When the two hypotheses are equally likely, i.e. $P(H_0) = P(H_1) = 0.5$, $\gamma = 0$ and Eq.(B.1) results in a minimum error probability receiver.

The error probability of LRT is shown in Fig.B.1, where, $p(l|H_0)$ is the probability
Figure B.1: Error probabilities with LRT.

density function of $l$ under hypothesis $H_0$, $p(l/H_0)$ is the PDF of $l$ under hypothesis $H_1$.

The probability of false alarm $P_F$ (i.e. we say $H_1$ is true when $H_0$ is true) is

$$P_F = \int_{-\gamma}^{\infty} p(l/H_0) dl.$$  

The probability of a miss $P_M$ (i.e. we say $H_0$ is true when $H_1$ is true) is

$$P_M = \int_{-\infty}^{\gamma} p(l/H_1) dl.$$  

The total error probability is

$$P_e = P(H_0)P_F + P(H_1)P_M = (P_F + P_M)/2.$$  

(B.2)

Now, we follow the way introduced in [81] to obtain an approximation of this minimum error probability $P_e$.

Under $H_0$, the moment-generating function of $l$ is

$$\psi(q) \overset{\Delta}{=} E(e^{ql} | H_0)$$  

(B.3)
Define a function,
\[ \mu(q) \triangleq \ln \psi(q) \]
\[ = \ln E(e^{q(l)}|H_0) \]
\[ = \ln \int_{-\infty}^{\infty} e^{q(l)}p(l/H_0)dl \]
\[ = \ln \int_{-\infty}^{\infty} e^{q(l)}p(r/H_0)dr \]
\[ = \ln \int_{-\infty}^{\infty} \left[ \frac{p(r/H_1)}{p(r/H_0)} \right]^q p(r/H_0)dr \]
\[ = \ln \int_{-\infty}^{\infty} \left[ p(r/H_1) \right]^q \frac{p(r/H_0)}{\exp(\mu(q))} dr. \] (B.4)

Now, constructing a new probability density function
\[ p_q(x) = \frac{e^{q(x)}p(x/H_0)}{\int_{-\infty}^{\infty} e^{q(l)}p(l/H_0)dl} = \frac{e^{q(x)}p(x/H_0)}{\exp(\mu(q))}, \] (B.5)
we have,
\[ E(x) = \hat{\mu}(q) \] (B.6)
since
\[ E(x) = \int_{-\infty}^{\infty} x p_q(x) dx \]
\[ = \frac{\int_{-\infty}^{\infty} x e^{q(x)}p(x/H_0)dx}{\exp(\mu(q))}, \]
and
\[ \hat{\mu}(q) = \frac{d}{dq} \left[ \ln \int_{-\infty}^{\infty} e^{q(l)}p(l/H_0)dl \right] \]
\[ = \frac{\int_{-\infty}^{\infty} \frac{d}{dq} e^{q(l)}p(l/H_0)dl}{\int_{-\infty}^{\infty} e^{q(l)}p(l/H_0)dl} \]
\[ Var(x) = \bar{\mu}(q) \quad (B.7) \]

since

\[ Var(x) = E(x^2) - [E(x)]^2 \]

\[ = \int_{-\infty}^{\infty} x^2 p\eta(x)dx - \left[ \int_{-\infty}^{\infty} x e^{\eta(x)} p(x/H_0)dx \right]^2 \]

\[ = \int_{-\infty}^{\infty} x^2 e^{\eta(x)} p(x/H_0)dx \cdot \frac{\int_{-\infty}^{\infty} x e^{\eta(x)} p(x/H_0)dx}{\exp(\mu(q))} - \left[ \frac{\int_{-\infty}^{\infty} x e^{\eta(x)} p(x/H_0)dx}{\exp(\mu(q))} \right]^2 \]

and

\[ \bar{\mu}(q) = \frac{d}{dq} \int_{-\infty}^{\infty} le^{\eta(l/H_0)}dl \]

\[ = \left[ \int_{-\infty}^{\infty} l^2 e^{\eta(l/H_0)}dl \right] \exp(\mu(q)) - \left[ \int_{-\infty}^{\infty} le^{\eta(l/H_0)}dl \right] \left[ \int_{-\infty}^{\infty} le^{\eta(l/H_0)}dl \right] \]

\[ = \left[ \int_{-\infty}^{\infty} l^2 e^{\eta(l/H_0)}dl \right] \exp(\mu(q)) - \left[ \frac{\int_{-\infty}^{\infty} le^{\eta(l/H_0)}dl}{\exp(\mu(q))} \right]^2. \]

We choose \( q = q_M \) such that

\[ \bar{\mu}(q_M) = \gamma = 0 \quad (B.8) \]

for the minimum error probability receiver.

Now, using Eqs. (B.5) and (B.8), \( P_F \) can be written as

\[ P_F = \int_{-\infty}^{\infty} p(l/H_0)dl \]

\[ = \int_{-\bar{\mu}}^{\infty} \exp(\mu(q) - qz)p_{\eta}(x)dz \bigg|_{z=t_M} \]
\[ \exp(\mu(q) - q\hat{\mu}(q)) \int_{\hat{\mu}}^{\infty} \exp(q\hat{\mu}(q) - qx)p_q(x)dx|_{q=\bar{q}_M}. \]  

(B.9)

Note that, in our problem, \( l \) is Gaussian distributed (Appendix D), so, \( p_q(x) \) in Eq.(B.5) is Gaussian. Let

\[ y \triangleq \frac{z - E(x)}{\sqrt{\text{Var}(x)}} = \frac{z - \hat{\mu}(q_M)}{\sqrt{\hat{\mu}(q_M)}}, \]

then \( y \sim N(0,1) \), and

\[
P_F = \frac{1}{\sqrt{2\pi}} \exp(\mu(q_M) - q_M\hat{\mu}(q_M)) \int_0^{\infty} \exp(-q_M\sqrt{\hat{\mu}(q_M)}y - y^2/2)dy
\]

\[ = \exp\left\{ \mu(q_M) + \frac{q_M^2}{2}\hat{\mu}(q_M) \right\} \text{erfc}_-\left\{ q_M\sqrt{\hat{\mu}(q_M)} \right\}. \]  

(B.10)

In similar way,

\[ P_M = \exp\left\{ \mu(q_M) + \frac{(1-q_M)^2}{2}\hat{\mu}(q_M) \right\} \text{erfc}_-\left\{ (1-q_M)\sqrt{\hat{\mu}(q_M)} \right\}. \]  

(B.11)

Therefore,

\[
P_e = \frac{P_F + P_M}{2}
\]

\[ = \exp\left[ \mu(q_M) + q_M^2\hat{\mu}(q_M)/2 \right] \text{erfc}_-\left[ q_M\sqrt{\hat{\mu}(q_M)} \right]/2
\]

\[ + \exp\left[ \mu(q_M) + (1-q_M)^2\hat{\mu}(q_M)/2 \right] \text{erfc}_-\left[ (1-q_M)\sqrt{\hat{\mu}(q_M)} \right]/2
\]

\[ \triangleq \bar{P}_e. \]  

(B.12)

The approximation in the above exists under the following conditions:

(C1). The hypotheses \( H_0 \) and \( H_1 \) are equally likely,

(C2). The costs of making erroneous decisions are equal,
Remark

The following points are important to understand the nature of the lower bound.

- Under the condition (C1) and (C2), $P_{EM}$ is the minimum error probability in binary detection, no matter the signal-noise ratio is high or low.

- In nature, the binary detection procedure is detecting one signal identified by one parameter which is of two possible values.
Appendix C

Proof of Eq.(5.24)

Eq.(5.22) is valid for the real data as shown in Appendix B. However, the received data in our problem is complex. To overcome this, we re-formulate the data vector $r(n)$ at the $n^{th}$ snapshot into a $2M$-dimensional vector such that

$$\tilde{r}(n) = [\text{Re}(r_1(n)), ..., \text{Re}(r_M(n)), \text{Im}(r_1(n)), ..., \text{Im}(r_M(n))]^T,$$  \hspace{1cm} (C.1)

and

$$\tilde{s}_i(n) = [\text{Re}(s_{i1}(n)), ..., \text{Re}(s_{iM}(n)), \text{Im}(s_{i1}(n)), ..., \text{Im}(s_{iM}(n))]^T$$

$$= a(n)[1, \cos(\phi_i), ..., \cos(\phi_i(M-1)), 0, \sin(\phi_i), ..., \sin(\phi_i(M-1))]^T,$$ \hspace{1cm} (C.3)

where, $r_m(n)$ is the complex data received by the $m^{th}$ sensor at the $n^{th}$ snapshot, $s_m(n)$ and $\phi_i$ are the signal and the angle of arrival when $H_i$ is true. The quantity $a(n)$ is, in general, complex, having a random amplitude and a random phase at each snapshot. However, since we assume the signal is narrowband such that it does not vary while traversing from sensor 1 to sensor M during the same snapshot, we can apply an appropriate phase shift at each snapshot so that $a(n) = |a(n)|$ in Eq.(C.3) rendering the $2M$-dimensional vector $\tilde{s}(n)$ real.
The PDF of the received data can now be re-written as [22]

\[ p(\bar{r}/H_i) = \frac{1}{\det(2\pi R_c)^{N/2}} \exp\left[-\frac{1}{2} \sum_{n=1}^{N} (\bar{r}(n) - \bar{s}_1(n))^T \bar{R}_e^{-1} (\bar{r}(n) - \bar{s}_1(n)) \right], \tag{C.4} \]

where,

\[ \bar{R}_e = \frac{1}{2} \begin{bmatrix} \text{Re}(R_c) & -\text{Im}(R_c) \\ \text{Im}(R_c) & \text{Re}(R_c) \end{bmatrix} = \frac{\sigma_e^2}{2} I. \tag{C.5} \]

Then Eq.(5.22) can be written as

\[ \mu(q) = \ln \int_{-\infty}^{\infty} \frac{1}{(2\pi \sigma_e^2)^{MN/2}} \exp\left[-\frac{1}{\sigma_e^2} \sum_{n=1}^{N} q(\bar{r} - \bar{s}_1)^T (\bar{r} - \bar{s}_1) \right. \\
+ (1 - q)(\bar{r} - \bar{s}_0)^T (\bar{r} - \bar{s}_0)] d\bar{r}, \tag{C.6} \]

where, for convenience, we have omitted the obvious dependences of \( \bar{r} \) and \( \bar{s}_1 \) on \( n \). Then

\[ \mu(q) = \ln \frac{1}{\det(2\pi R_c)^N} \int_{-\infty}^{\infty} \exp\left[-\frac{1}{\sigma_e^2} \sum_{n=1}^{N} (q \bar{r}^T \bar{r} - q \bar{r}^T \bar{s}_1 - q \bar{r}^T \bar{s}_1 + q \bar{s}_1^T \bar{r} + q \bar{s}_1^T \bar{s}_1 \\
+ \bar{r}^T \bar{s}_0 - \bar{s}_0^T \bar{r} + \bar{s}_0^T \bar{s}_0 - \bar{r}^T \bar{s}_0 + q \bar{r}^T \bar{s}_0 + q \bar{s}_0^T \bar{r} - q \bar{s}_0^T \bar{s}_0) \right] d\bar{r} \\
= \ln \frac{1}{[\det(2\pi R_c)]^{N/2}} \int_{-\infty}^{\infty} \exp\left[-\frac{1}{\sigma_e^2} \sum_{n=1}^{N} (\bar{r}^T \bar{s}_0 - \bar{s}_0^T \bar{r} + \bar{s}_0^T \bar{s}_0) \right] d\bar{r} \\
- (1 - q) \bar{r}^T \bar{s}_0 - (1 - q) \bar{s}_0^T \bar{r} + \bar{s}_0^T \bar{s}_0 \right] d\bar{r} \\
= \ln \exp\left[-\frac{1}{\sigma_e^2} \sum_{n=1}^{N} (-q^2 \bar{s}_1^T \bar{s}_1 - q(1 - q) \bar{s}_1^T \bar{s}_0 - q(1 - q) \bar{s}_0^T \bar{s}_1 \\
- (1 - q) \bar{s}_0^T \bar{s}_0 + \bar{s}_0^T \bar{s}_0) \right] \frac{1}{[\det(2\pi R_c)]^{N/2}} \\
\int_{-\infty}^{\infty} \exp\left[-\frac{1}{2} \sum_{n=1}^{N} (\bar{r} - (q \bar{s}_1 + (1 - q) \bar{s}_0))^T \bar{R}_e^{-1} (\bar{r} - q \bar{s}_1 + (1 - q) \bar{s}_0) \right] d\bar{r} \\
= \frac{1}{\sigma_e^2} \sum_{n=1}^{N} (q^2 \bar{s}_1^T \bar{s}_1 + q(1 - q) \bar{s}_1^T \bar{s}_0 + q(1 - q) \bar{s}_0^T \bar{s}_1 + (1 - q)^2 \bar{s}_0^T \bar{s}_0 - \bar{s}_0^T \bar{s}_0) \]
\[ = \frac{1}{\sigma_e^2} \sum_{n=1}^{N} \left[ 2 \sum_{m=1}^{M} a^2 q(-1 + q) + q(1 - q)(\hat{s}_0^T \hat{s}_1 + \hat{s}_1^T \hat{s}_0) \right]. \]

Note that, \( \phi_1 - \phi_0 = \theta \), with Eq.(3.34) in Data Model(2) and Eq.(C.3), we have,

\[ \sum_{n=1}^{N} \hat{s}_0^T \hat{s}_0 = \sum_{n=1}^{N} \hat{s}_0^T \hat{s}_1 = \sum_{n=1}^{N} a^2(n) \sum_{m=1}^{M} \cos((m - 1)\phi_0) \cos((m - 1)\phi_1) + \sin((m - 1)\phi_0) \sin((m - 1)\phi_1) \]

\[ = N \sigma_e^2 \sum_{m=1}^{M} \cos(h(m - 1)). \]

So,

\[ \mu(q) = 2\sigma_e^{-2} \sigma_e^2 N \sum_{m=1}^{M} \left[ -q(1 - q) + q(1 - q) \cos(h(m - 1)) \right] \]

\[ = -2\rho N q(1 - q) \sum_{m=1}^{M} \left[ 1 - \cos(h(m - 1)) \right]. \] (C.7)

Eq.(B.8) results in

\[ q_M = 1/2, \] (C.8)

for which Eq.(C.7) becomes

\[ \mu(1/2) = -\frac{1}{2} \rho N \sum_{m=1}^{M} \left[ 1 - \cos(h(m - 1)) \right], \] (C.9)

and

\[ \tilde{\mu}(1/2) = 4\rho N \sum_{m=1}^{M} \left[ 1 - \cos(h(m - 1)) \right]. \] (C.10)

Substituting Eqs.(C.9) and (C.10) into Eq.(5.20), we obtain

\[ P_{EM}(h) = \exp[\mu(1/2) + \tilde{\mu}(1/2)/8] \text{erfc}_{\sqrt{\tilde{\mu}(1/2)/2}}/2 \]

\[ + \exp[\mu(1/2) + \tilde{\mu}(1/2)/8] \text{erfc}_{\sqrt{\tilde{\mu}(1/2)/2}}/2 \]
\[ = \text{erfc}\{\sqrt{\bar{\mu}(1/2)/2}\} \]

\[ = \text{erfc}\{[\rho N \sum_{m=1}^{M} (1 - \cos(h(m - 1)))]^{1/2}\}. \quad (C.11) \]
Appendix D

Distribution of the Statistic $l$

In our problem,

$$p(r|H_0) = (\pi \sigma_e^2)^{-MN} \exp[-\sigma_e^{-2} \sum_{n=1}^{N}(r(n) - s_0(n))^H(r(n) - s_0(n))]$$

$$p(r|H_1) = (\pi \sigma_e^2)^{-MN} \exp[-\sigma_e^{-2} \sum_{n=1}^{N}(r(n) - s_1(n))^H(r(n) - s_1(n))]$$

so,

$$l = \ln\left[\frac{p(r|H_1)}{p(r|H_0)}\right]$$

$$= \ln\{\exp\left[\frac{1}{\sigma_e^2} \sum_{n=1}^{N}(r^H(n)(s_1(n) - s_0(n)) + (s_1(n) - s_0(n))^H r(n) 

- s_1^H(n)s_1(n) + s_0^H(n)s_0(n))\}\}$$

$$= \frac{1}{2\sigma_e^2} \sum_{n=1}^{N} \Re\{r^H(n)(s_1(n) - s_0(n))\},$$

where, we have used Eq.(3.34) in Data Model(2) such that

$$\sum_{n=1}^{N} s_1^H(n)s_1(n) = \sum_{n=1}^{N} s_0^H(n)s_0(n) \simeq MN\sigma_e^2.$$  

So, $l$ is a linear combination of Gaussian random data $r(n)$ and is therefore of Gaussian distribution.
Appendix E

Proof of Eq. (5.42)

Let

\[ C = 1 + \cos(x) + \cos(2x) + \ldots + \cos((M - 1)x), \]

and

\[ S = 1 + \sin(x) + \sin(2x) + \ldots + \sin((M - 1)x), \]

then

\[ C + jS = 1 + e^{ix} + e^{2ix} + \ldots + e^{j(M-1)x} \]

\[ = \frac{1 - e^{jMx}}{1 - e^{ix}} \]

\[ = \frac{(1 - e^{jMx})(1 - e^{-jx})}{(1 - e^{ix})(1 - e^{-jx})} \]

\[ = 1 - e^{-jx} - e^{jMx} + e^{j(M-1)x} \]

\[ = \frac{1 - e^{-jx} + e^{j(M-1)x} - e^{jMx}}{2(1 - \cos(x))}. \]

Equating the real part,

\[ C = \sum_{m=1}^{M} \cos((m - 1)x) \]
\( = \Re(C + jS) \)
\[ = \frac{1 - \cos(x) + \cos((M - 1)x) - \cos(Mx)}{2(1 - \cos(x))}. \quad (E.1) \]

With \( x = \Delta = \frac{\pi}{2M} \), and the approximation \( M \) is reasonable large,
\[ \sin((M - 1)\Delta) = \sin \left( \frac{(M - 1)\pi}{2M} \right) \simeq \sin \frac{\pi}{2} = 1, \]
\[ \sin \left( \frac{2M - 1}{2} \Delta \right) = \sin \left( \frac{(2M - 1)\pi}{4M} \right) \simeq \sin \frac{\pi}{2} = 1, \]
\[ \sin \frac{\Delta}{2} = \sin \frac{\pi}{4M} \simeq \frac{\pi}{4M}, \]
\[ \cos(\Delta/2) = \cos(\pi/4M) \simeq 1, \]

we have
\[
\left. \frac{dC}{d\Delta} \right|_{x=\Delta} = \frac{1}{2} \frac{d}{d\Delta} \left[ 1 - \frac{\cos(M\Delta) - \cos((M - 1)\Delta)}{1 - \cos(\Delta)} \right]
\]
\[ = -\frac{1}{2} \left\{ \frac{(1 - \cos(\Delta))(-M \sin(M\Delta) + (M - 1)\sin((M - 1)\Delta))}{(1 - \cos(\Delta))^2} \right. \]
\[ - \left. \frac{\{\cos(M\Delta) - \cos((M - 1)\Delta)\} \sin(\Delta)}{(1 - \cos(\Delta))^2} \right\} \]
\[ \simeq -\frac{1}{2} \left\{ \frac{(M - 1)(-M \sin(M\Delta)/(M - 1) + 1)}{2 \sin^2(\Delta/2)} \right. \]
\[ + \frac{2 \sin((2M - 1)\Delta/2) \sin(\Delta/2) \sin(\Delta/2) \cos(\Delta/2)}{4 \sin^4(\Delta/2)} \right\} \]
\[ \simeq -\frac{1}{2} \left\{ \frac{-1}{2(\pi/4M)^2} + \frac{1}{(\pi/4M)^2} \right\} \]
\[ = -\frac{1}{\pi^2}. \quad (E.2) \]
Appendix F

Proof of Eq.(5.43)

With Eq.(E.1), and the approximations,

\[
\cos \Delta = \cos \frac{\pi}{2M} \approx 1,
\]

\[
\sin(M\Delta) = 1,
\]

\[
\cos(M\Delta) = 0,
\]

\[
\cos(\Delta/2) = \cos \frac{\pi}{4M} \approx 1,
\]

\[
\sin(\Delta/2) = \sin(\pi/4M) \approx \pi/4M,
\]

the summation term in Eq.(5.40) can be written as

\[
\sum_{m=1}^{M} 1 - \cos((m - 1)\Delta) = M \left[ 1 - \frac{1 - \cos(\Delta) + \cos((M - 1)\Delta) - \cos(M\Delta)}{2M(1 - \cos(\Delta))} \right]
\]

\[
\approx M \left[ 1 - \frac{\cos(M\Delta)\cos(\Delta) + \sin(M\Delta)\sin(\Delta)}{4M \sin^2 \frac{\Delta}{2}} \right]
\]

\[
\approx M \left[ 1 - \frac{2\sin^2 \frac{\Delta}{2} \cos \frac{\Delta}{2}}{4M \sin^2 \frac{\Delta}{2}} \right]
\]

\[
\approx M \left[ 1 - 1/M \Delta \right]
\]

\[
= M \left( 1 - 2/\pi \right)
\]
Then Eq.\,(5.40) becomes

\[
\exp(-f^2/2) = \exp\left\{ -\frac{\rho N_0^2}{2\Delta^2} \sum_{m=1}^{M} (1 - \cos((m - 1)\Delta/2)) \right\}
\]

\[
= \exp\left\{ -\frac{0.363 MN_0^2}{2\Delta^2} \right\}
\]

\[
= \exp(-0.07\rho MN_0^2h^2), \quad (F.2)
\]

where, \(\Delta = \pi/2M\) (See Eq.\,(5.41)).
Appendix G

Proof of Eq.(5.46)

Substituting Eqs.(5.36), (5.42) and (5.43) into Eq.(5.34) yields

\[
I_0 = \frac{\sqrt{\rho N}}{2\sqrt{2\pi}} \int_0^\Delta \frac{h^2}{2\sqrt{2 h \sqrt{M(M - 1)(2M - 1)}}} \frac{2\sqrt{6}}{\pi} \frac{8M^3h}{\pi} \exp\left(-\eta_i^2 h^2/2\right) dh
\]

\[
= \frac{\sqrt{\rho N}}{2\sqrt{2\pi}} \frac{1}{2\sqrt{2} \sqrt{M(M - 1)(2M - 1)}} \frac{2\sqrt{6}}{\pi^3} \frac{8M^3}{\pi^3} \int_0^\Delta h^2 \exp\left(-\eta_i^2 h^2/2\right) dh
\]

\[
= \left[ \frac{4\sqrt{3}M^3\sqrt{\rho N}}{\pi^3 \sqrt{M(M - 1)(2M - 1)}} \right] \left[ \frac{1}{\sqrt{2\pi}} \int_0^\Delta h^2 \exp\left(-\eta_i^2 h^2/2\right) dh \right]. \quad (G.1)
\]

The term in the second bracket in Eq.(G.1) is

\[
\frac{1}{\sqrt{2\pi}} \int_0^\Delta h^2 e^{-\eta_i^2 h^2/2} dh = \frac{1}{\sqrt{2\pi}} \int_0^\Delta -\frac{1}{\eta_i^2} h dh e^{-\eta_i^2 h^2/2}
\]

\[
= -\frac{1}{\sqrt{2\pi} \eta_i^2} \left[ he^{-\eta_i^2 h^2/2} \right]_0^\Delta - \int_0^\Delta e^{-\eta_i^2 h^2/2} dh
\]

\[
= -\frac{1}{\eta_i^2} \left[ \Delta e^{-\eta_i^2 \Delta^2/2} / \sqrt{2\pi} \right] - \frac{1}{\eta_i^2} \left( \frac{1}{2} - \text{erfc}\{\eta_i \Delta}\right)
\]

\[
= -\frac{1}{\eta_i^3} \left[ \eta_i \Delta e^{-\eta_i^2 \Delta^2/2} / \sqrt{2\pi} \right] - \frac{1}{2} + \text{erfc}\{\eta_i \Delta}\}. \quad (G.2)
\]
Then, using Eqs.(5.44) and (5.45), the term in the first bracket in Eq.(G.1) times $1/\eta_0^2$ is

$$\frac{4\sqrt{3}M^3\sqrt{\rho N}}{\pi^3\sqrt{M(M-1)(2M-1)\eta_1^2}}$$

$$= \frac{4\sqrt{3}M^3\sqrt{\rho N}}{\pi^3\sqrt{M(M-1)(2M-1)0.14\rho l/M^3\sqrt{0.14\rho N M^3}}}$$

$$= \frac{4\sqrt{3}}{\pi^3(0.14)^{1.5} \rho N} \frac{1}{M(M-1)(2M-1)}$$

$$= \frac{1}{2\eta_0^2} \sqrt{\frac{M(M-1)(2M-1)}{2M^3}}. \quad (G.3)$$

So Eq.(5.46).
Appendix H

Proof of Eq.(6.12)

For the binary detection, the minimal error probability is given by [81]

\[ P_{EM}(\hat{h}) = \exp[\mu(q_M) + \sigma_M^2 \bar{\mu}(q_M)/2] \text{erfc}_\ast(q_M \sqrt{\bar{\mu}(q_M)})/2 \]

\[ + \exp[\mu(q_M) + (1 - q_M)\bar{\mu}(q_M)/2] \text{erfc}_\ast((1 - q_M) \sqrt{\bar{\mu}(q_M)})/2, \]  

(II.1)

in which,

\[ \text{erfc}_\ast(z) = \frac{1}{\sqrt{2\pi}} \int_z^\infty e^{-t^2/2} dt, \]  

(II.2)

\[ \bar{\mu}(q) = \ln \int_{-\infty}^\infty [p(\bar{\tau}/H_1)]^\prime [p(\bar{\tau}/H_0)]^{-1} \bar{\tau} d\bar{\tau}. \]  

(II.3)

As in Appendix C, from Eq.(6.11), we have

\[ p(\bar{\tau}/H_i) = \frac{1}{(2\pi \sigma_0^2)^{MN/2}} \exp \left[-\frac{1}{\sigma_0^2} \sum_{n=1}^N (\bar{\tau} - \bar{s}_{i1} - \bar{s}_{i2})^T (\bar{\tau} - \bar{s}_{i1} - \bar{s}_{i2}) \right], \]  

(II.4)

where,

\[ \bar{s}_{01} = a_1(n) \begin{bmatrix} \Re(d_{01}) \\ \Im(d_{01}) \end{bmatrix} \]
\[ a_1(n)[1, \cos(\phi_{01}), ..., \cos((M - 1)\phi_{01}), 0, \sin(\phi_{01}), ..., \sin((M - 1)\phi_{01})]^T, \]

\[ \bar{s}_{02} = a_2(n) \begin{bmatrix} \mathcal{R}(d_{02}) \\ \mathcal{I}(d_{02}) \end{bmatrix} \]

\[ = a_2(n)[1, \cos(\phi_{02}), ..., \cos((M - 1)\phi_{02}), 0, \sin(\phi_{02}), ..., \sin((M - 1)\phi_{02})]^T, \]

\[ s_{11} = a_1(n) \begin{bmatrix} \mathcal{R}(d_{11}) \\ \mathcal{I}(d_{11}) \end{bmatrix} \]

\[ = a_1(n)[1, \cos(\phi_{11}), ..., \cos((M - 1)\phi_{11}), 0, \sin(\phi_{11}), ..., \sin((M - 1)\phi_{11})]^T, \]

\[ s_{12} = a_2(n) \begin{bmatrix} \mathcal{R}(d_{12}) \\ \mathcal{I}(d_{12}) \end{bmatrix} \]

\[ = a_2(n)[1, \cos(\phi_{12}), ..., \cos((M - 1)\phi_{12}), 0, \sin(\phi_{12}), ..., \sin((M - 1)\phi_{12})]^T, \]

\[ \bar{r}(u) = \begin{bmatrix} \mathcal{R}(r(n)) \\ \mathcal{I}(r(n)) \end{bmatrix}, \]

\[ \bar{c}(u) = \begin{bmatrix} \mathcal{R}(e(n)) \\ \mathcal{I}(e(n)) \end{bmatrix}. \]

where,

\[ s_{12} = \bar{s}_{02} \] (II.5)
since $\phi_{12} = \phi_{02}$, see Eq.(6.5). As discussed in Appendix C, we may apply an appropriate phase shift at each snapshot so that $a_i(n) = |a_i(n)|$ rendering the $2M$-dimensional vector $\ddot{s}_i$ real.

Substituting Eq.(H.4) into Eq.(H.3), we obtain

$$
\mu(q)
= \ln[2\pi \sigma_e^2]^{-MN/4} \int_{-\infty}^{\infty} \exp\left\{-\frac{1}{\sigma_e^2} \sum_{n=1}^{N} q(\ddot{r} - \ddot{s}_{11} - \ddot{s}_{12})^T(\ddot{r} - \ddot{s}_{11} - \ddot{s}_{12})
+ (1 - q)(\ddot{r} - \ddot{s}_{01} - \ddot{s}_{02})^T(\ddot{r} - \ddot{s}_{01} - \ddot{s}_{02})\right\} d\ddot{r}
= \ln[2\pi \sigma_e^2]^{-MN/2} \int_{-\infty}^{\infty} \exp\left\{-\frac{1}{\sigma_e^2} \sum_{n=1}^{N} [\ddot{r} - q(\ddot{s}_{11} + \ddot{s}_{12}) - (1 - q)(\ddot{s}_{01} + \ddot{s}_{02})]^T
[\ddot{r} - q(\ddot{s}_{11} + \ddot{s}_{12}) - (1 - q)(\ddot{s}_{01} + \ddot{s}_{02})] + q(\ddot{r}^T \ddot{s}_{11} + \ddot{s}_{12}^T \ddot{s}_{11} + \ddot{s}_{11}^T \ddot{s}_{12} + \ddot{s}_{12}^T \ddot{s}_{12}) + (1 - q)^2(\ddot{s}_{01}^T \ddot{s}_{02} + \ddot{s}_{02}^T \ddot{s}_{01} + \ddot{s}_{01}^T \ddot{s}_{02} + \ddot{s}_{02}^T \ddot{s}_{01})
\right\} d\ddot{r}
= \ln \exp\left\{-\frac{1}{\sigma_e^2} \sum_{n=1}^{N} q(1 - q)[(\ddot{s}_{11} + \ddot{s}_{12})^T(\ddot{s}_{11} + \ddot{s}_{12}) + (\ddot{s}_{01} + \ddot{s}_{02})^T(\ddot{s}_{01} + \ddot{s}_{02})
- (\ddot{s}_{11} + \ddot{s}_{12})^T(\ddot{s}_{01} + \ddot{s}_{02}) - (\ddot{s}_{01} + \ddot{s}_{02})^T(\ddot{s}_{11} + \ddot{s}_{12})]\right\}
= - \sum_{n=1}^{N} \frac{1}{\sigma_e^2} q(1 - q)[(\ddot{s}_{11} - \ddot{s}_{01})^T(\ddot{s}_{11} - \ddot{s}_{01}) + (\ddot{s}_{12} - \ddot{s}_{02})^T(\ddot{s}_{12} - \ddot{s}_{02})]
= -q(1 - q) \sum_{n=1}^{N} \frac{1}{\sigma_e^2} [(\ddot{s}_{11} - \ddot{s}_{01})^T(\ddot{s}_{11} - \ddot{s}_{01})]
\tag{H.6}
$$

where $\ddot{s}_{12} - \ddot{s}_{02} = 0$ because of Eq.(II.5).
We can evaluate the summation part in Eq.(H.6) so that
\[
\sum_{n=1}^{N} \frac{1}{\sigma_e^2} (\tilde{s}_{11} - \tilde{s}_{01})^T (\tilde{s}_{11} - \tilde{s}_{01})
\]
\[
= \sum_{n=1}^{N} \frac{|a_1(n)|^2}{\sigma_e^2} [1, \cos(\phi_{11}) - \cos(\phi_{01}), \ldots, \cos(\phi_{11}(M - 1)) - \cos(\phi_{01}(M - 1)),
0, \sin(\phi_{11}) - \sin(\phi_{01}), \ldots, \sin((M - 1)\phi_{11}) - \sin((M - 1)\phi_{01})]
\]
\[
[1, \cos(\phi_{11}) - \cos(\phi_{01}), \ldots, \cos(\phi_{11}(M - 1)) - \cos(\phi_{01}(M - 1)),
0, \sin(\phi_{11}) - \sin(\phi_{01}), \ldots, \sin((M - 1)\phi_{11}) - \sin((M - 1)\phi_{01})]^T
\]
\[
\simeq N \rho_1 \sum_{m=1}^{M} \{\cos((m - 1)\phi_{11}) - \cos((m - 1)\phi_{01})\}^2 + [\sin((m - 1)\phi_{11}) - \sin((m - 1)\phi_{01})]^2
\]
\[
= 2N \rho_1 \sum_{m=1}^{M} (1 - \cos((m - 1)\phi_{11} - \phi_{01}))
\]
\[
= 2N \rho_1 \sum_{m=1}^{M} (1 - \cos((m - 1)\theta)), \quad (H.7)
\]

where, \(\sum_{n=1}^{N} |a_1(n)|^2 \simeq N \sigma_{a1}^2\) is from Eq.(3.34), and
\[
\rho_1 = \frac{\sigma_{a1}^2}{\sigma_e^2}
\]
is defined as the signal-noise-ratio (SNR) of the first received signal.

As discussed in Appendix B, we choose \(q = q_M = 0.5\) so that \(\hat{\mu}(q) = 0\). Then
\[
\mu_1(0.5) = -0.25N \rho_1 \sum_{m=1}^{M} [1 - \cos((m - 1)\theta)], \quad (H.8)
\]
\[
\hat{\mu}_1(0.5) = 2N \rho_1 \sum_{m=1}^{M} [1 - \cos((m - 1)\theta)]. \quad (H.9)
\]
From Eq.(H.1), therefore,

\[ P_{EM1}(h) = \text{erfc}\{\sqrt{\mu_1(1/2)/2}\} = \text{erfc}\{f_1(h)\}, \]  \hfill (H.10)

where, \( \text{erfc}\{x\} \) is defined in Eq.(H.2), and

\[ f_1(h) = \left\{ N \rho_1 \sum_{m=1}^{M} [1 - \cos((m - 1)h)] \right\}^5. \]  \hfill (H.11)
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