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SCOPE AND CON[ENTS: If a function f is i~' LP(G), where 1 < p ~ 2 and G is
;-~

l· a locally compact abelian group, it is well-known that the Fourier transform

f of f lies in lq(r), where IIp + 1/q = l' and r is the dual gro~p of G. This

thesis is concerned with how this fact can be strengthened if it is known

that f satisfies a Lipschitz conditlon. For certain kinds of compact groups -~\,
0;

(the circ1e~and a-dimensional groups) we prove that if f.is in Lip(u;p)
•

then f lie.s in Le(r) for t3 > p/(p+ap-l), and a similar result holds for the

n-dimensional torus. These resuits are generalizations and analogues of

classical theorems of Bernstein and Titchmarsh about Fourier series and
,

i~tegrals. Futthermore we obtain more precise information for the case

p = 2•
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INTRODUCTION 4

...

\

..
II f( x+h)

belongs to LP{R), 1< p .~ 2, and also belongs to' Lip(Ct;p), i.e.,

The purpose of the oresent"work is to study the Fourier

transforms of functiory~ that satisfy Lipschitz condiUi~ns of 'certain
I

.
Our investigation into the problem was motivated by two theorems

proved by Titchmarsh [25, Th~orem 84, 85] fo~ Lipschitz functions on the

real line. The pr.inci.pal result of those two theorems As that if f,

orders. Thus \'Ie study the Fourier tr'ansforms of Lipschitz function in the

functions spas:e LP(G), 1- < P :: 2, where G i; a compact group which

will be specified in due course .

""'.

....~

, ......

..(; as h approaches zero, 0 < J. ~ T, then theFouri er trans form f of f belongs

to LB(R) for

p/(p + op - 1) < S ~ q.= p/p-1

In [29J, tbis theorem was studied for higher differences and for

-' severa1 va ri ab1es as well'. lJ'i t i rna te1y we \'/oul d 1ike to prove res u1 ts

/.
"

,,/'/

simil ar to those of Ti tchmarsh on any locally compact abeli~n group for

which the concept of'Lipschitz conditions makes sense (in particulat on. ..
.. II]e t ri ~ groups): However, i 0 this work Titchma r.sh 's ,re~lts are exami oed

for the circle group T, for the n dimensional torus; T~and for compact

metrizable O:dimensional groups.

There are three chapters in the thesis. Chapter I starts with

".,.



There does not seem to be any book
--;-..

..
84,85

•
I

..
a brief historical introduction in wh;ch'w~ traGe Lipschitz conditions

back to their origin. The ~hapter proceeds with some basic facts\bout

the modu)us of continuity and Lipschitz conditions. Although this material

is, for the most part, elementary, we have include~ some proofs for the

sake of ~ompleteness of exposition.
(

or monograph devoted to a syst~atic exposition of Lipschitz functions,
• •

Some of the theorems are probably well known' to workers \In ~~e field, but

we have not se~n them in print. The chapter closes with some applicat~ons

of lipschitz functions in several areas of analysis:

In chapter two we prove the analogu~ of Titchmarsh's Theorems

for the 'ci~cle group T)~ and deduce the classical Bern~tein theorem

(2} as well as the more general theorem of Szasz (23] from the main result of

chapter ~hich assert,s that if f ?elonqs to LP (T)I\Lip(a;p), then the

sequence of its Fourier coefficients (f(n)} belongs to t
8 , where Q, 6 and

p are as above.

1_

There are several new results in this chapter including theorems for
,

higher differences and for functions of several variables. For more than one

variable the situation depends heavily on just -which definition of

Lipschitz functions is employed. With the usual definition af Lip(Q;p) for

Tn the conclusion is that

s >

1r
P

+ a p-lP n

/

",

However if the multiplicative definition ,of Lipschit~ functions is used,
.

then the conclusion can be strengthened to read

(vi) .



p •
B > .P+Ctp-r

J
The last section of this chapter deals with the special case

where f ;'s in' L2(T) and 0 < a < 1. It turns out in this case that the

results can1Je DjJt in a reversible form (which is the analogue of

Titch~arsh's theorem 85).

Chapter three is pevoted to the study of Fourier transforms of Lipschitz

func.tions on compact metrizable 0- dimensional groups. In 3.1 we

collect some basic material' on~harmon-ic analysis on groups for further
t ,

reference.. Section 3.2·deals mainly with the ~tructure of cpmpact

metrizable O-dimensional groups; the latter part'of it is an elabora~ion of

the r.elevantp'arts of Walker's paper [27a] on Lipschitz classes on 0-

dimensional groups.

In 3.3 we combine the techniques af Walker with those of Titchmarsh.

to prove for compact metrizaole O-dimensiona1 groups the analogues of the

above mentioned theorems of Titchmarsh. Namely we prove that if f belongs
..)

to LP{G) and is in Lip(a;p)t then the Fou~ier transfo~m f belongs to lB(r),

where r is the dual group of G. As in chapter two t this chapter concludes

by examining the special case of Lipschitz functions in L2 (G).

, It ~~buld be n~ntioned that ~lthough the condition on.the

exponent in those theorems' is formulated as

p
p+~p-l

< S ~ q

"in order to make the analogy with Titchmarsh's theorems clear, we could

just as well have written

(vii )
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p
e ;:> p+ap-l

'.

since ~e is con~ained i~.~Y for B < y.

/

•

"

(vi i ; ,



.,,(

;: CHAPTER I

1.1 Historical Remarks

LIPSCHITZ SPACES

Since the main purpose of the pres~nt work is to study the

Fourier transfo~s of functions which satisfy Lipschitz conditions,

it would be 'convenient to give in this chapter a general survey of

Lipscnitz classes available in the literature.

Lipschitz cl~sses have been constantly employed in Fourier

• analysis, although they appea~ in the realm of trigonometric series
,

more than they occur in Fourier tr.ansforms.

On historical grounds it is significant to observe that

lipschitz conditions have their genesis in connection with the idea of

representing a function by its Fourier series.

1n 1864, R. Lipschitz proved the following result. (We quote from

Lipschitz [14J in the translation Of Manheim [l~, 'P.62-,63]).

IlWe designate by 9 and h quantities satisfying the inequalities
~

o ~

and [we] let fed) be a function which, in the interval (g,h) remains

bounded between the positiv~ and negative values of a constant; [we

require]·that the differente

' ..
~ f(g+6) - f(g)

"



2

approaches zero with 6 [and] that the difference
..

f(B+6J,- feB), for 9 < 8 < h

have an absolute value less than the product of a constant by ~n

arbitrary positive power of 6; then the integral

f h

J
f(a)sinks dB

sins
9

has.a limit when k is incr.ea~ed indeyinitely. The limit is zero if

g i s posit i ve and IT ,p ( 0 ) i f 9 i s zero II •

2"
The last portion of the hypothesis before the conclusion was

/
/

meant to say that

If(t3+6} - f(p) I '- A -sa , (1 )

where A is constant and a > 0, which is what we know now as a Lipschitz

) .\
Dirichlet, in Crelle 1 s Journal for 1828, proved-the following theorem

condition.

-/
(Boyer [3, p.600]).

If f(x) is 2n-periodic, if for -~ < x < ~ f(x) ~~~ 0 finite numher of
,k

maximum and minimum values and a finite number of 'discontinuities, and

if

.,
I



is finite, then the Fourier series converges.to f(x) a~ all'points

where f(x) is continuous, and at jump?points it converges to the

arithmetic mean of the right-hand and left-hand ,limits of the function.

Lipschitz ~ using his theorem wh1ch we have already mentioned ~

was abJe to improve Dirichlet's theorem by proving the following theorem

"[The Fourier series for a function .p{x)] is convergent and

..

J

).

"

3

"

'.

-n

IT

!f(XldX

concerning the representation by Fourier series of a ·function with an

infinite number of maxima and miniITfl (Lipschitz [14. p.307~308j).

,.

1

I
1
i
I
1

1
!

always has

for its sum, ~ being an arbitrary small quantity. for all x in the

interval (-n.IT) when t¥ function presents its ,oscillations for certain
.

particular values of the variable and even in every case, with one

exception. where the function presents its oscillation~ in ce:tain

finite segments of the total interval. This exception occurs when 1n a
•

finite segment. although the difference

.
~(X+6) - ¢(x) approaches zero with 0,

the difference diminishes in such a way'that one can never find ,a



positive power of ~ ~hich remains superior to [the difference] for

all values of the variable contained in the ,segment. This eVidently

occurs if ¢(X+6) - ¢(x) decreases in the same manner or more slowly

"
r

than the function 1/(.)091/0).11 ...

The other main histo'rical jnstance is in connection with the

existence theorems in the theory. of differential equations, ·and

again it was .Lipschitz himself who saw the utility of condition (1)

(see Kline [13, p.717-718J). Thus if we have a certain differential

equation, then does it have a solution for given initial and boundary

conditions? This was first consid~re~ by Cauchy who showed that the

equation

,-

has a unique solution y = f(x) with the initial condition, Yo = f(xo)'

assuming that f(x,y) and f are continuou~ for all real values .of x and, . y

y in the rectangle determined by [xo'x] and [yo,y],

In 1876, Lipschitz [15] weakened the hypothesis of the theorem,..
I

his essential condition being that for all (x'Yl) and (x'Y2) in the

rectangle

there is a constant K such' that



5
­,

\

It is bec~u~e of this last condition that the eXist~nce-,\

theorem is called the Cauchy-Lipschitz theorem.

Lipschitz conditions are known sometimes as Lipschitz-Holder

conditions. In Mir~il 's paper [17] on Lipschitz-H5lder functions,

and also in other papers and books, one might get the impression that

Lipschitz conditions are just the special case when a=l, whereas Holder

conditions include the gen~ral case 0 < a ~'l. But the previ~ para­

graphs indicat~ that Lipschitz was well awar~ of them both as early as
~

1864 when" Holder was five years old [Holder 1859-1936J. We do feel ~ ~

however that the outstanding celebrity of the existence theorems made

the special tase 0=1, rather than the general one, to come to be

associated so dominantly with the name of Lip~chitz.

1.2 Modulus of continuity

Lips~~conditions are related to the concept of the modulus
.'" .. ,.

.
of continuity of ~ function, a brief account of which is given here.

,
Notations Let e(l) denote the space of all bounded continuous comp1ex­

l­
valued functions on a closed interval (finite or infinite) of R, with

• the norm
\

IlfIL.,:: sUPI,f(x)1
x E: I

For r ~ p < co, Let LP(I) denote the space of "all functions whose

pth powers are L~besgue jntegrable over I, with the norm



..
< ••

~-- - -----,_...-. ---- 6

,

--llfll p =DI~(X) IPd1
IIp

< =

For p = ~, we denote by L
oo (1) the space of essentially bounded

[i.e., bounded almost everywhere] functions on I, with t~e norm

IIflloo = ess suplf(x)! :; inf{M,lf(x)! ~ M a.e.}
XE!

-
Definition 1.; ~fE C(I) or LOO(I) and ~t w(o) = w(o;f)

= supllf(x+h) - f(x}ll
co

• Then w(o) is called the modulus of- continuity of f.

Ih I ~ 0

·continuity of f.

= wp(o;f) = sup]lf(x+h) - f(.x)ll p is cali'ed the

Ih' ~ 0 ~

Detinition 1.2
~
I

For f E LP, '1 ~ p
--./

< 00, the quantity wp(o) .

"integral modulus'of

.
The modulus of continuity w(o) has the following properties.

THEOREM 1.3 Let f(x) ~elong to C(I).

increasing function of 5,6 ~O~
,

Then (i)w(o) is a monotone

(ii) Lim w(o} = 0 .
6 ~ 0

(iii) If ili) ~ a aso
If f € LP(I), then

o~ 0+, then f is a constant.

the same properties hold for wp(o).

"PROOF See Natanson [18, p.76] for (i),(ii). For (iii), see










































































































































