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ABSTRACT .

The method of using time dependent perturbed angular
correlations (TDPAC) is used in a study of the hafnium
etom‘s environment in K3HfF7; It is found that there are

two possible electric field gradients (EFG), different in

both magnitude and asymmetry about ‘the axis of the greatest

component, at sample temperatures-belo& 250 + 1 Kelvin and

only one above. This 1ndlcates that a solld to solld phase

tran81tlon occurs at this temperature from a two site struc-

ture for the hafnium .to a one .site form. The EFG ‘asymmetry
\‘s\N\\‘T~‘\§§‘\‘\‘?ﬂ$¢hﬁ;l0W temperature. site, havipg a relative population of

BN

0.25, increases from 0.62 £ .03 to >.95 between 170 and 230
Kelvin. This can beiinterpreted as the effectAof a second
state of tﬁis hafnium .site with an energy difference of
approximately. 0.25 eV and a ‘relative degeneracy~of.approii—
mately 10-7. Such a state could\be ‘the reéqlt of &ﬁ
impurity or lattice distortion. ~ - - = o '
psing rhe K3HfF7 as a samﬁle sthdy,fthe observed

data was . operated on in a deconvolution analysis to remove

4

‘the effect of the finite time response of the.measurement

apparatusn An iterative Bayésian-.approach was found to

amplify higﬁ frequency spectral noise less than the 1inear

" inverse filter technique however the noise 1nherent.1n the-

-/
iii - .
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measured data limits the usefulness .of this tybe of analyj

€

sis. The parameters used to describe the“EFG interaction),

evaluated in a least squares fit of the theofetical expreé—
0 }‘

sion to the data, were found to be unaffected by -the gecqh—

volution operation within statistical uncertainties. -
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CHAPTER 1

INTRODUCTION

TQg method of using perturbed angular correlations
(PAC) 1is one of several available to researchers for
studying .the internél structure of matérials. It can be
used as a complementary tool to the Mossbauer technique, and
sometimes to the nuclear magnetic resonance technique, for
determining the nature of the hyperfine interaction between
nuclear elecEromagnetic moments and extranuclear electro-
magnetic fields. In the area of solid state physics or
physical chemistry this enables an inveétigator to study
properties of the electric field gradient and/or the magni-

tude of a magnetic field at the site of a probe isotope, of

which there are known to be approximately twenty-five suit-

i

s .
able to this technique. :

{

As the name implies, this effect is a perturbation
of the more commonly studied angular correlation in the
decay of an unstablg nucleus. In general it is a time-
dependent perturBation and 'is often éiven'thg abbreviated
title TDPAC. It can be observed experimentally by measuring
the distribution of time intefvals between successive emis-

sions in a gamma-gamma cascade as a function of the emission

angle. Alpha-gamma and beta-gamma PAC interactions are also
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possible but are not delt with in this study.

The TDPAC technique is not new; the first experiment <
was performed in 1951 by Frauenfelder (Fr51). The theory
was first treated by Goertzel in 1946 (Go46) and extended
later by others, notably Alder (A152), Abragam‘and Pound
(Ab53) and Frauenfelder and Steffan (Frés). The method has
been used to study crystal structure problems, magnetic and
electric interactions in insulators, & host of chemical
compounds, hyperfine interéctions in metals, structural
defects, ion implantations, liquids, gases and biojogical
materials. A rather extensive survey of recent works in the
published literature is given by Rinneberg (Ri79).

Since its introduction, measurements have become
more refined as the time resolving capabilities of detection
apparatus have improved. Sodium iodide detectors are often
used to detect the gamma emissions when decay energy infor-
mation must be retained, but the relatively slow response of
the scintillator material is responsible for limiting the
minimum time resolution obtainable,} In this thesis, the
potential of using a deconvolution approach as part of a
datg analysis to improve thg time resolution of the col-
lected tiﬁe intefval distributions is investigated. Thuis
pfocedufe involves using computer techniques to remove or
"unfold" the influence the detection apparatus has:on the

observed time spectra. Forker and Rogers (Fo71) used a
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similar approach to partially remove the effects of finité
time resolution using linear transform}theory. That proce-
dure works in principal but tends to amplify the spectral
noise component, present due to counting statistics, to
intolerable levels. The TDPAC effect is a sgcond order
effect and achieving good st;tistics (and hence a small
noise component) can require very long count periods. In
this study the Bayesian technique of spectral deconvolution,
developed by Kennett et al. (Ke78a), has been employed as it
is inherently more tqlerent of signal noige.

The pertﬁrbation effect is seen as a time varying
waveform in ﬁhe.time-inte;val spectra; the theoretical ex-
pression consisting of a sum of three cosine terms. Another
aépect of this thesis looks at a leas; squares approach to
calculating the frequency spectra of the measured data.

This techniqué allows the data points to be weighted to

accommodate a time dependent noise compodent (a fact of life

in a TDPAC study).

This deconvolufion approach has beeh used in a study
of the extranuclear environment at the hafnium atom site in
K3HfF7. A study of' this maperial is of interest because it
concerns the complex radical HfFS“, the structure of which
has been a point of] controversy in the literature. In An
earlier NMR study, Targéov and Buslaev (Ta695 suggest the

ZrF%_ ion in the structurally similar compound, .KqZrF,, may

7



occupy one of two non-equivalent positions. Lowe and
Prestwich (Lo77) performed a TDPAC study on KSHfF7 and found
that their results can be fitted to a two site model for the
hafnium atom at 77 K, while a one site model is sufficient
to describe their room temperature observgtions. In the
present study, this compound is examined in greater detail
to determine the nature of the structural transition.. This
is done by recording the TDPAC spectra for a series of
sample temperatures. At each step the fofm of the theore-
gical perturbationlfactor is fitted to the observations and
the results interpreted in light of suggested stfuctural

models.



CHAPTER 2

-THE THEORY OF PERTURBED ANGULAR CORRELATIONS |

The "perturbed angular correlation" effect is the
result of an interaction between the electromagnetic moments
of. a probe nucleus with extranuclear electromagnetic fields.
A studyapf this effegt can yield info;mation about the hést
material in the immediate area of the probe nucleﬁs. If the
nuclear maghetic dipole momgnt'is well known tken an %xact
.description ‘of the local magnetic fjeld is possible and
likewise a knowledge of the nuclear'elecpric quédrupole
momént will eﬁable a description of the electric field
gradient. In this study use is made of a well documented
ex¢ited state of 18lHf to observe the electric field

gradient at the hafnium site in KqHEF,.

This chapter interuces the equ;tions.required to
&escribe the perturbed gamma-gamma angularxcbrrelation ef-
fect and to interpre@ the information available about the
electric field gradient.

-~
2.1 Angular Correlations

When an excited nucleus decays through an interme-
qiate excited state witﬁ the release of two (or more) conse-

- cutive radiation’'quanta, the ém}ssiop angle between these

e i .

,
A
|

b U



‘quanta is influenced by the angular momentum and parity

changes taking ﬁlace in the nucleus. The radiation typés
allowed for each transition are those which satisfy conser-
vation of angular momentum laws and pafity considerations.
of importancé here is the decay of 181y¢ into 1§1Ta through
an intermediate state resulting in the emission of a gamma-
gamma 6ascade. This gives rise to an unpertﬁrbed angular
correlation component. However if the nucleus remains in
the intermediate state long enough, as is the case with
181Hf, the nuclear moments can inte;act with their environ-
menf causing the aﬂgular spin vecgor to précessf This
alters the directional dependence of the gamma emissions and

causes a perturbation in the observed angular correlation

function. .

2.2 The Unpertuigﬂd %-y Angular Correlation

| fhe nuclear states shown in the gamma-gamma cagcade
in Figﬁre 2-1 are eigenstates of the nuclear'spih angular
momentﬁm with quantum numbers Ii’ I and If for fbe initial,
intermediate and final states respectivély. The'first tran-
sition bhanges.thg nuclear angular momentum by emitting a
gamﬁa'photon with angu;ér momentum:pfl = ﬁ(fi-f); Since
fhesé are'&ector quantities, the.heceésary'sglgction rules

to conserve angular momentum for the two transitions are



/13 - I/ £ Ly £ 1 +1 ' (2-1)

ymi =m +.Ml

/T - Ig/ € Ly S 1+ I,

m = me + My
where m is the z-component of I. The angular momentum, AL,
carried away with. the elecnromagnetic radiation
characterizes the mulpipolarity, ZL, of the transition. An
additional selection rule reqnires fhat’tne intrinsic spin
of the photon be either parailel or anti-parallel to fhe
direction of propagation necause of the transverse nature of
light waveés.

The emission anéle 6 betweéen the trajectories of~the‘
.two gamma photons can be obtained by using two detectors

(each with an energy window set about one of the gammas) and

accepting only those events in which both detectors are

activated within a resolving time of order one microsecond .

! PP et
(figure. 2-2). The resulting angular intensity distribution

" has ‘been well studied and reviewed (B153 Pre2, Fr68). /Eer/
rd

the I; = 3/2%, I = 5/2%, I =7/2% transitions in 1814, the

angular correlation function is ; ’ f/’ '

W@ej - 2 AP (cos 8) , k=0,2,4 (2-2)
-~ _ N

where P (cos ¢) is the Legendre polynomial of order k and Ay

are thé correlation factors. The latter depend only on the

.J

..,.._..“r._
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Figu;e 2-1. The parity () and angular momentum (magnitude I and

z~component m) of the initial, intermediate and final

states of a nucleus for a ¥-¥ cascade decay.

o | )
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Figure 2-2. A two detector arrahgemenﬁ used to observe the

angular ¥-¥ corielation.



angular momenta involved in the transitions and can be

calculated using Clebsch-Gordan coefficients (Ro59). For.

practical experimental reasons considered in chapter 4.2,
the A4P4(cose) term is neglected here. |

In this experlment the time of the second gamma
emission is measured with respect to the first. Equation

(2-2) therefore becomes

W(8,t) = { 1 + AgPy(cos §) } e™At (2-3)

ot

and is called the time-differential angular correlation

- where A is the decay constant of the intermediate state

(0.063 ns~1y.

" 2.3 The Perturbed Differentiai¥1¢y Angular Correlation

The angular correlation of the'gamma;gamma cascade

will be  altered if the orientation of the nuclear spin

vector is changed while the nucleus is in the intermediate -

state. This perturbation is due to a coupling of the nuc-

y

~ lear electromagnetic moments with the local electromagnetic

fields and causes the alignment of the nuclear spins, ie.

. the population of the m sublevels, to“be time—~dependent

(Ra63). . This "time-differential .perturbed angular correla-
tion" (TDPAC) can be described by adding a time—dependent

. term to equation (2-3). giving

I



W(B,t) = { 1 + AgGy(t)Py(cos 8) } e At (2-4)

The function Go(t) is called the perturbatioh factor and
contains all of the information which can be obtained about
the interaction of the nuclea; spin with its environment.
There is also a G4(t) component with the Ay4P4(cos 9 ) term
which can be neglected (in the case of‘lslﬁfy

AIn this study measurements ére hade at the two emis-
sion anglé§, 90 and 180 degrees. Expressing Pz(éos 8) as
1/2(3cos28 -1) in equation (2-4) gives

s

W(90,t) = {1 - 3A,G,(t) Ye At

it

W(lso,tj {1 + AxGy(t) Je At | (2-53

fQus the angular.distributiqn function W(8,t)
depends on: )
a) the nuclear spin (I) of the intermediate state in
‘the gamma-gamma cascade and the.resulting inter-
action (magnetic dipoje, electric quadrupole or
both) and

b) whether th? interaction is 'static or dynamic (ie.
" whether the egtranucléar fields are stgtic or

dynamic). ' :
~ ThiS'étudy examines an e;ectric gquadrupole momenf.inter-

action with. an eléctriq field gradient in-a polycrystalline
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substance. Both statﬁc~and dynamic components are observed
and by‘using a powdefed source the electric field gradient
has a random orientati&h with respect to the gamma ray
emission direction.

)
2.3.1 The Static Electric Quadrupole Interaction

The presence of an axially symmetric electric field
gradient, V,, = d2V/dz2, splits the I = 5/2 intermediate
state into the twofold degenerate, Zeeman levels m = +5/2, m
= +3/2 and m = +1/2 (see figurg 2-3). Because the nuclei
cén flip amongst these levels, the perturbation factor}con—
iains’thrée harmonics of fhe fundamental frequency, w; =
SwQ, where ‘ ‘ .

eQv eQv, .,

g = .- ——— = - (2-6)
41(2I-1)h 40n

is called the guadrupole frequency and Q is the electric

quadrupdle moment. For a polycrystalline substance Go(t) is

exbressedkas (Ri79)

Go(t) = 1/35 {7 + 13cos ;t) + 1l0cos(2uw,t) + 5008(3@1?)}

(2-7)

Steffen anq Frauenfelder (Sté64) show that a completé
*description of the non-axially symmetric electric field
gradient can be made using only tvd parameters and Laplace's

equation V,, + Vyu + Vi ='O. By convgntion /sz/Zl/Vyy/

RN




Z/Vxx/ and an asymmetry parameter, n, is defined as

V.. - V
n= XX Y o o0<n< 1. . (2-8)

Vaz
Thus any electric field gra&ient\can be characterized by its

greatest component V,, and a measure of the axial asymmetry
4

1§
v

T

The Zeeman splitting of the magnetic -m states is
dependent on n (figure 2-4) and;the‘three frequency compo-
nents are no longer multiples of a fundamental frequency.

The berturbation factor becomes
3 “
Go(t) = ag +é§éan(n) cos(uw,t) ) (2-9)

with both the ampl;tude and ‘frequency of'the ;hree compo-
nents dependentVon n. The inferection Hami;toni&n‘for the'i'
= 5/2 spin state and solutions for a,(n) and w,(n) are given
iﬁ.Appendix I. Figure 2-5 shows.the Go(t) function calcu-

lated for various values of n.

2.3.2 The Dynamic Electric'Quadruﬁqle Interdction

A continuously vary1ng field grad{?nt in magnitude
‘or directlon, may eliminate the angular correlation comple«‘
tely. The randomly fluctuating field prevents the existence
‘of a euantiZﬁtion exiS*far which the papulation,of the m
sfates may'remain censtant. Eventually all m states are

equally populated and the directional correlatipn is
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35/2
' hw, ;
/ 1° fml’:
Y .
125/2 Y v t3/e
X — L——t1/2
'
figure 2-3. The I=5/Z state is split into the degener;ta
‘ Zeeman levels. ¢ '
12 ¢
10 572
8t
6 +
- 1 hw
4t 2
2 ¢ LI
ﬁwQO B , z3/2 .
-2
4T it
-6 }
-8 i .
0 | X :
e —t 2 /2
-12 b
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. .
Figure 2;4 The splitting of the Zoeman lovels Ae a

function of n the asymmetry pcramekér.
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Figure 2-5. The perturbation factor, GZCt), for

7=, .33, .67 and 1.B with§=0.
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A
isotropic.

Steffen and Frguenfelder (St64a) discuss an exponen-
tial decay of Go(t) in time (often called the theory of
Abragam and Pound) corresponding to a relaxation constant

Ao Gerdau et al. (Ge73) found such an effect in room

temperature studies of the similar compound (NH4)3HfF7.‘

Winkler (Wi73) gives a more detailed treatment of the matter

and also suggests an exponential dependence. ¢

The perturbation factor for a dynamic electric quad-

rupole interaction is therefore
6d(T) = 65(t) ekt (2-10)

where Gg(f) results from the static interaction given in

equation (2-9).

t

2.3.3 The Effect of a Finite Distribution in. Vzz

Until now it has been assumed the electric fiéld
gradient has only one well defined value. Crystal impuri-
ties and imperfections or possiSly atomic recoil following
neutron irradiation will‘pfoduce a range-of sz values at
the hafnium location causing a spread in the observed funda-
mental'frequenc§. The shape.of this distribution cannot be
known precisely however & gaussian is considered here; it ;s
both reasonable from a phy§ical.point of view and the sim-

plest mathematically. Lorenztian and rectangular distribu-

v — s o Y
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tions have been suggested as possible candidates by other
workers in éeparate séudies. Iﬁ a later chapter, an attempt
is made to simulate the V,, distribution and it is shown
that the Gy(t) function is not shape sensitive for the
narrow spreads observed in this study.

The effect of the frequency spread can be calculated

tﬁy evaluating a frequency aGeraged perturbation factor (2-9)

' (St64b)

./&Z(t) P(w) dw
fP(w) dw

Go(t) = (2-11)
where P(w) is the frequency distribution. For a gaussian
spreaa characterized by &6, the relative width, the
perturbation faéfor is
3 2 :
Gy(t) = &g * 2;1 a (n) e~ 120800 8) ooy ), (2-12)

Examples of Go(t) for a selection of § values 'with n= 0 are

illustrated in figure 2-6.

The stétic electric quadrupole ihteraction can
thusly be probed by making a least squares fit of wj, nand
§ in (2-12) to the collected data.

As will be seen later, situations may exist in which
the -hafnium atoms populate one of two possible dfys?al

sites. If each has a different electric field gradient, the
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A2G2(t)

- Figure 2-6. The perturbation factor, 6,CL), for
© 4=8, 8.1 and 8.4 with n=0.
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observed perturbation factor will be a weighted superposi-
tion of the two Go(t) functions, ie.

G5(t) = p GACt) + (1-p) GB(t) (2-13)
where p and 1-p afe the population probabilities of site A

and B respectively.

e

AN



CHAPTER 3
DESCRIPTION OF THE EXPERIMENT

3.1 The Hafnium Source

181Hf is widely used as a probe nucleus in perturbed
angular correlation studies because the intermediate state
in the gamma-gahma cascade has a number of desirable charac-
teristics. These include
a) a large Ay term resulting from the unperturbed
angular correlation,
b) a large and well known electric quadrupole'moment
(+2.5 + .2 barns),
c¢) a half life long enough to make time differential
méasurements (10.8 nsec, although longer would be
better). and
d) cascade gamma emissioné Qith pure (almost)
multipofgrities to keep the higher order terms
Gy4(t),... small enough to be neglec%ed.
The gamma spectrum and decay scheme for 181Hf are given in
figure 3-1.. |
~Rinhberg (Ri79) lists the relevant properties of
181yf to TDPAC studies and ‘compares them with 22 other
. nuclei which have been used in other studies repofted in the

literature. o . -
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3.1.1 Sample Preparation

This work was not involved with the chemical pre-

paration of the KgHfF, source. Details have been reported
\

elsewhere by Lowe (Lo76). Suffice it to say here that it

was prepared as an inactive powder and sealed in a quartz

vial. The purity was confirmed with an x-ray diffraction

analysis; These x-ray photographs also showed the sample to

be isomorphic with the similar compound K3ZrF7.
For this work the 6.8 mg sample was irradiated in
the McMaster Nuclear Reactor in a neutron flux of 1013 n/s

cm2

for several hours giving a 181lyy activity of approxi-
mately 1Q/ACi. isle is the most abundant isotope of haf-
nium (35%) and has a capture cross section of 12.2 barns.
Background acti?ity from other isotopes was negligible‘after/

a short "cooling" period.

3.2 The‘Sample Chamber

e 3

The hafnium compound was placed in an evacuated
aluminum 'structure. This 'allowed precise temperature con-
trol while maintaining a large counting solid ahgle
(detector-source distance of 3.5 cm) as showﬁ in figure 3-2.
The sourqg was placea on a copper cold finger which extended

out of the evacuated chamber into a bath of efhyl alcohol.

i A Neslab CC-100f CryoCool unit cooled the alcohol to 180

*
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Kelvin which in turn cooled the source to 210 K. For mea-
surements below this temperature, the alcohol bath was
replaced with a liquid nitrogen dewar (77 K). The tempera-
ture was monitored with a copper—constantan thermocouple
placed in heat conducting silicon grease next to the source.
A constantan heéter coil was wrapped around the copper
finger 5 mm below the source.

The chamberlwas evacuated to 5 x 10-8 torr with a
mechanical piston pump and an o0il diffusion pump in series.
This kept the thermal conductivity of the air low to mini-

mize heat transfer into the source. Air pressure was moni-

tored with an ionization type pressure guage.

3.3 'Sample Temperature Control

The heater coil current was controlled with a
feedback circuit to keep the sample temperature constant.
The current, proportiqnai to the error signal (ie. the
difference between the thermocouple reading and a preset
reference voltage), Qas delivered to the coil by a progfgm—
mable power supply. Coarse temperature adjusfﬁeﬁts were made
by setting the reference voltage and fine adjustmenté were
made with the feedback gain control. Fiéure 3-3 is a sche-
matic of the temﬁerature control circuit and figure 3-4

shows the circuit used to ﬁrocess the feedback signal.

A continuous record was made of the error signal

e o A o s g I
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magnitude on a strip chart recorder. This was related to
the sample temperature variation and used to estimate the
experimental uncertainty. The reference voltage was derived
from a Hewlett Packard null meter using a mercury battery
with high voltage stability. The absolute sample tempera-
ture was measured with a high impedance digital voltmeter
directly across the thermocouple.»

A large feedback gain in the control cir;uit is
desirable for precise temperature control, however an exces-
sively large gain will cause the system to become unstable.
This problem was avoided by placing the heater coil physi-
cally close to the sample (and.hence the thermocouple) to
keep the thermal delay small and by adding a low padss filter
to the feedback control circuit. The filter cutoff
frequency (0.3 Hz) was decided upon by making a Bode plot of
the system open loop gain and setting the gain low enough to
ensure stability (Do74).

A voltage comparator wa§y used  to produce a logic
31gnal when the heater current fell to a -preset small value.
ThlS .was used as an 1ndlcator that the liquid nitrogen (when
used) level was low and disabled the counting scalers apdh

Bl

analyser.
+

With this arrangement of é cold finger and -heater,

the KgHfF, sample temperature was controled continhbusly
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from 130 to 320 K.

3.4 The Detectors : Time Resolytion Considerations

The detection apparatus consisted of Nal scintilla-’

tors and . the associated photohultiplier tube§ and detection
electronics. The choice of detectors is made.as & compro-
miée between good time resolution aﬁd high deiection effi-
ciéncy. Germanium'detectogs have excellent energy reso-
lution but are expensive, have low detection efficiencies
and me@iocre time resolution in the 5 to 50 ns range (eg.
see MK68). DPlastic scintillators’have excellent time resol-
ving capabilities due to a scintillation decay time of about
2 1is as compared‘to 250 né for Nal, however the predominant
gamma-ray interaction in the low Z number plastic is Coﬁpton
scattering. The energi spectrum obtaiﬂed consists o§ a very
small photopeak superimposed on a large Compton continuum.
Almost no energy information canlbe determined and so the
‘482, 346 and 133 keV gamma peaks emitted in. the decay of
181Hf Pan not be resolved. This,Wogld pfoduce an undesir-

able large prompt peak in the time spectra background.

D
Sodium iodide scintillators offer nanosecond timing and

approximately 25 keV,energy‘resolution.

Boulter (Bb?l);§howed experimentally that for mini- .

ﬁum time resolution it is necessary to keep the scintillator

crystal small-in both the 133 and 452.keV energy regions;

\
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This is to keep the number of internal reflections of scin-
tifiation photons in the crystal small'to minimize the time
dispersion of 1light coilection. He experimentally verified
theoretical expressions for Nal time resolution found in the
literature (for example see Bi64, Do70, Wa70 and 5i167) for
crystﬁl diameters up to one inch. His estimates for the

best possible full width half maximum time resolution, I', in

the region E >40 keV are given by the expression

: T h(r+h)
2 } (3-1)

r* = —E { 4Aln(2)rl + 2% ——

pE‘ rv
where T; and T9 represent the exponential rise time of the
phototmultiplier tube (0.33 ns) and the scintillator defay
time (220 ns) respectively, p the number of photoelectrons
(created per keV at an energy of E keV (10), v the velocity
of light in Nal (¢/1.77), and h and f the crystal heiéht and
radius.

For scintiliator crystals much more tpan 1" in dia-
meter, the dispersion in t;me of the collection of pho;o-
cathode - electrons b& the first dynode becomes significant.
éinée a 1§rge portion of the cathode surface area is being
;ligminated,fthere ié a finite spread in the cathode-dynode
path léngfh. A difference of 1/2 cm in 2 cm of electron
acceleration distance will prodﬁée a spread of ébout 1 ns in
a total of 4 ns transit time. This varies with photomulti-

-,
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plier tube design and operating voltage but can be more
significant than equation (3-1). A further dispersion that
is harder to estimate is introduced with large crystals due
to electric field inhomogenities and edge effects in the
éube.

In this study a 2" diameter by 1/2" thick Nal crys-
tal on & RCA 8850 photomultiplier tube and a 2" diameter by
2" thick crystal with a RCA 8575 tube were used for the 133
and 482 keV detectors respectively. Both of these tubes are
well suited for timing experiments because of low noise
characteristics, high gain and a fast rise time of about 2
ns. The scintillator dimensions are such that each will
introduce a similar time resolutjon limitation. The 133 keV
detector was covered with a 0.8 mm cadmium absorber to
filter the low energy:x-rays and the 482 keV detectors were
covered with/S'mm lead absorbers to reduce the intensity of
the 133 keV égqu—rays. Each pho%omultiplier tube was wrab—
ped in a p-metal sheet to shield stray magnetic fields from
interacting with accelerated photoelectrons in the tubes.
The observed full width half maximum time resolution was

2.1 ns.

3:5 The Electronic Arrangement for Coincident Counting

A circuit configuration called a "fast-slow coinci-

dence" circuit was used in this experiment. It consists of

»
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a slow coincidence detection arrangement between two detec-
tors with microsecond time discrimination to isolate a decay
in which bath gammas in the cascade pair have been detected
and a fast coincidence arrangement to measure the time
interval between emissions with nanosecond discrimination.
Figure 3~5 is a schematic of the three detector fast-slow
circuit used in the experiment. The fast anode current
pulses,‘indicating the initiation of a scintillating event,
are converted into standard fast logic pulses with leading
edge discriminators. The discriminator thresholds are set
as low as possible above the noise level for minimum - time
resolutioq (Bo71). The discriminatdn pulses hark the start
and stop events and are connected to the start and stop

inputs of a time tolamplitude converter (TAC). A TAC as a

circuit which produces an analog pulsée whose height i$§

' proportional to the start-stop time difference. This pulse

is analyzed in a multichanel analyzer which accumulates a
histogram of observed time intervals.

The slow coincidence circuit makes use of the Slower
dynode pulse whose amplitude ‘is proportiqnal to the gamma-
ray energy. After amplification, fhe energy pulse from each
detector is analyzed with a single channel analyzer. Simul-
taneous detection of .a 133 ahd 482 keV gamma-photon corres-
ponds to an "and" condition and is used to géte the fast

coincidence side.
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Figure 3-5. The three detector fast-slow coincidence circuit:

The scalers and analyzer are also gated by an endble

signal from the temperature control circuit.
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Using th?ee detectors instead of two doubles the
effective counting solid angle. ' This'allows simultaneous
collection of spectra at both 90 ﬁnd 180° emission angles.
The start and stop signals were combined so that only one
TAC, linear gate and pulse height analyzer were required,
and then routed after digitization in the analyzer into
separate memory halves with a routing signal. In this way,
both spectra were subjected to identical electrical proces-
sing and suffered the same drifts and non~lihearities al-
lowing for a direct comparison when calculating the pertur-
bation factor. Stabilized amplifiers, which have a self
adjusting gain control, were used in the slow circuit to
prevent gain drifts during the extended count periods.

The dead time of the TAC is controlled by the start
pusle rate. In this experiment the 482 keV detector had the
highest count rate and so was used as the stop éignal. A
cable delay of about 20 ns‘was inserted to Ehift the speé—
tral time zero well above the analyzer threshold so that the

chance coincidence count rate immediately before an event

- could be determined for background subtraction.

. The total ﬁumbér of counts accepted by the single
channel analyzers was recorded with a scaler for each dgtec-
tor. These were used to normalize the spectra Sefore calcu-'
lating the perturbation factor. Two spgétra were collected

simultaneously iq a series of daily runs. The positions of
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the two stop detectors were exchanged each day so that when
a series of iuns were summed, any systematic differences
would be common to both 90 and 180° data and tend to cancel

allowing a direct calculation of the perturbation factor.

. o e -
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CHAPTER 4
INSTRUMENTAL EFFECTS INFLUENCING THE MEASURED

PERTURBATION FACTOR

In addition to the statistical errors associated
with the measured parameters in a DPAC study, severalvfac—
tors can lead to systematic errors. Karlsson (Ka7l), Wagner
and Forker (Wa69) and othe}s have summarized and commented
on some of these from time to time. This chapter examines

effects that.are relevant in the present context.

4.1 Finite Time Resolution : System Response

The effect of the finite time resolution of the
experiment apparatus can be represgnted mathematically as
the system impulse response function Rktj (see chapter 5.3).
It can be measured directly by observing the positron decay
of a 22Na source with the fast-slow coincidence ciréuit.
The emitted positrdn~anihilatés with an electron and pro-
duces two Sli'keV gamma-photons 180° apart within 5 ps (due

to finite source dimensions only) of each other. The SCA

'energy windows are set at 133.énd 482 keV to correspond to

'experlment conditions so that only Compton scattered radia-

tlon in the. scintlllators within these windows is accepted.

Flgure 4-1 shows the resulting prompt peak (ie. response

34
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Figure 4-1. The system response function measured
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function) from which the full width half maximum time reso-
lution (T ) of 2.2 ns is me;sured. The peak closely approx-
imates a gaussian curve although it has a slightly steeper
slope on the right hand side reflecting slightly better
resolution with the higher energy stop detector.

An indirect measurement of the response function can
also be made from measured data. Referring to equation (2-
5) the "true" data T(t) can be defined as

T(t) = W(180,t) + 2 W(90,t) = C,e~ "t (4-2)

_and the corresponding sum of the measured data after back-

ground subtraction is given by the convolution integral

equation

-

M(t) = fT'(t-t') R(t') dt'

-

—T;,e*“f e*' R(t') dt'. : (4-3)

-

Differentiating and solving for R(t) gives
d ‘
R(t) = — M(t) +~ AM(t) ’ (4-4)
dt
. |
from which the response function can be found by making a
least squares estimate of A for t> 2 (to avoid edge ef-
fects). Figure 4-2 shows a typical prompt peak obtained
with equation (4-4). It suffers from a greater noise com-

ponent than the direcﬁ method but offers a simple test of

»

~
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the actual resolution of a measured spectrum.
A gaussian response has the effect of attenuating
high frequency components in the perturbation factor Go(t)
-w? 12 . .
by the term e "n where T is the standard deviation of
the gaussian curve given by 2.35 . The appropriate correc-
tion must be made to the least squares fitted function,

~

equation (2-12).

4.2 Finite Detector Solid Angle

The finite counting solid angle of. the large Nal
detectors has the effect of smearing the aqg&lar correlation
dependence. Rose (Ro53) was first t& report that this
effect attenuates the magnitude of the correlation factor

(A in equation 2-2) but not the form. The attenuation

factor, Qk(i) fér detector i, can be evaluated as

S,
I (1)

Jo(i)

Qe(i) =

where

Y ‘ .
I ==f Pg(cos 0 )(1-e *(B)ysinpdas (4-6)
0

and where x(B) is the distance traversed by the radiation
incident on the crystal at an angleB with the axis and v is
the maximum half -angle subtended by the detector. Gardner
(Ga69) showed that to a first order approximation the opti-

mum value for the maximum half angley is about 45°, corres-
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ponding to a source-detector distance of 2.5 ¢cm. Physical
considerations restrict this to 3.5 cm in the present work.

The corrected angular correlation factors, Af, found
by numerically evaluating equation (4-8) are shown in table
4-1 with the Legendre polynomials evaluated at the two
emission angles 90 and 180°. As noted, Ay is much less than
AZ’ justifying the approximation of neglecting the fourth

-order angular correlation factor in equation (2-2). !

4.3 Time Scale Calibration

The absolute calibration of the time axis is
reguired for an absolute measurement of>the electric field
gradient.' This function was performed with a TACkcalibrator
circuit designed by Boulter (Bo70). The circuit proquces
start and stop pulses for the time to amplitude cbnverter at
intervals which are even multiplés of a stable 100 Mﬁz
crystal c¢lock period. Figure 4-3 shoJé a typ;callcali-
bration %pectrum. The peaks are 10 ns apart and a least

squares fit of time to -the peak centroid channel number gave

the calibration as 0.1734 + .0001 ns/channel. Inter-peak

. spacing was uniform to within 1% indicating an insignificant

level of gystem non-linearity.
The timescale calibration ‘was checked every few\dgys

. during each serles of runs and found to vary by 1ess than

0.7%. This is consldered negliglble compared to statistical




ORDER (k)

Table 4-1.

Ay Py (c0s90°) P, (cos180°) Qy
1 1 1 1
-0.297 -1/2 .1 .62
-0.069 3/8 1 .17

40
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The angular correlation factors A, corrected for

.finite detector width are shown with the

Legendre polynomials evaluated at emission.

angles of 90 and 180°. “

i
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errors in the measured data.

4.4 Accidental Coincidences (Background)

The desired coincidence spectrum in a TDPAC study is
superimposed on a background of accidental coincidences. If
this background count rate is low, it has the form exp(-lbt)
where A, 1is the probability per unit time of a chance coin-
cidence. Lowe (Lo76) showed that in general the correlated
and chance distributions are not independeﬁt but .interact to
suppress the background level corresponding to time inter-
vals greater, than those associated with the correlated
eveﬁt. This comes about because the TAC can respond to only
one stop signal per start event.

The shape of the background before and after a
prompt correlated start-stop event, Nj;(t) and No(t), can be

Ny(t) = NjeRT t<t, e

No(t) = Noe Bt = (1-F)N1e“Rt oty
where F is the probability that a correlated start-stop
event has been detected and R is the stop event count rate.

In a TDPAC study the correlated events are distributed in

time and F becomes an integral expression."The resulting

.observed time~interval distribution is the.sum of C(t), the

correlated time-interval "distribution, weighted by the

probability that a background event has not been-detected
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and U(t), the uncorrelated distribution, weighted by the

probability that a correlated event has not been detected.

ie.
N(t) = C(t) 31 - G(t)§ + U(t) gl - F(t)g (4-8)
where t
C(t)dt
F(t) = | e
N
0 s
t
U(t)dt
G(t) = -
N
0 s
U(t) = Nje Rt = N_Re~R?

and Ns = start rate. An iterative solution for the cor-
related time-interval distribution, tested €xperimentally by

Lowe, is

t
N,-N C4(t)dt
1Ny
Cip1(t) = N(t)e Rt _ Ny { 1 - 0J 4-9)

N - -
1
{Cj(t)dt

where N; and N, can be determined from the background with
equations (4-7) before and well after the correlated event
respectively. Lowe showed that one iteration of (4~-9) is
usually suffiqient and the result is very insensitive to the
initial estimate of C(t). It was approximated as ﬁ(t) in

this study.




CHAPTER 5

DATA. ANALYSIS

The ultimate aim of this study is to make an accu-
rate estimate of the parameters describing the electric
field gradient. This is done by making a least squares fit
of the parameters in equations (2-10), (2-12) and (2-13) to
measured data. An effort put into a pretreatment of the
observed information (before the least squares fit) can be
rewarded with a reduction in the number of free parameters
fitted. Fewer‘parameters means a reduced chance of an
erroneous fit and greater confidence in the fitted values.
Several au£hors have used this approach before to varying
degrees. Gardner and Prestwich (Ga70) and Gerdau et‘al.
(Ge69) have made Fourier Transform analyses of perturbation
factors. In both cases the results were used only as a
first estlmate of ‘the frequency components in a least
gquares fit. Forker and Rogers (Fo71) discussed limitations
in the'usefulness of the Fourier method and used a linear
inverse transform approach to partially reméve the effect of
finite time resolution on the time spectra. Reddy (Re70)
discussed the interpretation of results from spectral
dénsiFy measurements'from a4 more theoretical gtandpoint.

In this study the data analysis process has been

44
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divided into four steps:
a) extraction of the perturbation factor Gz(t){
b) a Fourier analysi§ to determine the frequency
components in Go(t),
¢c) a deconvolution analysis to remove the response
4 function of the equipment used in -the experiment
and
d) a least squares fitting of the G2(t) function to
estimate the parameters.
This section provides a short description of some techniques

used. The results are presented in the {ollowing chapter.

5.1 The Fourier Transform

A Fourier transform is a linear transformation from
one domain (often the time domain) to another (often the
frequency domain) or vice versa. It has a very'general
application, -however in this work we are interested in the
frequency spectrum of a time varying waveform. The trans-

formation can be defined as

F(s),=ff(x)e“iz"”‘s dx

- 00
-

£(x) = /F(s)eiz’fxs ds‘. (5-1) .

-o0

where x and s are conjugate variables in the two domains. A

useful .quantity is the power spectrum /}*‘(s)/2 as it is a

-
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measure of the energy associated with each frequency compé—
nent. A practical and:intuitive descrﬁption of the Fourier
transform with reference to applications is given by
Bracewell (Br78) and others.

| In most computer applications the above integrals
are not solved analytically but an efficient numerical rou-
tine, often referred to as the "discrete fast Fourier trans-
form", is used. Details on it can be found in any text on
the subject. Figure 5-1 is an illustration of thé transform
of a simple waveform calculated with a discrete fast Fourier
transform routine.

5.2 An Alternative Fourier Transform Using a Weighted Least

Squares Approach

In most applications data to be -transformed contains
some sort of statistical noise. If the‘nqise component is
constant across the sample set the disérete'trﬁnsform dées
as well as is possible under the noise conditibns.. There is
no (practical) way of weigﬁting data to accommodate~a noise
component that' varies. fhe following section desgribes an
alternative transform that will prodgce_the frequency power
sﬁéctrum with an arbitrarily weighted emphasis.

Consider Sk(t) as an dpproximation of some function

f(t) over the space -T/2.{ t  T/2 where

-3
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a) fCt) = 1 gin(St) + .75 sin(iBt) + .5 sin(20t)
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b)> its transform in the frequency domain.
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k
Sp(t) = ag + JEA(ancos net + bpsin nwt). (5-2)

S(t) 1is then a finite Fourier series with (2k+1) terms.

The weighted mean error is given by

T/2
1 /r 1 2
Ep = — 3f(t) - Sk(t)f dt
T JAt)
-T/2
(5-3)
T/2
1 1 k k 2
= - f(t)-apn-) acos(nuwt)-Y b .sin(nwt) dt
T /of(t) ’ 024'n 20
-T/2

where l/ozkt) is the assigned weighting. 1In the simpler
case where o(t) is constant in time, minimizing E; by making
a least squares fit of ag and a, to the data produces the

result (Hs70)

N T/2

dE, 2
— = 0=2a5 - — f(t) dt
dao T

-T/2

T/2

dEy Y 2
— =0=a, - ~ f(tiéiros(nwt) dt
da, ) T =

-T/2 (5-4)

) T/2 ‘
dEg 2 '
— =0=Db, - — f(t)) sin(nwt). dt.
" dby T r/2 n=

If Sy is a simple series approximation with only one har-

monic term then the a, and b, terms are recognized as being
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Fourier coefficients. In this way the transform can be
calculated by making a least squares fit of ag, a3 and bl to

f(t) as a function .of w. The weighted transform of a dis-

crete data set with arbitrary weighting o; is calculated by

differentiating equation (5-3) and calculating the power
spectrﬁm as P(w) = a%(m) + b%(w). Figure 5-2 shows a com-
parison of the discrete fast Fourier and weighted Fourier
power spectra. ‘The latter is more tolerant of spectral
noise because the higher frequency components are filtered
in proportion to the statistical uncert£inty. Frequency
resolution can become very poor if(zf covers a large dynamic

range. In the present work the miﬁimum weighting was res-

tricted to 1% of the maximum.

5.3 The Convolution Integral

The convolution integral is related to the Fourier
transform as it is the operation in the time domain analo-

gous to multiplicalion in the frequency domain. .Using the

notation of Bracewell it can be defined as

o0

M(i) = ./[f(u)g(x-u)du = f *xg - (5-5)

- .0

in the time domain and as

M(s) = F(s) G(s) , - (5-6) .

in the frequency domain. It is the mathematical desériptipn
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a) f(td=cos(Bt) + cos(i2t) + cos(I8t) + noise(t
for B <t <2 . )

=t

-~
’
o
o~ > S

b) The weighted least squares power transform of f(t).

LIqyJﬂLJ‘thunduJ]JpL~;dﬂaﬂbaﬁ_rJHu;Jq‘L“h_guﬂrL_pfJjﬁrh~5

¢) The discrete fast Fourier power transform of f(t).

Figure 5*2.;A comparisén'of'ihg weighted least squares Fourier
transform with the discrete fast Fourier method

for a data’set with d time #ependant\noise component .

1
1
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of "folding" one function through another. For example, if
g(x) represents the true perturbation factor T(x) (that
which would be measured with ideal equipment and perféct
time resolution) and f(u) describes the response character-
istics of the instrumentation R(x) then the measu;ed spec-

trum can be expressed as

«0

M(x) = fR(x—x')T(x)dx' + N(x) (5-7)
= J{ﬁ(x‘)T(x-x')dx' + N(x)
- -
and M(s) = R(s) T(s) + N(s). (5-8)

N(x) iz the noise component normally due to counting statis-
tics. figure 5-3 shows a simulation of the perturbation
factor combined with an exponential curve as described by
equations (2-5) and (2-9). The simulation of the "measured"
spectrum is obtained by letting R(%) be a gaussian éurve
with a width equal to thé time resolution of the apparatus.
In addition to adding a noise component, a more realistic
simulation can be generated by letting R(x) be the measured
system response to an impuise stimulus which may not be
gaussian; |

5.4 Deconvolution Techniques N . Lo

The intent of a decouvoluf;on analysis is to remove

the system résponse function from measured data to make an

<l
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estimate T'(x) of the "true" information. This is the
inverse operation to convolution and in the frequency domain
is expressed as

M(s) N(s) N(s)

T'(s) = + = T(s) +
R(s) R(s) R(s)

(5-9)

In principal this expression can be evaluated uniquely for
T'(x) however the noise term N(s)/R(s) leads to a variance
in T'(s) proportional to 1/R2(s). For a gaussian response
function of the form e~X with the transform e~S° the noise
contribution is ezszN(SB whigh becomes excessively large
very quickly with s. This is the limiting factor in the
usefulness qi%gthe linear approach.

. An a&ternative non-linear technique has been repor-

ted by Kennett et al. (Ke78a, Ke78b, Ke78c) and applied to

the analysis of gamma-ray spectra. It is an iterativé

approach based on Bayes' theorem dealing with probabilities -

and as such assures positivity of solution. Both techniques
conserve area but while the linear result may contain random
large negative values and hence a large positive noise

component, the Bayesian alternative is always positive, res-

tricting noise growth. Suppressing noise growth is impor- |

tant in this study where the perturbation factor is a second4
&, " N - /
§

order effect and good éounting.statistias require very long

count periods.

'

{
?
!

¥
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Following the matrix notation of Kennett et al.,

each iteration can be expressed as

T{*+) = pfn) Z i oy -
k %:Rk,j T§ ﬁ;//_/

which is easily adapted into a computer routine. The first

M
1k (5-10)

estimate of T; is taken as the measured data M(x) and with
each iteration Tin) more closely approximates the "true"
information. For comparison with the linear deconvolution

technique, equation (5-10) can be re-written as

M(x)

T(0+1) (xy = (M) (x) R(x) B -
» R(x)*T(M) (x). (5-11)

’

in the time domain where * and @represent convolution and
correlation operationé respectively. Kennett et al. show in
(Ke78a) that solutions to equation (5-10) will converge
about - the "true" data and in (Ke78b) discuss noise growth.
As an illustration, the daéheducurve of figure 5-3
has been deconvolved usiihg equation '(5~10) and .shown in
figure 5-4. The perturbation factor beéomes‘more'clearly
resolved as the effective time resolution improves with

iterations. The merits of this are self evident and become

'incféasingly_impontant when high frequency components are

present. 1In addition, the speétrum slope at 'time zero be-
comes steeper allowing for a more prgciée'estimate of the

-
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Figure 5-4. Bayesian déconvolption of a
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true time zero channel. The benefit of this is discussed in
the next section.

The only distortion is seen-as an oscillation near
t=0. This may have to be tolerated as it appears to be a
consequence of the improved but still finite frequency spec-
trum. A similar effect can be generated by filtering a
simulated "true" data spectrum with a sinc function thereby
removing the Qpper half of the freguency components.,

Figure 5-5 shows a similar spectrum deconvolved
using the linear inverse transform technique given in
equation (5—?). The larger noise component N(é)/R(si

quickly masks the perturbation factor restricting the use-

"fulness of this method. No further use was made of the

linear inverse transform.

5.4.1 Deconvolution for the Time Zero Channel

It.is common practiée in TDPAC studies to estimate

. the time zero position as the chann€l with one half of the

maximup exponential height. This channel isfuséd as.a

"~ reference for aligning the‘spectra collected gt the two -

emission angles. Due to the finite equipment time-resolu—

. tion this approximation can have a significant error if the

perturbation factor contains sufficient detaii'near‘tzo.

‘The usefulness of deconvolving.data beﬁ%re estima-

{

ting the time zero channel was studied by simulating spectra

-
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a) Simulated test spectrum

with spectral noise added.

b) Deconvolved spectrum using the

linear inverse filter

technique.

¢) Deconvolved spectrum using 8
iterations of the. Bayesian
technique.

) 3

Figure 5—5.\C9mponison of the linear Inverse filter

decoq§olution with the Bayesian approach.
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for both emission angles and calculating the difference in
the half maximum channels as a function of the Bayesian
iteration index. This alignment error is plotted in figure
5-6 as a function of the time resolution 71, exponential
decay constant A, and Go(t) fundamental frequency wye All
but'Eare expressed in terms of tfor generality which was
chosen és 6 channels to coincide with the experiment time
resolution and to give sufficient detail near time zero.
‘The ratio A /twas varied froﬁ 1/4 to 1/1024, covering decay
times of all nuclei popular in TDPAC stﬁdies.

In all cases the error has been reduced substantial-
ly; the best imﬁrovement occurring when Gg(t) has a low
fundamental frequency and the decay constant is small (long
half life). The simulation closest to actual experiment
parameters showed an error reduction from 1.0 to 0.2 chan~
nels. The alignment error in real data was studied by
deconvolving the fifteen pairs\of collected épectra and’
comparing the half maximpm‘channels before and'after the
deconvolution process. In agreement with the simulation

. study, all cases showed an error of one channel.

This result suggested'that after aligning the half
maximum points an additional one channel shift of the 180°
Spectrum towﬁrds increasing time'was required. -This is a
small correcfion (about 1/6 T) but has a significant .effect

.near t=0; ?igure 5-7 shows this shift is almost. completely
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,~ Figure 5=6. Time zero alignment error as a function of tha -

z

" Bayesien iteration index. C= 6 chanbelc.
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Figure 5*7..The,per£urbg{ibn factor is shown as E?lculaied
with and without the extra one channa! shift

~ of the 180° time~interval spectrum.

Yy
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responsible for the undesirable upwards curl of the calcu-

lated Go(t) factors seen in all undeconvolved spectra.

5.4.2 Deconvolution of the Perturbation Factor '

The distributive law of the convolution integral
rallows one to deconvolve either the collected spectra before
calculating (t) xamined in the last section or the
calculated G,o(t) function directly. Both avenues were ex-
plored{gire, however the latter was preferrq@-because it did
not involve a sharp discontinuity near t=0. To be compatible
with the collected spectra in which four adjacent channels
- were summed during the analysis, the time resolution in the
following tests was reduced to 6/4 = 1.5 channels. To'
" accommodate the Bayesian'apiroach,‘;he Gz(t) spectra were
given a positive bias so. that all values were sufficiently
' posit?ve to allow growth of the negative going éxcursions.

A typieal perturbation facgor consists of three
frequéncy components. To be useful, :the decon?olution
operation must restore the proper dmplitudes to each compo-

nent without introducing any significant amblitude distor-
tion. A test of  the Bayesian routine was performed by
examining the Féurier'péwer spectra of a seriés of -decon-
volved-simulated Go(t) funé;ions. A fﬁlly reconétfucted_
'signa} will éohtﬁin tﬁe'sameifréquency detgillas the. initial -

"true" function. Figure 6-8 is %? illhstﬁafiqﬁ of a.

N

Y N
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Figure 5-3 The simulated perturbailon facior Ca) is

. convofvad (b, and Ehen dcconvolved e with 15 ltaralionv.
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simulated pprturbation factor during one such test. It was
created an& convolved with a gaussian curve before being
_deconvol;ed with 16 iterations of the Bayesian method.
Figure 5-8 (a) shows the initial test function, (b) shows
the convolved and (c) the deconvolved forms. Examination of
‘fhe Fourier spectra show the frequency amplitudes have been
fully restored without overshoot. This is best character-
ized by measuring the frequency response of the process.
This can be interpreted as the gain of a convolution and
dgconvolutfon opera£ion in succession as a function of sfgf
nal frequency. Figure 5-9 is a plot of éaiﬁ vs. frequency

reéulting from the above: series of tests. The linéarity of

the process at low frequencies and the smooth Jdut-off at

Y

higher frequencies are very noteworthy% This bandwidth

1

ihprerment can be characterized in terms of the -3dB.

frequency (the pdint at which the amplitude drops to I/VE-ot
the zero freéhency value) and.is directly related to the
{actor'of improvement in the effective time fesolﬁtién shown
in figuge 5-10.

- 1f the .spectra contained little or no statistical
noise, each coul@ be deconvplved untii‘thg desired/improve-

k] ’ . . . ‘
ment was obtaineds In practice,- high frequency noise grows

mpfe quickly thgn signai recqnstrugtion and sbme optimum
number of iterations must be chosen. If the fingl true form

. of the perturbation factor were knowﬁ.é priori, the'éut-pfff

[
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- Iteration Index

Figure 5-18. Factor of {mprovement in the effective
time resolution from the Bayesian-

déconvolution process.
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point could be chosen by minimizing the weighted expectation
value of the variance between the true and deconvolved

spectra. Thus after v iterations
X2 = (e > . (5-12)

is a minimum where I and D'are the ideal and deconvolved
spectra respectively. In practice only the observed data
with noise and the response function aré known. As sug-
gested by Kennett and Prestwich (Ke79), a test that can be
performed is to convoive the response function into the
partially deconvolved spectra and compute the value of
(M-R*D¥)2 |
X2 = ¢ — > . \ (5-13)
M

where M is the observed data and R the response funciion.
Xg shows an initial decreésq with v while signal improvement
predominaies and levels éut when noise growth becomes exces-
sive. Figure 5~i1 shows X2 and Xa curves for the test data
used in figure 5y9. X3 decreases quickly withvuntil X2
reaches a minimum. At this point Xaﬁgﬁ aéproximately unity
and any further reduction is due téingise»ﬁgzgment and not
. signal ;mprovement. An estimatelof noiseﬂgfow%hﬂwas'made by
créating alsgectfum with'PAissan ﬁoise only and calculating

—

the value of

-
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Figure 5-}1. Noise properties of dqconvolvcd spectra.
The four curves are defined in the text as tha

expectat ion value of the variance a) beiween

the. true and deconvolved spectra », b) between

the true and deconvolved with noice X ¢) botween 5{“%*
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—~ spettraand d) of noiso growth R

T

Y*
_ a‘$<

i,



o et e

68
p’-0 ) 2
N =< > (5-14)

where 0is the mean (and standard deviation) counts per

channel.. Ngglecting the background component, ¢ varies as

g(t) = —— elt/2 (5-15)

0
wheré Ng is the maximum number of counts per channel near
t=0, typically 150,000. As shown in figure 5-11, N is
initially one and grows quickly with‘v. When Xg approaches
unity, noisefgrowth is masking sigqal improvement and the

deconvqlution process should be halted (fdund to be approxi-

lmately 16 iterations in the presented data). For reference,

figure 5-11 includes a line labeled n defined as

(1-p")2 . |
N = € ——— > (5-186)
I

where again I is the idealized spectrum anﬁ»ﬁow D’ is the
deconvolved noise free spectrum. This is a measure of

signal reconstruction. .
AIt is clear from the above tests that this deconvo-
lution approach is a‘potentially very inf%resting tool. A
deconvolver“s greatest foe however is spectral noise and all

practical steps should be taken in designing the experiment

to give thevbest nossible counting statistics.
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CHAPTER 6
EXPERIMENT RESULTS

»

6.1 Calculation of the Perturbation Factor

o

Spectra such as the two shown in figure 6-1 were
collected in daily runs at-both emission angles and recorded
individually. The SCA 'scaler total count was recorded for
each detector and used'to nommalize the two spectra, a

correction which was usually less than 2%. . A1l spectra at

' eaeh of the fifteen sample temperatures examined were shif-

‘ ted in time by an 1nteger number of channels to allgn the

half maximum points and spectra collected at the same emis~

sion angle were summed. After subtracting the background

accident&l coincldences using thé’ method of equation (4-9),

the 1800 spectra were given ‘an additioaal one channel shift

(section 5a41). A11 spectra were compressed by a factor of

four on the time axis to give the best possible counting

" statistics and the attenuated perturbation fagtors-(section',
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perturbation factors to identify the frequency components
present. This provided an estimate of the frequencies Wy,

wg and wg independent of all other parameters. Because of a

'large degree of overlap it was not always possible to

separate the higher frequency components. Howeyer the fun-
damental frequency, wy, could always be identified and was
used as the flrst estimate in the least squares fitting
procedure.

The transform analysis was probably more,ihportant
in'identifyiné the number of frequency components. Figure
6-2 shows a series of the perturbation factor transforms
over the temperature range 138 to 318 K. The, low
temperature spectra show more than three freguency

components suggesting there is more than one possible site

for the hafnium nucleus in this compound.

One of the components, identlfled as the wg term of 'Q

the second site in the least squares analysis, is seen to

shift towards decreasing frequency with. increasing tempera-

ture until it overlaps with the fundamental frequency com-~
ponent at approximaiely 230 K. Since the relationshlp of Wy

to wl is determined by . the asymmetry parameter alone (figure

2-4), this result indicates that “the asymmetry term in-

+
one. The same result is seen in,the time domain analysis.

‘creases with emperature in this range.to a value of about-'

+
>,

Evidence for anothor ﬂtruetural chan e ls stronglyy
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EEANGE . Figure 6-2. Frbéuency,fpguér spectra’ of ‘thg perturbation
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factors

" using the weighted teast squercds techniqua; -
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suggested between 248 and 252 K. The frequency spectrum
changes drastically from a few well defined components to

three (although not obviously) on a large background con-

tinuum. This spread in frequencies- is caused by the exponen-

tial relaxation due to a dynamic electric quadrppole inter-
action (section 2.3.2), an effect better seeniin the time
domain analysis. The shape of this frequency distribution
is given by the convolution. integral of the transform.of'the

static interation with that of an exponential functioen, a

R

~ ., 2mis ‘ .

e

where A is the relaxatlon constant.

— Y
\i‘.ithatic(t)$ *

It should be mentioned that the least squares

Fourier transform has been used here. The high noise cop-

_tent in the measured data produced anomolous components and

masked others in, the traditional‘transformr

1

6.3 Besults of the Deconvolution Analysis

The deconvolution techniques described 1n the 1ast';

chapter were applied in an analysis of the fifteen composite

perturbation factors.‘ Figure 6~3 shows one of the Gz(t).}

functions before and after 16. iterations of the Baysian

k4 \

deconvolution Operation. In thi exsmple the effcctive time.:ﬁﬁ

ﬁr's
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T =298 K
170 K
AK ~ 3 /

The measured penturbailOﬁA The measured perturbahlon i

factors . 7=t ¢ factors after 18 iteralions
. oféthe deea1an deconvolution.

4

proc@

B . ) ,
. Figure £-3: Deconyokuiicn nf mﬂa,urad.pﬁriurbatlon factors.
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the wz term was at a high enough frequency to be severely

.75

resolution of the measurement has been reduced from 2.1 ns
to 1.0 ns (estimated using figure 5-10). The solid lines in
figure 6-3 represent the least squares fitted curves. In
the least squares analysis of the deconvolved data, no
correction for finite time resolution was made to the model.
The restored high frequency components can be seen most
clearly near t=10 ns, illustrating excellent.agreement
between the deconvolved data and the uncorrected model,
Both approaches vielded parameter values consistent with
each other within statistical uncertainties:in all fits.
This consistency builds confidence that the parameters have
been properly evaluated in the f1tt1ng procedure and the
effect of a finxte-tlme resolution has not been confused
with, for example; a finite treouency distrihution. Sechve'
verifieation'is'the‘only reel,benefit from & deconvolution

4

enalysis. There is no significaﬁt improvement in parameter"

uncertainties because the decrease resulting from one 1ess

degree of freedom is offset by the increase due to a’ largerb'

' spectral noise content. This result must be expected s1nce
.the deconyolutlon process does not add new informatxon, it,

tonly redistributes it..‘ ~ ;Q \

!
»

The importance of deconvolving would be greater if

b

attenuated (ies mz‘kl 5 Grad/s) Ihis would 1eave only the.p

fundamental component identifiabbe and insufficient infor~ e

-
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N
mation to calculate all frequencies.. (The wg term can
normally be found with the triangulation constraint on the
frequencies even if it has been filtered.) In this study
the higheét w9 component observed is 1.0 Grad/s and the

highest wq term is 1.8 Grad/s.

6.4 Results of the Least Squares Fitting Analysis
' Estimates‘of the Qalues of the parameters describing
the electric quadrupole fnterdction, namely wl, n, 6,'A2, a
d.c. term, a small t1me shift and the relaxation constant,
hk, were made using a rapldly converging non-lipnear 1east
§quaresif;tt1ng rgytine (Da 59, Fleq» _ThisAprocess.involved
‘m{ﬁimiéing~thé reduced~chi‘§guaredlérror between the mea-

sured dafa and’ the .theoretical expression which is defined

4
v

1 (Go(1) - ¥3) : .
ellpeeot.
. .N-'-V"'i . 01 - L .

:where N 1s the number of data points (yy) with varfance Gi

andq)is the number ‘of parameterS‘being fitted. In géneral

,‘,

“"9this type of- analysis runs the risk of being somewhat sub-

jﬁ";ectiv-e because it is strongly influepced by the form’ of ‘the

'model used,llt 1s arways pos&ible to get an arbitrarily good

‘ }fit by 1atroducing a sufficiant number of par&meté@%. -Fn

e the following analysis tne minimum number of terms possibleﬁ

G- g
e -

vfrom :3 phy°ica1 point of vieWrthat will prOperly describe
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the features observed (at least qualitatively) were used.
The starting value of each perameter can influence

the final results if a solution is not unique. Here the

initial wy value was obfainee from the Fourier study,q was

started at random values between zero and one and always

converged to a unique result and §was started as zero and

remained small in all spectra. . The time resolution was

measured directly (chapter 4.1) rather than fitted as a free

parameter.

Figures 6-4a and 6-4b show some measured perturba-

. tion factors and the least squares fitted functions. These

evaluated parameters are shown in figures 6-5 to 6-9. The
two structural re-arrangements 1n the K3HfF7 sample sug-
gested in the Fourier analys1s section are evmdent. " Above a

critical temperature of 250 + 1 K a one site model which

" included a relaxation. ferm was sufficient to make a good fit

while below this point 2 two site model was requlred and‘ the

relaxation term was not. The relative populatlon of the

fﬁigher probability site below 250 K~w&s fltted’as a free
' parameter and remained constant at 0. 74~+.02 suggesting a"
3:1 occupatxon ratlo. AboVe the crltical tempenature it was_.

fizxed as one to evaluate wl, nand Gand did not change“'

signifieantly even when allowed to vary.

&

The fundamental frequency of both sites remained J

constant below 250 X, however the’EFG’asymmetrylof the lowerhf'"

- ¢




e F igura‘ 6'-40 Measured perturbation fector‘s from 138 to 245 K. !
: o St . The vcrhc@l bars rEprog cnt plus and minus ono’ stendard

eavialicn, ﬁh@ sohé ling ig the fﬂ.t@d f'une:iion ‘
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probablllty s1te "B increased from 0.62 + .02 ton>0. 98

between the temperatures 170 and 230 K respectively. In all
cases nremained less than or-equal to oné without requiring
a constraint condifion in the fitting program. }

The frequency epread parameter of site B'did'ept
shoe the temperatu:e dependence exhibited b§ the asymmet;y
but remained.constant below 250 K with an average of 0.1007 +
8.001. The sife A asymmetryewas tempereture independent ég
- 0,08 +..01 below the critical teﬁpereturegand tﬁe one site
epread sbove it was 0.15 + .01,

The relaxatieh term in the high temperature phase

appeared to show a slight incrpése with increasing tempera—

ture, - although the large uncertaintles preclude any defini- .

tive conclus;on. A summary of the evaluated parameters is

. . N\

presented in table 6-1. = °
6.5 Discussion

A transitlon from a two site to a one site environ-

ment for the hafnlum atom in K3HfF7 as the temperature/

~increases is compatible with the results of x-ray studles on

‘ the sim&lar compound K3ZrF7 by - Buslaev et al. (Bu7i). They .

reported a transition from an orthorhombic modification &t

77 K- to a cubic lattice at roon temperature. Boyer et‘alé
'(Bo76) Yerformed a TDPAC study on Na3HfF7 and saw a two to

one site transition between 375 and 455 K. They suggest

>

-
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’_thie is the 'result of an orthorhqmbic—tetrggonal‘transition
in the crystal structureJ»'

The mechanisms of such a transition cannot be deter-
mined unambtguously fhom ; TDPAC study; a‘careful X-ray
analysis with changing temperature is required, It_ie use-
ful however to interpret the present results in light of
some proposed structures.. The hafhium atom is known to
exist in the complex radical HEF5™ (An70)'4hich in turn fits
into the crystal structure. There are three known forms for
such a éeordinetion seven radical (Co66):

| a).a disordered pentagonal bipyramid,

b) a trigonal prlsm distorted to accomodate the seventh

fluorine atom on one .of the three rectangular -faces, and

A

c) an octahedron in Whlch the seventh fluorine atom 1s.

located.ép the center of one face.’

| The octahedron model can be ruled out on two
groundsg af%ﬁﬁju;and'Teyior'(Hu70) showed results from an
x-ray analysis of (NH4)3ZrF7 that'were‘incompatible with
such .a modél and b) the octahedron hae‘cuhic evﬁmetrybvhich
would not produce an electric field grédient at the‘hafnihm
eite. Hurst and Taylor foun& also thet thewtrigohar‘prism
model could not be fitted to their observations. They
suggest the most likely configuratiox .is a disorderee penta-
gonal bipyramid in which two of the fluorine- z1rcon1um dis~

tances are greater than the other five and the five points
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of the pentagon are distorteg from their plane. This form
- would suppo;t/a static interastion because it is stable and
has no cubic symmetry.

A model of this ion, shown in iigure 6-11, was made
of a distribution of point charges. The valnes Ofl]and‘sz
were calculated (appendix II) to be 2 x~101\§'V/cm2 and 0.82
‘respectively 'and can be,conpared with measured values in
table 6-1. Such a orude mooe;_gives only an order of magni-
tude estimate of V,, but gives some insight into the be-
haviour of n. The distortion of the pentagonal bipyramid
results irom fitting the ion into the lattice site. As
. sych, it is possible there is a distribution -of fluorine
ooordinhtes. The effect of this distribution onnand V,
was estimated 1n a Monte Carlo 51mulation by varying the
‘angular coordinates of those fluorines distorted -from a
regular pentagon by an amountAQ . The correspondlng distri-
butions in the three field gradients and interaction fre-
‘ e N .

duencies are shown in figure 6-12 for AQ— 1°. It was found

that: o™

a)n is moderately éensitine to Aﬁranging fiom 0.8 +

’Qfl to 0.7 + 0.2 for spreads of + .5° and + Zd‘respectively.

b) The fundament&lxireouency vas independent ofAf-
within statistical dnoertainties} .

'o) The freduency spread wa s approxinately gaussian

‘ . . . - .
,'sgiped for both a gaussian and rectgngular distribution in
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A for AQ < .5% The three components did not have the same
» Vi )

-0

widths fqr any ¢

Point a)“Is & consequence of defining the asymmetry

between 0 and 1; the wider a,distribﬁtion becomes, the
furthér the average will be from its extremks. - Forker
(Fo73) has suggéste@ using a model in which the EFG compo-
nents sz, Vyy a éﬁy

widths Azz, Ayy and Axx rather than the conventional gp-

XX have a gaussian distribution with

proach used in this study of assuming the same gaussian

distribution in all frequencies. . He calculated the corres-.

ponding Gz(t) f@ctors and made a least squares fit of the"

parameters wy, n aﬁd 8« The difference betweenr1gnd’the
"true" value n°, re—évaluafed and plotted by Lowe (Lo76),
was sighifican% onl& for n° near 0 and 1 and could be
characterized by the ratio Ayy/Vyye It is sufficiently

large to account for the change shown in the .simulation.

An undistorted pentagonal bipyramid has no EFG as&m— .

metry at it's center. It seéms unlikely however that the-

two low tembératﬁre sites differ only by the degree 6f
distortién as point b) illustrates this would'not account
for the large differences in the observed interaction fre-
qﬁencies. ‘

The increase in nfor site B between 160 and 250 K

can be interpreted as 'a change in the relative pOpulatioﬁs,_

Py and Po» of two states’for the.ﬁafnium atom characterized _

-~
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/’.\

( with different asymmetrles and the same fundamental fre-

‘\

gueqcy (such as two different levels of pentagon distor-

tion). The observed asymmetry is an average of the two:

it

n (T) ({-Pg(T)) ng -+ pPa(T) ng T (6-4)

<

]

ni + (ng = nppa(T).

The population ratio is given by the Boltzmann distribution

pl(T)_~ g]_ e-—E/kT gl_“Z'nl

po(T)  go g9 nm - nl

-1 (6-5)

ﬁhere E is the energy difference between the states and gy,
gy and n, are the high temperature'l;mits of the two
relatlve populatlons and the maximum observed asymmetry.

Defining TO as the mid point temperature: of the asymmetry

change, equation. (6-4) becomes B o
T n - n1 // . ;
1+ (g /gz)e

and

E = KT%1n(2 + go/gq).

The maximum and minimum degeneracy ratio and the correspon-

‘ (figure 6-13) are: - ' : -

.*‘\ ‘:‘ .gl/gz . -.‘\ .:‘-

A

ding energy difference compatlble w1tn the obserVed data

o

w3

i

max. 1079 T .18 eV

min 10-8 ‘%§;$O'eV
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Thu; this model of 'a rare, higher ‘energy second

r

state for the site B hafnium will correctly describe these

L ]
?% b Y R

‘results. ‘Such a state could be due to a chemical‘impurity
or (although less l&kely) radiation_gamage from:- neutron
bombardmgnt &uring .sample activation. All observed states
must b? stable because the sample temperature was periodic-
ally raised and lowered between 77 éng 300 K over a period
ofgmany‘months and the per%qrbatidn factor showed a consis-
tent temperature dependence.

The relaxation term in the high“femperature-phasg,A,
appeared to show some decirease with incréasihg £emperature,
althoygh the 1afge,uncertainties precluded any definiti?e
conélusion. Boyer et al. (Bo76) studied the similédr com-

‘poun& Na3HfF7 and ébserved a dompargblé two to one site

transition between 375 and 455 K, abové which the dynamic

interaction relaxation showed the form . = )

'where‘Ea is an activation energy of.0.13 + .03 eV andAX; is
og ofder .001 ns—1.’ The tempera;ure rangg"above the trahsid»@

.tion covered in thie present study is too small to show

t conclusively whether a_si@ilar dynamic interaction pfbéeés
occurs in KgHfF;. E, was evaluated to be < 0.05 with a 95% - *
confidence levgl.whfcn'étrgngly'suggests it is less ﬁh;nqiﬁ |
Na3ﬁfF7J.ﬁThe Ao value was O;l-t.4 ns~1,

.
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L . CHAPTER 7
: . CONCLUSIONS
The deconvolution analysis showed that while tﬁis
procedure'correctly reconstructs "the high frequency d&tail

of the perturbation factor; ;t does’ not ak%qw the fitted

parameters, namely Wy, N an& §to be determined“with\any'

-

’ imppovément in adcufacy.',The benefits gained @X\fitting the

’&a%a to a(moool without the attenuation factor representing

ties associated with the attendant higher spectrai naise.’

content. Both the experimentally .determined values ‘and the

correshonding statistical uncerfainties remain wirtually
. v

unchanged. There&is merit in knowing that the spectral'

bd
g

',componeﬁts masked from the.m\ﬁel by the time’ resolution term

~

are real, and appear in the measured data after a decon-
volution process. This gullds confldence4that the correct
model has been used. "Fhe Bayesian technique of decon-

\
volution was shown to introduce less noise than the linear

‘more hccurate estimdte ofy the true time zero-channel. It

»

was discovered that the T?aditiongk/method of choosing the

half maximum point produced “an error of one channel,

* 96

~Y

’ 4 ; . .
“finite timégégéolution is offset by the greater uncertain-. -
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corrésponding to one sixth of the standard deviation time -

resolution term. THis is a small error but was yesponsible

- for an undesired decreake in the pexturbation factor

v

observed in the ,bhannels'closest to 'time zero. Making this
' g

correction had a negligible effect on the evalluate ara-

ﬁégéé valpes. , _ . {

.TH; sfgdy on the KgHIF, polycrystalline sample'cgn-
f;rﬁed £he resuits of Low;‘kﬁq77)'that a.one site model for
the hafnium atom can b:‘g .'i’it‘t:e‘d to the data collécted&t room
terﬂperat’ure a'nd a two 'site mc'),déliais requiredq to fit the 77 K

data. The change takes Rplace very abruptly at a eritical

temperature of 250+ 1 K. The population ratio of the low

.temperature\sites was 3:1.

‘The.asymmetry qf the lesser populated'sité below 250

K increased from'0.62 to 1.0 between 160 and 240 K. This

-change is compatible with a two state model for this site in°

which the éﬁergy,difference is. approximately 0.2 eV and the
degeneracy ratios'are'betweenziO"s.and 10~8 in favour of the

lower energy state. . These étates can be explained as having
R " . .

different degrees of distortion in a distorted pentagonal

.bipyramid 60&91 for the HfF7"'ioﬁ.
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APPENDIX I '

1 9 {)

THE QUADRUPOLE INTERACTION HAMILTONIAN

4

¥

The quadrupole interaction c es a hyperfind® split- %
“\M Z . LY o
ting of the nuclear magnetic ﬁfﬁels as a function of the

electric field gradient asymmetry n. For the spin = 5/2

state the interaction energies are given by solutions (Be69)

to
w3 _ 28Wmn2 + 3) + 160n2 - 1) =0
which are -3
E = 20f 1 o
+5/3 = wq cos(g arccos B)
Eis/z = -ZhﬁmQ cos(% (7 + arccos B)) - (I-1)
[
o Etl/g = —ZaﬁwQ cos(% (m - arccos B8))
where
28 -
o =9/ — (3 +1n2?)
3
. -
~ 80¢1-n2)
i s o a3
. N ‘ , 1
giving w1'= 243 o mQ‘sin(% arccos B) . (I-2)
Wwg = a Wy (3 cos(% arccos B) -v@;sin(% arccos 8))
. /

L4

'w3= 1+wz . f}

-

Equation (I-2) can be. rearrangéd to find. the inter-

action frequency wQ from the measured/wl and nvalues.

/
/

I ' /

/
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APPENDIX II s I1-1

SIMULATION OF AN ELECTRIC FIELD GRADIENT FROM A

POINT CHARGE DISTRIBUTION

The electric field gradient resulting from a point

1 ]

charge distributfon is obtained by differentiating the

expression for the eléctric potential with respect to the

-

coordinate axes twice. {?he potential at the origin from one

point charge with position vector T is .
L ]
S —
vV = ) (II-1)

4 Teyr T Y

')
‘and the general form of the field gradient is
d2v 3xix‘—5i-r2 e
Vi = J_1J (11-2)
N &xidxj ro e,

‘

where xif xj represent any two of the independant Cartesian
coordinates (x, y and z) and 6ij is the delta function.
Contributions from-each point cﬁarge are summed. .

Tﬁe resultinglvij matrix must be diagonalized to
define an orthogonal set of axes so that IVog! 2 [Vyx/2

/Vyy/. The asymmetry and interaction frequencies can be

calculated using equations (2-8) and (I-2). #



