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ABSTRACT

This work quantifies the changes effected in electron absorbed dose o a
soft-tissue equivalent medium when part of this medium is replaced by a material
that is not soft-tissue equivalent. That is, heterogeneous dosimetry is addressed.

Radionuclides which emit beta particles are the electron sources of primary
interest. They are used in brachytherapy and in nuclear medicine: for example.
beta-ray applicators made with strontium-90 are employed in certain ophthaimic
treatments and fodine-131 is used to test thyroid function. More recent medical
procedures under development and which involve beta radionuclides include
radioimmunotherapy and radiation synovectomy; the first is a cancer modality and
the second deals with the treatment of rheumatoid arthritis. Inaddition, the
possibility of skin surface contamination exists whenever there is handling of
radioactive material.

Determination of absorbed doses in the examples of the preceding paragraph
requires considering boundaries or interfaces. Whilst the Monte Carlo method can _
be applied to boundary calculations, for routine work such as in clinical situations.
or in other ¢circumstances where doses need to be determined quickly. analvtical
dosimetry would be invaluable.

Unfortunately. few analytical methods for boundary beta dosimetry exist.
Furthermore, the accuracy of results from both Monte Carlo and analytical methods
has to be assessed. |

Although restricted to one radionuclide, phosphorus-32. the experimental
data obtained in this work serve several purposes, one of which is to provide
standards against which calculated results can be tested. The experimental data also
contribute to the relatively sparse set of published boundary dosimetry data.” At the
same time, they may be useful in developing analytical boundary dosimetry
methodology.

The first application of the experimental data is demonstrated. Results from

(i)



two Monte Carlo codes and two analytical methods. which were developed
elsewhere, are compared with experimental data.

Monte Carlo results compare satisfactorily with experimental resuits for the
boundaries considered. The agreement with experimental results for air interfaces
is of particular interest because of discrepancies reportec previously by another
investigator who used data obtained from a different experimental technique.

Results from one of the analytical methods differ significantly from the
experimental data obtained here. The second analytcal method provides data which
approximate experimental results to within 30%. This is encouraging but it remains
1o be determined whether this method performs equally well for otier source

energies.

)



ACKNOWLEDGEMENTS

I would like to thank the members of my supervisory committee for their
roles in overseeing this project, and the Physics Department for its financial
Support.

There are 2 number of people whose expertise and assistance have helped to
establish a workable, safe and efficient experimental system. A special thanks to
Gino Innocente of the Machine Shop in ABB for his sound advice concerning
materials and design ot several pieces of equipment.

I am grateful for the diligence of the Health Physics Department with regard
to radiation protection; suggestions and assistance given willingly and good-
naturedly over the years by Heinz Schiichting. Steve Staniek and Dr. J. Harvey
have been greatly appreciated.

I am also indebted to Kenrick Chin for his help in implementing the word-
processing system used for this document and in developing and maintining
equipment used in the experiments. It is a pleasure to acknowledge his technical
wizardry.

Computer Information Services, C. L. S, have been a valuable resource
with regard to using the VAX system at McMaster. [am particularly appreciative of
the assistance given on numerous occasions by Dr. F. Kus,

Beginning with the cordial welcome with which he introduced me to
McMaster, Dr. C. Webber has been a longstanding source of encouragement. [am
grateful for his continued interest.

| Most especially, I would like to thank my supervisor, Dr. Prestwich, for his
guidance and help in all aspects of this project. Besides benefitting from his
scholarly wisdom, I have learnt from the superb example that he sets; his
enthusiasm for research and understanding, together with his kindness, are
inspirational. I have been fortunate to have had this opportunity.

™



It is also with deep gratitude that [ acknowledge the support of my sisier,
Ligia. and my parents. Their encouragement has kept me afloat when I have been

caught in the undertow of this effort.

V)



TABLE OF CONTENTS

ABS T RACT et r st et e s e e e

ACKNOWLEDGEMENTS...c it escce e e e e e

LIST OF ILLUSTRATIONS..cieemececrnaene e csaannceneneas

LIST OF TABLES. .t ctcsstnsisiasensssssssnsnsnns

PARTI. INTRODUCTION

Chapter  Section
1 INTRODUCTION. .c.iiicatcremeaamtetecsesannans
1.1 Beta DoOSIMeY.cuceiriiieiiieieiennnranesnsasnnneens
1.1.2 Overview of some of the work done in the
experimental and analytical aspects of
beta dOSIMEITY .uvciieerrreranaenssnsrnnanaaans
1.2 Rationale for the Project............

(vii)

(1it)

v)

(xiii)

(xx)



Chapter  Section Page

2 ENERGY DEPOSITION BY ELECTRONS
TRAVERSING MATTER...ioeirreeecnenae 13
21 Electron Interactions with Matter......uneeeeee... 16
2.2 Calculation of Energy Deposited.....coveeeennene.. 28
2.2.1 The Boltzmann equation and methods
for its SOIULIOM.criciceicerrenrnimeeenienecaenenns 29
3 MONTE CARLO SDIMULATION OF
ELECTRON TRANSPORT...ccctttrimrccntinnennieses 32
3.1 Simulation of Electron Transport -
the Condensed History Technique.....cccvcienns 32
3Ll Multiple scattering of electrons....eeaeseeesse- 33
3.2 Two Types of Algorithms for
Electron Transport Simulation 36
3.2.1 Class I and Class II algorithms 36
3.3 EGS4 and Cyltran -Two Widely Used
Monte Carlo Codes for Coupled Electron-
Photon Transport SimulatioNu...ceuceessceeseseces 38

(viil)



PARTIL. METHODOLOGY AND RESULTS

Chapter Section

4 THE EXPERIMENTS...cieeievenreeraeceaes
4.1 Experhinental Objectives..ccoccvnnicncicinnnnea.
4.2 Explanation of the Experiments....ceersssae.
4.3 Materials and Methods. o oeecomneeecenenns
4.3.1 The extrapolation chamber...areennn
4.3.2 The CleCtrOMEeter. i iirnnerreenneceecrnneannanen
433 Data collection and analysiS.....cceccesreeneceee
434 Source preparations.......c.ccccciiesisssisees
4.4 Results for 3°P, Point SOUCe....c.evmeeeeranes
44.1 Dependence of backscatter factor on

chamber thicKness....cceccerreceraneenncenens
442 Zeroeth MeasurementS. o ecmeesesenenese
4.43 ASD MeASUTEMENLS.ccmiiinceerrnsacanoncnsens
4.4.4 ASB mMeasurements.. oo ceieensieanssnnsans
4.5 Results for 32P, Distributed Source..uwmn-.
4.5.1 Dependence of backscatter factor on

chamber thiCKNesS...onmmeereerreerrsserrmsnns
4.5.2 Zeroeth MeaAsSUTEMEeNS i rerrecemessusananee
453 ASD MeaSUTEMENLS..coucieereetcemenasensons
4.6 “Effect of Source Geometry on

Dose Backscatter FaclOr......e.e-seceersssseeaasesas

(i)



Chapter  Section Page

5 SIMULATION OF THE EXPERIMENTS........... 103
3.1 Uncertainties Associated with the
Monte Carlo OutPUL....cceerrmmerrecscaneserannnanes 105
5.2 Adjunct Notes Regarding the Simulatons......... 105
5.3 Zeroeth GeomelrY o civeneernecreeeeeaennnnaasnaue 109
5.3.1 Beta POINt SOUTCE, *=P..icieccocecrcreemeceeses 109
5.3.2 Distributed beta source, 3-Pecovccecreecererms 115
5.33 Effect of source geometry on beta
dose backscatter factorS.....cceccceeeisssnesans 118
54 ASD Geometrymmeeetnraeessrersasnnsacsnnaas 115
5.4.1 Beta POINt SOUTCE, 3-P  ccceceereccsocnencnss 119
5.4.2 Distributed beta source, 32Pucecriccorsenns 127
5.5 ASB Geometry, Point Source, 32P....uuveeuenes 134
5.6 Determination of B, the Beta Dose
Backscatter Factor.ecorecormneeneeneiiacaens 139
5.7 Monoenergetic Electron Source Results .......... 147
5.7.1 Comparison of EGS4/Dosrz and
Cyltran results  .eeevisereemrnnsasesasaanns 157
6 ANALYTICAL DOSIMETRIC CALCULATIONS

OF BETA DOSE BACKSCATTER FACTORS.......... 183

6.1 The "One-Group” Method....cccecreeeeeeneaeonnnen. 184
6.1.1 Results of the "One-Group” method......oere... 193
6.2 The "Two-Group” Method.....ccooeerrccricennnanns 196
621 Results of the "Two-Group” method......m.... 201

(x)



PART [1l. DISCUSSION AND CONCLUSIONS

Chapter  Section Page
7 A DISCOURSE ON EXPERIMENTAL
AND CALCULATED RESULTS....cccocieiiaenens 203
7.1 Monte Carlo / Experimental Results....cooveenna. 208
7.2 Analytical / Experimental ResultS.ccooeerennneees 216
7.3 Comparison with Earlier Works....ccccecnineennee 218
8 THE EISEN EXPERIMENT.....ccovviiiiininrean. 222
3.1 Particulars of the Comparison......cceeeseneens 223
8.2 RESUIS i ciicieeiernernernesanneeecaenreereessasansees 225
8.3 Relaxation Lengths....cccceiireinrcnnenrenen 232
9 CONCLUSIONS. ... crririettcnisnnssssaasseenes 234
9.1 Beta Dose Point Kemels.....cocoue... IR 234
9.2 SUMIMATIYaueiinnerrensesomnesensseanssernnsesensssnnsens 235
9.3 Future WorKe e nnaniananes 237
Appendix
A SOURCES FOR SOME EXPERIMENTAL
MATERIALS. ..o eeeciccsctces et e essaaan 239



V.

Appendix

B

C
C.1
C.2
C3
C4

D

COMPUTER PROGRAMME FOR DATA
ACQUISITION AND ANALYSIS.....ccoen.....

DEPENDENCE OF BACKSCATTER
FACTOR ON CHAMBER THICKNESS.............

Details of the ANOVA....cccneersseesses

Zeroeth, Thick Window Data for
32P POINt SOUTCE.cuieerreeeeeeeeeeeeeeemeeeane

Zeroeth, Thin Window Data for
32P POINt SOUTCE.ccnreeierereeeeceereeeeemeanens

Zeroeth, Thin Window Datz for
32P Distributed SOUTCE...eemmmmionreeesseeseenne

------------------------------------------------------------

(xit)

244

246

249

252

256



LIST OF ILLUSTRATIONS

Figure

1.1 In vivo relevance of type (iii) experiment

1.2 Sample illustration of applicability of type (iv) experiment........

4.1 The Extrapolation Chamber..

.............

4.2 The Source MOUNTu i iicscssnsesssssnnsssssesanssssasesanse
4.3 Detector/ Source-Mount/ Scatterer Rel2ionships.....coceceeceenes

4.4 Interior of Extrapolation Chamber....

4.5 Aluminium/lucite backscatter factor variation with
polyethylene absorbers between source and detector
for four electrode SPACINS...ccccieirrrciierscrcsonsaasecsanneeens

4.6 Aluminium/Mylar backscatter factor variation with
Mylar absorbers between source and detector, for
two electrode SPACINES...eiivcscensscsnersessensensssssserassnnsaene

4.7 Air/Mylar backscatter factor variation with
Mylar absorbers between source and detector, for
two electrode SPaACINGS..ocicecsrcinssitimsrisnssnstsssrnssasesasansas

4.8 Aluminium/Mylar backscatter factor variation with
Mylar absorbers between source and scatterer, for
two electrode SPACINGS...cecccceieiiaisnsscsencrsisssisrnsensnnenns

55

67

63

68

69



Figure Page

4.9 Air/Mylar backscatter factor variation with
Mylar absorbers between source and scatterer, for
two  electrode SPRCINGS.ccccircsrirsssssrsssnessmassnsnessasessasnes 69

4.10 Variation of backscatter factor with inter-electrode
spacing for 2 7P pOINt SOUMCE....oweecermrmeeemecareceeamsessssnsns 74

4.11 Dose backscatter factor relationships with scatterer
atomic number. (2) Upper: Dose backscatter factor is
proportional to [Z(Z+1)}/M]}'; (b) Lower: Dose backscatter
factor is proportional to log(Z+1).... 76

4.12 Dose backscatter factor as a function of scattering power ratio,
with respect 10 Mylal . iiiiisansansnrssssansananas 73

4.13 Relationship between dose backscatter factor and scattering
power ratio, with respect to lucite 78

4.14 Fitto dose backscatter factor variation with absorber between
(point) source and detector, aluminium/Mylar interface............ 85

4.15 Fitto dose backscatter factor variation with absorber between
(point) source and detector, air/Mylar interface 8.

4.16 Fitto dose backscatter factor variation with absorber between
(point) source and scatterer, aluminium/Mylar interface............ 86

4.17 Fit to dose backscatter factor variation with absorber between
' (point) source and scatterer, air/Mylar interface 38

4.13 ASB type experiment with lucite absorbers,
AT/ TUCITIE 1D LT ACR.  cieeieciarnrseeissannsssseensrsssssansnsnassasnonsss 39



Figure

4.19 ASB type experiment with aluminium absorbers.
aluminium/Mylar interface

oooooooooooooooooooooooooooooooooooooooooo

4.20 Fits to dose backscatter factor variation with absorber
between distributed source and detector,
aluminium/Mylar and air/Mylar interfaces, .emrvevenannn,
bismuth/Mylar iaterface

------------------------------------------------

421 Effect of source geometry on backscatter factor variation
with distance from an interface where a source is located,
aluminium/Mylar and air/Mylar interfaces

5.1 Zeroeth or ASB Simulation Geometry

5.2 ASD Simulation Geometry..........

53 Variation of backscatter factor with distance from interfaces,
ASD geometry, 3P point source.
Aluminium/Mylar and air/Mylar interfaces,
bismuth/Mylar interface

----------------------------------------------

5.4 Comparison of experimental and Monte Carlo ASD curves for

32P point source. Aluminium/Mylar and air/Mylar interfaces.....

5.5 Monte Carlo Backscatter factor variation with distance
from interfaces, ASD geometry, for 2 32P distributed source.
Aluminium/Mylar and air/Mylar interfaces,
“bismuth/Mylar interface.

------------------------

sssrrIsTIIRIRSRSLIARGASEcsasRERan

5.6 Comparison of experimental and Monte Carlo ASD curves
for a 32P distributed source.
Bismuth/Mylar interface, ....
aluminium/Mylar and air/Mylar interfaces

(xv)

e
[¢]

89

97

107

108

123

125

128
129

129
130



Figure Page

5.7 Monte Carlo backscatter factor variation with distance from
interfaces, ASB geometry, for 2 >>P point source.
Aluminium/Mylar and air/Mylar interfaces...coeseecenes 136

5.8 Comparison of experimenta} and Monte Cario ASB curves, fora
32P point source. Aluminium/Mylar and air/Mylar interfaces....... 138

5.9 Fractional energy deposited by monoenergetic electron
point sources in Zeroeth geometry simulations.

bismuth and aluminium SCAUErers, .c.ceeecrrssermsees 141
Mylar and TucCite SCAMIETETS, .wiecceeeeesemcssssossmssssnssnssesaess 142
AP (O MO ) SCAUETET.ccccerrrscoccosceoressenransssssssnsmessanasnnances 143

5.10 Monoenergetic dose backscatter factor variation with

source energy.
Bismuth/Mylar and aluminium/Mylar interfaces, ....coceeees 145
AIT/Mylar inerface....ivcisiecsscasssssnnrssessansssssonsosssess 146

5.11 Fractional energy deposited by monoenergetic electron
distributed sources in Zeroeth geometry simulations,

{a) bismuth scatterer: (b) copper scatterer; 149
(¢) aluminium scatterer; (d) air (Or NO) SCAUETET; wceveeerencecreres 150
(e) Mylar scatterer; (f) lucite scatterer 151

5.12 Distributed source monoenergetic dose backscatter factors

from EGS4/Dostz.
(a) Bismuth/Mylar and copper/Mylar interfaces, w..ccewuee 153
(b) aluminium/Mylar and air/Mylar interfaces. 154

5.13 Distributed source monoenergetic dose backscatter factors

from Cyltran.
(a) Bismuth/lucite and copper/lucite interfaces, e 155
(b) aluminium/ucite and air/lucite interfaces 156

-

(evi)



Figure

5.14 Ratio of fractional energy deposited. Thick detector window,

point source Zeroeth simulations.
Aluminium and air SCAUETEIS. .veeeecerresmemerissrssersessenns
MYIAr  SCALIETEI.cciiiriirneisassrrmnmsenaasneeennasssssssnananaasans

5.15 Ratio of monoenergetic dose backscatter factors.
Thick detector window, point source Zeroeth simulations.

Bismuth/Mylar and aluminium/Mylar interfaces, .owveeenns
air/Mylar  Interface.. . immricrreerercc et

5.16 Ratio of monoenergetic backscatter factors, Thick detector
window, point source Zeroeth simulations.

Air/lucite Interface,  .civecereeeeccccccscsscsscvessssameasnencannnssssss

bismuthfiucite and aluminium/lucite interfaces

5.17 Ratio of fractional energy deposited, Thin detector window,
point source Zeroeth simulations.
(a) Bismuth and aluminium scatterers

(b) Air and Mylar SCAIErerS...cccemscrmmcsrctssmssssnnsannnannes

5.18 Ratio of monoenergetic backscatter factors, Thin detector
window, point source Zeroeth simulations.

(@) Bismuth/Mylar and aluminium/Mylar interfaces....ccoeene.r
(b)  air/Mylar INterface.uimimiacssenssnssesssnssennnesnessnanas

5.19 Ratio of fractional energy deposited, Thin detector window,
distributed source Zeroeth simulations.
Bismuth and copper scatterers,

aluminium and QIT SCAUETETS, .cccvcercererseessscmesssscsassnesanses

Mylar and lucite scatterers.....

(xvii)

139
160

162
163

163
164

166
167

168
169

171
172
173



Figure

5.20 Ratio of monoenergetic backscatter factors, Thin detector
window, distributed source Zeroeth simulations.

Bismuth/Mylar and copper/Mylar interfaces

521 Ratio of monoenergetic backscatter factors, Thin detector
window, distributed source Zeroeth simulations.
Bismuth/lucite and copper/lucite interfaces.

522 Ratio of monoenergetic backscatter factors, Thin detector
window, distributed source Zeroeth simulations.

Aluminium/Mylar and air/Mylar interfaces.

5.23 Ratio of monoenergetic backscatter factors, Thin detector
window, distributed source Zeroeth simulations.
Aluminium/lucite and air/lucite interfaces

524 Ratio of fractional energy deposited for a 700keV point
source ASD simulation.

Homogeneous(Mylar) medium, .....

bismuth and aAIr SCALETEIS.isrersaaneeraenmnssretsnsssssrnssnannas

5.25 Ratio of monoenergetic dose backscatter factors,
for a 700keV point source ASD simulation,

bismuth/Mylar and air/Mylar interfaces

6.1 Variation of backscatter factor with distance from aluminium/
Mylar (experimental) and aluminium/water ("Two-Group™)
interfaces, where 32P sources are located

: (3viil)

Page

174

175

176

177

179
180

181

201



Figure Page
8.1 Summary of simulation of Eisen experiment.....eeeeevernns 224

8.2 Depth-dose profiles in polystyrene slab A for the homogeneous
case, as determined experimentaily, and using EGS4/Dosrz and
Cyltran Monte Carlo €odes..iiiiccreiecimnisanenvrneanas 226

8.3 Depth-dose profiles in polystyrene slab A for the case of
aluminjum backing material, as determined experimentally,
and using EGS4/Dosrz and Cyltran Monte Carlo codes............ 226

8.4 Depth-dose profiles in polystyrene slab A for the case of no
backing material, as determined experimentally, and using
using EGS4/Dosrz and Cyltran Monte Carlo codes............. 227

8.5 Ratio of Monte Carlo-calculated depth-dose profiles in
polystyrene slab A for the homogeneous and two
heterogeneous CasesS..ccccmeemeiiisrrrsssrsnsrsssnnnnssnnssannans 227

8.6 Depth-dose profiles in polystyrene slab A for the
homogeneous and two heterogeneous cases, as
determined using EGS4/DOSIZ......ccvrrrmmrcsseresaneraresanennns 229

2.7 Depth-dose profiles in polystyrene slab A for the
homogeneous and two heterogeneous cases, as
determined using Cyltran......ceeeeeee. rmemeemmeeseaaeae 229

8.8 Depth-dose profiles in polystyrene slab A for the
homogeneous and two heterogeneous cases, as
determined experimentally.......coscccrerernnerecnsrcesanscans 230

(xix)



LIST OF TABLES

Table Page
4.1 (a) Experimental GeOMEIrIeSu i riiimcieninsrastisenasnasenssasans 45
(b) Experimental Geometries(continued)..... 46

(c) Compositions of Scatterers.......... 47

4.2 (a) (Point Source) Backscatter factors for Zeroeth

Geometry, Thick WiInAOW. oo netiriennecaennes 79
(b) (Point Source) "True Interface™ Backscatter Factors....oeuuseer 31
4.3 Parameters of Fits to Experimental ASD Data, point source........... 34

4.4 Parameters of Fits to Experimental ASB Data, point source......... 90

4.5 Zeroeth Thick Window and "True Interface™ Backscatter
Factors (for a Distributed SOUTCE)..cererciiersnsreananrenaenee 92

4.6 Parameters of Fits to Experimental ASD Data,
GISITIDULEG  SOUTCE..uireeurrrencrancssscossrassnesasassssaronsssssscassss 96

4.7 Point to Distributed Source Backscatter Factor Ratios.....evseeeeenss 99

5.1 Beta Dose Backscatter Factors for 3P, point source,
Zeroeth geometry. Thick Detector Window 111

5.2 Comparison of Monte Carlo Zeroeth B Values with i
Experimental Data. Thick Detector Window. **P point source... 112

(xx)



Table

5.3 Beta Dose Backscatter Factors. % B. for 32P point source
Zeroeth geometry. Thin Detector Window

5.4 Comparison of Monte Carlo and Experimental B Zeroeth
Values from Table 5.3 crinmmerccsssrenensssssanes

5.5 Beta Dose Backscatter Factors for >~P, distributed source,
Zeroeth geometry. Thin Detector Window

........................

5.6 Comparison of Monte Carlo Zeroeth B Values with Experimental
Data. Thin Detector Window. P distributed source............

3.7 Parameters of Fits to Experimental and Monte Carlo Backscatter
Factor Data, ASD Geometry, 3-P point source

...................

5.8 Experimental and Monte Carlo ASD Backscatter Factors
for 3P poinmt source

--------------------------------------------------

59 Parameters of Fits to Experimental and Monte Carlo Backscatier
Factor Data, ASD Geometry, P distributed source............

5.10 Experimental and Monte Carlo ASD Backscatter Factors
for 3P distributed SOUTCE....c.crereemererrcecmseseraresassassrnss
5.11 Parameters of Fits to Experimental and Monte Carlo Backscatter
Factor Data, ASB Geometry, 2P POiNnt SOUMCE...eresseresesees

5.12 Experimental and Monte Carlo ASB Backscatter Factors
for 3P point source

-------------------------------------------------

6.1 Beta Dose Backscatter Factors for a Planar 3*P Source..

-----------

(xxi)

114

120

126

131

132

135

137

195



Table

6.2 Parameters for "Two-Group” Determination of Dose Ratio
in Water (for the geometry specified)

8.1 Backscatter factors determined from Eisen experimental
data and from Monte Carlo data...

(xxii)

-----



PART I INTRODUCTION






CHAPTER 1
INTRODUCTION

Radiation is energy, in the form of electromagnetic waves or charged
particles, in wansit. Itis an inginsic part of the earth’s environment and therefore
comes into contact with matter, both animate and inanimate. Consequently. it is of
interest to understand how radiation interacts with matter and what the effects of
these interactions are.

There are two types of radiation, ionizing and non-ionizing. Examples of
the lanter include microwaves, radiowaves, alternating current power, visible light
and some ultra-violet light. Examples of ionizing radiation are neutrons, X-rays.
gamma rays, alpha particles, energetic electrons and other charged particles.

Tonizing radiation is characterized by localized release of large amounts of
energy (about 33eV), which can break chemical bonds. This harbours the potental
for causing damage to the material exposed to such radiation. In living systems.
there are two routes for biological damage - (i) direct breakage of chemical bonds in
a critical target; (ii) creation of free radicals, such as OH™, which can in turn cause
chemical and biological damage.

It is becoming increasingly commonplace for people and machinery o be
exposed to ionizing radiation. This is attributed largely to technological advances:
for example, space travel places equipment in the paths of fast charged particlé:
also, television sets, smoke detectors, nuclear reactors are sources of ionizing
radiation; and medical diagnoses and treatments make use of X-rays, radicactive
nuclides, fast electrons and other charged particles. Therefore. it is incumbent on
us to study the interactions of ionizing radiation with matter in order to assess their
beneficial and detrimental effects. )

This work focuses on electron interactions with matter. These interactions
are pervasive for they are initated not only by incoming electrons but also by
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indirectly ionizing radiation such as X-rays and gamma rays which, in the course of
their interactions, produce energetic electrons that uldmately deposit energy in the
medium.

Energy deposited is one parameter that is quantitated in the investigation of
electron interactions with matter. In this work, a beta-emitting radioisotope is used
as an electron source to study the energy deposition of electrons near the boundaries

between different materials.



)

I.1  Beta Dosimetry

Beta dosimetry refers to methods used 1o quantitate absorbed doses due to
radioactive beta sources. These methods include calculations Or measurements or
both, and they determine the energy deposited per unit mass of absorbing material.
Results from betz dosimetry are used in areas such as radiation therapy, radiation
protection and radiation biology.

In the context of dostmetry, absorbed dose refers to energy deposition in
regions of super-cellular, as opposed to sub-celiular, dimensions. This is one
feature which distinguishes the fields of dosimetry and microdosimetry. Despite
similar nomenclature, they are inherently distinct because, whereas dosimetry solely
quantitates the average energy deposited, microdosimetry deals with not only how
energy is deposited in specific biological sites, but also how this energy deposition
correlates with radiobiological effects. The present work does not include
microdosimetry.

1.1.2 Qverview of some of the work done in the experimental and
analytical aspects of beta dosimetry

For purposes of clarity, this account addresses homogeneous and
heterogeneous (or interface) beta dosimetry separately, and in that order. The term
experimental beta dosimetry is self-explanatory; the meaning conferred upon
analytical beta dosimetry is taken from Sherbini and Porter (Sherbini and Porter
1983).

Analytical beta dosimetry is the determination of absorbed doses from a
given source geometry using calculations. It consists of empirical and theoretical
methods. The former rely on experimental measurements and do not investigate
thoroughly the underlying theory: the latter make use of physical principles to
formulate theories from which, mathematical models, used to calculate absorbed



doses, are developed. (Sherbini and Porter 1983)

Early experiments which measured absorbed doses in a single medium
include the works of Fzilla in the 1930's and 1960's, and Loevinger, Clark, Brar
and Marinelli in the 1950's. Several experiments were done by Cross in the late
1960's.

One of Failla's major contributions was the invention of an extrapalation
chamber, a detector which could be used to measure energy deposited by electrons
in a medium. (Failla 1937) A most noteworthy characteristic of this detector was
that it did not appreciably disturb the electrons which were depositing energy in the
medium, and it could therefore accurately measure absolute ionization currents.
Descendants of Failla's original chamber continue to be used in beta dosimery
today.

The dosimetry of uniformly distributed beta sources in infinite media was
well-established by the 1950's. At this time, attention turned towards the dosimetry
of small and non-uniform sources. Pioneering experiments with beta point sources
in air were done by groups in Germany, England and America during the 1930's
(Loevinger 1956) and later by Failla in 1960 (Cross 1967). In 1955, a group in
America published results for the distribution of energy absorption in air around
beta point sources such as Phosphorus-32 and Thallium-204 (Clark, Brar and
Marinelli 1955). During this decade, Loevinger also measured energy absorption
from plane beta sources (Loevinger 1950; Loevinger 1954). He constructed an
extrapolation chamber for making some of these measurements, giving details of
the chamber design in a publication (Loevinger 1953). Other names associated with
this time period and type of experiment include Sommermeyer and Waechter,
Emery. Jalbert, Stuclair and Blondel, Kastner and Greenberg.

Cross also contributed extensively to experimental beta dosimerry in single
infinite media. He measured dose distributions around beta point sources in air,
argon. ethane and expanded polystyrene (Cross 1967) and did similar 2xperiments
with extended plane sources (Cross 1969). T

Additionally. both Loevinger and Cross made progress in analytical beta

dosimetry. Loevinger showed that ionization current measurements made with



plane beta sources could be used to infer ionization currents around point beta
sources (Loevinger 1950). He also empirically derived a beta point source kernel
(that is. a formula for predicting the energy deposition around a point source of unit
actvity) which has since been much used. (Loevinger 1956) This formula can be
integrated analytically to provide doses for source geometries other than points
(Hine and Brownell 1956). It accounts for about 95% of the energy deposited but
gives erToneous non-zero values at distances far from the source.

Cross compiled tables of dose rate distributions from point and plane beta
sources in water and air (Cross 1967a; Cross 1967b). His calculations were based
on dose distributions calculated by Spencer (Spencer 1955). and he had done
calculations of this type previously in order to compare with his experimental work
(Cross 1967; Cross 1969).

Besides Loevinger, in the 1950's Rossi and Ellis tackled beta dosimetry
using the empirical approach. Parker in 1943 was a forerunner in this area and his
counterpart in the theoretical approach was Roesch (Sherbini and Porter 1983).
The results of these works were initiatory, albeit not remarkably successful.

Roesch used the age diffusion theory, developed for neutron transport, for
electron transport. This theory treats the transport of electron energy as if the
energy were diffusing, and the results obtained upon its application to beta sources
are not good in the region near the source (Hine and Brownell 1956). Roesch's
theory also invokes the severe approximation that electrons lose energy
continuously along their path of interactic ., and it does not include electron
scattering. (Sherbini and Porter 1983; Hine and Brownell 1956)

The empirical approach has since been pursued; Radzievsky et al have
formulated an analytical representation for beta dose point kernels, which they refer
to as dose functions of the point source. Their approach is based on representing
beta spectra as the summation of several constituent spectra (Radzievsky et al
1980).

Spencer developed a theory of electron transport in homogeneous, infinite
media by solving the transport equation numerically, using the method of moments



{Spencer 1955; Spencer 1959). He also treated electron energy loss as occurring
continuously, and included electron scattering via the Mott cross-section (Sherbini
and Porter 1983).

Spencer's results were used by Berger in 1971 to calculate absorbed dose
distributions around beta point sources in an infinite water medium. The
compendium which Berger published was similar to Cross's compilations (Cross
1967a: Cross et al 1982).

Since the initiatory and educative work of Berger in 1963 (Berger 1963).
interest and progress in the area of simulating electron transport using computers
and the Monte Carlo technique have continued to the present. In 1973, Berger
published dose distributions around monoenergetic electrons. similar to ones
Spencer had calculated, but focused primarily on point sources in water. He
showed their relevance to beta dosimetry as well (Berger 1973): and the computer
code which he used was a precursor to a series of Monte Carlo codes which are
currently used for calculations pertaining to beta dosimetry.

In general, the Monte Carlo method's results are more accurate than those
provided by analytical methods but this is not the sole reason for its continued use
in dosimetric calculations. Its applicability to the boundary problems (that is,
heterogeneous beta dosimetry in finite media), and the concurrent lack of alternative
comparably efficient methods, make it almost indispensable.

The study of interface or boundary dosimetry was undertaken as early as, if
not prior to, 1949, when Spiers recognized that material inhomogeneities present in
the body should not be neglected in dosimetric calculations; he attempted to
calculate the dose near a bone/soft-tissue interface. Although the radiation source
was X-rays or gamma rays. and not beta particles, which is the subject at hand. it is
recognized that the issue of addressing material heterogeneity in dosimetric
calculations was put on a solid footing at this time. (Spiers 1949)

In 1970, Charlton applied Spencer’s monoenergetic electron dose
distributions to the problem of electron energy deposition near material boundaries.
However, the method is applicable only to media with similar electron scattering
properties. {Charlton 1970)



Around this time, a theoretical model, referred to as the "one-group”
method, was proposed. It provides a means of calculating doses at planar material
interfaces from plane, infinite beta sources: other source geometries are dealt with
as well. The theory assumes one representative energy for the beta source, and is
based on an approximate solution of the transport equation (O'Brien etal 1964;
O'Brien 1974).

Another analytical method is the "two-group” method. This is more of an
empirical approach and is an extension of the work done with beta dosimetry of
homogeneous media by this group. The basis of their method, besides the one
mentioned earlier, is that the source fluence is treated as being comprised of direct
and diffusional components. (Radzievsky and Komarov 1982) Although they
claim that experimental data support their analytical results, implementation of their
theory in the present work (Chapter 6) has provided contradictory evidence.

Electron dosimetry is not disparate from beta dosimetry. Developments in
the former can promote progress in the latter. Consequently, it is appropriate to
note the recent renewed interest and advances in electron beam dose calculations.
Several groups are using and extending Fermi-Eyges muitiple scattering theory to
this end (Sandison and Papiez 1990; Bruivinis et al 1989; Jette 1983; Jette and
Bielajew 1989; Jette 1988). Some are also addressing the inhomogeneity problem
in this context (Jette et al 1989) and others are exploring new numerical techniques
such as the phase-space-time evotution method for particle transport (Storchi and
Huizenga 1989).

The work of Werner attests to the intertwinement of electron and beta
dosimetry. His is a theoretical approach based on the energy averaged Boltzmann
equation. He has applied it io calculating dose distributions in regions with high-
energy electron sources, and to the dosimetries of beta-emitting radionuclides and
plane uniform monoenergetic source distributions in infinite homogeneous media,
~as well as to spherical uriform monoenergetic isotropic source distributions in
infinite homogeneous media. (Werner et al 1988) In addition, 2 combination of this
model and one based on the diffusion approximation to the Boltzmann equation



have been used in handling electron dosimetry at material interfaces { Wemer 1985).

Experimental work in interface electron dosimetry includes that of Eisen et
al and Lockwood et al. The former used dye film dosimetry (Eisen et al 1972) and
the latter, a calorimetric method (Lockwood et al 1980); these works constitute
benchmark data against which analytical and numerical methods can be tested.

With regard to experimental interface beta dosimetry. contributions have
been made by groups concerned with air interfaces in general (Osanov and
Podsevalov 1971) and in particular with dose rates at skin/air interfaces (Pook and
Francis 1975). by the proponents of the "one-group” and "two-group™ methods
mentioned earlier and by Kwok et al.

In the experiments of Kwok et al, point and plane beta sources were used at
planar material interfaces to study dose perturbations arising from the presence of
material boundaries; results were compared with Monte Carlo calculations (Kwok et
al 1987; Kwok etal 1990). In related works, discrepancies between Monte Carlo
and experimental results have been reported for plastic/air boundaries (Yu 1989).

The resolution of these discrepancies is one of the goals of this project. In
addition, Monte Carlo codes will be tested against new benchmark experimental
data concerned with interface beta dosimetry, and the "one-group“and "two-group”
methods mentioned above will be examined further.

1.2 Rationale for the Project

Several objectives of the present work were the following: (1) to produce a
set of benchmark data for testing analytical and numerical dosimetry calculations;
(it) to contribute towards developing clinical radioimmunotherapy; and (iii) to
provide data relevant to the dosimetry of skin surface contamination by "hot spots’
of beta radionuclides.

The presence of material boundaries complicates dosimetric calculations.
All analytical methods aimed towards this problem thus far are approximate; even
Monte Carlo algorithms such as the ones used in this work implement electron



multple scattering theories which are valid for homogeneous. infinite media.
Consequently. the reliability and accuracy of these calculational methods are
assessed by comparing their results with high quality experimental data. Since such
data are relatively scarce, this project has aimed to furnish some.

To this end, experiments were designed @0 quantitate dose backscatter
at planar material interfaces due to a beta source present at these boundaries: (ii) to
investigate the dependence of dose enhancement on the atomic number of the
backscattering material: (iii) to study the variation of dose perturbation with distance
from the source, the source being fixed at a planar material interface: and (iv) 10
study the variation of dose perturbation with source displacement from the material
interface. No other investigations which address these aspects of boundary beta
dosimetry as thoroughly as does the present work have been found in the literature.

To illustrate the practical relevance of the type (i) experiments, one can
imagine for example that radicactive beta sources are present at soft-tissue/cortical-
bone boundaries or air/soft-tissue boundaries within the body as a result of nuclear
medicine or radiotherapeutic procedures. These experimental data should help in
understanding how doses in these situations are enhanced or reduced because of the
presence of different media.

Contamination of the skin by beta sources, resulting in localized areas of
high activity. or 'hot spots', provides a concrete example of application of one of
these experiments. The experiment, type (iii) above, uses Mylar as a skin substitute
and beta activity is present on the surface. The dose perturbation fall-off with depth
in the Mylar is measured, and provides an estimate of how far below the skin
surface the energy from surface contamination is depostted.

Figure 1.1 depicts another example of potential application in vivo for the
type (iii) experiment. Here, the beta source is within a tumour that has partially
invaded a segment of cortical bone. It is known that the bone enhances dose to the

“The inceprion of many of the ideas associated with these is due 10 Dr Presrwich.
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surrounding healthy soft-tissue because of excess electron scattering in cortical
bone relative to soft-tissue. but how does this dose enhancement fall-off with
increasing amounts of soft-tissue between the source at the interface and the point

of interest?

Fig 1.1 In vivo relevance of type (iii) experiment
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Figure 1.2 is a descriptive diagram which demonstrates an anatomical
setting for a type (iv) experiment. Here, the source is embedded in a tumour which
is some distance from a bone and there is intervening soft-tissue. A possible
question is "how far from the radioactive site (the tumour) must the bone be in
order not to appreciably increase the dose to the intervening healthy tissue?"

Fig 1.2 Sample illustration of applicability of type (iv) experiment
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These diagrams are anatomically nebulous; their purpose is to demonstrate
that, in addition to contributing towards fundamental research, these types of
experiments have practical and potentially useful applicability.

The preceding illustrations also assume that beta radionuclides are present in
tumours. One radiotherapeutic treatment, still in developmental stages, for
accomplishing this. especially in metastases. is radioimmunotherapy. Thisisa
treatment which uses monoclonal antibodies as selective vehicles for transporting
radionuclides to specific tumours. Tumour associated antigens attract these
racioactively labelled monoclonal antibodies which should destroy the targetted
tumour while sparing healthy tissue.

The reatment owes its existence to the development of the hybridoma
technique for producing monoclonal antibodies (Kohler and Milstein 1975), and
has progressed in part because of advances in immunology. molecular biology and
cancer research. Details of physiological and biological hindrances thwarting
speedier progress and greater success of this treatment can be found in the literature
(for example, Sharkey et al 1990; Wessels 1990; Vaughan et al 1987; Larson et al
1986; Eckelman et al 1980). Techniques for quantitating the radionuclide activity
distribution in vivo will not be discussed here either, save to mention that single
photon emission computerized tomography, SPECT, is currently being developed
for uses sucii as this. (Leichner 1986; Jaszczak et al 1985)

Another factor upon which the eventuality of clinical, routine
radioimmunotherapy relies is the development of the dosimetry associated with this
treatment. That is, one shouid be able to reliably predict the doses which wiil be
received by the patient as a result of the procedure. Dosimetry calculations also aid
in selecting the most cost-effective radionuclide for the procedure (McGregor
1988). In view of this, the work done here may play a small but relevant role in
optimizing clinical radioimmunotherapy.

Other works in interface beta dosimetry have reported discrepancies
between Monte Carlo and experimental results at air/plastic interfaces (Yu 1989).
These experiments used thermoluminescent dosimeters (TLDs) which may have



perturbed the electron fluence in the medivm under investigation but since there was
agreement between calculational and experimental results for aluminium/plastic
interfaces, this explanation is questionable.

Similar and additional experiments have been done in the present work
using an extrapolation chamber as the radiation detector; this affords a different and
more sensitive approach with which to obtain the aforementioned benchmark data

and antempt an explanation of the discrepancies noted above.



CHAPTER 2
ENERGY DEPOSITION BY ELECTRONS TRAVERSING MATTER

The following does not purport to be a complete account of electron
interactions with matter. The basics of some of the interactions relevant to the
present study are outlined, while derivations of cross-sections and indepth
treatments of some physical processes are omitted. However, references which
address these topics are included.

Naturally occurring processes which are sources of electrons include beta
decay, internal conversion and the Auger effect. Beta particles are electrons that are
emitted during one type of beta decay in which a neutron ransmutes into a proton,
and an electron and antineutrino are emitted from the radicactive nucleus[n — p +
e+ V 1. Asaresult of beta decay, electrons of different energies are emitted.
Therefore, beta decay is a source of polyenergetic electrons. The beta spectrum is
usually characterized by a highest, or endpoint, energy, E (this is 1.708MeV for
32py and an average energy, <E>, (694keV for 32p).

Internal conversion electrons are monoenergetic and resuit from de-
excitation of an excited nuclear state by emission of an atomic electron rather than
by emission of a photon.

Auger electrons are 2lso monoenergetic; they are atomic electrons which are
emitted instead of characteristic X-rays when inner shell vacancies are filled by
outer shell electrons.

Artificial means of producing energetic electrons include linear accelerators,
betatrons and electron synchrotrons. (Enge 1966)

In traversing a medmm, an electron suffers very many collisions. A IMeV
electron undergoes about 10* elastic collisions while slowing down to 1keV
(Berger and Wang 1988). Conseguently, an electron's path is tortuous, 2 feature
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described as pathlength straggling. Energy-loss straggling is another characteristic
of electron traversal through a medium; the manifestation of energy-loss straggling
is that. for incident electrons of the same energy, there is, at any particular depth in
the medium, an energy distribution of electrons.

As a result of these two features, the end-point of an electron's path. or its
range, in a medium, is not distinct Several functional definitons exist; three
examples are the CSDA range. the practical or extrapolated range and the maximum
range. The last is relevant to beta emissions; it is determined from ransmission
measurements and is the absorber thickness required to reduce the beta particie
transmission to background levels. The practical range is determined from the
transmission curves of monoenergetic electrons; the linear middle portion of these
curves is extrapolated until the background level is intersected and the absorber
thickness associated with this point of intersection is defined as the extrapolated
range. (Evans 1955) The CSDA range is based on a mode!l of electron transport
called the continuous slowing down approximation and is the definition used in this
work.

An electron's properties make it a very interactive projectile in a medium. It
1s a lepton; that is, itis a spin one-half particle that does not feel the strong nuclear
force. Itis alsocharged and interacts via the electromagnetic force. Itis the lightest
charged lepton. with a mass of 0.511MeV, and is identical to atomic electrons.
which are some of its targets.

Because it is charged., the electron can interact with either the atomic
electrons or the positively charged nucleus. The latter type of interactions are
usually scatterings with not much energy loss because of the small mass of the
electron (projectile) compared with that of the nucleus (target); bremsstrahlung
radiation may be produced during these interactions as well. Electron-electron
interactions involve particles with equal masses so that considerable energy loss can
occur; in addition, the intrinsic angular momentum (that is, the spin) of the electrons
has o be considered. The results of these various types of interactions are
scatterings and energy losses inflicted on the electron.



The prevalence of one type of interaction is largely dependent on the energy
of the incident electron and on the atomic number of the medium. For example.
whereas at higher electron energies, electron-nucieus encounters resulting in
bremsstrahlung must be considered along with ionization and excitation as energy
loss mechanisms. in the region of interest for this work. namely. less than 3MeV.
bremsstrahlung production as 2 means of energy loss is a distant second to
ionization and excitation. The stipulated energy range of interest arises because
most beta emitters have end-point energies in this region (Mladjenovid 1973).

In order to construct a representative picture of electrons interacting with
matter, one has to determine the direction taken after each interaction and the energy
loss incurred there. The electron fluence, differential in angle and energy. ata
particular point in a2 medium, is the quantity which describes this.

Electron fluence is the number of electrons passing through a particular
area. This quantity, differential in angle and energy, is the number of electrons per
unit area per unit solid angle per unit energy. Itis a fundamental parameter of
electron transport and its role in determining absorbed dose will be demonstrated in
Section 2.2,

Another term worth defining at this time is cross-section. Loosely. it can be
defined as describing the probability for an interaction to occur. Itis nota physical
property of the particles which are targets of the interaction but can be considered
their 'effective areas'. The unitsofa cross-_gection are area per target particle. The
following definitions are taken from Evans (Evans 1955).

Evans presents two concepts of a cross-section: one has its roots in wave
theory, the other in particle theory.

In the wave model, a cross-section can be thought of as an area in the
incident wave-front through which a specific amount of power flows; this is the
power removed as a result of interaction with one target particle. This is equivalent
to saying that there is an incident power intensity J 6 (power per unit area) and
interaction with ‘a target’ results in removal of an amount of power L. The cross-
section T for this interaction is such that I= 7 Jg and is therefore the proportionality

e
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constant between the incident power intensity and the power removed.

In the corpuscular model, a cross-section can be thought of as an area
associated with each target particle; incident particles must pass through this area in
order to undergo the interaction. The value of the cross-section represents the
probability of "a hit’ on this target area. The cross-section, O, mulaplied by the
areal density. nx, of target particles in a thin target (where n is the volume density
of target particles and x is the target thickness), gives the probability that one
incident particle will interact while passing through the target material.

Two examples are included for illustration. (2) A reaction occurs in which
products that can be counted are formed - an incident fluence @ resultsin P
products for a target with N target particles; then, P= 99N, where ¢ is the cross
section for this interaction. (b) A beam is incident on a target with areal density nx
of target particles; the incident intensity J, is known and the transmitted intensity J
is measured. Then,J =Jg- AJ, where AJisthe intensity removed by the target
such that the probability of removal, that is, the probability of interaction, is AJ/Jy
=nx 6, where ¢ is the 'cross-section’. In keeping with the format of the first
definition, AJ/n x is the power removed I, such thatI= ¢ Jq.

2.1 Electron Interactions with Matter

As a result of the various types of interactions undergone by electrons
penetrating a medium, their fluence changes with depth of penetration and there are
corresponding changes in the absorbed dose. An understanding of the fundamental
interactions is therefore a prerequisite for determining absorbed dose.

Electron interactions are categorized using the sizes of impact parameters
relative to those of atomic radii. An impact parameter is the closest distance
achieved between the line of motion of an incident particle and the target particle, It
is denoted here by b and the atomic radius by a.

When the impact parameter is very much ]ai'ger than the atomic radius,



(b>>a), the encounters are called distant collisions or soft collisions. They are the
most common type of interaction and account for about half of the energy lost by
electrons in penetrating a medium (Atutix 1986). The energy loss results from
ionization or excitation of the atom.

In soft collisions, the electric field of the electren interacts with the entire
target atom. The electron can be treated as a point charge and its magnetic
properties can be neglected. This approximation is justifiable given the magnitude
of the impact parameter and the fact that the force associated with a magnetic field
falls off as the reciprocal of the cube of the distance whereas the electric force does
so as the reciprocal of the distance squared (Rossi 1952).

Nonetheless, the theoretical treatment of soft collisions is complicated.
Determination of cross-sections for inelastic collisions resulting in atomic excitation
necessitates evaluating transition probabilities for all possible excited states. For
fast electrons (that is, ones whose velocities exceed greatly the internal motion of
the system) the method of the Born approximation suffices. However, for slow
electrons, this approximation is not valid and other sophisticated treatments are
needed. (Chap 11, Mott and Massey 1949) In addition, the density effect, which is
defined next, must be considered in the case of relativistic incident electrons.

In condensed media, the electron's electric field is felt foremost by atoms
nearest it; the resulting dipole distortion of these atoms weakens the electric field felt
by atoms further away so that in effect, some of the atoms in the medium screen the
eiectric field of the passing electron from others. (Attix 1986; Rossi 1952) The
result is a decrease in energy loss by the electron. This phenomenon is pronounced
in condensed media, such as liquids and solids, in which atoms are not as widely
spaced as in gases and cannot be treated independently, and it is not negligible in
any medium for the case of relativistic electrons (Berger and Seltzer 1983). Itis
called the density effect (Fermi 1940) or polarization effect, and is taken into
account in assessing electron ehergy loss, as discussed later.

Electron energy loss as well as scattering can occur in encounters where
impact parameters are about the size of atomic radii (b ~ 2). These encounters are
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called hard or knock-on collisions. The incident electron can engage in inelastic or
elastic collisions. Atomic excitation and ionization are two types of inelastic
interactions. The assessment of atomic excitation, for fast and slow incident
electrons. is on par with that for soft collisions outlined above. Ionization can
result from direct interaction of the incident electron and an atomic electron and is
likely at these impact distances, hence the name knock-on collision.

The incident electron can also change places with an atomic electron in what
is referred to as a rearrangement collision, or exchange interaction, which may be
elastic or inelastic. The theoretical treatment of these interactions is complex (Chap
10.11 Mott and Massey 1949).

If the scattered electron (ak: o called secondary or knock-on electron) ina
Kknock-on collision has an energy much greater than the binding energy, the
interaction is treated as if the scattered electron had been free. The electrons’
magnetic moments and spins cannot be neglected at these small interaction
distances. In addition, the indistinguishability of the incident and scattered
electrons must be considered, and a relativistic treatment is in order since fairly low
energy electrons are relativistic (for example, an electron of IMeV kinetic energy
has a speed slightly greater than 9/10 the speed of light).

These interactions are also called inelastic eiectron-electron scatterings.
Their cross-section was derived by Mgller and is usually referred to as the Mgller
cross-section.

Mglier completed a relativistic quantum mechanical treatment of electron-
electron collisions. in which the interaction between the two electrons is treated as a
first-order perturbation. Dirac's theory for electron motion in an electromagnetic
field was used {(Chap 15. Mott and Massey 1949) and the atomic electron was
assumed to be free. Although collisions of this type are not as frequent as the
distant interactions described earlier, large energy losses can occur at each
encounter because the colliding particles have equal masses.
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Let T =kinetic energy of the incident electron in units of me2, where m is
the electron mass and ¢ the speed of light

Let xT = the smaller of the kinetic energies of the incident and scatiered
electrons, in units of me2

Then, 0% x £ 1/2 since one cannot distinguish between the incident and

scattered electrons. The cross-section per electron is
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where 1, is the classical electron radius, e2/mec2. (Zerby and Keller 1967;

Roy and Reed 1968)

Equation 2.1 gives the probability of fractional energy loss x by the
electron. If the particle emerging with the higher energy is taken to be the incident
or primary electron, its energy loss is therefore xXT. The cross-section also
increases with decreasing incident electron energy T. Consequently, low energy
electrons lose energy faster than high energy ones as a result of electron-electron
collisions.

The angular deflections of the electrons can also be determined. The
differential scattering cross-section derived by Moller is as follows. It gives the -

probability of scatter into solid angle 42, definedby © to © + 4@,
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where r,, is the classical electron radius

B=vic, the ratio of electron speed to that of light



© is the scattering angle in centre of mass coordinates.
(Roy and Reed 1968)

This form of the scattering cross-section is instructive because the various
terms can be associated with physical processes. The fourth term in the square
brackeis is a consequence of the electrons' spins: without it, the equation would
represent the result of a collision berween two identical particles with no spin. The
third term accounts for the identical nature of the particles and their possible
interchange. Without the third and fourth terms, Equation 2.2 is referred 0 as the
relativistic Rutherford cross-section; that is, it is the cross-section for the interaction
between two unlike charged particles. In the non-relativistic limit, it reduces to the
form of the Rutherford scattering cross-section (Roy and Reed 1968).

Scattering angles determined from the Mgller cross-section are as follows.
For the higher energy or primary electron,

(1-xXT+2) uz

(:()s@h - [_'_(1 T )T+ 2 1 (2.3)

where ©y, is the angle of scatter between the higher energy electron’s scattered
direction and its original direction.
For the lower energy or secondary electron,

x{T+2) u:

cos@ = [ ]

1 UXT+2 (2.4)
where 0 is the angle of scatter between the secondary electron’s direction and the
original direction of the primary electron.
(Zerby and Keller 1967).

From these relationships, it can be seen that for energy losses up toa
maximum of 12T, cos@ 2 cos®, 2 0_imrlying that the primary electron suffersa

smaller. if not equal. deflection compared with the secondary.



The Mgller cross-section, Equations 2.1 and 2.2, is finite for the incident
electron energies of interest here and increases with decreasing electron energy.
This implies that an electron undergoes successive interactions of this type. losing a
fraction of its energy each ime. The magnitude of the angular deflection at each
collision depends on the incident electron energy and the fraction of this energy that
is lost (Equation 2.4). Most of the deflections are small but there are large ones at
times (Zerby and Keller 1967).

Energy losses incurred in electron Interactions of the zbove two types are
called collisional energy losses. As seen earlier. knock-on collisions can result in
scattering as well as energy loss. However, the interaction discussed next results
primarily in scattering for the incident electron energies of interest here. Radiative
energy losses do occur but the probability of their being large is low. In addition. it
is estimated that these radiative phenomena do not affect the electrons’ deflections
by more than three percent (Mott 1931). Therefore, scatter can be treated separately
from energy loss. The scatterings are referred to as nuclear elastic scatterings or
auclear Coulomb scatterings.

Impact parameters of electron-nucleus interactions are smaller than the
atomic radius (b<<a), so the interactions are called close collisions. The electron is
scattered by the nucleus and there is a small chance that a photon will be emitted: the
photon constitutes radiative energy lost by the electron, and is expected according to
classical theory which proposes that whenever a charged particle is accelerated, it
should radiate. The cross-section for this radiative phenomenon is 1/137 times that
for elastic scatter (Evans 1955). However, when a radiative interaction occurs, a
photon (bremsstrahlung radiation) is emitted, the electron is deflected and can lose
up to all of its kinetic energy to the photon (Evans 1955; Attix 1986;Rossi 1952).
As discussed later, radiative energy loss is not significant, given the electron
energies of interest here.

Elastic nuclear scattering, or Rutherford scattering, is largely responsible for
the characteristic zig-zag path of electrons penetrating a medium. Classical and
quantum mechanical derivations of the cross-section give the same resuit, a



situation peculiar to fields in which the force varies as the reciprocal of the distance
squared, as is the case for the electric field. (Appendix C, Evans 1955)

The classical derivation considers the effect of the Coulomb force on an
electron which passes near a nucleus of charge Ze. Use is made of the impact
parameter, b, to delineate a ring or differential cross-section within the effective
target area. In addition, the impact parameter is related to the scattering angle. 6,
giving the following expression for the differential cross-section per unit solid angle
tor elastic nuclear scattering.

Ly

mv " sin‘-g-

(2.3)
where e is the electron charge and rav is the momentum of the incident electron.
(Rutherford 1911; Chap 13, French 1971)

The quantum mechanical approach involves solving Equation 2.7, below.
This is the time-independent (Schrodinger) wave equation for the outgoing wave,
y. which is the result of scatter of an incident wave ;,. by a scattering potential.
Elastic nuclear scattering can be considered as the scattering of an incident beam of
electrons by a small, spherically symmetric region where the potential energy is

non-zero. The scattering potential is denoted by V( ;), the scattered wave by Pgear,
such that

P=Winc* Wscat (2.62)

where Pipe = ez (2.6b)
eil:l'

Yoear =f(8) T forlarger (2.6c)

and y, the total or outgoing wave, is the solution of
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k (2.7)
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where k is the wave number: k= =2=; E is the kinetic energy of the system, and
h

m, the reduced mass.

The problem. then. is to find f(@) in Equation 2.6¢c. This quantity is the
scattering amplitude. Its square is the differential cross-section for scattering into
the element of solid angle representing scatter through angle 8.

The wave equation, Equation 2.7, can be solved exactly and approximately.
The method of partial waves, which involves expanding the wave function in
spherical harmonics and using the asymptotic form of Equation 2.6¢. gives an exact
solution. The Born approximation method, which treats the scattering potential as a
perturbation, is valid for fast incident electrons; the magnitude of the scattering
potential must be considerably less than the kinetic energy of the incident particle.
The appropriate wave equation is solved via the method of Green's functions (Chap
16, Arfken 1985) to give f(8). (Mott and Massey 1949; McGervey 1983)

The Born approximation method gives the result that the scattering
amplitude is the Fourier transform of the scattering potential with respect to
momentum transfer. Using a Coulomb potential, V(r)=Ze?/r. one obtains Equation
2.5 for |f(8)|2.

Equation 2.5 is valid for two point charges interacting but the nucleus
consists of a distribution of protons and neutrons. A form factor is used to modify
the cross-section in order to accommodate the extended charge distribution arising
from the protons. A form factor gives the ratio of the scattering amplitude for an
extended charge distribution to that for a point charge. Here. it is called the nuclear
form factor Fy(q). and it is the Fourier transform of the charge distribution with
respect to momentum transfer. Therefore, the elastic nuclear scattering cross-
section becomes
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where dQ == is siven by Equation 2.5.

As stated earlier, the Born approximation method can be applied to elastic
collisions between fast electrons and atoms (collision category b>a). Here, atomic
electrons shield the nuclear charge from the incident electron, and the differential
cross-section for this interaction is Equation 2.5 with Z2 replaced by [Z-F(q)].
where F(q) 1s the atomic form factor.

Inelastic collisions between fast electrons and atoms are also treated by
approximate methods. The optical transition probabilities for resulting atomic
excited states must be determined; these probabilities are used to define generalized
oscillator strengths. The differential cross-section for a particular atomic transition
is determined from the generalized oscillator strength associated with that excitation.
From this, it can be shown that, for small momentum transfers, the differential
cross-section is related to the dipole moment corresponding to the atomic excitation.
(Chap 11, Mott and Massey 1949; Gasiorowicz 1974)

Derivation of the M¢ller cross-section requires making the spatial part of the
wave function for the electron symmetric or anti-symmetric, depending on whether
the total spin of the two electrons is even or odd. This follows from the
requirement that the total wave function be antisymmetric. The consequences are
observable in the fourth term of the differential cross-section (Equation 2.2), as
outlined earlier. (Gasiorowicz 1974; Landau and Lifshitz 1976)

The cross-sections of Equations 2.2 and 2.5 indicate that an electron
undergoes many successive collisions during the course of its penetration in a
medium. Analytical models have been developed to describe the curulative effect
of many or multiple electron interactions. Multiple scattering theories address the
angular deflection resulting from many electron interactions; these will be discussed
further in Chapter 3. Energy loss is also described by analytical models, and one
example is the continuous glowing down approximation (CSDA).

As indicated earlier, there are collisional and radiative energy losses, but the



latter constitute a small fraction of the total for the energies of interest here. An
estimate of bremsstrahlung production is obtained from the radiative yield, y(E);
this is the fraction of the incident electron's kinetic energy E that is converted to

bremsstrahlung. It is approximately

3x10ZE
1+3x10 ZE (Zerby and Keller 1967),
where E is in units of mc2. and Z is the atomic number of the medium. For

Y(E) =

E=700keV, the approximate average energy of 32P, and bismuth (Z=83), since this
was the highest atomic number material worked with here, y/E) =3%.

Each energy loss suffered by an electron is the result of an individual
collision. Energy loss is therefore a discrete phenomenon. However, since
successive collisions occur and at many of them only a small fraction of the
electron's energy is lost. the energy loss can be described, albeit approximately, as
taking place continuously. This is the essence of the CSDA model for energy loss
and although it ill-represents physical reality, it is widely used. The model neglects
energy loss straggling and it becomes increasingly inappropriate for electrons in the
low keV range since these are more likely to lose large fractions of their energy in
single encounters.

A parameter of this model is the stopping power, S(E). It gives the energy
loss per unit pathlength travelled by an electron of a given initial energy. The
CSDA range, R,,, is the distance over which an electron of initial energy E, loses all
of its energy, according to this model. It is determined by

o 1
RO-LO?(—E-)-(]E

where the stopping power S(E) is defined as follows.
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where W is the cross-section for inelastic scattering resulting in energy loss W, p

1
is the medium density and N is the number of electrons per gram. B 55

referred to as the mass stopping power.

do 1 dE
If 3% is the cross-section for collisional type energy loss. ~ Pdx 1scalled the

mass collisional stopping power. If it is the cross-section for radiative energy loss.

1 dE
P& is the mass radiative stopping power. Thatis.

S(E)total = S(E)collisional + S(BE)radiative:

Collisional energy loss is separated into two types, namely, that resulting
from hard collisions (b~a) and from soft collisions (b>a). Soft collisions are
defined to be those where the ejected electron’s energy is less than a pre-chosen
value 1. Conversely. hard collisions result in ejected electrons with energy greater
than 1. n is arbitrarily chosen under two conditions; one, that it is sufficiendy large
so that all hard collisions can be analyzed as if the atomic electrons were free. and
two. that it is small enough so that the soft collisions can be treated as if the electron
were a point charge. (Rossi 1952)

From the preceding section, it is evident that the Mglier cross-section is
used for evaluating hard collision stopping power and that the soft collision
stopping power requires evaluation of the ransition probabilities for various
possible excited atomic states. That is.

Bued Em dg
S E)= W(— aw
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where E, = 1/2 the incident electron energy.
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The soft collisional stopping power was first avaluated by Bethe (Berger
and Seltzer 1983) using the Born approximation. The limitations of this method for
handling electron-atom collisions have been briefly mentioned. The shell correction
term, C/Z, in Equation 2.9 below, corrects for the invalidity of the Born
approximation for incident electrons with velocity not much greater than that of the
atomic electrons. The name for the correction is explanatory since electron
velocites in the different orbitals vary, with the K-shell electrons being the fastest.

The mass collisional stopping power for electrons is given by

1 1 & T+ 2)

s, =i E In +F -5~ 2
P eot P dtmu =K 2(-1_): L -Z_]
: , where (2.9
k=27 N2 r: —-f—:-
A ﬁ-

with 1= the classical electron radius,
N5 Z/A =the number of electrons per gram of medium,
B=v/c; v is the electron speed. The presence of § in the
denominator indicates that the energy loss per unit pathlength increases with
decreasing electron energy.
mc? = rest mass energy of the electron
T=kinetic energy of electron in units of mc2
8 = correction for the density effect discussed earlier
C/Z = shell correction described above

TT— Q@1+ Dn2

Fy=1-6 + - |
and (x+1) : (Chap 8, Attix 1986).



I is the mean excitation energy of the medium. Although not shown explicidy here,
the density effect term also depends of I which therefore plays a key role in
evaluating collisional stopping power.

For gases. mean excitation values are determined from optical dipole
oscillator strength densities, which are proportional to photoelectric cross-sections.
In condensed media, the dielectric response function, which is related to the index
of refraction, is used to determine I. (Berger and Wang 1988) The development of
stopping power theory is not simple, particularly for iow-energy electrons for
which, the Born approximation that underlies the theory of Equation 2.9, is invalid.
This is consequently an area of current research interest (for example, Nieminen
1988).

Section 2.1 should have provided some insight into the various interaction
processes which electrons undergo. It should have enhanced an appreciation for
the theoretical treatments necessary for determining cross-sections, the usage of
which in analytical theories and Monte Carlo codes (Chapters 6 and 3) would
otherwise be perfunctory. In addition, Section 2.1 has shown that energy loss can
be treated separately from angular deflection.

2.2 Calculation of Energy Deposited

Absorbed dose is the quantity of primary interest for practical purposes.
The absorbed dose at a particular point in a medium is the product of the electron
fluence at that point and the appropriate collisional stopping power. The
relationship between absorbed dose, D, and electron fluence, &, is given by
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where the first term within the brackets is the contribution from electrons which
deposit some of their energy as they pass through dx and the second term is due to
electrons coming to rest in dx (ICRU35 1984).

Evaluating Equation 2.10 requires knowledge of the electron fluence asa
function of depth or distance r from a source. This is an extremely difficult
parameter to determine analytically for a realistic situation given the enormous
amount of electron scatter which takes place, the statistical fluctuations in the energy
losses of successive collisions, and the presence of boundaries. To date. an
analytical approach towards an exact solution remains intractable. However, there
are approximate methods which are useful. One example is the continuous slowing
down approximation (CSDA) to the radiative transport or Boltzmann equation.

2.2.1 The Boltzmann equation and methods for its solution

The time-independent or steady state Boltzmann equation describing
electron transport gives the fluence as a function of energy and angle at any point in
a medium, as shown below.

V- &F,EQ)D + nd(F,E,Q) = YFT,EQ) +
_[dE'j'dQ'nc (ﬁ — Z'l,E' —E)d(T, E‘,'Q') (2.11)

For a volume of interest at T, the terms on the left of Equation 2.11 represent
electron losses and the terms on the right, gains or additions. Specifically,

Y(T,E,Q) is a source of electrons at T, with energy E and in direction Q; Y is
anumber density;

n is the number of scatterersat T and 6(Q — O E — E) is the differential
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cross-section for scatter of electrons travelling in directon Q and with energy E
into angle Q with energy E. Therefore, no® gives the number of electrons per

unit volume at T, with angular direction {} and energy E that have been scattered
into the volume of interest.

u is the interaction coefficient, representing the probability per unit length of
electron loss from the volume of interestat T,

and the first term on the left describes the transport of electrons through and out
of the volume of interest.

For electron transport in the CSDA, energy loss is treated separately from
scatter; that is, elastic collisions causing angular deflections are segregated from
inelastic collisions that are assumed to not cause angular deflections. The energy
loss is described using a stopping power as discussed in Section 2.1. In this

approximation, Equation 2.11 becomes

0 VOEED) + poF ED) - Y7 ED) + EOIEED)

+ fdlno(@ - YIF.EQ) (212

where the second term on the right is called the slowing down term.

For an isotropic point source of monoenergetic electrons in an infinite
homogeneous medium that is purely absorptive, Equation 2.12 gives the following

result for the electron fluence at T.

- Y.(B) ..
P(T.E) 2t o (2.13)
_ Y.(E)
~ where Y, is the total source strength: Y(E,Q) = i >

and E=FE - _[:S(E) dx . where E is the initial electron energy.
Equation 2.13 can be used in Equation 2.10 to estimate the absorbed dose.



In addition to being developed under the CSDA. Equations 2.12 and 2.13
are for infinite, homogeneous media. For heterogeneous media. there is the
complication of material boundaries. An analytical method in interface beta
dosimetry that is based on an approximate solution of the Boltzmann equation is
that of O'Brien et al (O'Brien et al 1964). This method, which will be discussed
further in Chapter 6. is based on Lewis’ solution of the transport equation (Lewis
1950).

Other methods for handling electron transport at boundzries include the
Monte Carlo method, the adjoint Monte Carlo method and the method of discrete
ordinates. In this work, the Monte Carlo method and two analytical methods are
used for dosimetric calculations. For completeness, a further note is made
regarding the other two methods since they are topical and will not be discussed
hereinafter. '

The adjoint Monte Carlo method tracks electrons backwards (that is, from
lower to higher energies) from the point of intémst (for example, the detector) to the
source. It has found applicability in the analysis of space systems exposed to
electrons (Jordan 1986) and may be useful in optimizing dose distributions in
radiotherapy (Mackie 1990).

The discrete ordinates or S, method is a numerical means of solving the
ransport equation. It involves deriving a set of equations that describe the problem
and developing procedures to solve these equations. The equations may be derived
in various ways: for example, they can be formulated for finite cells in phase space
or derived from analytical forms of the transport equation. Procedures for solving
these equations use physical principles to ensure and hasten convergence of the
solution and involve approximations. (Carison and Lathrop 1968)



CHAPTER 3
MONTE CARLO SIMULATION OF ELECTRON TRANSPORT

In general. the Monte Carlo method "is used to predict the outcome of a
series of events, each of which has its own probability” (McCracken 1955). With
regard to electron transport, the events are the various interactions discussed in
Chapter 2 and the probability of occurrence of an interaction is given by its cross-
section. Consequently, the problem of solving the transport equation, Equation
2.11, lends itself to the Monte Carlo method.

A sample of source electrons is followed via a computer simulation which
effects physical interactions by using computer-generated (pseudo-)random
numbers to sample probability distributions that are based on cross-sections.
Energy deposited in 2 medium is a typical example of a quantity which is scored.
Source electrons are referred to as (case) histories and it follows that the more
histories used, the smaller the sampling error and the longer the computing time.

Two Monte Carlo codes. EGS4 and Cyltran, are addressed in the
following. They are different algorithms for simulating electron and photon
transport in matter.

3.1 Simulation of Electron Transport - The Condensed History
Technique

As noted in Chapter 2, electrons suffer many collisions per unit Iength of
medium traversed. Owing to the multitude of interactions, analog Monte Carlo is
not performed; that is. each interaction is not simulated (Nelson, Hirayama and
Rogers 1985). Rather. the simulation is done in segments, where each segment
consists of a series of interactions and the cumulative effects of these multiple

32
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interactions are assessed theoretically. This is referred 10 as condensed history
Monte Carlo which therefore is 2 combination of theory and conventional Monte
o

Unique to condensed history simuiation, then, is the need to assess energy
loss and angular deflection resulting from a series of interactions. The energy loss
can be dealt with by using, for example, the continuous slowing down model
described in Section 2.1, or energy loss distributions such as the Landau
distribution (Landau 1944). The net angular deflection is determined using multiple
scattering theories.

3.1.1 Multiple scattering of electrons

A few examples of multiple scattering theories in the literature are those due
to Goudsmit and Saunderson (Goudsmit and Saunderson 1940). Molitre (Bethe
1953), Fermi-Eyges. Lewis (Lewis 1950) and Snyder and Scott. (Scott 1963) All
are applicable to infinite, or semi-infinite, homogeneous mediz. 2 limitation which
poses conflicting requirements when dealing with electron transport near material
boundaries. The electron segment or step should be small enough so that it appears
to be taking place in an infinite medium and it should be sufﬁéiently long soasto
contain multiple (>20) interactions.

Of the above list, only the Fermi-Eyges theory addresses energy loss
(Eyges 1943) in addition to lateral displacement and scattering. The Fermi-Eyges
diffusion equation for the scattering angle distribution can be derived from the
Boltzmann equation (Scott 1963). Renewed interest in it is due 10 the pencil
electron beam dose distribution work of Jette et al and others.

Neglecting energy-loss. using two dimensions, that is, the xz plane, and
denoting the electron direction by an angle 8 with respect to the z-axis, Equation
2.11 becomes



34
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Let the next scatter angle be T. such that 8’ =8 + T, and let in-scatter and
out-scatter probability be equal: u(@ — 87 =p(6" — 6) = u(C). Invoke the small-

angle approximation, cos 6 ~ 1. sin § ~ 6. Then, Equation 3.1 becomes

6&2 + 22 - i@+ D - @@ &

which can be reduced to the following equation using a Taylor expansion of
P(6+{) and the definitions of mean scatter angle, <(>. mean square scatter angle,
<{2>_and the variance in the scatter angle, <{2> - <{>2, which follow from the
fact that each scatter is independent of the other. Assuming a Gaussian distribution

for <C>, one obtains

b __ o, u<d> 5o

oz ox 2 & (3.2)
where p<{2> is the linear scattering power, defined as that which causes an
increase, A<62>. in the mean square scatter angle over a pathlength element Al,
given the scattering coéfﬁcient per unit pathlength p — A<§2> = p<g2> Al

Lewis also addresses multiple scattering from the standpoint of the transport
equation. His approach does not proceed from a specific single scattering cross-
section and makes no small-angle approximation. The angular distribution obtained
is equivalent to that of Goudsmit and Saunderson (Lewis 1950; Roy and Reed
1968). and evaluation of the distribution in the small angle approximation gives the
Moliere distribution (Bethe 1953; Lewis 1950).

The Goudsmit-Saunderson distribution function for angles resuiting from
multiple scatterings is 2 Legendre series. The single scattering cross-section is
incorporated in evaluating the coefficients of the series. (Goudsmit and Saunderson
1940) The distribution is a function of step-length as well as angle and numerical
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evaluation of it can be lengthy (Zerby and Keller 1967). Therefore, random
sampling of the Goudsmit-Saunderson distribution is more readily accomplished by
sampling from stored muitiple-scattering distributions calculated for pre-determined
step-sizes (Berger and Wang 1988). This is the approach adopted in the Cyltran
Monte Carlo code which uses the Goudsmit-Saunderson multiple scattering
formalism.

The EGS4 code uses the Moliere multiple scattering formalism. The latter
was developed in the small angle approximation and has since been modified so as
to improve its performance at large scattering angles (Bethe 1953). However. at
very large scartering angles, in particular for 180° scattering or backscattering, the
modified expression is inaccurate (Bethe 1953). In comparison. the Goudsmit-
Saunderson formalism is exact for all scattering angles (Goudsmit and Saunderson
1940).

Like the Goudsmit-Saunderson theory, any single scattering cross-section
can be employed in evaluating the Molidre distribution equation (Bethe 1953).
However, evaluation of the Molibre theory is commonly taken as it was done in the
original work, where a single-scattering theory developed by Molitre was used.
This theory does not include relativistic effects and it incorporates nucleus screening
by atomic electrons for a Fermi-Thomas atom. The Moliere distribution. derived in
this way, is then given in terms of a scaled scatter angle. (Bethe 1953) This form
is conducive to random sampling using variable step-sizes, a feature relevant to
EGS4.

Although the theories of Goudsmit-Saunderson and Moliere do not give
very different results in general (Bethe 1953; Rogers and Bielajew 1988). it has
been suggested that the Moliere theory may be inappropriate for handling electron
backscattering, particularly for low energy electrons off high atomic number media
(Berger and Wang 1988; Rogers and Bielajew 1988). This is consistent with the
improper behaviour of the Moliere theory at very large scattering angles which was
noted earlier. However, this suggestion arvaits further clarification. In addition,
possible effects on results from the EGS4 code, which uses the Moliere formalism,
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have yet to be ascertained.

3.2 Two Types of Algorithms for Electron Transport Simulation

Most electron transport simulations make use of the condensed history
technique and treat energy loss separately from angular deflection. Existing Monte
Carlo codes for the transport of electrons below 10MeV can be categorized as Class
1 or Class II (Berger 1963; Schneider and Cormack 1959). The former type of
algorithm is used in Cyltran, the latter in EGS4.

3.2.1 Class I and Class II algorithms

The two approaches differ in their treatments of energy lost by a primary
electron. The Class I algorithm lacks correlation between secondary or knock-on
electron production and the primary electron; the energy lost by a primary as a result
of all types of interaction along 2 path segment is determined at a single time.
However. the energy lost by a primary in a Class I algorithm is determined by
partitioning electron interactions such that ones which produce secondaries with
energies greater than specified thresholds are treated discretely or individually
whilst the others are treated in a grouped or continuous manner.

Class ] procedures can use energy loss models such as the CSDA or sample
from energy loss distributions. An advantage of the latter is that they ¢an include
the fluctuations in energy losses characteristic of electron transport. The Landau-
Blunck-Leisegang theory used in Cyltran is an example of a distribution which
incorporates energy loss straggling.

Class 11 procedures, or mixed procedures, incorporate energy loss
fluctuations in electron transport explicitly for the interactions handled discretely.
For the grouped interactions, a restricted energy-loss straggling theory can be
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implemented (Andreo 1988): otherwise, the energy loss is handled in the CSDA as
is done in EGS4. (Rogers and Bielajew 1990; Berger 1963)

The following clarifies the differences between the two approackes to
electron transport with specific regard to how they are used in EGS4 anc Cyltran.
respectively.

Let the distance to a discrete interaction be t. At the discrete interaction.
M¢ller and bremsstrahlung cross-sections are sampled. In order for the interaction
to be discrete, the secondary electron or photon produced must have energy greater
than a predetermined threshold. designated here as AE or AP. for electrons and
photons, respectively. Consider that a secondary electron. with energy Eg > AE. is
produced. Meanwhile, energy deposited along step. length t. is assessed in the
CSDA; it is t LAE, where LAE is the restricted stopping power for energy loss less
than AE. Consequently. the energy lost by the primary as a result of the
catastrophic or discrete interaction plus the multiple interactions along tis t LAE +
Ep. and the energy of the primary is E = E, - t LAE- E5, where E,, is the original
or initial primary electron energy.

In the other approach, a step length t, which is pre-determined, is divided
into substeps. Ateach substep. an energy-loss distribution is sampled to give
AE) . and secondary electrons or photons are generated according to M¢ller or
bremsstrahlung cross-sections. At the end of step t, E = E, - AE; ,(t). The
energy deposited along t is the energy lost, AE;(t). less the energy of any
secondaries produced along t, Egs. The secondaries can originate anywhere along a
substep and their production sites are not correlated physically with the primary's
interactions. :

In both codes, the anguiar deflections undergone during t are assessed using
multiple scattering theories (Section 3.1.1). (Rogers and Bielajew 1988, 1990;
Berger 1963)
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3.3 EGS4 and Cyltran - Two Widely Used Monte Carlo Codes for
Coupled Electron-Photon Transport Simulation

Both systems consist of three units. One unit prepares cross-section data for
the energies and materials of the problem. Another performs the Monte Carlo
proper in that it does the simulation of radiation transport by tracking case histories
and sampling probability distributions. The third unit is tailor-made for the problem
being addressed by the user: it scores quantities of interest and defines material
geometries and other input parameters.

The EGS4 System (Ford and Nelson 1978; Nelson, Hirayama and Rogers
1985: Rogers 1984) and the ETRAN-based system (Berger 1963; Halbleib and
Vandevender 1976: Berger 1968) are the Monte Cario codes proper used in this
work. Their names are acronyms for Electron Gamma Shower and Electron
Transport.

Cross-section data. representative of an understanding of radiation interaction
with matter, are generated by algorithms called PEGS4 and XGEN for the two
systems. The data are processed into forms which are accessible by the main codes
(unit two) during simulations.

Units two and three, the Monte Carlo machinery and the user code, are often
combined into single packages geared for specific problems. This is the case for
the two packages used in this work - EGS4/Dosrz and Cyltran.

With regard to the present investigation, EGS4/Dosrz (Bielajew 1991) allows
one to simulate an axisymmetric material geometry with a radiating isotropic disc of
specified dimensions as the source. The standard features of the EGS4 system,
including electron transport to 1keV, elecn'on-electror; 'smttering, muldple
scattering, bremsstrahlung production and energy loss, are present. Additionally.
the PRESTA algorithm (Bielajew and Rogers 1987), which reduces the dependence
of electron transport on electron step-size, is used.

Cyltran. Cylindrical transport. is 2 package which belongs to a collection
referred to as ITS (Halbleib. Mehlhorn and Kensek 1987; Halbleib and Mehlhom
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1984). Like EGS4/Dosrz, it simulates a cylindrical material geometry with axial
symmetry. Its radiation transport features are fully described in the preceding
reference and they include the various types of electron interactions discussed in
Section 2.1; energy loss is handled as outlined in Section 3.2.1.

Cyltran is written in FORTRAN and EGS4/Dosrz in MORTRANG, which is
an extended FORTRAN. Both systems use multiplicative congruential random
number generators. The EGS4 random number generator is an ‘on-line’ one
whereas Cyltran uses the VAX random number generator. The codes were run on
a VAX6420 computer at McMaster University.

Each electron is followed until its energy falls below a value ECUT which is
specified by the user. The energy loss per electron step is also user-controlied. In
EGS4, this is done by specifying ESTEPE. the fraction of an electron’s energy that
is lost per step: this allows step sizes to be controlled. In Cyliran. the equivalent of
ESTEPE is fixed at §%. The implementation of PRESTA in EGS4/Dosrz further
controls electron step sizes: an example of this is that extremely short step sizes.
which effectively tumn off multiple scantering because they violate requirements of
Molitre's theory. are prevented from occurring.

EGS4/Dostz and Cyltran differ in their termination of electron histories and in
their handling of energy-loss straggling. The latter was discussed in Section 3.2.1.
where differer es between Class Il and Class I algorithms were noted. An electron
history is terminated when the electron energy is less than a previously specified
value, ECUT. When this occurs at some point along an electron’s step in EGS4.
the electron’s energy is deposited over the remaining step length. In Cyltran. the
energy is deposited at some location along a straight line directed from the point at
which ECUT was reached: the location is chosen randomly from 2 uniform
distribution of distances which vary from 0 to the electron range corresponding to
ECUT. (Rogers and Bielajew 1990)

Electron steps are terminated at material boundaries in both codes. In Cyltran,
the pre-set electron step is shortened and energy loss determined; the deflection
angle is sampled from a Gaussian distribution instead of the Goudsmit-Saunderson
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distribution because deflection angles have been determined from the latter using a
set of pre-determined step-lengths. In EGS4, variable step sizes are possible. and
the PRESTA algorithm alleviates some of the problems associated with sertously
violating the applicability of the Molidre theory. (Rogers and Bielajew 1990)

Both codes have been tested against experimental electron broad beam data for
1 and 2 MeV electrons incident on homogeneous two-slab or three-slab media
(Selzer and Berger 1987; Rogers and Bielajew 1990). A comparison of the two
codes with one of these experimental data sets (Eisen etal 1972) isincluded in
Chapter 8. The case of polystyrenefvacuum media. which is not addressed in
earlier comparisons, is of particular interest.

The experiments described in Chapter 4 will also test the codes’ handling of
boundary crossings. In addition, the electron sources are located at the material
boundaries, a situation which is not feasible in electron beam experiments; a series
of electron source energies, from 0 to 1.7 MeV, will be used. It will be of interest
to see how the two codes compare at lower (that is, less than 1MeV) source
energies.

A logic flow diagram which summarizes the salient features of electron
transport simulation is given in Rogers and Bielajew 1990.
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CHAPTER 4
THE EXPERIMENTS *

Heterogeneous or interface beta dosimetry was investigated in the various
experiments described below. In addition to providing some new data in this area,
the experiments are considered to be references against which the results of
calculations can be tested. In essence. they address the ransport and energy

deposition of low energy (< 2MeV) electrons across material boundaries.

4.1  Experimental Objectives

A radioactive beta source located between two planar material slabs
produces doses in each. If the materials are identical, so are the doses. Designate
one of the slabs, one which is replaceable, as the scatterer, and the other, which
remains in place, as the base. Let Dy, be the dose in the base.

If the scatterer is a2 material which reflects or backscatters more electrons
into the base than vice versa, then the dose in the base is increased to fDy,, where
f>1, particularly in the region of the base that is adjacent to the material boundary.
Conversely, if the scatterer is a material which backscatters less into the base than
vice versza, then the dose in the base, particularly in the region near the material
interface, is fDy, where f<lI.

.4y
AN

» Names and addresses of companies from which some of the materials were
obtained are given in Appendix A.
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The quantity f is a measure of how much the dose in the base is changed
when the scatterer is a material different from the base. Itis the dose ratio of the
scatterer to the basc, Ry, It can be seen that dose ratios of one scatterer to another,
Rsm, can be obtained as well; for example, if scatterer s; changes the dose in the
base to f; D). and scatterer s, changes it 10 f2Dy. then R5152= f/fs

In addition to determining dose ratios at different material interfaces, the
fall-off of these dose ratios with increasing distance from the scatterer, and
therefore from the source, is also of interest. The first situation is referred to as the
Zeroeth geometry and the second as the ASD geometry. Another type, the ASB
geometry. considers dose ratios as a function of increasing source separation from
the scatterer. Reasons for these names are elucidated shortly.

Two source geometries, point and planar, were used in the experiments. A
point source is taken here to be one the dimension of which is considerably less
than that of the detector. The source diameter was between Imm and 2mm and the
diameter of the sensitive portion of the detector was 1.05¢cm. A plane or distributed
source is define¢ here as a broad, thin source, the dimension of which is
comparable to or greater than that of the detector. The source used was 4.0cm in
diameter. It covered the detector entirely and its diameter was roughly four times
that of the sensitive area of the detector. 32P was the beta source used.

4.2  Explanation of the Experiments
Dose backscatter factors. B, are defined by
By =DyDy - 1 ’ 4.1)
where D is the dose in the base due to scatterer i and Dy, is the dose in the base due

1o scatterer h.
It follows that the dose ratio Ry, for an interface created by materialsiand h



is given by
Rin=D;/Dy. (3.2)

In practice, ionization currents are measured using an extrapolation chamber
which can be assumed not to perturb the electron fluence appreciably. Thatis,itis
a Bragg-Gray cavity. from which it follows that the absorbed energy (or dose) is
proportional to the total jonization in the cavity (Failla 1937; Loevinger 1953).
Therefore, determining the ratio of ionization currents suffices for determining dose

ratios. The dose ratio of the above material interface is

Ry =L /1y (4.3),

where I; and I, are the ionization currents measured for scatierersiand h,
respectively. In the experiment, the base’ referred to in the description above is the
collecting electrode of the ionization chamber. Different interfaces are created by
changing the scatterer. A list of the interfaces for which dose backscatier factors
were measured is provided in Table 4.1. Descriptions of the scatterers are also
included.

The experiments are categorized for purposes of clarity.

Zeroeth' measurements and "absorber’ measurements were done.

Zeroeth measurements determined dose backscatter factors at the interfaces
for various two-component material slabs, as described above. The results are
tabulated in Table 4.2.

Two types of absorber measurements were done. Mylar absorbers of
different thicknesses were placed in two orientations. One, referred to as t.hé ASD
geometry, is that in which the absorbers were placed between the source and the
detector. The other, referred 1o as the ASB geometry, is that where the absorbers
were placed between the source and the (back)scatterer. In each of these
geometries, dose backscatter factors were measured as functions of increasing



absorber thickness. The interfaces which were investigated are given in Table 4.1.

Measurements were made using different sensitive detection volumes or
chamber thicknesses.

In addition. ASB type measurements were done with lucite absorbers for an
air/lucite intertace. The measurements were not as detailed as for the Mylar
absorber measurements because lucite sheets less than 12mg/em? thick were not
obtainable. Mylar sheets as thin as 1.78mg/cm? are readily available commercially.

Another variation of the ASB type measurement was to use 2luminium foils
of varying thicknesses as absorbers. Aluminium and mylar scatterers were used to
create an aluminium/mylar interface.

The Zeroeth. ASD and ASB type experiments correspond to those referred
to as types (i). (ii1) and (iv) in Chapter 1. where their possible applicability to
biomedical situations was put forth.



Table 4.1 (2) Expenimental Geometries

Source Geomerry:  Point
Experimenial
Geomerry Zeroeth ASD
Imterfaces:  aluminium/ucite aluminium/mylar
airflucite air/mylar
aluminium/mylar
air/mylar
aluminium/A-150plastic

air/A-150plastic

cortical bone/soft-tissue (equivalent plastics)

air/soft-tissue (equivalent plastic)

copper/lucite
copper/mylar
cadmiumAuctte
cadmium/mylar
tungsten/lucite
tungsten/mylar
bismuth/ucite
bismuth/mylar
carbon/lucite
carbon/mylar

ASB

aluminium/mylar
air/mylar
aluminium/lucite

airflucite



Table 4.1 (b) Experimental Geometries (continued)

Source Geomerry: Distributed

Experimental

Geomerry Zeroeth ASD

Interfuces: aluminivm/luci: bismuth/mylar
air/lucite aluminium/mylar
alumintum/mylar air/mylar
air/mylar

aluminium/A-150plastic
air/A-150plastic

cortical bone/soft-tissue (equivalent plastics)
air/soft-tissue (equivalent plastic)
copper/lucite

copper/mylar

cadmium/lucite

cadmium/mylar

tungsten/Tucite

ungsten/mylar

bismuth/lucite

bismuth/mylar

carbor/mylar
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Table4.] (¢) Compositions of Scatterers

Scanterer  Fraction by Weight  Effecrive Densine
of Constituent Elements  Aromic No™  (g/em?)

Aluminium Al: 1.0 13 2.69
Lucite. Perspex H:0.0805; 585 1.17
or PMMA C:0.5998:0:0.3196
(CsHgO2)n)
Mylar or Melinex H:0.042: 6.24 1.4
((C1oHgOyg,  C:0.625:0:0.333
A-150 or H:0.102:C:0.768: 5.49 1.12
Shonka plastic  N:0.036:0:0.059:
F:0.017;Ca:0.018
Copper  Cu: 1.0 29 8.93
Cadmium Cd: 1.0 48 8.65
Tungsten W: 1.0 74 18.3
Bismuth Bi: 1.0 83 9.8
Carbon C: 1.0 6 23
Alr N:0.755:0:0.232: 7.36 1.23
A:0.013 x10-3

Cortical bone  H:0.025:C:0.286: 10.3 1.9
equivalent N:0.009:0:0.404;

" plastc! C1:0.005;Ca:0.268:
Mg:0.003:5:0.004

Soft-tissue H:0.102:C-0.745: 535 1.05

equivalent N:0.019;0:0.133;
plastic! C1:0.001

! Donared for experimenral use by C.Kwok.

Dimensions
{cm)

7.62x762x1.2

7.62x762x 1.8

7.62 x 7.62 x 0.8

T7x7.6x27

5.08x5.08x03

5.08 x 10.16 x 0.1

5.08 x 5.08 x 0.075

disc, 6.2¢m diameter,
0.6cm thick

5.08x508x05

7.62x762x06

7.62x762x1.6



48

“The effective atomic number in the preceding table is given by

where Z; is the atomic number of element 1
p; is the fraction by weight of element i
My, isthe atomic mass of element 1

n is the total number of elements in the medium.

4.3 Materials and Methods

A large part of the experimental work was done in a fumehood. This
provided an environment that was convenient to use and sufficiently contained so
that it afforded some protection in the event of spillage of radicactive solution. The
window of the fumehood could be partially lowered to provide shielding when the
source was not covered.

Photograph #1 on the following page is of the equipment in its working
position. The extrapolation chamber., that is. the detector. is shown in Figure 4.1.
In Photograph #1. the detector is upright. clamped in a lucite stand which was made
for this purpose. Black coaxial cable can be seen leading from a small box near the
lower end of the detector to the electrometer, which is the brown-covered.
rectangular box on the table. The cable is partly wrapped in foam and the lucite
stand in the fumehood sits on Styrofoam: these were found to reduce fluctuations in
the currents.



Photograph #1 The Experimental Arrangement

EXTRAPOLATION {ON CHAMBER - MODEL EIC-I

Fig4.1] The Extrapolation Chamber (courtesy Far West Technology Inc.)
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The computer on the table is interfaced” to the electrometer. This facilitated
data collection and analysis.

The source mount, shown on its own in Photograph #2, is in place on top
of the detector in Photograph #3. It is not readily discernible but is located directly
below the lucite scatterer. Figure 4.2 is a side and top view of the source mount,
illustrating the recess into which the detector fits and the open region over whicha
Mylar sheet, acting as a source substrate, is placed. It is made of aluminium alloy

and screws into the lucite stand which holds the detector.

Photograph #2 The Source Mount

* A special thanks 10 Kenrick Chin who did this and therefore improved the

efficiency of the dara collecrion.
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Photograph #3 Extrapolation Chamber
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Fig 4.2 The Source Mount
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Figure 4.3 shows the detector and source mount relationship. The point
source was deposited on the Mylar substrate with the source mount already clamped
in position. This allowed an immediate check on the chamber response and
electrometer, and measurements could be started without having to reinstall the
source mount.

The scatterers were changed remotely, using tongs about 1/2 m long.
Zeroeth measurements were therefore not technically difficult. ASB type
measurements were less simple; mylar or lucite absorbers were placed, using tongs.
on the source and below the scatterer. The ASD type measurements were the most
demanding; each measurement required, in addition to positioning absorbers. as for
the ASB measurements, that the source mount be unscrewed, removed and then
reinstalled.

These experiments therefore tested source integrity, which was of concern
because the source was deposited on, and covered by, Mylar about 0.35mg/cm?
(that is, 2.5um) thick. Experimental reproducibility in general, and in particular, as
being affected by repositioning of the scatterers, were also addressed. Each
backscatter factor measurement was repeated at least once and scatterer
repositionings were taken into account during each measurement.

Each measurement required at least 15 minutes, with more ime being
needed for the ‘absorber’ measurements. A typical experimental protocol is
outlined shortly. Every backscatter factor determined involved obtaining 300
current samples for each of the pair of scatterers. A set of 100 current samples was
taken at 2 time and the mean and standard deviation determined; this was done for
positive and negative polarities applied to the detector and for four repositionings of
each scatterer. The arithmetic mean and standard deviation of the currents from
reversed polarities were calculated. The weighted average over the four scatterer
positionings was obtained, and effects due to these repositionings were
incorporated into the overall uncertainty by Chi-square analysis. The computer
programme used for data acquisition and analysis is included in Appendix B.
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The experimental procedure for determining the dose backscatter factor for
the aluminium/Mylar (AI/M) interface is as follows. The sequence of polarity and
scatterer changes was intended to offset any linear drifts in the current collection
system.

Experimental Protocol for AV/M Intertace:

Repositioning Scatterer Polarity™ Ionization
Tally in Place Current Sampled
1A Al + 100 samples Arithmetic
- 100 samples mean taken
1M M - 100 samples
* 100 samples
2M M + 100 samples .
- 100 samples
24l Al - 100 samples .
+ 100 sampies
3al Al + 100 mmplesj - .
- 100 samples
3M M - 100 samples .
+ 100 samples
4M M Lo+ 100 samples) )
- 100 samples
4l Al - 100 samples
+ 100 samples

* A battery power supply was used ro provide a = or - 90V porential ucross the electrodes.



The currents measured at reversed polarities were different. The disparity
increased with measured ionization current with the Jargest differences on the order
of about 3% - that is. 3pA ditferences in nominal 100pA readings.

This change in current with polarity is mentioned in the literature (Boag
196+: Boag 1963: van der Zwan and Geiger 1986). It is referred to as a ‘polarity
current’ or "polarity effect’ and is caused by various conditions. It can be caused
by beta particles and secondary electrons trapped in the collecting elecrode or be the
result of change in the effective detector volume which could arise from space
charges distorting the electric field between the elecwodes (Boag 1964). The
ionization current taken as being "correct” is the arithmetic mean of the two currents
measured at reversed polarities (van der Zwan and Geiger 1986).

Throughout the experiments, ambient temperature and pressure were
monitored and dose backscatter factors were found to be independent of them. This
is because the backscatter factor is a ratio of currents; effects which temperature and
pressure changes have on the absolute currents measured cancel out when the rato
is determined. particularly since the ratio is obtained in a period which is
sufficiently short so that severe fluctuations in temperature and pressure do not

occur.

4.3.1  The extrapolation chamber

The ionization method of dosimetry was used. An ionization chamberisa
device or cavity which can be used to determine the energy absorbed per unit mass
(that is. the dose) in the medium in which it is placed. The Bragg-Gray principle is
invoked if the cavity is so small that is does not disturb the electron fluence
traversing the cavity: it is as though the cavity were absent. Then, the relation
between the ionization measured in the cavity and the absorbed dose in the medium

is given by
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En = I [<W i (S70)314>] +.4)

where Ej is the energy absorbed per unit mass or absorbed dose.

J 1s the number of ion pairs per unit mass of air in the cavity.

W..ir 15 the energy required per ion pair formed in air,

and (S/p)a14 1s the ratio of mass stopping power of the medium to that ol air.

The extrapolation chamber. invented by Failla. is a type of ionization
chamber which satisfies the conditions for Equation 4.4 to hold. It provides 2
means of measuring ionization in a very thin layer of air. and is ideal for surface
and depth dose measurements. The distinguishing feature of an extrapolation
chamber is that the sensitive volume or air gap is variable.

The ionization per unit volume of air, J, is determined as a function of gap

1 .
spacing d. such that Ja= = . lim [J.(d)}l, where p,;, is the density of air. In

W 4-o
practice, one can measure ionization current I as a function of gap spacing d: the
limiting slope of such an extrapolation curve is used to calculate the ionization per
unit mass of air in a vanishingly small cavity, namely, J,. Hence, one can infer
absorbed dose for the case of no cavity present. (Loevinger 1953; Failla 1937)

The small size of an extrapolation chamber’s sensitive volume allows one to
assume that it does not disturb the electron fluence. At the same time however, the
small 1on collection volume produces low ionization currents. Values from 10 to
100 pA were typical of the experiments performed here. The consequent demands
placed on the current measuring system are outlined in the following section.

Figure 4.1 shows the extrapolation chamber purchased from Far West
Technology, Inc. for use in these experiments. It is 35.0cm (13374 ins) long,
including the connectors. Tae stem is 29.2cm (111/2 ins) long, and the head, about
2.3cm (0.9 ins) long, with a diameter of 3.81cm (11/2 ins). It weighs 150g (0.33
los).

" The air gap spacing is continuously variable; the space is between the

entrance window, which is one electrode, and the collecting electrode. The
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aluminium casing of the head supports the entrance window. This aluminium
casing. which is cylindrical. turns on a brass sleeve, thereby allowing the spacing
between the electrodes to be changed. There is a reference mark on the casing and
the sleeve which facilitates reproducing air gap spacings. Zeroeth measurements,
as described in Section 4.2, were made at 1. 2. 3 and 4 turns’ settings of the
aluminium casing. These correspond to air gap spacings of 1,2, 3 and 4 mm.
respectively.

There are two entrance windows which can be used. One is made of
conductive polyethylene and is 6.9mg/cm? thick. The other is made of graphite
coated polypropylene and is 0.2mg/cm? thick. The collecting electrode and guard
ring are made of A-150 plastic, which is a soft-tissue equivalent material. A guard
ring prevents leakage current from reaching the collecting electrode and it maintains
a uniform electric field between the electrodes; it also defines the sensitive
(detection) volume of the chamber. (Boag 1964) The sensitive region of the
chamber used here is a right circular cylinder, diameter 1.05¢m and height
equivalent to the air gap spacing.

A sketch of the extrapolation chamber's interior, showing several of the
features described above. is given in Figure 4.4, It was graciously made available
for inclusion in this document by a representative of Far West Technology, Inc.
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Fig 4.4. Interior of Extrapolation Chamber  (courresy Far West Technology Inc)
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4.3.2 The electrometer

A Keithley614 electrometer was used for measuring ionization currents. It
is a compact instrument. 12.7cm x 21.6¢cm x 35.9¢m ( Sin x 81/2in x 141/8in ), and
weighs 3.3kg (7.21bs). It can be either line or battery powered. and was operated
on line throughout the experiments. The digital output was sampled by computer
via an interfacing of the computer and the electrometer. This improved data
collection and permitted immediate data analysis.

The electrometer is sensitive to 10-1+A and has a resolution of 0.1pA on the
200pA output range and 0.0 IpA'on the 20pA output range. The work done here
required accuracy in current readings of better than 1% in the pA range. This
requirement was fulfilled by the Keithley614. For example, backscatter factors of
about 8% with an absolute uncertainty of ~0.1% were measured. This translates
into an uncertainty in the current of about 0.07%. The time constant of the
electrometer, that is, the time required to respond to an input signal, is about
400ms.

lon pairs produced in the ionization chamber are collected during a certain
sampling time 10 give an ionization current. Shot noise is associated with the
discrete nature of the ion pairs (Evans 1955), and it is estimated to be 0.02% at
S0pA here. Itis therefore negligible. This calculation is included in Appendix D.

The diagram below shows some of the relevant electrical connections in the
experimental set-up. The power supply was a series of batteries, and a switch
allowed j:o]arity reversal of this high voltage.

.I.
||] - > + electrormeter __L
entrance collecting

Window electrode
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Sporadic current fluctuations were observed occasionally. Their occurrence
was rare at high source intensity and became more frequent at lower ionization
currents, particularly below 10pA. Consequently. making measurements at these
low currents was kept minimal. It was found that wrapping the cable connecting
the chamber 10 the electrometer in foam helped the current swmbility. Other than on-
line interference in the building power supply. no plausible explanations are offered
to account for these current spurts. Their existence is documented. and apart trom
having had t0 repeat several measurements because of a few of these current spurts.
the current collection went smoothly and the electrometer was. for the most part.
convenient and reliable.

+4.3.3  Data collection and analvsis

A sample experimental procedure was given in Section 4.3. Similar
protocols were followed for measuring ionization current ratios for all the interfaces
listed in Table 4.1. The computer programme, written in BASIC. to sample the
ionizaton current. average over reversed polarities and over scatterer
repositionings, as well as to do an error analysis on the current ratio, is listed in
Appendix B. As already mentioned. a dose backscatter factor and its uncerinty
<an be obtained in about twenty minutes and a record of the experimental da is
kept on diskette. The computer interfaced to the electrometer is a Xerox, model
6060. IBM compatible personal computer.

4.3.4  Source preparations
(1) 32P point source preparation

Five millicuries (SmCi) of 3P as orthophosphoric acid in 0.041mls of
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water were purchased from New England Nuclear (DuPont). In its vial, the sample
was reduced to approximately 10ul by evaporation for two hours under a heat lamp
which was 13ins above the vial.

Half of the reduced volume, that is, Sul, was placed, using 2 pippette. onto
the Mylar substrate of the source mount (shown in Figures 4.2 and 4.3). This was
dried in open air. in the fumehood. for about one hour. The dried point source,
diameter about 2mm. was sealed with another sheet of Mylar. A ring of
polyurethane spray was used as a glue to seal the covering Mylar sheet onto the
substrate. The source, in the centre of the substrate, was not covered by the
polyurethane spray. The covering Mylar sheet. sprayed with the sealant. was held
taut in 2 3in diameter embroidery hoop that was placed over the source: a secure
seal between the Mylar substrate and cover was achieved within 10 minutes. The
excess covering Mylar sheet and accompanying embroidery hoop were then cut
away.

The Mylar supporting and covering the source was obtained from
Steinerfilm Inc. Its mass thickness was measured as 0.35mg/cm2. The Mylar
substrate was held in place by rubber O-rings on an aluminium mount. as shown in
Photograph #2. A strip of Aquadag, a colloidal graphite suspension. provideda
conductive pathway between the source and the aluminium source mount which
was always in electrical contact with the high voltage exterior of the detector’s head.
In this way. charge build-up in the source (Braden et al 1948). which could alter
current collection, was prevented.

The sealed source on its aluminium mount fit over the extrapolation chamber
as shown in Figure 4.2, Although the source mount was removed and reinstalled at
least rwenty times during the series of experiments in order to change the detector’s
chamber thickness (that is, air gap spacing) and to insert absorbers berween the -
source and the detector (that is. ASD experiments). the integrity of the source was
not compromised,
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(i) 32P distributed source preparation

A thin beta source distributed over a ¢ircular area four centimetres in
diameter was prepared with 32P-orthophosphoric acid in aqueous solution.

The aluminum mount described above was used here as well. The substrate
for the source was aluminized Mylar, thickness 0.35mg/cm?, and the cover wasa
Mylar sheet of the same thickness.

The source was a grid of fifty 32P point sources. Each point source was
made from 5pl of radioactive soluticn. The total activity of the distributed source
was estimated to be 3.6mCi at the time of preparation.

A 250ul syringe with a repeating dispenser that delivered 0.02 of the total
sytinge capacity at each dispensation was used to deposit Sul droplets of source
solution onto the substrate.

The source mount, which held the substrate as described earlier. was
positioned on a micrometer table. The latter was screwed into the base of a custom-
made lucite box. The lucite container provided radiation protection and was
constructed by Mr. K.Chin.

The left wall of the box was absent in order to allow placement and removal
of items such as the vial of radioactive liquid and the source mount. The two arms
of the micrometer table were accessible from outside the box via holes in the right
and front walls. These arms or handles were equipped with vemier scales which
allowed 0.01mm adjustments, in the x and y directions, of the micrometer table.

The syringe-dispenser apparatus was suspended directly above the source
mount by means of two holes in the roof of the box, and the source mount could be
moved up to about 4¢m in the x and y directions by turning the micrometer table
handles. Depr&sm’ng a button on the dispenser delivered a Sul aliquot from the
syringe. This was done remotely by moving 2 lucite rod, attached to the roof of the
box, so thatit d(_epressed the button.

The micromster table was lent by Sciencetech for use in this work. it was
rectangular andWas l4cm by 12 cm. The encasing lucite container was 25em



wide. 201/2cm high and 22172 cm deep. The lucite rod. which extended 17cm
beyond the right wall of the box, was 31cm long.

Both filling of the syringe and dispensing of the radioactive solution were
done witﬁin the lucite container. There was minimal personal radiation exposure.
In order to provide containment in the event of spillage of the radioactive soluton.
the source preparation was done in a fumehood.

A grid of 32P droplets was made by depositing Sul aliquots at Smm
intervals over the source mount Mylar surface. The fifty drops were left to dry for
about five hours, and the source was covered in the manner used for the point
source.

As for the point source, integrity of the distributed source remained intact
throughout the experiments.

Uniformity of the distributed source was assessed in two ways. The source
was surveyed using a Geiger-Miller detector with a lem diameter window; and an
autoradiograph of the source was made and the optical densities of each droplet
measured. The first method gave a variation in count rate of about 10% and the
second method indicated that the opﬁ'c'—nl densities of the droplets varied about 20%.
These are one standard deviation estimates obtained from ten and forty-five
measurements, respectively.

The distributed source approximates a plane source. Each droplet contains
roughly the same activity, and the number of droplets present in concentric rings

around the centre of the source increases with distance from the centre.

4.4  Results for 32P, Point Source

Results from the various types of experiments are presented in dlfferent
subsections for purposes of organization and clarity. Evidence for the dependence
of dose backscatter factor on chamber thickness (that is, inter-electrode spacing) is
given in Section 4.4.1. The subsequent section sumnmarizes the resuits of the



geometry experiments, and the last two sections describe the ASD and ASB
experimental results. General ends of these laner results are conveniently
summarized by "relaxation lengths”.

A relaxation length is defined here to be the absorber thickness which
reduces a dose backscatter factor by l/e. where e~2.718. It is used to describe,
quantitatively, the fall-off of dose backscarter factor with absorber thickness and is

denoted here by v. vagp and v agg values are summarized in Sections 4.4.3 and
3.4.4.

4.4.1 Dependence of backscatter factor on chamber thickness

Dose backscatter factors, B, were found to be independent of chamber
thickness when the thick detector window (6.9mg/cm?) was used. and dependent
on chamber thickness when the thin window (0.2mg/cm?2) was used. This
difference is due to the filtering out of low energy electrons by the thick window,
Evidence for the dependence and lack of it. for the cases of thin and thick detector
windows, is given shortly.

Zeroeth measurements were done with both windows. Extrapolation of thin
window data. which varied with inter-electrode spacing, to infer B values for the
case of zero inter-electrode spacing, provided dose enhancement and reduction
factors at about 1.4um from the interface. Such extrapolated values are referred to
as "true interface values' in this work. '

Only the thick window was used for experiments investigating the variation
of B with distance from the interface because a thin window broke after use ina
few experiments, demonstrating that it could not withstand the trauma of many
source mountings. The replacement thin ;\rindow was therefore saved for Zeroeth
measurements.
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fa) The Thick Window -

Prcliminary measurements at air/soft-tissue-equivalent plastic interfaces
indicated that backscatter factors did not vary with chamber thickness. An intensive
investigation was carried out in order to confirm this.

ASD type measurements with polyethylene absorbers at an aluminium/iucite
interface were done at 1, 2, 3. and 4 turns of the chamber. These turns correspond
to electrode spacings of 1.2, 3 and 4 mm. respectively, as mentioned earlier.
Figure 4.5 demonstrates that there is no dependence of backscatter factor on
chamber thickness since the four curves lie almost one on top of the other.

Similar experiments were done with Mylar absorbers for aluminium/Mylar
and air/Mylar interfaces. Extreme inter-electrode or air-gap spacings of 1 and 4 mm
were used. Figures 4.6 and 4.7 show no difference between the backscatter factor
curves for the two electrode spacings.

Dose backscatter factor. B, was defined by Equation 4.1. Values of dose
backscatter factors in this report are denoted frequently as % B, which means B x
100%.

ASB type measurements for aluminium/Mylar and air/Mylar interfaces. with
Mylar absorbers, were done at 1 and 4 turns chamber thickness. The resulting
backscatter factor curves.-Fioures 4.8 and 4.9, do not indicate that the backscatter
factors vary with electrode spacing.

Relaxation lengths were determined from the ASD and ASB data. They are
listed in the table below. ASD relaxation lengths for the two inter-electrode
spacings agree for both interfaces, while ASB relaxation lengths for the air/Mylar
interface appear to be different. The difference is attributed to fluctuations in the
experimental data which are larger than calculable uncertainties. Additonally, the
ASB relaxation lengths for the aluminium/Mylar interface are not markedly
disparate. Therefore, the ASB and ASD experimental data strengthen the
plausibleness of the assertion that backscatter factors do not vary with inte:;-
electrode spacing.
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Relaxation Lengths v (me/cm? Mylar)

Experimenral ASD ASB
Geomerry:

Interface: Aluminium/ Alr/ Aluminium/ Air/
Mylar Mylar Mylar Mylar

-

Electrode
Spacing

dturns 169 [6]" 213 [5] 3011] 281
{4mm)

Tturn 179 [10] 213 (5] 23[1] 6+ {14]
(Imm)

* Bracketed quantities are zncertainties

)

2] B

Backscatter factor [48)
v/
-
|
L
i

o] 4 8. 12 16 20 24 28 37

Absarber thickness (g/cma.2D(10E-2

Fig45 Aluminium/lucite backscatter factor variation with polyethylene absorbers
between source and detector for four electrode spacings.Nore: %8B = B x100%
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Fig 4.6 Aluminium/Mylar backscatter factor variation with Mylar absorbers
between source and detector. for two electrode spacings.
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Fig 4.7 Air/Mylar backscatter factor variation with Mylar absorbers between source
and detector, for two electrode spacings.
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The final and most extensive piece of evidence to substantiate the claim of
backscatter factors being independent of chamber thickness came from Zeroeth
measurements. Backscatter factors were determined for 18 material interfaces: at
each interface, backscatter factors were measured for at least three different inter-
electrode spacings.

The experimental data were subjected to a one-way analysis of variance
(ANOVA) test. The question at hand was presented in the following null
hypothesis - that a backscatter factor at 1mm inter-electrode spacing is not different
from that at 2mm. 3, or 4mm inter-electrode spacings -

H:B,=B,=B,=B,

The alternative hypothesis was

H:B, =B.*B,*B,

The raw data of the ANOVA are included in Appendix C. The null
hypothesis could not be rejected at 2 95% confidence level for 15 out of 18 cases.
The probability of making a type I error (that is, of rejecting the null hypothesis
when it is true) was &=0.05. and the probability of making a type II error (that is .
of not rejecting the nuil hypothesis when it is false) was §=0.20; the power of the
test was 80%. for detecting at least 2 difference of 0.3 among the backscatter
factors.

The three anomalous cases were air/Mylar, bismuth/Mylar and
bismuth/lucite interfaces. These data were examined for trends in the variation of
backscatter factor with inter-electrode spacing since rejection of the null hypothesis
mezant solely that backscatter factors at various spacings were not the same. No
trends were evident in the air/Mylar case. However, they were evident in data from
both bismuth interfaces. Backscatter factors here decrease with decreasing inter-
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electrode spacing: the values at Imm and 4mm spacings differ by roughly 5%.
This variation of backscatter factor with chamber thickness can be explained by the
foliowing.

Bismuth has the highest atomic number and scattering power of the
scatterers used. Electrons backscattered from it are more cnergetic than ones
backscattered from the other elements. Therefore. although low energy electrons
are stopped by the thick window so that a variation of backscatter factor with inter-
electrode spacing for most scatterers is clear only when the thin window is used. it
is not unreasonable that such a trend could be evident only for the scatterer giving
the largest backscatter factor when the thick window is used.

(b) The Thin Window -

The one-way ANOVA described above was also performed on these datm.
Raw data for the 17 interfaces considered are included in Appendix C. The null
hypothesis, that B values for the different inter-electrode spacings are equal. could
not be rejected at the 95% confidence level for 6 out of the 17 cases. The 6 cases
were tungsten/Mylar, tungsten/lucite, cadmium/lucite, aluminium/lucite, air/lucite
and bone/soft-tissue.

For a majority of the cases, however, it was clear that there was a variation
of B with inter-electrode spacing. The trends could also be discerned in several of
the six cases noted above, but with considerably less clarity. The variations
observed were the following - that dose enhancement decreased with decreasing
inter-electrode spacing and that dose reduction increased with decreasing inter-
electrode spacing.

The distributed source data in Section 4.5.1 provide further evidence to
support the observations noted here. That is, backscatter factors vary with inter-
electrode spacing.

Consequently, these thin window data were extrapolated to determine "true
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interface values™. The latter. for 2 32 P point source. are tabulated in the following
section.

The variation of backscatter factor with chamber thickness is not severe.
Differences in backscatter factors measured at 1mm and 4mm inter-electrode
spacings range from less than one percent to about tea percent for the interfaces
considered. Figure 4.10 illustrates these observations for several air and solid
material interfaces. for a 32 P point sources the zero values are the results of linearly
extrapolating the data obtained for finite chamber thicknesses.

Electrons with energy less than about 70keV are not detected with the thick
window. The contribution of these low energy electrons, ailowable by the thin
window, must account for the dependence of backscatter factor on chamber
thickness (that is. inter-electrode spacing) when the thin window is used.

Electrons backscattered from lower atomic number scanerers are lower in
energy than ones backscattered from higher atomic number scatterers. This is
consistent with the observation that the energy spectrum of 32P electrons
backscattered from low atomic number materials is diminished in the high energy
region compared with similar backscattered spectra from high atomic number
scatterers. (Chap 6. Mladjenovié 1973)

Low energy electrons do not travel as far as mare energetic electrons. and
they deposit their energy within smaller distances from the starting point than more
energetic electrons. Therefore, the energy deposited by electrons backscattered
from lucite or Mylar constitutes a greater fraction of the energy deposited by
electrons backscattered from higher atomic number scatterers when thereisa
smaller measurement region. This means that dose enhancement is smaller with a
smaller detection volume; that is. backscatter factors decrease with decreasing
chamber thickness. The converse relationship is expected for air interfaces.

Implicit in the above is that a greater number of electrons less energetic than
70keV are backscattered from lucite or Mylar than from higher atomic aumber
scatterers, Many of these 'sub-70keV" electrons, after traversing the thin window,



are less than about 15keV, and the lowest energies are the most abundant. The
electrons are therefore stopped at different distances within a 4mm air gap. with
smaller stopping distances being more common than longer ones. Consequentiy.
dose enhancement is reduced with decreasing inter-electrode spacing. as suggested
in the preceding paragraph.
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4.4.2 Zeroeth measurements
{2) Thick Window Values -

Table 4.2a gives the backscatter factors measured for the material intertaces
listed in Table 4.1. The values are averages of data accumulated for difterent
electrode spacings.

Backscatter factors increase with scatterer atomic number. This is atributed
to more nuclear scattering. the cross-section for which goes as Z2 (Section 2.1). Of
greater interest is that the backscatter factor. B, is directly proportional to

ZZ+ 1) ) A .
Y where Z and M are the atomic number and atomic mass of the

scatterer. Figure 4.11a illustrates the straight line relationship, which is not
surprising since a similar relationship between reflection coefficients and

=
/.‘iZN;_D for various beta emitters has been documented (Chap 6. Mladjenovié

1973), and B is essentially a measure of dose enhancement due to reflected or
backscattered electrons. Following another proposed relationship between
backscattered electrons and scatterer atomic number, (Baily 1980), B has been
found to be proportdonal to log(Z+1) - Figure 4.11b.
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Fig 4.11 Dose backscatter factor relationships with scatterer atomic number.
(a) Upper: Dose backscatter factor is proportional to [Z(Z+1)/M]1Z; (b) Lower:
dose backscatter factor is proportional to log(Z+1). Explanarion of legend: wrilu =
with respect to lucite; wrrMy =with respect to Mylar; exptl = experimental



No physical explanations are offered for these relationships. Although they
are empirical. they are predictive and may be useful. It is also noted that the
‘reference’. Mylar or lucite. in the material interfaces considered. manifests itself in
a vertical wanslation of the datn. Backscatter factors with respect to lucite are higher
than those with respect to Mylar. This finding parallels the observation that Mylar
has greater scattering power than lucite.

Scantering power is 2 measure of how rapidly the mean scattering angle
undergone by electrons increases with distance travelled in a medium. Itis denoted
by u<{2> in the Fermi-Eyges multiple scattering theory outlined in Chapter 3. A
relationship between backscatter factors and scattering power ratios has been found:
the scattering power ratio is the ratio of scattering powers of the scatterers under
consideraton.

Scattering power data were taken from ICRU35 (ICRU35 1984). Although
these vary with electron energy. the ratios for all scatterers considered here were
fairly constant over a large energy interval. Specifically, scattering power ratios for
several elements and compounds, with respect to lucite and Mylar, were constant
between 100keV and 2MeV. Below 100keV, the ratios were constant to within
10%. with the variadon most pronounced at low energies. '

Figures 4.12 and 4.13 demonstrate the relationship between B and
scattering power ratio. The scattering power ratio in Figure 4.12 is with respect to
Mylar and that in Figure 4.13 is with respect to lucite. In both cases. In(B) & (scatt
pwr ratio) /6, Again, this relationship is entirely empirical.
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Fig 4.12 Dose backscatter factor as a function of scattering power rato. with
respect to Mylar.
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Fig 4.13 Relatonship between dose backscatter factor and scattering power ratio.
with respect to lucite. )
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Table 4.2 (a) Backscatter Factors for Zeroeth Geometry, Thick Window.

Source: 32p

Source Geomerry: Point

Interface %B [uncertainty]
Bismuth/Mylar 3794 [0.29]
Tungsten/Mylar 36.75 [0.19]
Cadmium/Mylar 27.77  [0.28]
Copper/Mylar 2044 {0325]
Aluminivm/Mylar 7.86 {0.09]
Bismuth/lucite 41.09 [036]
Tungsten/lucite 4044 [0.49]
Cadmium/lucite 3150  [0.60]
Copper/lucite . 2398 [0.24]
Aluminium/lucite 10.80 [0.21]
Cortical bone/soft-tissue™ 8.24 [0.05]
Aluminium/A-~150 plastic 11.77  [0.06]
Alr/soft-tissue™ = -2023 [0.02]
Air/A-150 plastic 2075 [0.03]
Airflucite -21.39  [0.12]
Air/Mylar -23.41 [0.13)
Carbon/Mylar -3.16 [0.14]
Carbon/lucite -0.54 [0.19]

* rissue equivalen: plastics
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(b) Thin Window "true interface values” -

Table 4.2b lists backscatter factors for the interfaces investigated with the
thin window. The values are the results of linearly extrapolating the backscarter
factors. as functions of inter-electrode spacing. to zero inter-electrode spacing.

When the thin window is used. the point of measurement is closer to the
interface than when the thick window is used. Measured values of dose
enhancement are smaller for the thin window than for the thick window, and the
converse is the case for measured dose reduction factors (Tables 42 2 and b).
These observations are consistent with the results of the ASD geomerry experiments
described in the following section.

The data in Table 4.2b exhibit similar trends to those in Table 4.2a. namely.
that dose enhancement increases with atomic number of the scatterer, and that dose
enhancement factors with respect to lucite are larger than those with respect 1o
Mylar.



81

Table 4.2 {b) "True Interface™ Backscatter Factors

Source: 32P

Source Geomerry: Point

Interface

Bismuth/Mylar
Tungsten/Mylar
Cadmium/Mylar
Copper/Mylar
Aluminium/Mylar

Bismuth/ucite
Tungsten/lucite
Cadmivm/lucite
Copperflucite
Aluminium/lucite

Cortical bone/soft-tissue™
Aluminium/A-150 plastic

Alr/soft-tissue™
Air/A-150 plastic
Air/lucite
AirfMylar

Carbon/Mylar

tissue equivalent plastics

%B

29.65
31.07
19.30
16.27
5.46

35.04
34.35
24.49
21.25
10.48

747
9.94

-23.15
-22.93
-23.41
-26.44

-4.60

juncertainty]

10.12]
[0.24]
[0.48]
[0.35]
10.11]

[0.35]
[0.65]
[0.30]
[0.69]
[037]

[0.24]
[0.181

[024]
[025]
[0.17]
[0.02]

[0.33]

3
\1‘;

7



443  ASD measurements

The fali-off of backscatter factor with intervening Mylar between source and
detector in Figures 4.6 and 4.7 is roughly a decreasing exponential.

There is an initial rise in dose enhancement. to a maximum located berween
10172 and 35 mg/cm?2 absorber thickness, prior to the exponential decrease. for the
aluminium/Mylar interface (Figure 4.6). The initial rise can be explained
qualitatively by the following facts. Electrons reflected from aluminium have
higher energy than those reflected from Mylar; aluminium, a higher atomic number
material, is a stronger reflector of elecrons; and the rate of energy loss (that is. the
stopping power) is larger for lower energy electrons.

The higher energy electrons can penetrate the absorbers and reach the
detector. where they deposit energy, while the electrons scattered from Mylar lose
more of their energy in the absorbers, before reaching the detector. This greater
filtration of Mylar scattered electrons continues for absorber thicknesses up to 2
certain point such that the ratio of backscattered doses increases initially.

With increasing irtervening Mylar absorber, the measured differences
between Mylar and aluminium backscattered spectra decrease. since electrons
scattered from both materials lose increasingly more of their energy before reaching
the detector. Consequently. the dose backscatter factor falls off with increasing
absorber thickness: it is =1% at 500mg/cm? of absorber.

The following is a pictorial description to supplement the explanation given
above for the features of the aluminium ASD profile and to rationalize using sums
of exponentials to fit the experimental data. The relative lengths of the arrows
denote the relative energy depositions. as functions of absorber thickness X. from
the three contributing elements.

The energy depositions are described as follows: f(x), the "direct’ energy
deposition from 32P source electrons; f,(x), the energy deposited by electrons
backscattered from Mylar: and £(x), the energy deposited by electrons from the



scatterer.

Direct’ contribution > fa(x)

Scatterer contribution > f4(x)

Mylar contribution > fm(x)
Tet fax) = A eBx

f(x) =r,A, eHs®

fa(X) = 1Ay €Fm*.

Then, the backscatter factor as a function of absorber thickness x is

ARy x =dkg X

B(x) = re -r.e

=AM e X
l+re ™

where Apg =up-p is the difference between the absorption coefficients from
the Mylar and 'direct’ elements.

For rpe2Hmx <<1
=ap m*

‘allsl
B(x)=re -r.e

k]

which fits experimental ASD profiles reasonably well. The criterion that rye™8#m®
<< 1 isalso satisfied by fits to experimental data.

However, the model is perhaps too simple. It suggests a single decreasing
exponential for air interface ASD profiles whereas experimental observations
indicate that two exponentials are more appropriate. Some solid material interface
data shown later also lend support for this opinion regarding the model; they are
best fit by the sum of three exponentials.

The variation of dose backscatter factor with distance from an air/Mylar
interface, Figure 4.7, appears to be a combination of two exponentials decreasing at
different rates.

Figures 4.14 and 4.15 show fits to the aluminium/Mylar and air/Mylar ASD
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data. respectively. The fits are of the form
%BB= A eVl + Ay eX/Va and 1 - %B = Aje Vi + Ay ez,

for the aluminium and air scatterers, respectively. For the first case, v, represents 2
relaxation length and v,. the rate at which the initial rise in the data occurs. In the
second case. v; and v, are both relaxation lengths, with v being representative of
the initial faster fall-off portion of the curve.

The relaxation length for the aluminium sczgierer in this geometry was about
174mg/cm?2. For the case of no scatterer. the initial fast fall-off of backscatter factor
was characterized by a relaxation length of 33mg/cm?, followed by a slower fall-off
with a relaxation length of 213mg/cm?. Table 4.3 summarizes the fitted

parameters.

Table 4.3 Parameters of Fits to Experimental ASD Data. point source.

Inrerface Ay v; (mgfem?) A, v, (mg/cm?)
Abminiury  -6.1[08]  50[5] 139109]  174[6]
Mylar

Air/Mylar 5.8 [0.6] 33 [4] 19.1[02] 213[5]
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444 ASB measurements

The fall-off of dose enhancement or reduction with absorbers between
source and scatterer is much more rapid than for the ASD geometry. Relaxation
lengths for the ASB geometry are approximately 1/6 those in the preceding section.

Figure 4.8, for an aluminium/Mylar interface, shows a single exponential
fall-off, with a relaxation length of about 26mg/cm?- The fit, shown in Figure
4.16. is of the form

%B = A, eXVvi, for 0 x £ 60mg/em?2,
and %B=ax+d, for x>60mg/em?.

Dose enhancement ceases at about 90mg/cm? for this interface.

[ RN

o Emarimart

— P

Backscatter factor [4B)

°"‘o 10 20 30 40 50 60 70 8O0 9O 100
Depth img/em2)
Fig 4.16 Fit to dose backscatter factor variation with absorber between source and
scatterer, aluminium/Mylar interface.
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In addition 10 a double exponential fall-off up to about 100mg/em=, which is
similar to that observed in the preceding section for the air scatterer. the
corresponding ASB curve, Figure 4.9, shows a lingering dose reduction factor well
beyond this thickness. This is referred to as a "trailing edge’. The fit to the ASB

air scatterer data is of the form
1-%B=AjeXVl-Ajye-XVa+(,

and is shown in Figure 4.17a. Figure 4.17b illustrates the double exponental fit
out to 100mg/cm?2 more clearly.

The "railing edge’ was thought to have been caused by air spaces between
Mylar discs which had to be stacked in order to construct thick absorbers.
However, this explanation was shown to be incorrect. Solid lucite absorbers were
used, instead of Mylar absorber discs, in an otherwise identical experiment. The
results, shown in Figure 4.18, exhibit a "trailing edge’.

The absorber thicknesses at which this lingering dose reduction factor is
observed exceed the CSDA range for 2MeV electrons. That is, no backscattered
electrons should be "seen” by the detector. Although the 'trailing edge’ remains
unexplained at the present time, it is a small effect; the backscatter factors are about
-12% to -11/2%.

ASB type experiments were also done using aluminium absorbers. Figure
4.19 shows the variation of backscatter factor with aluminium thickness. An
exponential decline, followed by a linear drop to zero, similar to Figure 4.16, are
seen. The relaxation length was 35mg/cm2, which roughly agrees with the
corresponding experiment that used Mylar absorbers.

Table 4.4 lists the parameters of the fits for the ASB geometry. Relaxation
lengths are convenient quantities which concisely describe the variation of dose
enhancement or reduction with absorber thickness. They are about 30mg/cm? for
this geometry, which is roughly 1/6 of the nominal 200mg/cm? for the ASD

geometry, for aluminium and air scatterers.
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Table 4.4 Parameters of Fits to Experimental ASB Data. point source

Interfuce Ay vy 2 d As vy o}
(mgfcm?) (mgfem?)
AiMylar  4[1]  2[1] 19111 28[1] 2.010.3]

Aluminium/ 7.4 {0.2] 26[4] -0.04 {0.8] 3.0 {1.0]
Mylar

Aluminivm/ 7.8 [0.1] 35([2] -0.02 [1.8] 2.3 [1.8]
Mylar
(Al absorbers)

4.5  Results for 32P, Distributed Source

Dependence of backscatter factor on chamber thickness for the case of the
thin detector window is demonstrated in Section 4.5.1. The subsequent section
deals with Zeroeth measurements for both detector windows. These data are used
later for assessing the effects of source geometry on dose enhancement and
reduction at material interfaces.

ASD experimentzal results are described in Section 4.5.3. Relaxation
lengths determined here are larger than their point source counterparts, indicating 2
slower fall-off of backscatter factor with distance from an interface where a
distributed source, rather than 2 point source. is located.
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4.5.1 Dependence of backscarter factor on chamber thickness

The vartation of backscatter factor with inter-electrode spacing described for
the point source. thin window was also observed for the distributed source. thin
window. As for the point source. the distributed source data were subjected to the
aforementioned one-way ANOVA.

The null hypothesis was rejected in 15 out of 17 cases considered. The 15
cases exhibited definite variaton of backscatter factor with chamber thickness. The
two remaining cases were cortical bone/soft-tissue and aluminium/A-150 plastic:
variation of backscatter factor with chamber thickness could be discerned in the
latter case, while there was no dependence evident in the former. The data are
included in Appendix C for reference. '

Data for each interface were extrapolated to determine "true intertace
values”.

4.5.2  Zeroeth measurements

Backscatter factors measured using the thick detector window are listed in
Table 4.5. "True interface” backscatter factor values are also included in this table.
As for the point source data. dose backscatter factors increase with scatterer atomic
number, dose enhancement factors are larger for interfaces created with lucit: than
ones created with Mylar, and "true interface™backscatter factors are smaller than
thick window values.



Tabic 4.5 Zeroeth Thick Window and "True Interface”™ Backscatier Factors.

Source: 3P

Source Geomerry:  Distributed

Thick Window Thin Window
Interface %B |uncertainty] %B [uncertainty]
Bismuth/Mylar 36.22 [0.05] 27.55 [035]
Tungsten/Mylar 35.30  [0.04] 27.70 {021]
Cadmium/Mylar 27.78 [0.03] 21.63 10.32]
Copper/Mylar 2007 [0.02] 15.78 [0.08]
Aluminium/Mylar 8.085 [0.045] 638 [0.03]
Bismuth/lucite 3825 [0.03] 2944 [0.30]
Tungsten/lucite 37.14  {0.11] 29.39 [0.30]
Cadmium/lucite 29.44 [0.03] 23.10 [022]
Copper/lucite 21.83 [0.04} 17.68 [0.14]
Aluminium/ucite 9.64 (0.02] 796 [0.08)]
Cortical bone/soft-tissue™ 747 [0.12] 6.01 [0.14]
Aluminium/A-150 plasic ~ 10.51 [0.10] 8.66 [0.06]
Air/soft-tissue™ -23.47 [0.37] = -26.34 [0.14]
Air/A-150 plastic -24.015 [0.375] -26.70 [0.15]
Air/lucite 2431 [037] -27.15 [0.14]
Air/Mylar 2571 [032] -2826 [0.11}
Carbon/Mylar not available -2.14 [032]

"

tissue equivalent plastics



4.3.3 ASD measurements

The variaton of backscatter factor with distance from an interface where a
distributed 32P source is located is similar to that observed for the case in which a
point 32P source is located at the interface. Dose enhancement increases to a
maximum then decreases exponentially with increasing distance from the interface.
and dose reduction decreases exponentially with increasing distance from the
interface.

Figure 4.20 shows fits to the ASD curves for aluminium/Mylar. air/Mylar
and bismuth/Mylar interfaces. The fits are of the form

%BB=A; eV + Ay etVa+ AgeWV;
for the bismuth and aluminium interfaces. and
1-%B= Aje™V+ Ayex/va

for the air interface.

Maxima on the bismuth and aluminium curves occur between 65-80mg/cm?
and 30-43mg/cm? from the interfaces, respectively. The bismuth peak occurs
further from the interface than does the aluminium peak because more electrons
with greater energy are backscattered from bismuth than from aluminium. Also. the
fail-off of backscatter factor beyond the peak is slower for bismuth than for
aluminium, as demonstrated by the larger relaxation length of the former.

As for the point source, with an air interface. dose reduction fall-off with
distance from the interface is characterized by two decreasing exponentials. There
is an initial faster decline. followed by a more moderate decrease. :

)
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Fig 4.20 Fits to dose backscatter factor variation with absorber between distributed

source and detector. Upper: aluminium/Mylar interface; Lower: air/Mylar
interface.
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Fig 4.20 continued. Fit to dose backscatter factor variation with absorber between
distributed source and detector. bismuth/Mylar interface.

Parameters of the fits for the three interfaces are given in Table 4.6.
Relaxation lengths for bismuth and aluminium were 588[70|mg/cm? and
238[11]mg/cm2, respectively. The two-component decline of the air interface was
described by relaxation lengths of 88.5[24.3]mg/cm? and 294{138|mg/cm?.
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Table 4.6 Parameters of Fits to Experimental ASD Data. distributed source.

A 1 VI As Ve A3 \'3

Interfuce (mg/cm?) (mg/cm?) (mg/cm?)

Aluminium/ 4.2 [0.3] 33 [6.] -12[04] 5[2] 12.1 [0.4] 238{11]
Mylar

Bismuth/ -20[2] 53.5(15] 9.8 [2.0] 10f2] 58.8 {3.0] 588[69]
Mylar

Air/ 16 [8] 885 [24] 131[8] 294 [138]
Mylar

Figure 421 compares ASD curves for distributed and point 32P sources,
for aluminium/Mylar and air/Mylar interfaces. As noted earlier. the shapes are
similar, and the rate of decrease of backscatter factor with distance from the
interface is slower for the distributed source. The latter observation is less evident
in the air interface curve than in the aluminium curve, but is corroborated by the

relaxaton length values.
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4.6  Effect of Source Geometry on Dose Backscatter Factor

Point source dose backscatter factors have been found to be larger than
distributed source dose backscatter factors. Ratios of point source backscatter
factor to distributed source backscatter factor are larger for interfaces created with
lucite than ones created with Mylar. These ratios also vary with scatterer atomic
number. Backscatter factor fall-off with distance from an interface, and therefore
from the source, is stower for a distributad source than for a point source.

Table 4.7 lists ratios of backscatter factors for point to distributed sources
for several interfaces. The thick detector windcw was used.

Point source dose backscatter factors exceed distributed source dose
backscatter factors by about 1% to 5% for solid material/Mylar interfaces, and the
point source backscatter factor is about 9% less than the distributed source
backscatter factor for the air/Mylar interface. Corresponding values for solid
material/lucite interfaces are about 8% to 10%, and 12% for the air/lucite interface.

Table 4.7 also lists point to distributed source backscatter factor ratios for
several interfaces using the thin detector window.

Here, point source data exceed distributed source data by about 1% to 10%
for solid material/Mylar interfaces, except for the cases of aluminium and cadmium.
Point to distributed source backscatter factor ratios are less than unity for these two.
Whilst such dramatic deviations are not observed among the lucite data, the
cadmium/Iucite interface does stand apart from other members of the data set. It
shows a point source backscatter factor 6% larger than that for a distributed source,
while the other materials show a corresponding value of about 20%.

At air/Mylar and air/lucite interfaces, point source backscatter factors are 6%
and 14% less than distributed source backscatter factors, respectively. Perhaps
most striking in Table 4.7 is the pointﬁfﬁm’buted source backscatter factor ratio
of two for the carbon/Mylar interface. ﬁ
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Table 4.7 Point to Distributed Source Backscatter Factor Ratios.

Thick Window Thin Window
Extrapolated Values

Interface Ratio, BpoindBuistibuted Ratio, Byoint/Buisiributed
Bismuth/Mylar 1.05 [0.011! 1.07 [0.01]
Tungsten/Mylar 1.04 [0.01] 112 [0.01]
Cadmium/Mylar 1.00 [0.01} 0.89 [0.03]
Copper/Mylar 1.02 [0.01] 1.03 [0.02]
Aluminium/Mylar 0.97 [0.01] 0.86 [0.02]
Bismuth/lucite 1.07 [0.01] 1.19 10.02]
Tungsten/lucite 1.09 [0.01] 1.17 [0.03]
Cadmium/lucite 1.07 [0.02] 1.06 [0.02)
Copper/lucite 110 [0.01] 120 [0.04]
Aluminium/lucite 1.12  [0.02] 1.32 [0.07]
Cortical bone/soft-tissue®™ 1.10 [0.02] 1.24 [0.05]
AluminiunV/A-150 plastic  1.12 {0.01] 115 [0.02]
Airfsoft-nssue® 0.86 10.01] 0.88 [0.01]
Air/A-150 plastic 0.86 [0.01] 0.86 [0.01]
Air/lucite 0.88 10.01] 0.86 [0.01]
Air/Mylar 091 [0.01] 094 [0.01]
Carbon/Mylar not available 2.15 [0.36]

1 brackered quantities are uncertainties
* rtissue equivalent plastics
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Existing experimental results on reflection coefficienis for electron
backscattering are predictive of the observation made here that point source
backscatter factors are larger than distributed source backscatter factors at solid
material interfaces.

The reflection of monoenergetic electrons from thick targets is dependent on
angle (for example, Mladjenovié 1973; Dressel 1966; Everhart 1960). The
reflection coefficient (that is, the ratio of backscattered to incident electrons) varies
with angle for scatterers or targets such as carbon, aluminium, copper. silver and
lead. The variation is such that the reflection coefficient decreases with decreasing
angle (Dressel 1966). where the angle is measured between the target’s surface and
the reflected electrons’ direction. That is, for electrons incident normally ona
target, fewer electrons are reflected at small or glancing angles to the target surface
than at 90° to the target surface.

More directly related to the present work are the results of backscattering
experiments done with a 32P point source on planar scatterers. 32P reflected
electrons at the 90° position defined above are very dependent on scatterer atomic
number, with considerably more electrons being reflected from high atomic number
materials than from low atomic number materials. 32P reflected electrons at small
angles are less dependent on scatterer atomic number, with almost the same number
of electrons being backscattered from low and high atomic number materials.
(Mladjenovié 1973; Seliger 1952)

Point and distributed sources are used in the experiments done in this work.
A distributed source consists of a collection of point sources, with the number of
point sources increasing with distance from the centre of the distributed source area.
In addition, the distributed source diameter is greater than that of the detector’s
sensitive region. whereas the point source diameter is considerably smaller than that
of the detector's sensitive region. Therefore, more electrons reflected at small or
glancing angles are detected in the case of the distributed source than in the case of
- the point source.

Since the backscartered spectrum at small angles is almost independent of
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scarterer atomic number. it follows that backscatter factors at glancing angles are
smaller than those at larger angles. Consequently, a distributed source backscatter
factor is smaller than that of a point source because the former results from more
small angle contributions than the laner.

The approximate lack of dependence of smali-angle scattering on atomic
number has been rationalized by proposing that an electron is as likely to emerge
from a low atomnic number material as from a high atomic number one at small
angles. (Seliger 1952)

Backscattered electrons from low atomic number scatterers are lower in
energy than those from high atomic number scatterers, particularly at the 90°
position, because elastic nuclear scattering is more prevalent than inelastic scattering
in the latter case. The Coulomb scattering cross-section varies as the square of the
atomic number whereas the inelastic scattering cross-section varies as the atomic
number. (Seliger 1952)

In light of the preceding discussion, the variation of point to distributed
source backscatter factor ratio with scatterer atomic number is not inconceivable.
However, a quantitative explanation for the variety that was noted earlier in the
values of Table 4.7 is not available at present.

It was noted before that backscatter factors with respect to lucite are greater
than those with respect to Mylar. Itisappropriate to mention here that these
differences are larger for point sources than for distributed sources. Backscauer
factors with respect to lucite exceed those with respect to Mylar by 18% to 80% for
scatterers ranging from bismuth to aluminium, for a 32P point source, and by 6% to
24% for the same scatterers , for a 32P distributed source. These observations
indicate that the angular dependence of backscattered electrons is different for Mylar
and lucite.
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The fall-off of backscatter factor with distance from an interface wherea
distributed source is located is slower than that measured for the case where a point
source replaces the distributed one. Energy depositions by backscattered electrons
are relevant to determining backscatter factors.

For a low atomic number scatterer such as Mylar, more electrons are
backscattered at glancing angles to the scatterer surface than at 90° to the scatterer
surface. The opposite is the case for high atomic number scatterers. (Seliger 1952)
Additionally, backscattered spectra are less degraded at small angles than at 90°
(Seliger 1952; Miadjenovié¢ 1973).

Therefore, more higher energy electrons are backscattered from 2 low
atomic number material {for example, Mylar) using 2 distributed source than using a
point source. This distributed source backscattered energy thus not only consttutes
a larger fraction of the energy deposited by a high atomic number scatterer {for
exampie, bismuth) but does so until further away from the interface. That is, the
disributed source ASD backscatter factor fall-off is slower than that for a point

source.

Larger ASD relaxation lengths were obtained from experimental distributed
source data than experimental point source datz. The values were 238[11Img/cm?
and 174[6]mg/cm? for an aluminium/Mylar interface, for distributed and point
sources, respectively. Corresponding values for an air/Mylar interface were
294} 138]mg/cm? and 213[5]mg/cm?2.

The source geometry effect is crudely summarized in the following
statement which ignores the observed variation of this effect with scatterer atomic
number. Zeroeth point source dose backscatter factors are larger than distributed
ones by about 10% for solid material/Mylar interfaces and by 20% for solid
material/lucite interfaces. Zeroeth point source backscatter factors are 6% and 14%
less than distributed source ones for air/Mylar and air/lucite interfaces, respectively.

It will be of interest to compare Monte Carlo results from the following
chapter with these findings.



CHAPTER 5
SIMULATION OF THE EXPERIMENTS

Experiments of the Zeroeth geometry type, described in Chapter 4, were
simulated for point and distributed sources using both Monte Carlo codes. Dose

backscatter factors for °2P, B, were calculated for the interfaces aluminium/Mylar,
aluminium/lucite, bismuth/Mylar, bismuth/lucite, copper/Mylar, copper/lucite,
air/Mylar and air/lucite. This constituted a rigorous comparison of the Monte Carlo
codes with experimental data.

ASB type simulations were done for aluminium and air scatterers, using
EGS4/Dosrz. As for the Zeroeth simulations, these duplicated the experiment in
great detail. A simpler geometry was simulated for the ASD type experiments;
although the extrapolation chamber was not in this simulation, it nonetheless
answered the question of how the backscatter factor varies with distance from an
interface where a source is fixed. The simulations are described further in Section
5.2.

For Zeroeth geometry, point source simulations, beta dose backscatter
factors from the two Monte Carlo codes agree within uncertainties for four of
eleven interfaces smdied; discrepancies between results from the two codes for the
remaining seven interfaces are less than twenty percent. In these cases, dose
enhancements predicted by Cyltran are Iarger than ones predicted by EGS4/Dostz,
and dose reductions determined using Cyltran are smaller than ones determined
using EGS4/Dosrz. For Zeroeth geometry, distributed source simulations, beta
dose backscatter factors from the two codes agree within uncertainties; eight
interfaces were investigated.

Monte Carlo-calculated beta dose backscatter factor data are determined
from monoenergetic electron source data by integration over the beta spectrum of

103
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interest, as described in Section 5.6. The monoenergetic data are therefore a cructal
component in calculating beta dose backscatter factors. Furthermore, consideration
of monoenergetic data from the two codes not only provides diagnostic information
concerning the similarities and differences observed between beta dose backscatter
factors, but it also permits a more elemental comparisen of the two codes.
Although the latter is a task that is not an explicitly stated objective of the present
work, because of their availability, monoenergetic data are included in Section 5.7.

In general, Monte Carlo Zeroeth beta dose backscatter factors agree well
with experimental data for the interfaces investigated. With the exception of results
from several aluminium interfaces, agreement between Monte Carlo and
experimental values is to within about fifteen percent or better.

Results from both codes for aluminium interfaces exceed experimental
values. The magnitude of the discrepancy is more pronounced for Cyltran point
source data than for EGS4/Dosrz point source data. For bismuth interfaces, this
trend reverses; results from both codes are smaller than experimental values, and
EGS4/Dosrz datz underestimate the experimental backscatter factors more than
Cylran data do. For copper interfaces, backscatter factors from EGS4/Dosrz are in
excellent agreement with experimental values. This is also the case for Cyltran
point source data, while Cyltran distributed source data underestimate the
experimental values. At air interfaces, dose reduction factors predicted by both
codes agree exceptionally well with experimental data for the distributed source.
For the point source, Monte Carlo dose reduction factors exceed experimental
values by ten to fifteen percent except for one case in which the value predicted by
- Cyltran agrees with the experimental result.

Relaxation lengths as defined in Chapter 4 were determined from Monte
Carlo data. Comparisen of these with their experimental counterparts, for both
ASD and ASB geometries, was favourable.
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5.1 Uncertainties Associated with the Monte Carlo Output

The uncertainty estimates given by the Monte Carlo codes are estimates of
the standard error in the mean value scored, where the mean is taken overa
specified number of batches. (Rogers and Bielajew 1990; Haibleib, Mehlhorn and
Kensek 1987) Each Monte Carlo calculation, called a run, consists of a number of
histories, n. The n histories are divided equally into N batches. In this work.
individual runs were such that n=100000 and N=10.

Lot E, =energy deposited in the scoring region for batch

1 N
CEy?= average energy deposited per batch, EEE i

- N -
< E; >=mean square energy deposited per batch, '1\17 YE .

<E,>-<E>*
N-1

The uncertainty in < Ey > is given by < é >J

The statistical uncertainty in a run varies as 1/4/n . Therefore, to reduce
an uncertainty associated with n histories by half implies that 4n histories must be
used. Uncertainty estimates for Zeroeth simulations were on the order of 1% to 2%
or less for point sources and ranged from 1% to 20% for distributed sources.

5.2  Adjunct Notes Regarding the Simulations

Computing time required for the simulations varied with source energy -
longer times were needed for higher energies. More time was also taken for
simulations using higher atomic number scatterers. In general, run times varied |
from 1 to 5 cpu hours.

Scoring regions used in the simulations correspond to the sensitive volume
of the extrapolation chamber. The fraction of electron source energy deposited per
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incident electron, £(E), was determined. This quantity facilitates studying how the
different source energies contribute to the total energy deposited.

Monte Carlo data from monoenergetic electron sources, €(E), were
accumulated and later integrated over the 32p peta spectrum. This approach, instead
of sampling from the spectrum during the simulation, was adopted for reasons of
efficiency. The monoenergetic data are multi-purpose in that they can be applied to
any beta spectrum, the end-point energy of which is less than or equal to that of
32p.

Eleven electron source energies ranging from 70keV to 1.7MeV were used
for thick detector window simulations. Twelve source energies, sampled from
10keV to 1.7MeV, were used for thin detector window simulations. The lower
limits were chosen because less energetc electrons do not penetrate the detector
windows and therefore do not contribute to energy deposited in the chamber.

Six scatterers and point and distributed sources were simulated, costing
roughly 1000cpu hours for all the Zeroeth sirnulations using both Monte Carlo
codes. Three scatterers, two source geometries and thirteen or fifteen source
energies were used in ASD type simulations; about 400cpu hours were needed.
ASB simulations, done for a point source, seven absorber thicknesses, two
scatterers and several energies, took approximately 250cpu hours.

Figures 5.1 and 5.2 are schematics of Zeroeth and ASD simulation
geometries. ASB simulations used the geometry shown in Figure 5.1, with Mylar
absorbers of different thicknesses between the source cover and the scatterer.

The material compositions which were used to generate cross-section data
for use in the Monte Carlo codes are listed in Table 4.1.

' Electron and photon histories were terminated at 10keV and 1keV,
tespectively, in Cyltran simulations. Secondary particle production thresholds for
EGS4/Dosrz (Class I algorithm), defined in Section 32.1, were 10keV and 1keV
for electrons and photons, respectively; also, in EGS4/Dosrz simulations, the
maximum fractional energy loss along an electron’s condensed history step was
4%, and case histories were terminated at 1keV.
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Fig 5.1 Zeroeth or ASB Simulation Geometry”
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Fig5.2 ASD Simulation Geometry™
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3.3 Zeroeth Geometry

Monoenergetic elecron sources were used in stmulations described by the
geometry of Figure 5.1. The fractional energy deposited per electron, £(E), in the
sensitive detector volume was scored. These data were integrated over the energy
spectrum of 32P by the methods outlined in Section 5.6 in order to determine beta
dose backscatter factors, B.

5.3.1 Beta point source, 32P
(a) Thick Window -

Beta dose backscatter factors obtained from Monte Carlo simulations are
given in Table 5.1. Table 5.2 compares results from the codes with experimental
data from Chapter 4. In addition to percentage discrepancy between Monte Carlo
and experimental data, a factor, F, which compares the difference between Monte
Carlo and experimental backscatter factors to their combined uncertainty, is
included.

~ Agreement between Monte Carlo and experimental data is generally within
about twenty percent. However, the following criterion establishes a more rigorous
means of comparison. Agreement between Monte Carlo and experimental data is
considered poor if the discrepancy between the data is greater than ten percent and if
the magnitude of the difference between the data is greater than twice the combined
uncertzinty of the data. That is, poor agreement is indicated if "discrepancy > 10%
and F>2". .

Therefore, agreement between EGS4/Dosrz and experimental beta dose
backscatter factors is poor for bismuth/Mylar and bismuth/lucite interfaces,
air/Mylar and airflucite interfaces and for the aluminium/Mylar interface. The good
agreement exhibited for the alurmninium/lucite boundary is inconsistent with the
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preceding observation. Good agreement is also obtained between EGS4/Dosrz and
experimental values for copper interfaces.

Poor agreement between Cyltran and experimental beta dose backscatter
factors is shown for the aluminium/Mylar interface, the copper/Mylar interface and
the air/lucite interface. Good agreement is exhibited for the bismuth interfaces as
well as for the copper/lucite and air/Mylar interfaces. Observations for these latter
two boundaries are at odds with the good agreement already noted for copper/Mylar
and air/lucite interfaces.

Therefore, the degree of agreement obtained between Monte Carlo and
experimental data for a scatterer/Mylar interface may be different from that obtained
for a scatterer/lucite interface. This finding is consistent with the fact that although
the codes do predict larger beta dose enhancement factors for interfaces which use
lucite compared with ones which use Mylar, the differences are not as large as those
observed experimentally.

There is also reasonable agreement between the data from the two codes.
Beta dose backscatter factors from the two codes agree, within uncertainties, for
aluminium and air interfaces. For bismuth and cooper interfaces, values from
Cyltran are about ten percent larger than values from EGS4/Dosrz.
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Table 5.1" Beta Dose Backscatter Factors for 32P, point source, Zeroeth geometry.
Thick Detector Window.

Scarrerer: Bismuth (Z=83) Aluminium (Z=13)
EGS4/Dosrz Cyltran  Expt EGS4/Dosrz Cyltran  Expt
% B, with|  33.6 354 37.9 10.3 11.0 79
respect to [0.5] [0.9] [0.3] [0.4] [0.8] 0.1
Mylar
% B, with| 35.0 37.1 41.1 11.4 124 10.8
respect to [0.5] [0.9] [0.4] [0.4] (091 [0.2]
Lucite
Scanterer: Copper (Z=29) Air
{EGS4/Dosrz Cyltran  Expt EGS4/Dosrz Cylran  Expt
% B, withi 209 22.6 20.4 -26.2 255 234
respect to [0.4] [0.8) [0.2] [0.3] 10.6] [0.1]
Mylar
% B, with| 222 24.2 24.0 254 245 214
respect to {0.4) [0.9} [0.2] [0.3] [0.6] [0.1;
Lucite

* bracketed quantities are uncertaingies.
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Table 5.2 Comparison of Monte Carlo Zeroeth B Values with Experimental Data.
Thick Detector Window. 32P point source.

Scarterer: Bismuth (Z=83) Aluminium (Z=13)
EGS4/Dostz Cyltran EGS4/Dosrz Cylzan

Discrepancy; F | 11%; 7.4 7%; 2.6 -30%; 5.8 -39%; 3.9

with respect to

Mylar

Discrepancy; F | 15%; 9.5 10%; 4.1 -6%; 1.3 -15%:; 1.7

with respect 10

lucite 1

Scarterer: Copper (Z=29) B - Air
EGS4/Dosrz Cylran EGS4/Dosrz Cyltran

Discrepancy; F | -2%; 1.1 -11%; 2.7 -12%; 8.9 9%;3.5

with respect to

Mylar

Discrepancy; F | 7.5%; 4.0 -1%;02 -19%; 12.7 -14%; 5.1

with respect to '

lucite

Discrepancy = [ (Experimental B - Monte Carlo B)/ (Experimental ﬁ) ]1x 100%.

Experimental B - MonteCarlo B
F= - e

o.l-ixpl.B * G,

MomeCarh B
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(b) Thin Window

Zeroeth geometry, point source simulations using the thin detector window
were done for bismuth/Mylar, aluminium/Mylar and air/Mylar interfaces.
Agreement between results from these calculations and experimental results is
similar to that obtained for the thick window for bismuth/Mylar and
aluminium/Mylar. Differences between Monte Carlo and experimental data are
smaller for thin window air/Mylar sirmulations than for thick window air/Mylar
simulations.

Beta dose backscatter factors for a point source of 32P and the thin window
are listed in Table 5.3. Monte Carlo and experimental data are compared in Table
54.

Backscatter factors from both codes are smaller than experimental values for
bismuth. However, according to the criterion established earlier, the agreement
between the vaiue from Cyltran and the experimental value is good and the
agreement between the EGS4/Dosrz value and the experimental value is poor.
Experimental, Cyltran and EGS4/Dosrz dose enhancement factors are 33.8%,
31.8% and 26.1%, respectively, for the bismuth/Mylar interface.

Backscatter factors from both codes substantially overestimate the
experimental value for the aluminium/Mylar interface. Similar trends were noted
for the thick window. For the thin window, experimental, Cyltran and
EGS4/Dosrz values are 7.05%, 9.9% and 8.05%, respectively.

There is excellent agreement between Cyltran and experimental dose
reduction factors for the air/Mylar interface. Although less spectacular, agreement
between EGS4/Dosrz and experimental values is also good. Experimental, Cyltran
and EGS4/Dosrz dose reduction factors are 25.2%, 24.9% and 27.2%,
respectively.
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Table 5.3" Beta Dose Backscatter Factors, % B, for 32P, point source. Zeroeth
Geometry, Thin Detector Window.

EGS4/Dosrz Cyltran Experiment

Interface
l

Bismuth/ 26.1 [0.4] 318 [0.9] 33.77 {0.01]
Mylar i
Aluminium/ 8.05 [03] 9.9 [0.7] 7.09 [0.15]
Mylar
Air/ -272 [0.2) -249 [0.6] -2520 [0.02]
Mylar

Table54 Comparison of Monte Carlo and Experimental B Zeroeth Values

from Table 3.3.
EGS4/Dosrz Cyltran
Discrepancy!; F! Discrepancy!; F!
Interface
Bismuth/Mylar 23%; 19 6%; 2.2
Aluminium/Mylar -135%; 2.9 40%; 3.9
Air/Mylar -8%; 10 1%; 0.5

* bracketed quantities are uncertainties; ! as defined for Table 5.2.
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5.3.2  Distributed beta source, 32P

Beta dose backscatter factors with respect to Mylar and lucite were
determined using Zeroeth geometry, distributed source and thin detector window
for bismuth, copper, aluminium and air scatterers. The source had a diameter equal
to that of the extrapolation chamber, namely, 3.81cm. Within uncertainties, results
from the two Monte Carlo codes agree. Monte Carlo and experimental data are
listed in Table 5.5 and are compared in Table 5.6.

As for the point source, Cyltran results agree better with experimental
results for the high atomic number scatterer, bismuth (Z=83), than do EGS4/Dosrz
results. Agreement between EGS4/Dosrz and experimental results is poor;
EGS4/Dosrz data underestimate experimental values by about seventeen percent.

For the intermediate atomic number scatterer, copper (Z=29), whereas
results from both codes agree very well with experimental results for the point
source (Tables 5.1, 5.2), for the distributed source, only EGS4/Dosrz data exhibit
the same calibre of agreement with experimental data. At the copper/Mylar
boundary, the backscatter factor from Cyltran is about twenty percent less than the
experimental. Reasons for this source geometry bias are not known.

Results for the low atomic number scatterer, aluminium (Z=13), are
consistent with observations made in previous sections which deait with point
sources in that there is a tendency for backscatter factors from both codes to be
larger than experimental values. However, the size of the discrepancies between
calculated and experimental values is tempered by relatively large uncertainties
associated with the calculated data, as shown by the small F values in Table 5.6.

For air interfaces, resuits from both codes agree well with experimental
values. It is interesting but perhaps not significant to note that while EGS4/Dosrz
dose reduction factors are larger than experimental ones for 2 point source (Tables
3.1 through 5.4), for a distributed source, EGS4/Dosrz values are slightly smaller
than experimental values. Although Cyltran results behave similarly to this for the
copper/Mylar boundary, as mentioned above, such is not the case for air interfaces.
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Table 5.5 Beta Dose Backscatter Factors for 32P, distributed source, Zerceth

geometry. Thin Detector Window.

Scatterer. Bismuth (Z=83) Aluminium (Z=13)
EGS4/Dosrz Cyltran  Expt EGS4/Dosrz Cylran  Expt
% B, with| 24.3 25.5 29.57 7.67 7.06  6.86
respect to [1.2] [2.1] [0.03] [1.11]  [1.65] 10.02)]
Mylar
% B, with| 26.3 28.4 31.30 9.42 953 827
respect 1o [1.3] [2.2] [0.02] [1.13]  [1.69] [0.02]
Lucite
Scarterer: Copper (Z=29) Air
fEGS4IDosxz Cyltan  Expt EGS4/Dosrz Cylwan  Expt
% B, with| 15.8 13.0 16.79 2263 . 279 2727
respect to [1.3] [1.8] [0.06] [0.8] [1.51  [0.06]
[Mylar
% B, with| 17.7 15.6 18.24 225.1 262 -26.36
respect to [1.3] 71.8] [0.04] [0.8) [1.6] [0.02]
Lucite

* bracketed quantities are uncertainties.
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Table 5.6 Comparison of Monte Carlo Zeroeth B Values with Experimental Data.
Thin Detector Window. 32P distributed source.

Scarterer: Bismuth (Z=83) Aluminium (Z=13)
EGS4/Dosrz Cyltran EGS4/Dosrz Cyltran

Discrepancy; F | 18%;4.4 14%; 1.9 -12%: 0.7 -3%;0.12

with respect to

Mylar

Discrepancy; F | 16%;3.9 9%:1.3 -14%; 1.0 -15%; 0.75

with respect to

fucite

Scarzerer: Copper (Z=29) Air
EGS4/Dosrz Cyltran EGS4/MDosrz Cyltran

Discrepancy; F | 6%; 0.8 23%; 2.1 4%; 12 -2%; 0.4

with respect to

Mylar

Discrepancy; ¥ | 3%; 0.4 14.5%; 1.5 5%; 1.6 0.6%; 0.1

with respect to

Tucite

Discrepancy = [ (Experimental B - Monte Carlo B) / (Experimental B) ] x 100%.

‘Expeﬁmental B -~ MonteCarlo B
F=

‘V O.Expl.'ﬂ * o;onl-Cuhs
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5.3.3  Effect of source geometry on beta dose backscatter factors

Three Monte Carlo cases studied are candidates for assessing the effect of
source geometry on beta dose backscatter factors. They are the bismuth/Mylar,
aluminium/Mylar and air/Mylar interfaces. Their data, for point and distributed 32P
sources, in Tables 5.3 and 5.5, are used.

There is no clear evidence of a difference between point and distributed
source backscatter factors determined using EGS4/Dosrz. Ratios of point to
distributed source backscatter factors for bismuth, aluminium and air interfaces are
1.07{0.06], 1.05{0.16] and 1.03{0.03], respectively. Bracketed quantities are
absolute uncertainties.

However, data from Cyltran do exhibit differences between point and
distributed source backscatter factors. Ratios of point to distributed source
backscatter factors for bismuth, aluminium and air interfaces are 1.25{0.11],
1.41[0.34] and 0.89[0.05]. That is, dose enhancement factors are larger for a point
source than fora distrifmted source, and dose reduction is smaller for a point source
than for 2 distributed source. Similar observations were made experimentally, as
noted in Section 4.6.
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5.4  ASD Geometry

The lack of severe disagreement berween results from the Monte Carlo
codes in the preceding section provides the basts for the decision to use one code
for the ASD type simulation and one for the ASB type simulation. Cyltran was
chosen for the former and EGS4/Dosrz for the latter.

Figure 5.2 describes the ASD geometry which was simulated. Fractional
energy deposited for monoenergetic electron sources was scored as a function of
distance from the interface, where the source was fixed. That is, E(E,d) values
were obtained. These data were integrated over the 32P beta spectrum in order to

determine backscatter factors as a function of distance from the interface, B(d).

5.4.1 Beta point source, 3P

Figure 5.3 consists of graphs of B(d) versus distance from the interface for
aluminium/Mylar, air/Mylar and bismuth/Mylar interfaces. These graphs closely
resemble the experimental ASD curves of Section 4.4.3.

The aluminium/Mylar and bismuth/Mylar graphs show an initial increase in
dose enhancement, to a maximum, followed by a decrease in dose enhancement.
These curves may be adequately modelled by 2 combination of two exponentials.

Relaxation lengths, defined in Section 4.4, were determined from the Monte
Carlo data. They were calculated from the slopes of the exponential fits shown in
Figure 5.3, and were found to be 357[51]mg/cm? and 909[165}mg/cm? for
aluminium and bismuth scatterem, respectively. The dose reduction profile
exhibited a faster fall-off near the interface, followed by a more moderate decrease;
relaxation lengths were 31[11]mg/em? and 208[39]mg/cm? for the air/Mylar
profile. '

Parameters of the fits to experimental and Monte Carlo data are listed in
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Table 5.7.

Table 5.7 Parameters of Fits to Experimental and Monre Carlo Backscatter Factor
Data, ASD Geometry™, 32P point source.

Scatterer Parameters
A Vi Az V2
(mg/cm?) (mgfcm?)

Al Expt  -6.1 [0.8] 501(5] 13.9 [0.9] 174 [6]

Calc  -5.7 [0.5] 812] 11.9 {0.5] 357[51]
Bi Expt not available

Calc  -292[1.4] 12 1] 506 [1.3] 909 [165]
Air Expt 5.8 [0.6) 3341 19.1 [0.2] 213 [5]

Cac  9.5/[3.5] 3111} 252 [3.5] 208 [39]

* Fits are of the form  %B = A;e®V1 + Aye™V2 for solid interfaces and
1-%B =A™Vl + Ase™™V2 forair interfacesand x is
the distance from the interface in mg/cm?.



There is excellent agreement between relaxation lengths derived from
experimental and Monte Carlo data for the air/Mylar interface. For the
aluminium/Mylar interface, the Monte Carlo retaxation length is considerably larger
than the experimental value, indicating that the rate of decrease of dose enhancement
predicted by the calculation is slower than that obtained experimentally.

There were no experimental data for the bismuth scatterer, but it is not
unreasonable that relaxation lengths are larger for this scatterer than for aluminium,
Electrons backscattered from the higher atomic number element have larger energies
and can penetrate further into the Mylar absorbers which are between the source and
the point of measurement. Consequently, not only is the Zeroeth backscatter factor
larger for bismuth than for aluminium, but the region of maximum backscatter
factor occurs at a depth further from the interface and the rate of fall-off of
backscatter factor with depth is slower.
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Fig 5.3(continued) Variation of backscatter factor with distance from a
bismuth/Mylar interface, ASD geometry, 32P point source.

Although the experimental and Monte Carlo B(d) data do not agree within
uncertainties, as is evident from Figure 5.4, and Table 5.8, the Cyltran code has
been effective in reproducing the general trends of the experimental backscatter
factor depth profiles.

Furthermore, the position of the maximum on the aluminium/Mylar curve
agrees with that on the experimental one. The former occurs around 20t0 30



mg/cm?2, The latter is observed between 101/2 and 35mg/cm? absorber thickness
(Section 4.4.1), but this translates into a depth between 18 and 43 mg/em? since the
detector window and source substrate and cover occupy 7.7mg/cm?2.

As mentioned earlier, this sirnulation was intended to investigate the
variation of dose backscatter factors with distance from an interface where a 32
point source was located. It does not replicate the experimental geometry as do the
stmulations of the preceding section. However, consistent with the results for the
Zeroeth geometry, Cyltran beta dose backscatter factors in this geometry are larger
than experimental values for the aluminium and air interfaces, as seen in Figure 5.4.
In spite of this, the qualitative similarity between the Monte Carlo and experimental
ASD curves for both of these interfaces, and the quantitative agreeﬁent between
experimental and Monte Carlo relaxation lengths for the air interface, are positive
indicators of the code's reliability.
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Fig 5.4 Comparison of experimental and Monte Carlo ASD curves for 32P point
source. Upper: aluminium/Mylar interface; Lower:air/Mylar interface.



Table 5.8 Experimental and Monte Carlo ASD Backscatier Factors for 32P point
source.

Aluminium/Mylar Air/Mylar

Depth Cyltran Experiment Cyltran Experiment
(mg/em?)| %B [uncert]* %B [uncert] %B [uncert] %B [uncert]

4] 631 [0.52] -33.4 [0.3]

5 8.05 [0.73] -33.1 [0}

7.7 7.9 [o.1] 234 [0.1]

10 10.3 [0.7] =296 [0.6]

18.3 836 [0.05] -21.91[0.02]

20 118 [0.8) ' -26.4 [06]

30 105 [0.8] =244 [0.7]

433 §.39 [0.05] -17.51[0.03)

50 99 [lL1] <213 [0.8]

65 100 [LO] -175 [038)

100 84 [Ll] -15.5 [1.0)

103.1 6.87 10.09] -11.66[0.02]

150 8.1 [1.3] -12.6 [1.2)

185.7 4.77 [003] =727 [0.02]

200 53 [18) 7.0 [15]

250 575 [21] S4 (211

2569 325 [0.02] =4.77 [0.04]

300 8.09 [23] 4.1 [20]

350 63 [30] 63 [30]

3879 147 [0.03] =220 [0.04]

400 24 [33] 04 [37 :

435.6 096 [0.07 -1.62 [0.07]

531 1.08 [044] -0.82 (027

* uncert = uncertainty



5.4.2 Distributed beta source, 3P

Figure 5.5 illustrates dose backscatter factor fall-off with distance from a
32p distributed source at aluminium/Mylar, air/Mylar and bismuth/Mylar interfaces.
Errors are larger in these data than in the point source simulation data. This is
because of poorer statistics or the relatively fewer events which occur in the scoring
region when a source broader than this region is used. Smaller uncertainties
necessitate prohibitively long computing times.

Fits to the data are also shown in Figure 5.5. The parameters are listed in
Table 5.9, along with corresponding experimental values for comparison.

Relaxation lengths for the aluminium/Mylar and bismuth/Mylar ASD
profiles shown in Figure 5.5 are 263[90}mg/cm? and 435{132)mg/cm?2. These
agree with experimental values of 238[11]mg/cm? and 588[69]mg/cm?2, within
uncertainties. Positions of maxima on the simulated ASD curves agree with
experimental maxima positions for the aluminium profile, but not for bismuth
profile. The maxima on experimental and Monte Carlo ASD aluminium/Mylar
profiles occur around 30mg/ecm? from the interface; the maximum on the
experimental bismuth/Mylar curve occurs between 65-80mg/cm? and slightly
further from the interface on the Monte Carlo curve, at about 100-150mg/cm2.

The experimental ASD curve for the air interface exhibits a two-component
exponential decline which is characterized by two relaxation lengths of magnitudes
88.5[24.3]mg/cm? and 294[138]mg/cm2. However, the Monte Carlo backscatter
factor fall-off is better represented by a single exponential with a relaxation length
of 147[19]mg/cm?2.

Experimentat and Monte Carlo ASD profiles are compared in the graphs of
Figure 5.6, and these data are listed in Table 5.10. There is satisfactory agreement
between experimental and Monte Carlo results in these three profiles.

i)
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Table 5.9 Parameters of Fits to Experimental and Monre Carlo Backscatier
Factor Data, ASD Geometry*, 32P distributed source.

Scatterer Parameters
Aj V1 A, V2 Az V3
(mg/cm?) (mg/em?) (mglcm?)

Al Expt 42[03] 33(6] -12 {04]) 512] 12.1 [0.4] 238(l11j

Calc -5.3f1.2] 5/3] 111} 263190}
Bi Expt -20.0{1.6] 535{13] -9.8[2.0] 10.4 [1.9] 58.8 [3.0] 3538[69]
Calc 40[13] 61[20] -13.0{1.3] 71 [14]  435[132]
Ar Expt 15.6 {8} 885 ([24] 13[8] 204[138]
Cale 32.2{0.8] 147{19]

X

* Firsare oftheform %B=YAg 't for solid interfaces and
1
X

1-%B=YAge i forairinterfaces.
i

x is the distance from the interface in mg/cm?2.
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Table 5.10 Experimental and Monte Carlo ASD Backscatter Factors for 32p
distributed source.

Aluminium/Mylar Bismuth/Mylar

Depth Cyltran Experiment Cyltran Experiment
(mg/cm?) | %B [uncert]* %B [uncert] %B [uncert] %B [uncert]

0 6.0 [20] 179 [23]

0.55 6.86 [0.02] 29.57 [0.03]

5 82 [27] 336 [32]

725 8.085 [0.051 36.22 [0.05]

10 11.8 [3.0] 355 [3.71

17.85 8.76 [0.03] 40.87 [0.01]

20 9.4 [37) 38.6 [43]

28.85 8.98 [0.03]

30 10.05 [3.2] 400 [39

42.85 898 [0.03) 45.52 {0.02)

50 9.9 [42] 46.7 [53]

5495 8.86 [0.03] 46.36 [0.04)

65 7.1 [38] 474 [47]

65.55 46.74 [0.05]

76.15 836 [0.03] 46.80 [0.02] -

90.55 8.055 [0.01] 46.63 [0.04]

100 8.15 [52] 502 [69)

102.65 749 [0.05] 46.14 [0.02]

15035 | 104 [65] 647 [0.06] 49.7 19.0] 4436 [0.04]

185.25 5.61 [0.04] 42.26 [0.05]

200 14 [0 40.8 [85]

250 74 [73] 323 [85]

256.45 4.08 [0.10] 3736 [0.08]

300 41.1 [124]

350 359 [114]

387.35 2.1 [02] 27.1 [0S5)

" uncert = uncertanty




Table 5.10(continued) Experimental and Monte Carlo ASD Backscatter Factors for
32P distributed source.

Air/Mylar Interface
Depth Cyltran Experiment
(mg/cm?) %B [uncert]* %B [uncert]
0 -31.55(1.6]
0.55 2727 [0.06]
5 3148 [29]
7.25 <257 [03)
10 -332 [2.1}
17.85 -23.84 [0.02)
20 =265 [24]
28.85 -22.12 [0.01]
30 <252 [29]
42.85 -19.68 [0.05]
50 -18.1 [33]
5495 -18.02 0.02]
65 =226 [3.2] ;
76.15 -15.80 [0.03]
90.55 -14.18 [0.02]
100 ~-165 [45)
102.65 -12.69 [0.02}
150.35 -120 [5.9] 9.82  10.03]
185.25 =793 [0.04] -
200 6.0 [6.1] -
250 | 149 [64]
256.45 -5.13  [0.04]
387.45 2.4 [02]

* uncert = uncertainty



134

5.5 ASB Geometry, Point Source, 32P

Monte Carlo calculation of one backscatter factor in this configuration was
accomplished by placing a Mylar absorber of 2 known thickness between the source
and scatterer in the geometry of Figure 5.1. Several monoenergetic electron
sources were used for each absorber thickness d and fractional energy deposited in
the detector, £(E,d), scored. These were integrated over the 32P beta spectrum to

determine beta dose backscatter factors as a function of absorber thickness, B(d),
for aluminium and air scatterers.

"The backscatter factor depth profiles for these two cases are illustrated in
Figure 5.7. The profile for the aluminium scatterer resembles its experimental
counterpart. Although it is fitted by two exponentials and the experimental curve is
modelled by one exponential, their relaxation lengths are not tremendously
different. The dominant relaxation length obtained from the Monte Carlo data is
36[1]mg/cm? and the experimental value is 26[4]mg/cm2. The second profile in
Figure 5.7, for the case of 1o or air scatterer, is represented by two decaying
exponentials, 2 trend exhibited by the experimental curve as well (Section 4.4.4).

However, the lingering dose reduction factor observed in the air interface
experimental data, to well beyond 400mg/cm?, is not obtained in the Monte Cario
results. At 400mg/cm?2, no dose reduction is predicted by EGS4/Dosrz.
Nonetheless, the slower declining exponential has a relaxation length of
39[3]mg/cm?2 which roughly approximates the experimental value of 28{1]mgfem2.

Parameters of the fits to Monte Carlo and experimental ASB backscatter
factor depth curves are given in Table 5.11. The backscatter factor data are listed in
Table 5.12 and the profiles are compared graphically in Figure 5.8.

Comparison of EGS4/Dosrz and experimental ASB backscatter factor data
is acceptable. Backscatter factor depth profiles from the code not only exhibit
trends observed in the experimental curves, but they also predict rates of decrease
of backscatter factor with depth which approximate experimental values; for the air
and aluminium interfaces investigated, EGS4/Dostz and experimental relaxation
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lengths are about 36mg/cm? and 28mg/cm?. respectively.

Table 5.11 Parameters of Fits to Experimental and Monre Cario Backscatter Factor
Data, ASB Geometry, 32P point source.

Parameters
Ay vy a d As Va o
(mgfem?) (mglem?)
Scatterer

Al Expt 74[02] 26[4] -0.04 [0.8]3.0 [1.0]

Cac 89[0.1] 36[1] 14702 1.7 [04]
Alr Expt 4[1]  2[1] 19[1]  28[1] 2.0[0.5]
Cale 1Ifl]  5[I] 16[1] 393/

Fits are of the form %B=A; e V1 + A,exV2 for the aluminium/Mylar
interfaceand 1-%B = A;e"V1+ A,e¥Va  for the air/Mylar interface.
x represents the absorber thickness. Experimental fits are as detailed in Section
4.4.4.
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Table 5.12 Experimental and Monte Carlo ASB Backscatter Factors for 32P point

source.
Aluminium/Mylar Air/Mylar
Depth | EGS4/Dosrz Experiment EGS4/Dosrz Experiment
(mgfem?)| %B [uncert]* %B [uncert] %B [uncert] %B [uncert]

0 10.3 [04]) 79 [0.1] =262 (03] -23.4 10.1}
035 727 [0.08] -22.88[0.02]
1.78 644 [0.17] -20.47{0.02)
2.0 8.87 [044] 211 [03]

33 651 [0.11] -18.84[0.28]
5 771 [041] -17.1 {03)

745 5.83 [0.06] -153.76[0.03]
10 671 [042] -132 [04]

104 533 [0.08] -13.78[054])
1948 3.63 [0.08) -1038[0.04]
20 508 [041] 88 [03]

32.15 2.79 [0.03] -8.59 [023)
40 3.05 [040] -43 03]

44.48 107 [0.18] 49 106]
58.65 .14 [0.19] -3.35 [0.7]
60 147 [041) " - 25 [04]

71.55 0.29 [0.06} =175 [042]
g0 050 [036] -1.8 [04)

82.15 004 [0.08) -3.78 [0.78]
90.75 =244 [0.87}
57.18 -1.98 [0.11]
144.88 027 [0.19]
192.58 -2.05 [007]

* uncert = uncertainty
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5.6 Determination of B, the Beta Dose Backscatter Factor

Dose backscatter factors were defined in Chapter 4. Since both beta sources
and monoenergetic electron sources are dealt with here, dose backscatter factors due
to the former are denoted by B and those due to the latter are denoted by B(E).
Similarly, R and R(E) represent dose ratios for beta and monoenergetic electron
sources, respectively.

€s(E) is the fraction of monoenergetic electron source energy E deposited in
the scoring region when material or scatterer S is in position. Ey(E) isdefinedina
parallel manner, except material M replaces S. The dose ratio at an interface created
by materials S and M, and due to 2 monoenergetic electron source of energy E. is

_ &(E)
Ra®= 2 ® (3.1).
and the dose backscatter factoris Bgy (E) = Rgy (E) - L. (5.2)

The dose ratio for a beta source and the same material interface is obtained
by summing or integrating the monoenergetic energy deposited data, ESg(E) and
Eep(E), over the beta spectrum of interest, S(E). This gives the total energy
deposited by a beta source for the two scatterers, E,; g and E,, 1. The dose ratio
is the ratio of these. That is,

2 - E s i JEe(B) S(E) &E
SM Em_“ _[ESM(E) S(E) {E (5.3).
The beta dose backscatter factoris givenby Bgy = Ry - L. (5.4)

Equation 5.4 can be rewritten as follows.

[B,, (E)Ee (B S(E) E
s T JEc_(E)S(E) &

(5.5).



140

Three methods of integrating monoenergetic fractional energy deposited data
over the beta spectrum were carried out in order to evaluate Equation 5.3.
Numerical means for determining S(E) was available from a previously developed
computer programme (Prestwich 1936).

The first method consisted of fitting the fractional energy deposited data,
€(E). as functions of source energy E and using a fine energy bin width (E,/500 or
3.4keV for 32P) to integrate over the spectrum. The linear least -squares fits
achieved are illustrated in Figure 5.9. Although they appear reasonable, errors in
the fitted parameters were such that uncertainties in the fitted values were sometimes
considerably larger than those in the input data. The fits were of the form

_ z uisi-l
g(E)=¢e ! for E>100keV | and
3 \
} zoiat-l
g(E)=e ! for E < 100keV.

The shapes of the fractional energy deposited profiles are similar for the five
scatterers shown in Figure 5.9. The data are from Zeroeth type, thick window
simulations; beta dose backscatter factors determined from these data are detailed in
Section 5.3.1.
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Fig 5.9(continued} (e) Fractional energy deposited by monoenergetic electron
point sources in Zeroeth geometry simulations, air scatterer.

The second method of integrating monoenergetic fractional energy deposited
data over the beta spectrum was a linear interpolation between the Monte Carlo
calculated €(E) values and integration over the beta spectrum using the small
binning described above.

The third method was a coarse summation. The individual Monte Carlo
monoenergetic data, &;, were summed over the beta spectrum. That is,

Ens™ Z,Eisi.SSiAi (5.6)

and Epen ™ ?EismSiAi 5.7,
where 4, the bin width used in the summation, was considerably lizer than
0.2% of the end-point energy which was used in the other two methods.
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Uncertainties in E,,,, were determined by

and TR

These reflect the uncertainties associated with the input Monte Carlo monoenergetic
fractional energy deposited data, €;.

Beta dose backscatter factors were also calculated using Equation 3.5.
Monoenergetic backscatter factors. B(E). from Zeroeth geometry, thick window,
point source simulations, were fitted as polynomials in E. This approach was
pursued because B(E) data, shown in Figure 5.10, were fit better than €(E) data.

Beta dose backscatter factors obtained from the second and third methods
agreeci very well. Agreement between these values and those obtained from the
fitting methods was reasonable over-all. It was exceptional for those cases where
the fits were good and somewhat mediocre for the cases where the fits were poorer.

These methods, of varying complexity, served to show that the
straightforward summation method. Equations 5.6 and 5.7, was adequate.
Consequently, the summation method was used exclusively to determine beta dose
backscatter factors for those cases which had not already been subjected to the four
procedures described above.
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5.7 Monoenergetic Electron Source Results

It was pointed out in the introductory portion of this chapter and later
demonstrated in Section 5.6 that monoenergetic data are fundamental to calculating
beta dose backscatter factors. In addition, although it is the latter results which are
compared with experimental values, a comparison of monoenergetic data from the
two Monte Carlo codes is worthwhile because it can provide information that is not
obtainable by comparing beta dose backscatter factors from the two codes. Section
3.7.1 is therefore devoted to such a comparison.

Figure 5.11 consists of fractional energy deposition profiles for bismuth,
copper, aluminium, air, Mylar and lucite. The data are from Zeroeth geometry, thin
window, distributed source simulations; beta dose backscatter factors determined
from these data are given in Section 5.4.2.

Although source geometry and window thickness used in the simulations
are different, the fractional energy deposition profiles shown in Figure 5.9 have the
same shapes as those in Figure 5.11. The profiles extiibit a steep rise from no
energy deposited by source electrons with energy less than a cut-off value, E_ . t0
a peak, followed by an exponential-like decrease. Source electrons which create the
peak deposit the largest fraction of their energy in the detector, compared with other
incident electrons. The deposition of smaller amounts of energy by higher energy
electrons is consistent with stopping powers predicted by the CSDA model.

A cut-off energy exists in these profiles because electrons with less energy
than E,, are unable to penetrate the detector window. For the thick window, E, is
about 70keV, and for the thin window, it is abo\ut 15keV. Since more lower energy
electrons enter the detector when the thin rather than the thick window is used, the
peaks in the thin window profiles, Figure 5.11, occur at a source energy which is
smaller than that at which the peaks in the thick window profiles, Figure 5.9,
occur. Fractional energy deposition peaks at S50keV in Figure 5.11, and at 100keV
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in Figure 5.9.

Figures 5.9 and 5.11 also demonstrate that the fraction of source energy
deposited in the detector is typically less than 1%. At the same time, however, the
profiles indicate that the amount of energy deposited increases with scatterer atomic
number. Itisalso of interest to note that the fractional energy deposited by 20keV
source electrons in the profiles of Figures 5.11 (a), (¢), (€) is considerably smaller
than the fractional energy deposited by 20keV source electron in the profiles of
Figures 5.11 (b), (d), (f). The latter profiles are Cyltran data and the former are
EGS4/Dosrz data. The difference is not related to the atomic number of the
scatterer because Figures 5.11 (2). (¢), (e) are for bismuth, aluminium and Mylar
scatterers and Figures 5.11 (b), (d), (f) are for copper, air and lucite scatterers.
Possible causes of this difference are suggested in Section 5.7.1, where a

quantitative comparison of the data is given.
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[l

~ ¢ 3 & @1 ¢ 3 ® ) *r §F 8 ¢ * § v P &7

Fraction of sowrce energy deposited
1

QOE+-00 — ?
Q0 Q2 04 Q5 08 10 12 14 16 18

Sorce Encgy MeV)

= ¢ ) 4 3 ® 3 a t 4 g & § o8 g ® 3 w4

.‘ .

Fraction of source snergy deposited

SEREE

'

Q0 02 04 Q6 QB 10 12 14 16-18

Fig 5.11(continued) Fractional energy deposited by monoenergetic electron
distributed sources in Zeroeth geometry, thin window simulations. (c) Upper:
aluminium scatterer: (d) Lower: air scatterer. - '



v

Fractlon of sowrce snergy deposited

SEERE

'n

Q0 02 Q4 Q6 G8 10 12 14 15 1B

Sorce Energy MaV)

Fraction of source ensrgy deposited

BREE

Q0 02 Q4 06 OB 10 12 14 16 18

Sarce Energy Me\V)

Fig 5.11(continued) Fractional energy deposited by monoenergetic electron
distributed sources in Zeroeth geometry, thin window simulations. (e) Upper:
‘Mylar scatterer; (f) Lower: lucite scatterer.



152

Figures 5.12 and 5.13 illustrate monoenergetic dose backscatter factors
from EGS4/Dosrz and Cyltran. respectively, for several interfaces. These dataare
from Zerocth geometry. distributed source, thin window simulations.

The graphs of Figure 5.12 are for scatterer/Mylar interfaces. The solid
material/Mylar graphs show somewhat similar trends in the variation of backscatter
factor with electron source energy. Dose enhancement increases with source
energy. peaks around 100 or 200 keV, then decreases to a minimum after which it
increases again. The valleys in these graphs occur between 200keV and 700keV.
Magnitudes of the dose enhancement factors and locations of peaks differ with
scatterer atomic number. Dose reduction at the air/Mylar interface increases with
source energy. to a2 maximum at around 400keV, followed by a very slight decrease
with increasing source energy.

Monoenergetic backscatter factors for scatterer/lucite interfaces are shown in
Figure 5.13. Trends shown in these graphs differ from those in Figure 5.12. Dose
enhancement increases with electron source energy, to a peak in the neighbourhood
of 100keV, and then decreases with increasing source energy, except of the
persistently large dose enhancement factor at 1.3MeV. Dose reduction at the
air/lucite interface increases with source energy in two stages; the first is a rather
sharp increase between § and 200keV, and the second is more gradual so that the
dose reduction in this latter stage may almost be constant. As for the solid material
interface data, however, the large uncertainties associated with these values prohibit
describing these monoenergetic backscatter factor profiles clearly.
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5.7.1 Comparison of EGS4/Dosrz and Cyltran results

Fractional energy deposited per incident electron. £(E). and monoenergetic
dose backscatter factors, B(E). from several Zeroeth simulations and one ASD
simulation are compared. Both Monte Carlo codes were used for each calcuiation.

To be more specific. monoenergetic resuits from Zeroeth geometry, point
source calculations with thick and thin detector windows are compared; beta dose
backscatter factors derived from these data are given in Section 5.3.1. Next.
monoenergetic data from Zeroeth geometry, distributed source, thin window
simulations are considered: beta dose backscatter factors from these data are detailed
in Section 5.32. Lastly, a comparison of results from an ASD type simulation,
done for one source energy, is given.

Zeroeth Geometry, point source
(a) Thick Detector Window -

For source energies greater than, or equal to, 100keV, EGS4/Dosrz and
Cyltran £(E) data agree to within 3% for aluminium, Mylar and lucite scatterers.
This also holds for the case of no or air scatterer, except at 1.7MeV, where there is
a 7% discrepancy. Agreement between the two codes is within 4% for bismuth and
copper scatterers. ,

Differences noted in the preceding paragraph are such that Cyltran values
exceed those from EGS4/Dosrz. This trend is evident in Figure 5.14 where ratios
of "EGS4 £(E) to Cyltran £(E)" for aluminium, air and Mylar scatterers are shown
as functions of source energy. For source energies 100keV and greater, these
ratios are less than, or equal to, 1.

Below 100keV, data are sparse since only source energies 70keV and
greater are of physical relevance in this simulation. Energy deposited data at 80keV
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are about 7% different for a few scatterers. These discrepancies are such that
EGS4/Dosrz values are larger than those from Cyliran; this is the reverse of the
rend noted before for higher energies, and is visible in Figure 5.14 as well.
Although not shown in Figure 5.14, Cyltran predicts a small but finite
fractional energy deposited for 70keV source electrons for the aluminium and
copper scatterers whereas EGS4/Dosrz predicts none. The CSDA range
corresponding to this source energy is 7.3mg/cm? in polyethylene; the detector
window and source substrate are about 7.25mg/cm? thick. The discrepancy
between the two codes here may be a manifestation of different treatments of either

energy-loss straggling or termination of electron histories, or both.
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Monoenergetic dose backscatter factors predicted by the two codes for six
material interfaces are compared in Figures 5.15 and 5.16. Ratios of EGS4/Dosrz
B(E) values to Cyltran B(E) values are shown as functions of source enérgy E.

The bismuth/Mylar, aluminium/Mylar and air/Mylar interface data shown in
Figure 5.15 exhibit agreement to within about 10% between the two codes, in the
region 100keV = E< 1.7MeV. The bismuth/lucite interface in Figure 5.16 shows a
15% discrepancy at 100keV; otherwise, data from the codes agree to within 10%.
Agreement between results from the codes is also within 10% for aluminium/lucite
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and air/lucite interfaces, except at 100keV in the first and 1.7MeV in the second.
These findings are consistent with the agreement exhibited between the beta
dose backscatter factors from the two codes (Table 5.1).
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(b) Thin Detector Window -

The same source geometry as above is used in Zeroeth simulations with the
thin detector window. This window admits electrons below 70keV, the thick
window cut-off, into the designated scoring region. The cut-off for the thin
window is roughly 15keV.

The codes differ in similar ways at both cut-off energies. At20keV source
energy, with the thin window, the fractional energy deposited from EGS4/Dosrz is
consistently lower, by about a factor of 10, than that from Cyltran. At other source
energies, fractional energy deposited data from the two codes agree, within 7%. for
the scatterers bismuth, aluminium, air and Mylar. The graphs in Figure 5.17
illustrate these observations.

Figure 5.18 shows ratios of monoenergetic backscatter factors,
EGS4/Dosrz to Cylran. The graphs for bismuth and aluminium are drawn so as to
include the large differences between the codes at 20keV. Agreement between the
codes for other source energies is about 20% to 30%. Additionally, the bismuth
graph demonstrates that EGS4/Dosrz B(E) values are lower than those from
Cyltran, for the most part. Therefore, for this interface, the Cyltran-calculated beta
dose backscatter factor is larger than that determined using EGS4/Dosrz. For the
aluminium/Mylar interface, at low-energies, EGS4/Dosrz monoenergetic backscatter
factors are larger than those from Cyltran but above 200keV this reverses. The beta
dose backscatter factor from Cyltran also excwds the value from EGS4/Dosrz at
this interface (Table 5.3).. -

At the air interface in Figure 5.18, EGS4/Dosrz monoenergetic backscatter
factors are larger than those from Cyltran for most source electrons, including ones
which are heavily weighted in the 32P beta spectrum (that is, 400keV to 700keV),
and ones which deposit relatively large fractions of their energy in the detector (that .
is, 50keV to 100keV). EGS4/Dosrz consequently predicts a larger beta dose
reduction factor than Cyluan in this case (Table 5.3).

i\
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Zeroeth Geometry, distributed source

Zeroeth geometry, thin detector window simulations with distributed
sources for six scatterers, bismuth, copper, aluminium, Mylar, lucite and air, were
done using both codes. Source diameters were 3.81cm and source energies ranged
from 20keV to 1.7MeV, inclusive.

Except for 20keV source electrons, monoenergetic fractional energy
deposited data, €(E), from both codes, and for the six scatterers, agree within about
10%. As observed for the point source, where the codes differ, for source energies
greater than 200keV, values from Cyitran exceed those from EGS4/Dosrz, whereas
for source energies between 50keV and 200keV, Cyltran values are lower than
those from EGS#/Dosrz. At 20keV, EGS4/Dosez fractional energy deposited data
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are consistently a factor of about 10 lower than Cyltran fractional energy deposited
data. These observations are demonstrated in Figure 5.19 which shows ratios of
fractional energy deposited, EGS4/Dosrz to Cyltran, as a function of source
energy.

Consistent with the energy deposited comparison, backscatter factors from
the two codes for 20keV electrons differ by about 150% for the eight interfaces
created with respect to Mylar and lucite using the scatterers listed 2bove. Figures
5.20 through 5.23 compare EGS4/Dosrz and Cyltran monoenergetic dose
backscatter factors, B(E). for these interfaces.

At bismuth interfaces, Figures 5.20 and 521, EGS4/Dosrz backscatter
factors for 90keV to 400keV, 1.2MeV and 1.3MeV electrons are about 20% lower
than those from Cyltran. Thus it follows that beta dose backscatter factors
determined for bismuth interfaces are such that EGS4/Dosrz values are lower than
those from Cyltran (Table 5.5).

At copper interfaces, Figures 5.20 and 5.21, although monoenergetic
backscatter factors from the two codes agree within uncertainties for the most part,
Cyltran values tend to be smaller than ones from EGS4/Dosrz. Not unexpectedly,
whilst beta dose backscatter factors from the two codes agree within uncertainties ,
the EGS4/Dosrz beta dose backscatter factor is larger than that from Cyltran (Table
5.5).

At aluminium interfaces, Figures 5.22 and 5.23, clusters of disagreement
between monoenergetic backscatter factors from the two codes are observed at
source energies below 200keV and at 1.3MeV, where EGS4/Dosrz values are
roughly half of Cyltran values. However, these discrepancies are nuilified by the
agreement at other source energies since beta dose backscatter factors from the two
codes agree at these interfaces (Table 5.5).

Monoenergetic dose backscatter factors from the codes agree for most
source energies at the air interfaces, (Figures 522 and 523}, with the exception of
a few discrepancies 20% or larger. Itis notclear from these data that the
EGS4/Dosrz beta dose reduction factor would be slightly less than that from
Cyltran, as shown in Table 5.5.
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EGS4/Dosrz and Cyltran monoenergetic data are disturbingly and
consistently different at 20keV. This discrepancy is similar to that in the thick
window 70keV simulations, and may be due to differences in handling either
energy-loss straggling or the termination of electron histories, or both, since these
energies correspond to CSDA ranges that are roughly the window plus source
substrate thicknesses.

ASD Geometry, point source

A 700keV point source was used in both codes for an ASD type simulation
which scores the fractional energy deposited as a function of distance from the
interface where the source is fixed. This source energy is approximately the
average energy of the 32P beta spectrum. Mylar, bismuth and air scatterers were
used. In this simulation, when Mylar is the scatterer, there is, in effect,a
homogeneous medium. When bismuth or air are the scatterers, bismuth/Mylar or
air/Mylar heterogeneous media are created.

The homogeneous case is an example of good agreement between the
energy deposited data from the two codes. The air interface exhibits agreement to
within 3% between Smg/cm? and 200mg/cm?2, and at the interface, there is an 8%
discrepancy. The bismuth case shows 3% agreement between Smgfcm? and
100mg/cm?2. Thereisa 12% discrepancy at the interface and about 10% differences
between 100mg/em? and 200mg/em?.

As for the Zeroeth simularions, discrepancies between the codes are such
that Cyltran values exceed those from EGS4/Dostz. Figure 524 illustrates ratios of
Cyltran energy deposited data to EGS4/Dostz energy deposited data, as a function
of distance from the interface, for these three scatterers. The CSDA range of 2
700keV electron in Mylar is about 270mg/cm?; energy depositions beyond this
depth are small and have large uncertainties, as seen in Figure 5.24.
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Figure 525 illustrates ratios of backscarter factors as a function of distance
from the interface for bismuth/Mylar and air/Mylar cases. The latter shows a 105
discrepancy between results from the two codes at the interface, followed by an
improvement to about 6% from Smg/cm? to 100mg/cm2. Beyond this depth,
uncertainties in the data from both codes become too large for definitive
comparison. The bismuth/Mylar case shows 10% discrepancies between Sme/cm?
and 100mg/cm?, and 30% between 100mg/cm? and 200mg/cm2. At the interface.
there is a considerable discrepancy betwesn the backscatter factors from the two
codes; the backscatter factor at 700keV is 5.8[1.1]% from EGS4/Dosrz and
19.8[1.9]1% according to Cyltran. This resembles the differences in beta dose
backscatter factors from the two codes for bismuth interfaces, noted in Section
5.3.1.
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Fig 524 Ratio of fractional energy deposited for a 700keV point source ASD
simulation. Mylar scatterer (that is, 2 homogeneous medium).
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Comparisons of monoenergetic data from the two codes are not
unfavourable. With regard to fractional energy deposition, there is agreement
within about 10% for all cases considered, except for 20keV and 70keV source
electrons in thin and thick window Zeroeth simulations. Itis also noted that when
data from the two codes differ, Cyltran predicts greater energy deposition than does
EGS4/Dosrz for source electrons greater than 200keV and for source electrons
between 50keV and 200keV, the reverse is observed.

Because it falls under the theme of this section, mention is made of the
Eisen experiment simulation discussed in Chapter 8. The experiment also deals
with electron backscattering; EGS4/Dosrz and Cyltran are used to simulate the
ransport of 2MeV electrons through a section of polystyrene and their subsequent
backscatter from various materials.

Reasonable agreement between results from the codes is obtained, with a
slight but systematic discrepancy observed in the depth-dose profiles (Figure 8.5).
Interestingly, EGS4/Dosrz values are larger than Cyltran values in these cases but
the data cannot be directly compared with observations made here because source
geometry and location with respect to the interface are different.



CHAPTER 6

ANALYTICAL DOSIMETRIC CALCULATIONS OF BETA DOSE
BACKSCATTER FACTORS

Two analytical methods, due to O'Brien et al and Radzievsky et al, which
deal with beta dosimetry in heterogeneous media, are used here to calculate beta
dose backscatter factors. Specifically, the first method. called the "One-Group”
theory, is used to calculate dose enhancement or reduction at planar interfaces. The
second method, the "Two-Group” theory. is used to calculate dose backscatter
factors as a function of distance from a planar interface. In both cases. a beta
source, 32P, is located at the interface.

The "One-Group” method predicts a variation of backscatter factor with
scatterer atomic number which is similar to that observed experimentally. In
addition, calculated values agree with experimental backscatter factors to within
30%.

Results from the "Two-Group" theory are not in accordance with
experimeatal results, however. Calculated and experimental backscatter factors do
vary similarly near the interface, but at further distances. experimental and "Two-
Group” values diverge.

183
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6.1 The "One-Group" Method

The name derives from the assumption that the energy of a beta source can
be represented by one value, its average energy. Consequently, the starting point
of the method is the constant cross-section transport equation (O'Brien et al 1964).
One dimension, perpendicular to the planar interface, is dealt with.

From Section 2.2, it follows that the electron flux in 2 medium is
proportional to the dose rate due to these electrons in the medium. Therefore. dose
ratios, from which dose backscatter factors are determined, are flux ratios. Using
the notation introduced in Chapter 4,

_ flux inmedium}, when matedal §ismedium2
st fluxin mediuml when lucite L ismedium2

R

¢0 1.5
b,

L (6.1)

Correspondingly, the dose ratio for a scatterer (S)/Mylar(M) interface 1s given by

¢° s

M ¢° -

R
(62)

Medium 1 is analogous to the "base” of Section 4.1. For the present
purpose, which is to compare dose backscatter factors calculated using this theory
with experimental values, medium 1 is taken to be the soft-tissue equivalent lower
electrode of the extrapolation chamber described in Chapter 4.

The geometry used in the calculations consists of 2 plane, infinite 32P beta
source sandwiched between two half-spaces. As stated above, one half-space,
medium 1. is A-150 plastic. The other, medium 2, is varied by using each of the
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following: air, carbon. aluminium, copper. cadmium, tungsten, bismuth, Mylar,
lucite. The source is located at the interface. where the dose ratio is to be
calculated.

The transport equation from which the electron fluxes are determined is
given by the following.

1
W d¢‘(ic:.x) + Zd(w,x) = Y(w.x) + J‘ dep(e” — 6 (e x)
-t

(6.3).
where « is the direction cosine of an electron at depth x, measured perpendicularly
from the source: x is in gfem?,

${w,x) is the electron flux density (#e"cms-!) in direction w, at depth x;
Z is the total interaction cross-section (cm2g-1):

Y(w.x) is the source strength (#e'g-!s"!) in direction w; here, the source is
defined to be at x=0, and for an isotropic source, total source strength Y.

Y(w)=Y/2;
. . 1 d.Ll-
B(w" =) js the differential mass scattering cross-section, p g : for

. - 1K, _ < . .
isotropic scattering, H(®" =@ ) = 55~ = 3L where c is the ratio of the

scattering cross-section to the total cross-section.

Equation 6.3 becomes
1
dcb(w,x) Yo cX . .
UJT + EZd(w,x) = =5 + = dwd{w’, x)

- . (6.4)
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As mentioned in Chapter 2. the transport equation is not solubie analytically
without invoking approximations. One approximation made here is to represent the

directional electron flux density. $(w.x). by 2 polynomial series -

L
¢ (w.x) = X(2i + DB{(x)P(@) (65)

=1

where + denotes the forward direction. 0 £ @ £1 and - denotes the backward
direction,-1 £ 20,
B;(x) represents the spatial component of the series
and the angular partis given by P;(w) =P,(2w - 1).
P (w) = P,(2w + 1), where P, is the Legendre polynomial of degree i.
(O'Brien et al 1964).

For L=0, the zeroeth order approxhination for the directional flux density is
obtained. This is the approach used by O'Brien et al (O'Brien etal 1964). For
higher order approximations, the method of discrete ordinates is used to solve for
d{(w.x) numerically (O'Brien et al 1974). In the L=0 approximatior, Equation 6.5
becomes |

' (w,x) =4 (%) for 0 S0 <1
=¢ (x) for -1 Sw <0, (6.6),

where B} (x) have been renamed ¢ (x).
Therefore, Equation 6.4 may be rewritten as follows,where it is understood
that the directional flux densities are functions of x.

d¢ Yo ck
Vg THT T T (6.7
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Integration of the preceding equation over forward. +.(0 £ « =1)and

backward. -, (-1 £ w £ 0) regions gives

d:;: +Z(2-¢). =Y, +cEd]
dé- . .
- % +Z(2-¢)p, =Y, +cid, . (6.8)

In the half-spaces, there is no source, so Equation 6.8 becomes

-

e+ E(2 - }; = cT4)
dé, - -
- -£—°-+ 22 -c)¢, =cZd, | (6.9)

These equations can be decoupled to give the followiag expressions for the
flux densiies in the forward (+) and backward (-) directions defined earlier.

b= Ae™™ + Be™
= 1 v -x
b, = FAe +y (6.10)
where A and B are undefined constants,

2-a
y~=c—-1, with a=24/1-¢ and -117=2:a—1;

andv=q X.

Note tirat v2=X [ £ - cZ ], is the product of the total interaction cross-
section Z and the mass absorption cross-section o,/p, where

a 1.1_=
—p-=-(§')33(5) _ (6.11)

1o~
E is the average energy of the beta spectrum, and 5 S(E) is the value of the mass
stopping power at E.
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The scattering cross-section, ¢ = G /p. is taken to be the transport cross-section,
o/p. evaluated at E. (O'Brien etal 1964) The transport cross-section is that of
Lewis (Lewis 1950).

The total flux density &, is given by

b =d. + b, . (6.12)

When the two half-spaces are different media, there is 2 boundary where the
source is located, as shown in the diagram below. The boundary is at x=0; the left
half-space contains medium 1 and the right half-space, medium 2.

Using the general solution, Equation 6.10, the flux densities in the forward
and backward directions in the two media are represented by the following.

. v, x - 1 v x
(bo.l(x) = Ae 1 ¢:).l(x) = -Y_IAe
and ¢.a(x)=Be * 0, .(x) =y,Be " (6.13)

Also, the total flux densities in media 1 and 2 are given by

b, (x) =, (x) +d_ (x)
and b, (0 = . () +H(x) . ., (6.14)
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Consider electrons travelling in the direction shown in the following
diagram. The cross-sectional area of this stream of electrons is dA, . and the
direction cosine is ¢ with respect to the normal to the interface.

o__"'l___)

medium 1 medium 2 o
%
. f source
cross-sechoM areq 0
areq, dA, plane, dA

Interface. Source of totalstrength, here.

As noted earlier, the directional source strength, Y(w)}, is Y/2 foran
isotropic source. At the boundary, x=0, the following conditions apply from
conservation of particles.

Y,
dA,(0) + =—dA = §,(0)dA, (6.15)
where ¢;(0) and ¢,(0) are the directional flux densities at the boundary.

Since dA, = dA w, Eguation 6.15 becomes

. Y°
(.txb 2(0) - ml(o) = 2 - (6-16)
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After integration over angles in the forward and backward directions in each half-

space. the following boundary conditions are obtained.

$..0-¢, (M=Y,
¢, 0+, (=Y, _ (6.17)

Evaluating Equation 6.13 for x=0 and substituting in Equation 6.17 gives

B-A=Y

1 =
and VA RE=Y, (6.18)

o »

from which the following expressions are derived.

v, (1+v,)
A=Y
*-v,Y.)
(1+v)
and =Y. a5 (6.19)

' From Equétions 6.1, 6.2 and using Equations 6.13, 6.14 and 6.19, the
dose ratos are given by

R = 1 =¥ Yaose . (1"' Ys]
i I S S N l+y, (620)

R = 1= YuYaoise . 1+ v,
and M 1- Yo¥aciso 1+ Yy (6.21)
where A-150 denotes the Shonka plastic for medium 1 and the remaining notations

are consistent with ones previously defined.
{(Prestwich 1991)
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Determination of the Parameters for the "One-Group” Dose Ratio Calculations -

The parameter y in Equations 620 and 6.21 above requires knowledge of
the scattering and absorption cross-sections, 6/p and ,/p. The latter cross-section
is determined from the mass stopping power, S$/p. which was defined in Section
2.1, The scattering or transport ctoss-section is taken from Lewis 1950 (O'Brien et
al 1964) where, for multiply scattered electrons, it is given by

= nJ- do(6)

10 — [l - P (cos0)} dQ

do
where Q) is the differential cross-section for single electron elastic scattering, as

Ze? -L
discussed in Section 2.1; a screened nuclear potential of the form Y(r) = “5—¢ °,

where a is the Thomas-Fermi atomic redius, is used. n is the number of scatterers
per unit volume. To first order, the above becomes

A.[ ﬂ(l -cos 0) dQ

k]

where N, is Avogadro's Number and A is the atomic weight of the medium.
Evaluation, using V(r) above and in the Born approximation, gives, in units of
ZﬂNarozy

% % 1
< = 3 In(g) -1
p - A 5.5(5 +2) “p ]
where £ 1s the kinetic energy of the electron in rest mass units,
T, is the classical electron radius, e2/m.c2,
B is the ratio of the electron speed to that of light,
Z is the atomic number of the medium, and

(6.22)

P = (8;/ 2) 2, where 8, is the minimum scattering angle or screening
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angle. Itisrepresentative of the fact that scattering off a bare nucleus, given by the
Rutherford cross-section of Equation 2.5, does not occur in reality since

atomic electrons screen the nucleus from incident particles.

Pl

6 =

mun

where % is the electron’s deBroglie wavelength.

Following O'Brien (O'Brien 1974), Equation 6.22 is modified to take
account of electron-electron scattering by replacing Z2 with Z(Z+1), and to be
applicable for energies outside the reaim of the Bom approximation. Also, the
Thomas-Fermi radius is scaled. These alterations follow from Moliére's treatment
of multiple scattering (Birkhoff 1958; Scott 1963; O'Brien 1974). Equation 6.22
becomes, in the units of 2aN,r,2,

Z(Z+1) 1
A B +2)

g, _ |' -1— _
BT (1n )~ 1] (623)

where p=(0_;/2) 2 ,as before, but

x Y] Za T
0 (s (15374 Z5])  vimaminsy

Mass absorption and scattering cross-sections were evaluated using E=
694keV. Additional pieces of input information for the former, such as mean
excitation energies and density effect parameters, (Equation 2.9), were taken from
Berger and Seltzer 1983 and were defined in Section 2.1.



The cross-sections. in units of 2aN,r 2, are

- 3
O 0267 2%+ D) [m{ 2.68134 x 10 } i} 1]

P A B A
LI3Z +2.44262 = 10 "Z
Ou o aorZ for (T el SaB
and 'T)— = O.SQSI{ 21n(-1—) +0.2762 S(E) }[1 + "S-:(_E)Tp

(6.24)
where T is the kinetic energy of the electron in the same units of energy as L.

6.1.1 Results of the "One-Group" method

Table 6.1 contains dose backscatter factors for 32P determined by the "One-
Group” method. Experimental values measured for a distributed or planar 32P
source described in Chapter 4 are also included.

The "One-Group” method predicts that dose enhancement at material
interfaces increases with atomic number of the scatterer. It shows that the dose
enhancements with respect to lucite are greater than ones with respect to Mylar and
that the magnitude of this effect decreases with increasing scatterer atomic number.
The theory also predicts dose decrements at air/Mylar and air/lucite interfaces.
Observation of these trends in experimertal data lends support to the theory.

Quantitative comparison of experimental and calculated beta dose
backscatter factors further substantiates the "One-Group” method. At most of the
solid material interfaces, experimental and calculated backscatter factors agree to
within 20% to 30%; experimental values are lower than calculated ones. Thereis
excellent agreement between calculated and experimental beta dose backscatter
factors at the aluminium interfaces.
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At air interfaces, experimental and calculated values differ by 24%:
experimental dose reductions are larger than calculated ones here. Air was weated
as a purely absorbing medium for these calculations; that is, the scattering Cross-
section was made zero. This was done because in the experimental geometry, itis
unlikely that electrons which are emitted from the finite source into the air are
backscattered into the small detection volume.

Thirty percent discrepancies between "One-Group” and experimental
backscatter factors are not unreasonable given the simplifying approximations used
in the theory. All source electrons are assumed to have energies equal to the
average cnergy of the beta spectrum; and zeroeth order approximations are used in
flux determinations. as indicated earlier.

Assumption of constant electron energy predetermines that this method will
not correctly predict the variation of backscatter factor with distance from the
interface. Determination of electron flux to higher orders of approximation ¢an
improve its value at distance from the interface (O'Brien 1974); the flux is
determined for example by the method of discrete ordinates (O'Brien 1974).
However, the severe approximation of 2 constant energy remains, so that variation
of backscatter factor with distance from the interface will not be accurate, and the
simplicity of the calculation is sacrificed.

Although distributed source experimental data are directly compared with
"One-Group" data, 'edge effects’ are present only in the former. That is, the source
is broader than the sensitive detector area in the experiment, but edgeless, or |
infinitely wide. and thin sources and scoring regions are used in the calculations. It
may therefore be more appropriate to use averages of point and distributed source
experimental data for comparing with "One-Group” data. This results in slighdy
smaller discrepancies, roughly 10% to 20%, between experimental and calculated
backscatter factors but the former remain smaller than the latter 2t most solid
matérial interfaces and experimental dose reductions at air interfices remain smaller
than calculated ones.
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Table 6.1 Beta Dose Backscatter Factors for 2 Planar 32P Source

Interface "One-Group” Value Experimental Value®  Discrepancy!
%B %B {uncertainty]
Bismuth/Mylar 34.9 27.6 (03] 26%
Tungsten/Mylar 33.4 27.7 [0.2} 21%
Cadmium/Mylar 279 21.6 {0.3] -29%
Copper/Mylar 193 158 [0.1] 2%
Aluminium/Mylar 64 638 [0.03] 0%
Graphite/Mylar -3.6 2.1 [0.3] 7%
Bismuth/Iucite 36.3 294 [0.3] -23%
Tungsten/lucite 34.8 294 [0.3] -18%
CadmiumAucite 29.2 23.1 [02] -26%
Copper/lucite 20.5 177 0] -16%
Aluminium/lucite 74 7.96 [0.08] 7%
Airflucite 206 272 [04) 24%
Air/Mylar 214 ‘ -28.3 [0.1] 24%

* Exrapolated "True Interface” values.

! Discrepancy = [ (Experiment - "One-Group”) / Experiment | x 100%.
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6.2 The "Two-Group" Method

The name arises from the treatment of electron transport in this theory.
Electrons are depicted as moving radially outward from an isotropic source a certain
distance, from where they diffuse or travel in random directions. The first stage is
called the 'direct’ component, and the second, the ‘diffusion’ component, hence the
name "Two-Group”.

Also fundamental to this methed is that for a radionuclide to be a suitable
candidate, its spectrum must be describable by sums of partial "quasi-equilibrium”
spectra (Radzievsky et al 1980). The spectrum for 32P is represented by the

following.

S5 (G2P) ~ 1.47 (1900KkeV) - 0.50 (1000keV) + 0.03 (330 keV)

where the bracketed quantities are energies which correspond to range cut-offs used
in formulating this sum (Radzievsky et al 1980).

The method consists of solving equations which represent the two-group
fluence field. Parameters used in the solutions of these equations are empirical;
also, the location of the source for the diffusion component is artificially chosen to
be the source position.

The method is used to predict the dose backscatter factor variation with
distance from a planar aluminium/water interface where a thin. distributed 32P
source is located. Backscatter factors in the water medium are calculated. This
interface is chosen from a list of four media for which parameters for the model are
provided, (Radzievsky and Komarov 1982), because it most closely resembles an
aluminium/Mylar interface which is used in experimental work done here.

The diagram below depicts the problem geometry. A thin, infinite 32P
source 1s sandwiched between the two semi-infinite media. Medium 1 is water,

medium 2, aluminium.



197

ﬂP source

water gluminium
{medium1) (medium 2)
— o

The dose D to medium 1 is the quantity of interest. It consists of two
components, a directional and a diffusional one, as indicated next.

D=D,+Dy. (6.25)

where a subscript o denotes 'direct' and 2 subscript d, 'diffusion’. Equation
6.25 can be rewritten as

~
D=)D_+D, (6.26)

i=l

where
D,; is the directional component of the dose due to the itk partial source,
Dy; is the diffusional component of the dose due to the ith partial source.
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For a partial source, the two component doses are given by

Do =W, do (6.27)

and Dy=Ro? W, da (6.28)
where W, is the mean stopping power of the medium for the partial spectrum of
interest; these values are taken from Figure 5 of Radzievsky et al 1980.

RoY is the ratio of the diffusional component stopping power to the
directional component stopping power.

and do 2nd ¢ are the direct and diffusion consttuents of the fluence field,
respectively. These are defined as follows.

e ke

bo(r)= 4 — (6.29)
and 6,0 = e (630),

where
k is the attenuation coefficient for the du'ect component;
v 1s the analogous parameter for the diffusion component;
Q is the effective source for the diffusion component; and
F is the diffusion coefficient. _

) Therefore, there are five parameters which are given values determined
empirically. The parameters are k, v,F, Q, RoY, and their values, taken from the
aforementioned references, are given in Table 6.2.

Let D, , be the dose in medium 1 when mediumn 2 is one half-space
bounding the source.

Let D, be the dose in medium 1 when the source is between identical
materials.

D, »and D,  are evaluated by summing over the three partial spectra for
32P, according to Equation 6.26. The solution of Equation 6.26 for the problem
geometry of interest, given by Equations 7 and 8 of Radzievsky and Komarov
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1982, is as follows.

N O-Wd ) 4 2Q Ve
D J(r)= ;A;T{E:(kur) + Ro—_"':F +vV EC ' } (6.31)

_ S oW, _ a Q -v s
and Dx.'(r) - ZAiT{Ex(Ltir) + R"v F } (6.32)

i=1 "t
where
T is the distance from the source, as indicated in the diagram above:
N is 3, corresponding to the three partial spectra of 32P;
A,; is the amplitude of the ith partial spectrum
o is the source strength per unit area; and

E, is the integral exponent, defined by

E(t)= .rt-le" dt

The dose ratio for aluminium with respect to water is determined from the
ratio of Equations 6.31 and 6.32. Specifically, itis

_ D0
RarnoD =57 - (6.33)



Table 6.2 Parameters for "Two-Group' Determination of Dose Ratio in Water (for

the geometry specified).
Partal Partial Source Amplitude CSDA Range for Partial
Source, i Energy. E; (MeV) A; Source Energy. S,;(mg/cm?)
1.9 1.47 925
2 1.0 -0.50 437
3 0.330 0.03 97.3
Partial Source Diffusion attenuation Mean Stopping Power for
i coefficient, v; =95, Partial Spectrum, W;
(mg/em?2)-i (keV/(mglem?))
0.00973 2.8
2 0.0206 3.1
3 0.0925 5.1
Q=05
RA=1.1
ki =V and

v F1=04; and voF» =03 for the three partial sources.
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6.2.1 Results of the "Two-Group" method

Dose ratios as a function of distance from an aluminium/water interface
where a broad. isotropic 32P source is located. are calculated from Equation 6.33
(Prestwich 1991). Backscatter factors thus obtained are shown in Figure 6.1,
where depth refers to distance from the interface in the water medium. Analogous
experimental data for an aluminium/Mylar interface are also included in this graph.

Disagreement between the curves in Figure 6.1 is evident. Experimentally.
dose enhancement increases from 6% at the interface to 9% at about 30mg/cm?
from the interface and thereafter decreases exponentially such that at 400mg/em?,
the dose enhancement is 2%. Reduction of dose enhancement with increasing

distance from the interface is anticipated for physical reasons.

e
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Depth Img/cm@)
Fig 6.1 Variation of backscatter factor with distance from aluminium/Mylar

(experimental) and aluminium/water ("Two-Group~) interfaces where 32P sources
are located.



Dose enhancement results from greater energy deposition by electrons
backscattered from aluminium compared with energy deposition in the
homogeneous Mylar case. The energy of backscattered electrons is less than. or
occasionally equal to the end-point energy of the 32P beta spectrum. (Snyman and
Clayton 1963; Kovarik 1910) Therefore, at a distance which corresponds to the
range of this energy. or at some smaller distance, there should be no effect of
backscattered electrons - the backscatter factor should be zero.

The "Two-Group” curve does show an initial increase in backscatter factor
that is somewhat similar to the one observed experimentaily. However, the
calculated dose enhancement continues o increase beyond 100mg/em? and almost
plateaus around 12%. This is at odds with the physical rationale, presented in the
preceding paragraph, to necessitate that dose enhancement be zero at 800mg/cm?
from the interface. Previous calculations done elsewhere have found "Two-Group”
curves similar to the one presented here (Kwok et al 1986).

Dose enhancement which persists with increasing distance from an interface
is expected from the "Two-Group” model. At large distances from the interface,
the integral exponent term in the expressions for dose, Equations 6.31 and 6.32,
becomes negligible but the exponential term remains finite.



PART IIl. DISCUSSION AND CONCLUSIONS






CHAPTER 7
A DISCOURSE ON EXPERIMENTAL AND CALCULATED RESULTS

Interface beta dosimetry was investigated experimentaily and using
calculations. Calculational approaches included implementing two Monte Carlo
codes, EGS4/Dosrz and Cyltran, and two analytical methods. Experimental work
was done with the beta radioisotope. 32P, and an extrapolation chamber as the
radiation detector.

Sections 7.1 and 7.2 summarize the comparisons between results from
calculations and experiments. The remaining section addresses previous and
similar experimental and Monte Carlo work done elsewhere.

As discussed in Chapter 2, paths taken and energy deposition by electrons
result from their interactions with atomic and sub-atomic constituents of a medium.
Therefore, energy deposition which occurs when electrons are exposed to different
media varies from that whichoccurs when they travel in a single medium. This
difference in energy deposition translates into a difference in absorbed dose, which
is investigated here.

This work considers the dose to a low atomic number, soft-tissue equivalent
material when a beta source is sandwiched between the plane surfaces of this
medium and another. When the other medium is not soft-tissue equivalent, the
material arrangement is described as heterogeneous. A homogeneous case isone in
which the two mediz are the same low atomic number, soft-tissue equivalent
material; in the present discussion, this term also refers to situations where any
soft-tissue equivalent material is a scatterer in the experiments.

The collecting electrode and upper electrode, or entrance window, of the
extrapolation chamber constitute a low atomic number, soft-tissue equivalent

————
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medium; the chamber's operational attributes, noted in Section 4.3.1, permit neglect
of its sensitive region of air between the two electrodes. The collecting electrode is
made of A-150, or Shonka, plastic and the entrance window is either conducting
polyethylene or graphite-coated polypropylene. Mylar, also a soft-tissue equivalent
material (White 1978), is used most frequently in experimental homogeneous
medium arrangements because thin sheets of this material, needed for absorber type
ASB and ASD measurements, are obtained the most readily.

The low atomic number, soft-tissue equivalent material or medium is
hereinafter also referred to as the low atomic number material or medium,

The amount by which the dose to this medium changes for a heterogeneous
case compared with a homogeneous one is the specific quantity of interest. Itis the
dose backscatter factor.

A positive dose backscatter factor means that the dose to the low atomic
number materialin the heterogeneous case is larger than in the homogeneous case.
A negative dose backscatter factor means that the dose to the low atomic number
material in the heterogeneous case is smaller than in the homogeneous case. The
dose enhancements result from the backscattering of more electrons of the same
energy, as well as higher energy electrons, from the non-soft-tissue equivalent
medium compared with the low atomic number material. The dose reductions
indicate that, relative to the homogeneous situation, there is a lack of electron
backscattering from the non-soft-tissue equivalent material.

Lucite is a low atomic number material that is also used in Zeroeth type
measurements. The experimental geometries are described in Sections 4.1 and 4.2.

Positive beta dose backscatter factors are obtained for heterogeneous cases
| where the non-soft-tissue equivalent materizal, or scatterer, has an atomic number
which is higher than the effective atomic number of Mylar or lucite,

The dose enhancement is attributed to the greater amount of elastic nuclear
scattering which occurs in higher atomic number materials; the Rutherford
scattering cross-section varies as the square of the medium atomic number.
Therefore, electrons are more likely to escape with greater energy from higher



atomic number materials than from lower atomic number materials. This is
confirmed experimentally; monoenergetic electron backscatter or reflection
experiments demonstrate that electrons backscatiered from higher atomic number
materials have greater energies than ones backscattered from lower atomic number
materials (Chap 6, Mladjenovié¢ 1973).

Consistent with these monoenergetic results, experiments with 32P show
that backscattered energy spectra from high atomic number scatterers have larger
fractions of higher energy electrons than backscattered spectra from low atomic
number scatterers. They also show that maxima in backscattered spectra from high
atomic number scatterers occur at higher energies and are larger than those in
backscattered spectra from low atomic number scatterers. (Snyman and Clayton
1963).

Consequently, observation of beta dose backscatter factor variation with
scatterer atomic number is not unexpected. Dose enhancements range from about
5112% for alumininm/Mylar interfaces to about 30% for bismuth/Mylar interfaces,
for a 32P point source (Table 4.2(b)).

The backscatter factor varies as log(Z+1), where Z is the scatterer atomic
number, as shown in Figure 4.11. This is in keeping with other backscattering
counting data, as noted in Section 4.4.2. Specifically, the variations of reflection
coefficients and beta dose backscatter factors with scatterer atomic number are the
same. The following further illustrates that backscatter factor experimental results
are consistent with counting reflection experimental results.

The "saturation reflection thickness” is the minimum scatterer thickness
which produces maximum backscattering. For 20471 and %Sr-90Y, it is estimated
to be about 1/5 of the range of the beta particles (Sharma and Singh 1979), where
the range is calculated from the empirical formula of Katz and Penfold (Katz and
Penfold 1952).

Beta dose backscatter factor variation with aluminium absorbers between the
source and the backscatterer becomes negligible beyond 140mg/cm2, as indicated in
Figure 4.19. This thickness is roughly 1/5 of the range of 32Fveta particles in
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aluminium and therefore agrees with the preceding "saturation reflection thickness”
findings. The range of 32P beta particles in aluminjum is 789mg/cm?, according to
the Katz and Penfold formula.

The shapes of experimental backscatter factor depth profiles, ASD and ASB
geometries, are described in Chapter 4.

In the ASD geometry, Mylar absorbers are positioned between the source
and the detector. Electrons from the 32P source are virtually in contact with the
backscatterer; backscattered electrons as well as source electrons are then filtered by
Mylar absorbers before reac\ing the point of measurement. The backscatter factor
variation with Mylar absorber thickness or distance from the interface illustrates the
following characteristics.

For solid interfaces such as aluminium/Mylar and bismuth/Mylar,
backscatter factor ASD depth profiles (as in Figures 4.20 and 4.14) demonstrate
that there is an initial increase in dose enhancement with distance frera the interface,
followed by a decline. These features have been addressed at greater length in
Section 4.4.3.

The initial increase in backscatter factor is due to the greater penetrability
and abundance of electrons backscattered from aluminjum and bismuth compared
with electrons backscattered from Mylar. The occurrence of a peak which is further
from the interface in the bismuth profile than in the aluminium profile is consistent
with the greater number of higher energy electrons which are backscattered from
bismuth than from aluminium (Snyman and Clayton 1963).

In the ASB geometry, absorbers are positioned between the source and the
(back)scatterer. Source electrons are filtered by Mylar absorbers before reaching
the scatterer. Thus. the spectrum incident on the scatterer is reduced in energy in
comparison to the source spectrum; the backscattered electrons are then further
filtered before reaching the point of measurement.

‘Source spectrum’ refers to the electrons emitted from the beta source in situ
in the experimental arrangements. It is also called the direct component to
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distinguish it from backscattered electrons. In the ASB geometry, the source
spectrum is seen unmodified by the detector whereas in the ASD geometry, both the
source and the backscattered spectra are filtered by absorbers before detection.
Also, in the ASB geometry, the Mylar backscattered term is constant; this is not the
case in the ASD geometry, as noted earlier.

Therefore, in the ASB geometry with a solid material interface, the
backscatter from the non-soft-tissue equivalent scatterer is the only contributing
component to the measured energy deposition that varies with absorber thickness.
From the definition of backscatter factor, it follows that the variation of ASB
backscatter factors with distance from a solid material interface is purely decreasing
and is faster than in the ASD geometry. '

Dose reduction variation with distance from air interfaces in the ASB
geometry exhibits two components. There is a faster decline near the interface,
followed by a slower fall-off, as seen in Figure 4.17. The magnitude of the dose
reduction decreases with increasing Mylar absorber thickness because a pure escape
phenomenon, which takes place with no Mylar absorber, is not occurring. The
Mylar absorbers introduce electron backscattering and the energy deposition from
such backscattering increases with absorber thickness; consequently, the
backscatter factor decreases.

Dose reduction variation with distance fr. m air interfaces in the ASD
geometry also exhibits two components, as seen in Figure 4.15. The ratio of
source to source plus Mylar backscattered energy deposition is measured here.
Each of these quantities is filtered, and therefore decreases, with distance from the
interface. Therefore, the dose reduction diminishes with distance from the
interface.

Experimental ASD and ASB profiles are fitted to sums of exponentials in
Chapter 4. Although a quantitative and comprehensive explanation for the shapes
of these profiles is lacking, analysis of direct and backscattered energy depositions
determined using the Monte Carlo codes demonstrates that these components are
not single exponentials; for example, the ASD direct component consists of two



exponentials. Therefore, it may not be inappropriate to use sums of exponentials to

describe the profiles.

Beta dose backscatter factors measured with respect to lucite are larger than
those measured with respect to Mylar. This is noted in Sections 4.4.2 and 4.5.2,
and is consistent with Mylar having a larger scattering power than lucite. Energy
deposited from 2 Mylar scatterer is larger than that from a lucite scatterer so that
backscatter factors with respect to the former are smaller than ones with respect to
the latter at solid interfaces; dose reductions with respect to Mylar are larger than
ones with respect to lucite at air interfaces.

The rado of backscatter factor with respect to lucite to backscatter factor
with respect to Mylar decreases with increasing scatterer atomic number. This trend
is called the "Mylar-lucite effect”. For a 32P point source, the preceding ratio is
1.92, 1.31 and 1.18 for aluminium, copper and bismuth scatterers, respectively.

The "Mylar-lucite effect” results from the differences in energy deposition
by the various scatterers and the definition of the dose backscatter factor. As
discussed earlier, energy deposition increases with scatterer atomic number; also,
the energy deposited by a Mylar scatterer is greater than that deposited by a lucite
one. Therefore, the ratio of 'the difference between the energy depositions by a
high atomic number scatterer and lucite’ to the difference between the energy
depositions by the same high atomic number scatterer and Mylar’ is smaller than an
analogous ratio in which a scatterer of low atomic number replaces the high atomic
number scatterer. Consequently, the "Mylar-lucite effect” is observed.

The effect of source geometry on beta dose backscatter factors is noted in
Section 4.6. This effect is also evident in the ratio of backscatter factors with
respect to lucite to ones with respect to Mylar since such ratios are smaller for
distributed sources than for point sources. For a 32P distributed source, this ratio is
1.24. 1.12 and 1.06 for aluminium, copper and bismuth scatterers, respectively.
These values are smaller than the aforementioned point source values.
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Distributed source dose backscatter factors are smaller than point source
dose backscatter factors at solid material interfaces; the converse is found for dose
reduction factors at air interfaces. These experimental findings are consistent with
32P scattering experiments done previously elsewhere (Seliger 1952). The latter
demonstrate that, in addition to a variation with scatterer atomic number, there is an
angular dependence associated with beta particle backscattering. This is addressed
at greater length in Section 4.6. The present experimental work finds that ratios of
point to distributed source backscatter factors are of the order of 1.10 for solid
material/Mylar interfaces and 1.20 for solid material/lucite interfaces. Analogous
ratos for air interfaces are 0.92 and 0.86, respectively.

7.1 Monte Carlo / Experimental Results

The geometries used for Zeroeth and absorber - ASD and ASB - simulations
are described in Section 5.2. Both Monte Carlo codes were used to calculate
Zeroeth geometry beta dose backscatter factors for point and distributed 32P
sources. Cyltran was used to calculate beta dose backscatter factor variation from a
material interface where the source was located; point and distributed sources were
used in these ASD simulations. EGS4/Dosrz was used in ASB simulations to
calculate the variation of beta dose backscatter factor with increasing source and
scatterer, or interface, separation. _

Zeroeth and ASB simulations mimic the experiments; dimensions and
compositions of most of the materials used experimentzlly, such as the
exﬁapohﬁon chamber, are included. Simpler geometries are used in ASD
simulations. In these, the detector is replaced by a cylinder of Mylar, 2cm long,
2cm diameter. The variation of backscatter factor with depth in this cylinder, away
from the interface where the source is located, is determined. The scoring region
size is equivalent to the sensitive air layer used in the extrapolation chamber during
the ASD experiments. This simulation therefore approximates the ASD experiment
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to the extent that the Shonka plastic of the chamber and the Mylar cylinder of the
simulation are equivalent.

Since these two materials are both soft-tissue equivalent (White 1978), use
of this simpler ASD geometry is justified. Therefore, any dramatic differences
between experimental and Monte Carlo results cannot be attributed to the simulation
geometry being inappropriate. Also, the saving on computing time which this
simpler geometry affords is a bonus.

Quantitative comparison of the two codes is included in Chapter 5. Section
5.7 addresses the monoenergetic source energy deposited data which are output
from the codes. Electron source energies were sampled from OMeV to 1.7MeV, the
end-point energy of the 32P spectrum. The data from the two codes agree to within
about 10% except for 20keV and 70keV source energies, for Zeroeth geometry thin
and thick detector window simulations, respectively. In these cases, there is
extreme disparity between results from the two codes. Asnoted in Section 5.7.1,2
possible cause of the disagreement is the different ways in which the codes deal
with energy-loss straggling or termination of electron histories, or both.

Although monoenergetic energy deposited data from the codes generaily
agree reasonably well, monoenergetic backscatter factors from the codes can exhibit
poorer agreement since the latter are ratios of two energy deposited values. The
quality of agreement between monoenergetic backscatter factors from the codes is
usually reflected in a comparison of their beta dose backscatter factors, as shown in
Section 5.7.1. For example, monoenergetic backscatter factors for the bismuth
interface, Figures 5.17(2) and 5.18, indicate that beta dose backscatter factors from
the codes will be different.

Zeroeth geometry simulations were done with bismuth, copper, aluminium
and air as non-soft-tissue equivalent materials, and with Mylar and lucite as soft-
tissue equivalent scatterers. Fourteen solid material interfaces were considered;
these included simulations for the two source geometries and both detector
windows. Five air interface simulations, also dealing with different combinations



of source geometry and detector window, were done. Both Monte Carlo codes
were used for each simulation.

The agreement between experimental and Monte Carlo beta dose backscatter
factors is generally good - discrepancies between experimental and Monte Carlo
data are typically less than twenty percent. Individual comparisons are quantitated
in Tables 5.2, 5.4 and 5.6.

Closer examination of the data reveals the following.

Point source simulations involving aluminium/Mylar interfaces are
accountable for discrepancies between Monte Carlo and experimental results that are
greater than twenty-five percent. Better agreement between experimental and Monte
Carlo datz is obtained for aluminium/lucite interfaces, and agreement between
experimental and Monte Carlo beta dose backscatter factors for distributed source,
aluminium interfaces is good. Although these inconsistent discrepancies between
Monte Carlo and experimental data are puzzling, in order to keep them in
perspective, it is important to note that the effect under discusston is small.
Backscatter factors at aluminium interfaces are about 10%; thus, absolute
differences of 3% translate into 30% discrepancies.

Interestingly, results from EGS4/Dosrz agree very well with experimental
backscatter factors for all copper interfaces investigated; the agreement is to well
within ten percent. Agreement between Cyltran and experimental beta dose
backscatter factors is less impressive and somewhat confusing; it is marginal, that
is, about ten percent, for copper/Mylar, point source cases, deteriorates to about
twenty percent for copper/Mylar, distributed source cases, and is good for
copper/lucite cases.

For bismuth interfaces, Cyltran beta dose backscatter factors agree better
with experimental data than do those from EGS4/Dosrz. Agreement between
EGS4/Dosrz and experimental resuits is in the neighbourhood of fifteen to twenty
percent; and agreement between Cyliran and experimental data is about ten percent
or better.

The discrepancy between EGS4/Dosrz and experimental bismuth interface
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data is such that the backscatter factor from the code is smaller than the experimental
value. This observation is consistent with the findings of a comparison between
Goudsmit-Saunderson and Moliere multiple-scattering theories which are used in
Cyltran and EGS4/Dosrz, respectively. The Goudsmit-Saunderson formalism may
be more appropriate for handling backscatter from high atomic number materials,
particularly for low-energy electrons, since the Moliére theory underestimates
electron backscattering in these cases (Berger and Wang 1988).

However, the Monte Carlo/experimental comparison in this work cannot
provide unequivocal evidence for preferring one of the multiple scattering theories.
Adopting the stance taken by Rogers and Bielajew who also note differences
between results from the codes with regard to high atomic number media (Rogers
and Bielajew 1988), the following conclusion is reached.

Observations made about discrepancies between Monte Carlo and
experimental backscatter factors at bismuth and aluminium interfaces indicate that
further investigation is required in order to ascertain the causes of these
discrepancies. There may be factors besides differences in multiple-scattering
theories which contribute to these findings. Some examples of these factors may be
scoring of energy deposited by low energy electrons and selection of electron step-
size.

There is good agreement between Monte Carlo and experimental data for
thin window, air interfaces, and slightly poorer, but still acceptable, agreement
between Monte Carlo and experimental results for thick-window, point source, air
interface cases. For the thick window, point source cases, results from both codes
exceed the experimental results by about fifteen percent. For the thin window,

point source case, EGS4/Dosrz dose reduction factor is eight percent larger than the.. .

experimental value and the dose reduction factor from Cyliran agrees with the
experimental value. Thin window, distributed source dose reduction factors from
both codes are within five percent of experimental values.

Meticulous attention is given to quantifying the agreement between Monte

N



Carlo and experimental results. This is done with the aim of demonstrating whether
Monte Carlo resuits are adequate for boundary dosimetry calculations in practical
applications. In such situations. uncertainties less than 5% to 10% are desirable.
For the geometry and beta radionuclide considered, this work indicates that both
codes may be adequate for copper/soft-tissue equivalent and air/soft-tissue
equivalent boundzries and that Cyltran is slightly more suitable for bismuth/soft-
tissue equivalent boundaries. Further clarification is needed for aluminium
boundaries.

The variation of beta dose backscatter factor with distance from an interface
where a 32P source is located, determined using Cyltran, agrees well with
experimental results. The code effectively reproduces the shapes of the
experimental ASD curves.

For both point and distributed sources, the code predicts that there isan
increase in dose enhancement, from the Zeroeth value, with distance from solid
material interfaces. The dose enhancement peaks and then decreases. This shape is
the same as that determined experimentally. At air interfaces, Cyltran ASD dose
reduction curves are similar to experimental ones.

The aluminium interface ASD profile for a 32P point source, determined
using Cyltran, contains values which are larger than experimental backscatter
factors (Figure 5.4). This is consistent with Zeroeth geometry results noted before
but, unfortunately, reasons for these discrepancies have not been determined. -
Agreement between Cyltran and experimental ASD bismuth profiles, for a 32P
distributed source, Figure 5.6, is good; the code correctly shows that the peak in
the bismuth profile occurs further from the interface than does the peak in the
aluminium profile, and that the decrease in dose enhancement is slower in the
former case. For air interfaces, experimental and Cyliran dose reduction ASD
profiles for point and distributed 32P sources, Figures 5.4 and 5.6, also agree but,
as noted for the aluminium profile, Monte Carlo values are somewhat larger than
experimental values.



Moreover, the code not only satisfactorily reproduces the shapes of
experimental ASD profiles, but it also predicts rates of decrease in backscatter
factors that are consistent with experimental results. These decreases are
characterized by relaxation lengths, defined in Section 4.4. For a point source,
Cyltran ASD relaxation lengths are 357[51]mg/cm? and, 31[i1]mg/cm? and
208[39)mg/ecm? for aluminium/Mylar and air/Mylar interfaces, respectively.
Corresponding experimental values are 174[6}mg/cm? and, 19.1[02)mg/cm? and
213[5]mg/cm2. Absolute uncertainties are bracketed. For a distributed source,
Cyltran ASD relaxation lengths are 435[132)mg/cm?, 263[90]mg/cm? and
147[19}mg/em? for bismuth/Mylar, aluminium/Mylar and air/Mylar interfaces,
respectively. Corresponding experimental values are 588[69}mg/cm? and
238[11}mg/cm? for bismuth and aluminium interfaces, respectively, and
88[24]mg/cm2 and 294[138]mg/cm? for the air interface.

EGS4/Dosrz ASB relaxation lengths also approximate experimental values,
For a point source, experimental relaxation lengths are 26[4]mg/em?, and
2[1)mg/cm? and 28[1]mg/cm? for aluminium/Mylar and air/Mylar interfaces,
respectively. Corresponding EGS4/Dosrz values are 36[1]mg/cm?2 and,
S[1)mg/cm? and 39[3]mg/cm2.

In this geometry, the variation of backscatter factor with increasing source
and scatterer separation is reproduced well by the Monte Carlo code for the air
interface, as seen in Figure 5.8. Quantitative agreement is lacking in the dose
enhancement profile; however, this is consistent with Zeroeth geometry results
described in Section 5.3.1. Despite the dissimilarity in absolute values of beta dose
backscatter factors, the calculated rate of decrease of dose enhancement with
distance does not differ greatly from the experimental one, as demonstrated by their
relaxation lengths.

In addition, EGS4/Dosrz ASB relaxation lengths are about six to eight times
smaller than Cyltran ASD values. This is consistent with experimental findings,
and is further evidence of the general agreement displayed between results from the
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two codes for aluminium/Mylar and air/Mylar boundaries.

The Monte Carlo results indicate that there may be 2 "Mylar-lucite effect”
such as the one observed experimentally. However, magnitudes of the associated
uncertainties, and the few scatterer/soft-tissue boundaries simulated, make it
difficuit to discern a trend - ratios of backscatter factors with respect to lucite to
ones with respect to Mylar only appear to decrease with increasing scatterer atomic
number. These ratios, from EGS4/Dosrz Zeroeth, point source, thick window
data, are 1.04{0.02], 1.06[0.01} and 1.11[0.02} for bismuth, copper and
aluminium scatterers, respectively. Corresponding values from Cyltran dat are
1.05[0.04], 1.07{0.05] and 1.13[0.10]. In contrast, the experimental "Mylar-lucite
effect” is well-defined. The data are obtained from "true interface values” listed in
Tables 42(b) and 4.5. Experimental uncertainties are considerably smaller than
those associated with the Monte Carlo data. However, reductions of the latter
necessitate impracticably long computing times.

A small set of Monte Carlo data is also only what is available for
determining whether the simulations indicate that there is an effect of source
geomeltry on beta dose backscatter factors. The findings are detailed in Section
5.3.3. Cyitran results indicate that point source dose enhancement factors are larger
than distributed source ones and that point source dose reduction factors are smaller
than distributed source ones; this agrees with experimental observations. However,
EGS4/Dosrz beta dose backscatter factors do not indicate that there is a source
geometry effect.
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7.2 Anaiytical / Experimental Results

The "One-Group™ and "Two-Group” methods, due to O'Brien et al
(O'Brien et al 1964; O'Brien 1974) and Radzievsky et al (Radzievsky et al 1980;
Radzievsky and Komarov 1982), respectively, are analytical approaches to
boundary beta dosimetry. The first method is purely theoretical and the second is
partly empirical. They were used, as described in Chapter 6, to calculate beta dose
backscatter factors for an infinitely wide, thin and isotropic 32P source located at
material interfaces.

Predictions of the "One-Group” method agree with Zeroeth experimental
beta dose backscatter factors to within about 20% for the interfaces considered in
Section 6.1.2. Results from the theory exhibit an increase in dose enhancement
with scatterer atomic number, and dose reductions at air interfaces. In addition, 2
"Mylar-lucite effect”, defined earlier, is evident.

Qualitatively therefore, the "One-Group” method satisfactorily reproduces
trends noted in experimental data. There is also reasonable quantitative agreement
between theoretical and experimental backscatter factors, given the harsh
approximations inherent in the theoretical approach.

The appealing simplicity of the "One-Group™ method relies on its
fundamental assumptions that the source spectrum can be represented by its average
energy and that cross-sections governing electron interactions can be determined at
this single energy. Appliczbiﬁty of the constant cross-section radiation transport
-equation, Equation 6.3, is thus assumed, and expressions for electron flux, and
therefore dose rate and dose ratio, Equations 6.20 and 6.21, are determined.

These expressions depend on scattering and absc;rpﬁon cross-sections for
the various materials used. The form of the scattering cross-section is from Lewis
(Lewis 1950); and absorption cross-sections are determined from the stopping
power, evaluated at the average energy (Equation 6.11). (O'Brienetal 1964)

The results from the "One-Group” method are acceptable. However, the



theory. as it is employed in Section 6.1, cannot accurately predict a variation of
dose ratio with distance from an interface like experimental ASD profiles. The
cross-sections are always evaluated at the same average energy whereas the average
energy changes with distance from the source in reality.

The "Two-Group” method does not reproduce experimental ASD profiles
either, as shown in Figure 6.1.

This method is based on a two-component description of the fluence field
and on representing the beta specttum as the sum of partial spectra. The latter relies
on the shape of these spectra not changing with filtration (Radzievsky et al 1980)
and the fluence field consists of direct and diffusion components (Radzievsky and
Komarov 1982).

Although this description of the fluence field is used elsewhere (Fano 1954;
Seliger 1952; Archard 1961), indications are that it may be inadequate for dealing
with backscattering. The dose ratio expressions, Equations 6.31 through 6.33,
lead to the physically unrealistic situation in which dose enhancement does not
diminish at large distances from the intsrface.

Therefore, although by virtue of its empirical nature it is possible to alter the
parameters of the "Two-Group” model in order to provide better agreement with
experimental results, it is unlikely that this will be sufficient to rectify the aberrant
behaviour of backscatter factor far from the source.



7.3  Comparison with Earlier Works

Experimental work which addresses dose perturbation at interfaces has been
done elsewhere. Kwok et al measured backscatter factors with respect to
polystyrene, for 32P point and plane sources, at aluminium/polystyrene and
air/polystyrene interfaces. Thermoluminescent dosimeters (TLDs), made of lithium
fluoride and 31mg/cm? thick, were used. (Kwok et al 1987) Osanov and
Podsevalov measured dose perturbations at air interfaces using a 16cm diameter
extrapolation chamber: their backscatter factors are relative to air, not a soft-tissue
equivalent material. (Osanov and Podsevalov 1971)

For the point source, Kwok et al measured a dose enhancement of 12[3]%
at the aluminium/polystyrene interface and a dose reduction of 25[4]% at the
air/polystyrene interface (Kwok et al 1987). These findings are consistent with
backscatter factors measured in the present work; a quantitative comparison 1s oot
undertaken since the TLD measurements pertain to polystyrene which is not used
here, are made over a thickness of 31mg/cm2, and the thickness of the source
covering is not specified. Plane source dose enhancement at 23-58mg/cm? from an
aluminium/polystyrene interface is 8[3}% (Kwok et al 1987). While an effect due
to source geometry is indicated, the experimental uncertainties, which are
bracketed, prevent drawing such a conclusion unreservedly.

The extrapolation chamber used in the present work permits making
measurements which are more sensitive and more precise than ones made with the
TLDs desctibed above. This is demonstrated by the relatively small uncertainties
associated with the data in Chapter 4. In addition, these data clearly show that there
is an effect of source geometry on beta dose backscatter factors.

The variation of backscatter factor with distance from an interface where a
source 1s located was also considered using TLDs. The backscatter factors are
shown to decrease exponentially with distance from the interfaces (Kwok et al



1987). Although this is similar to the ASD backscatter factor profiles discussed in
Chapter 4, details of the variation are absent in the TLD graphs (Kwok et al 1987).
This is due, at least in part, to the size of the dosimeter. For example, the peak in
the distributed source ASD aluminium interface profile, Figure 4.20, is not seen in
the comparable TLD profile because it occurs at about 30mgfem? from the interface.
a distance roughly equivalent to the size of the TLD. In addition, only three TLD
measurements were made for each profile (Kwok et al 1987).

As mentioned in Chapter 1, a discrepancy between Monte Carlo and
experimental beta dose backscatter factors at an air/soft-tissue equivalent interface
was indicated in an earlier work. Cyltran, point sources of 147Pm and 204T1, and
lithium fluoride TLDs, 12mg/fcm? thick, were employed (Yu 1989). Even though a
vacuum was used instead of air in the simulations, the dose reduction determined
using Cyltran was found to be considerably less than the experimental dose
reduction. For 204T1, the dose reduction from Cyltran is 9[1]% and the
experimental value is 23[7]% (Yu 1989).

Similar discrepancies between experimental and Cyitran 3P dose
backscatter factors at air/soft-tissue equivalent interfaces were not found in the
present work. This is clear from the data in Tables 5.1 through 5.4.

The dose reduction factor for a point source of 2MT1 (E,=764keV) was
calculated using monoenergetic data from Zeroeth geometry, thin window, point
source simulations; eight electron source energies, between 20keV and 700keV,
inclusive, were used. The dose reduction factor was found to be 21.7[0.2]%.
However, this does not prove that the calculated value of Yu is incorrect since
details of the geometry simulated in that work are different from those of the
Zeroeth geometry described earlier herein. Also, since dose backscatter factors for
204T1 were not measured in this work, the calculated value of 21.7[02]% has not
been confirmed by experiments done here. However, an esimate of the dose
reduction factor for 204T1 at an air/soft-tissue equivalent interface can be derived
from extrapolation chamber measurements made by Osanov and Podsevalov
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(Osanov and Podsevalov 1971) whose work is further discussed below. The
estimate is 24% and it therefore lends support for the preceding calculated value.
Although the TLD dose reduction factor agrees with this calculated value, the
significance of this is questionable because of the relatively large thickness,
12mg/em?, of the TLD. Furthermore, the possibility that the TLDs respond
preferentially to higher electron energies has not been discredited. The discrepancy

noted by Yu thus remains unresolved.

Backscatter factors with respect to air were measured for point sources of
32p, 204T] and !47Pm using an extrapolation chamber (Osanov and Podsevalov
1971). The diameter of the chamber was 16cm and the high voltage electrode was
made of aluminized Terylene film, 0.35mg/cm? thick (Osanov and Podsevalov
1971). This electrode is assumed to be the entrance window of the detector and is
of comparable thickness to the thin detector window used in the present work.
Exact positions of the source and scatterer are uncertain; they are located "near the
high-voltage electrode” (Osanov and Podsevalov 1971).

Profiles comparable to ASD and ASB air/Mylar curves of Chapter 4 herein
are given by Osanov and Podsevalov (Figures 1,3, Osanov and Podsevalov 1971).
The shapes of their poly-thylene/air profiles are similar to those of the air/Mylar
profiles in the present work - they show that the backscatter factor decreases with
distance from the interface - and their data are also fitted by exponentials.

Osanov and Podsevalov do not address backscatter factors for solid material
interfaces. They measure the dose to a soft-tissue equivalent slab with a beta source
atop it, and the subsequent increase in that dose when a scatterer is placed on the
source. ‘

Although solid material interfaces are not discussed explicitly by Osanov
and Podsevalov, estimates of Zeroeth backscatter factors with respect to
polyethylene have been derived from the graphs in Figure 1 of Osanov and
Podsevalov (Osanov and Podsevalov 1971). For lead, aluminium and air
scatterers, backscatter factors with respect to polyethylene are about 38%, 8% and
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-23%. These agree with values obtained in the present work: for bismuth,
aluminium and air scatterers, backscatterer factors with respect to lucite are
35.0[0.4)%, 10.5[0.6]% and -23.4[0.2]%, where bracketed quantities are
uncertainties (Table 4.2(b), Chapter 4).

The following chapter considers another set of experimental results that
deals with doses measured at and near aluminium/polystyrene and
vacuum/polystyrene boundaries. Estimates of backscatter factors are obtained from
these data and are compared with Monte Carlo calculations.



CHAPTER 8
THE EISEN EXPERIMENT

The two Monte Carlo codes, EGS4/Dosrz and Cyltran, described in Chapter
3, were used to simulate the 2MeV electron beam experiment of Eisen et al (Eisen et
al 1972). In this experiment, depth-dose profiles in a polystyrene slab were
measured; 2 broad 2MeV electron beam was incident on the polystyrene slab which
was backed with various materials. These experimental data constitute standards
for testing Monte Carlo calculations regarding the energy deposition of low energy
electrons in a low atomic number medium and the handling of electron backscatter
at material boundaries, features of the codes which were also tested using the
experiments performed in this work {Chapter 4).

The Eisen experimental depth-dose profiles for the cases of polystyrene,
aluminium and no backing material were compared with Monte Carlo-calculated
depth-dose profiles. It was found that the Monte Carlo results agree reasonably
well with each other, but there is some discrepancy between the experimental data
and the calculated values. However, for reasons enlarged upon later, these
discrepancies are viewed tentatively so as not to overrate their implications and
draw unwarranted conclusions.

The dose backscatter factor, B, defined earlier in this work, quantitates dose
reduction or enhancement at interfaces. Backscatter factors at the
polystyrene/vacuum and polystyrene/aluminium interfaces, obtained from the two
Monte Carlo codes, agree but large uncertainties associated with the experimental
data preclude comparing the experimental and Monte Carlo results unambiguously.

The experimental data used in the comparison were obtained from the graph
of Figure 8 in Eisen et al (Eisen et al 1972) since tabulated values were no longer
available (Eisen 1990). In addition. it has been estimated that uncertainties of 10%

222



223

could be placed on these experimental data (Seltzer and Berger 1987): this is the
result of combining a 6% experimental reproducibility and an 8% possible error in
using a constant stopping power ratio to convert film dose to medium dose,
assuming that the film does not perturb the electron fluence spectrum appreciably.

The upshot of this is that the "discrepancies” observed between Monte Carlo
results and these data are not clear-cut. General trends of the experimental data
agree with those of the Monte Carlo data as shown in Figures 8.2 through 8.4, but
definitive, quantitative comparison is elusive. This is also evident in the
comparison made by Rogers and Bielajew (Rogers and Bielajew 1990) where
discrepancies indicated remain unexplained, and uncertainties on the data are
absent.

Notwithstanding the imperspicuity of the comparison, the results are
presented because of the scarcity of reference data such as these and to underscore
the need for benchmark data.

An irrefutable observation and potential source of disagreement between
Monte Carlo results and the Eisen experimental data is seen in Figures 8.6 through
8.8. The dose measured at the incident face is the same for all the backing
matenials, according to the Monte Carlo calculations whereas the experimental data
indicate that there is an effect due to the backscarterer at this incident face.

8.1  Particulars of the Comparison

Figure 8.1 summarizes the experiment which was simulated. The
experimental data, acquired from Figure 8 of Eisen et al (Eisen etal 1972),
represent the depth-dose profiles in the 0.42g/cm? of polystyrene illustrated in
Figure 8.1. Thin nylon film dosimeters were interspersed with cylindrical discs of
various thicknesses which were used to build the polystyrene slab. Another
cylinder of polystyrene backed against the first constituted a homogeneous medium.
Inhomogeneous media were created by using backing materials other than
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polystyrene.
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Depth-dose profiles in polvstyrene slab A were measured by Eisen et al and calculated using
EGS4/Dosrz and Cyltran. Thin nvlon film dosimeters were interspersed between cylindrical
discs of various thicknesses which were used to build slab A.

Fig 8.1 Summary of simulation of Eisen experiment.

The dosimeters were similar to polystyrene in their electron absorption
characteristics (Eisea etal 1972). They were simulated as polystyrene, density
1.04g/cm>. composition: C = 0.9226, H = 0.0774 (fraction by weight), and were
lem square and 40um thick.



The geometry used in the simulation was cylindrical; the scoring regions
mimicking the dosimeters were therefore cylindrical. Their radii were 0.5cm. and
their thicknesses were 40um.

Cyltran simulation parameters included 50000 electron histories in 10
batches: electron and photon histories were terminated at 10keV and 1keV,
respectively. Corresponding termination energies used in EGS4/Dosrz were 1keV:
the maximum fractional energy loss per condensed history step was 0.04 and
secondary particle production thresholds were 10keV and 1keV for electrons and
bremsstrahlung photons, respectively. One hundred thousand {100000) histories in
10 batches were used.

8.2  Results

Figures 8.2 through 8.4 show the depth-dose profiles in the 0.42g/cm?
slab. The experimental uncertainties are absent.

Figure 8.2 represents the homogeneous case, Figure 8.3, the
polystyrene/aluminium case and Figure 8.4, the polystyrene/vacuum case. These
graphs illustrate the agreement between the two Monte Carlo codes at the incident
face and at the interface. The codes predict identical dose enhancement and dose
reduction factors of approximately 17% and 23% at the aluminium and vacuum
interfaces, respectively.

A small but systematic discrepancy between the codes is noted, however.
In the region 0.12g/em? to 0.30g/cm?2, EGS4/Dosrz predicts slightly higher doses
(< 8%) than Cyltran does. The discrepancy is most obvious for the
polystyrenefvacuum depth-dose profiles. Figure 8.5 illustrates these observations
in a graph of the ratio of "EGS4/Dostz to Cyltran' versus depth.
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Fig 8.2 Depth-dose profiles in polystyrene slab A for the homogeneous case, as
determined experimentally, and using EGS4/Dosrz and Cyliran Monte Carlo codes.
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Fig 8.3 Depth-dose profiles in polystyrene slab A for the case of aluminium
backing material, as determined experimentally and using EGS4/Dosrz and Cyltran
Monte Carlo codes.
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Fig 8.4 Depth-dose profiles in polystyrene slab A for the case of no backing

material, as determined experimentally, and using EGS4/Dosrz and Cyltran Monte
Carlo codes.
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Fig 85 Ratio of Monte Carlo-calculated depth-dose profiles in polystyrene slab A
for the hormogeneous and two heterogeneous cases.
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The experimental data agree, qualitatively, with the Monte Carlo results
except for the polystyrene/vacuum case, where the dose decrement at the interface,
resulting from electrons escaping from, and not returning to. the medium, is more
pronounced in the experimental values.

It is important to note that the data in Figure 8 of Eisen et al (Eisen et al
1972) appear to be the result of smoothing of experimental data. and that the values
used in this comparison were excerpted from this graph. This caveat is keptin

mind hereinafter.

The experimental data for the homogeneous case, as for the case with no
backing material. are lower than the Monte Carlo results. This is not «bserved in
the polystyrene/aluminium case and points to the apparent anomaly inmthe
experimental data mentioned earlier.

Figures 8.6. through 8.8 illustrate the inconsistency, namely, that the Monte
Carlo codes predict the same doses at the incident face, regardless of the
backscatterer, whereas the experimental data for the three cases do not converge at
the incident face. Although it demands attention at first glance. its significance
diminishes if a2 6% experimental reproducibility and the above caveat are taken into

account.
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Fig 8.6 Depth-dose profiles in polystyrene slab A for the homogeneous and two
heterogeneous cases, as determined using EGS4/Dosrz.
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Fig 8.8 Depth-dose profiles in polystyrene slab A for the homogeneous and two
heterogeneous cases, as determined experimentally.

Table 8.1 summarizes the dose backscatter factors derived from
experimental and Monte Carlo data. A 6% uncertainty in the experimental data is
used since the stopping power ratio error is not relevant in this situation where the
film is considered equivalent to polystyrene with regard to its dosimetric properties
(Eisen etal 1972).



Table 8.1 Backscatter factors determined from Eisen experimental data and from

Monte Carlo data.

Backscarterer; Aluminivm

None (Vacuum)

Backscatter Factors. 5% B [uncertainty]

Expt

EGS4/ Cyltan  Expt
Dosrz

16 [10]

-22.6 [1.1] -23.5122] -3316]

-23(7
-13.0 [1.9] -13.4 [3.1]

14.5 [9.7] -16 [7]

Depth in EGS4/ Cylman

Slab A Dosrz

(gfemr)

0.418* 16.8 [1.9] 16.7 [42] 17[10]
0.403

0.38% 114 [24]) 109 [4.0]

0.374

0.360 11.8 [25] 73 [4.6)

69 [17] 99 [38]

* rthis is at the interface; depihs are measured from the poinr ar which the beam is

incidenr on slab A.

/!

Selzer and Berger (Seltzer and Berger 1987) state that their Monte Carlo
calculations agree with the Eisen experimental data "to within the accuracy of the
experiment”. Although they do not address the vacuum interface, this statement
describes the nature of the present comparison also. Oneis only justified in
concluding that a definitive comparison cannot be realized because of the relatively

large experimental uncertainties.

S
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8.3  Reluxation Lengths

Relaxation lengths. as defined in Chapter 4, were obtained from the Eisen
experimental and EGS4/Dosrz backscatter factor depth profiles. For this, the
experimental data were normalized, at the incident face. to the value for the case of
the alumninium backing material.

Relaxation lengths are 136[16}mg/cm? and 155[18]mg/cm? for the
aluminium backscatterer, for EGS4/Dosrz and the experiment, respectively. Their
agreement is marginal and is considerably better than that for the vacuum case. for
which corresponding relaxation lengths are 47[4)mg/em? and 84[4]mg/cm?2. The
bracketed quantities are uncertainties.

Although Monte Carlo and experimental relaxation lengths differ, they
exhibit similar trends. That is, they both indicate that the fall-off of backscaner
factor with distance from the interface is faster when there is no backscatterer, as
compared to when aluminium is the backing material. Specifically, EGS4/Dosrz
data suggest that the decline is roughly twice as fast for vacuum than for
aluminium.

This was not observed in the experiments done with beta sources in this
work (Chapter 4), where relaxation lengths were found to be 174[6]rngl_<:m2 for an
aluminium/Mylar interface, and 33[4]mg/cm? and 213[5]mg/cm? for an air/Mylar
interface using a point source. Corresponding values for a distributed beta source
were 238[11]mg/cm?2, and 83[24]mg/cm? and 294[138]mg/cm2.

The similarities between relaxation lengths from the Eisen experimental data
and from the present experimental work are interesting. However, there are
significant differences between the two experiments. A major one is source
geometry. The Eisen experiment uses a broad parallel electron beam whereas
isotropic sources are used in this work. In addition. a beta radionuclide, 2P, is
used in the latter while 2MeV electrons are used in the former. Source positions in
relation to the interface also differ. Beta sources in the ASD experimental geometry
are at the interface, while the electron beam is filtered by about 400mg/cm? of



polystyrene before encountering the backscatterer. Direct comparison of relaxation

lengths from these two experiments is consequently tenuous.

i



CHAPTER 9
CONCLUSIONS
9.1 Beta Dose Point Kernels

The beta dose point kernel for a radionuclide is the spatial dose distribution
produced by a unit activity point source of that nuclide. It is used in determining
the spatial dose distribution resulting from a non-uniformly distributed source - the
source or activity distribution is convolved with the beta dose point kernel.

Beta dose point kemels have been calculated for various radionuclides in an
infinite water medium (Prestwich et al 1989; Simpkin and Mackie 1990; Cross et al
1982). The methods used in the first two references include the effects of energy-
loss straggling in electron transport whereas the less accurate CSDA model is used
in the last reference, as noted in Chapter 1. A beta dose point kemel is determined
by summing monoenergetic dose point kemels which are weighted according to the
energy spectrum of the beta radionuclide under consideration.

Experiments done in this work, Chapter 4, ascertained the variation of
backscatter factor with distance from several material interfaces. The backscatter
factor is a measure of how the dose to a soft-tissue equivalent medium changes

“when this homogeneous medium is replaced by two dissimilar media. one soft-
tissue equivalent and one not.

It is therefore possible that a homogeneous medium beta dose point kernel
can be modified by a backscatter factor in order to determine doses near boundaries.
The following is an example to illustrate the potential applicability of this concept.
The dosimetry of skin surface contamination by "hot spots™ of =P is considered.
Geometrical differences between the experiment and isotropic beta dose point
kemels are ignorsd at present.



The homogeneous dose point kernel for 3=P is represented by Fy (1), where t

is the distance from the source. The variation of backscatter factor with distance

from the skin/air interface where the source is located is given by B (t). which s the
double exponential analytical representation determined in Chapter 4 for the ASD
point source air interface geometry. Then, the modified dose point kemel for this

heterogeneous situation is given by F(t), where

F(t)=B(1) - F(t) -

Convolution of Fi(t) with the activity distribution on the skin surface gives an
estimate of the dose as a function of distance into the skin.

This concept can be similarly applied to the other cases mentioned in
Chapter 1. It may therefore play a role in the macrodosimetry involved in
radioimmunotherapy.

9.2  Summary

The objectives of this work were elucidated in Section 1.2. In brief, they
were as follows -
(i) to produce experimental data which could be used to test numerical and
analytical boundary beta dosimetry calculations;
(ii) to provide information of potential relevance to “hot particle” dosimetry and
the dosimetry associated with radicimmunoctherapy;
(i1i) to investigate the variation of dose perturbation with distance from
‘boundaries; and
(iv) to resolve discrepancies between experimental and Monte Carlo results
pertaining to air interfaces that were noted in another work.
The extent to which these goals have been realized is summarized next.
Alr interface discrepancies similar to those discussed by Yu (Yu 1989) were
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not found in the comparison between Monte Carlo and experimental results in this
work. As discussed in Section 7.3, reasons for the discrepancy noted by Yu are
not known.

The variations of dose backscatter factor with distance from interfaces were
investigated. Two geometries were considered; one dealt with the variations of
backscatter factor with increasing distance from interfaces where sources were fixed
{ASD geometry); the other determined the variations of backscatter factor with
increasing source and interface separation (ASB geometry).

The variations were found to be adequately described by sums of
exponentials. Parameters of these analytical representations for the material and
source geometries considered were therefore determined. In particular, relaxation
lengths, which quantitate the rate of decrease of dose perturbation with distance
from an interface, were parameters frequently used to characterize these variations.

Furthermore, the potential applicability of these backscatter factor depth
profiles was indicated in Section 9.1. With regard to radioimmunotherapy, their
role is likely to be limited to the dosimetry done to roughly quantitate the "tumour
versus healthy tissue™ dose. Microdosimetry is required in order to assess the
efficacy of radioimmunotherapy as a clinically viable cancer treatment (Humm and
Cobb 1990).

Experiments done in this work quantified the changes in absorbed dose ina
soft-tissue equivalent medium due to the introduction of 2 non-soft-tissue equivalent
medium using simple and well-specified geometry. Moreover, the experimental
uncertainties were sufficiently small so that definitive comparison with calculated
data was achieved. For these reasons, the experimental results are considered
benchmark data.

The Monte Carlo codes, EGS4/Dosrz and Cyltran, were found to compare
satisfactorily with experimental 32P backscatter factor results for the interfaces
addressed. as described in Chapter 5.

Beta dose backscatter factors from Cyltran for bismuth/soft-tissue
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equivalent interfaces agree slightiy better with experimental values than do those
from EGS4/Dosrz. A generalization of this statement to all high atomic number
scatterers is possible, but cannot be based on the small sample studied in this work.

The "One-Group” theory (O'Brien et al 1964) predicts beta dose backscatter
factors which agree with experimental results to within about 20%. However, the
assumpton of a single, constant source energy limits the accuracy of this theory.
The "Two-Group” method (Radzievsky and Komarov 1982) deals with depth-dose
profiles with regard to boundary beta dosimetry. Despite this, backscatter factor
depth profiles determined using this method differ markedly from comparable
experimental profiles.

93 F uture Work

The discrepancies between Monte Carlo and experimental results at air
interfaces noted in the work of Yu (Yu 1989), where thermoluminescent dosimeters
were used, warrant further investigation.

Also, differences between the two codes noted in Chapters 5 and 7, such as
the preferential performance of Cyltran at bismuth interfaces, should be considered.

Experimental work to deterrnine the effect of source energy on beta dose
backscatter factor could be investigated. Other radionuclides such as 204T1, 147pm,
90Y are possible candidates. This information would be useful dosimetric data; for
example, it could be used to determine whether the performance of the "One-
Group™ method depends on source energy.

There is a need for work in analytical boundary beta dosimetry. Perhaps the
"Two-Group™ method can be altered to improve its behaviour at large distances
from the interface. Experimental data could be used to determine parameters of
such a new empirical model. .

In addition, the concept of 2 modified point kemel, suggested in Section
9.1, could be developed. The Monte Carlo method would be a useful tool in such

)



an undertaking. It might also be worthwhile to calculate monoenergetic dose point
kernels for soft-tissue equivalent media other than water in order to quantitaie
variations among these materials since, as seen in this work, there are small but

measurable differences between Mylar, lucite and Shonka plastic.
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APPENDIX A

SOURCES FOR SOME EXPERIMENTAL MATERIALS

Muaterial

Aquadag

Elecoometer
Keithley, model 614

Mylar, ~0.35mg/cm=

Mylar, 172 thou

Myar, 14 thou. 1 thou
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Source

Acheson Colloids (Canada) Ltd
Brantford. Ontario

N3T 5P9

(519-752-5461)

Keithley Instruments, Inc
28775 Aurora Road
Cleveland, Ohio 44139

Steinertilm. Inc
987 Simonds Road
Williamstown, MA 01267

Day Intemational (Canadza) Ltd
Cadillac Plastic Division

91 Kelfield Street

Rexdale, Ontario M9W 5A4
(416-249-8311)

Warehoused Plastic Sales, Inc
13 Blackburn Street
Toronto, Ontario M4M 2B3



V4

Phosphorus-32

Repeating Dispenser
and Microlitre Syringe

Shonka plastic

NEN

DuPont Canada. Inc
Medizal Products Department
Biotechnology Division
Wilmington, DE 19898
ordered via

NEN DuPont Canada. Inc
Biotechnology Svstems
7070 Mississauga Road
Box 2200 - Streetsville
Mississauga LSM 2H3

(ordered via Fischer Scientific, Inc
from) Hamilton Company
P.0.Box 10030, Reno

Nevada 89520-0012

Exradin

1950 University Lane
Lisle, Ilinois 60532
(708-968-5666)



APPENDIX B

COMPUTER PROGRAMME FOR DATA ACQUISITION AND ANALYSIS

20 REM =--- vritten by Kearice (i

30 PER -=--- version 1.00, 10 Jan {983

32 PEN -=- edited W-07-21

33 REE -—- for zivainiuc and absorder backscatter measursnents
34 i IHEAH(B),VAR(B}.Y(El.SEH(:'J,59(2),EA?EEO'EL-,VPHIEE_.:‘-VPSCEJ
33 GIN AC1000)

36 OIY PRORZ{40)

37 ik 550(2)

40 TATA &HBESS, LRAIEC, REGSES, JHTESD, JHEROD, o0, LiGhaS, keF31e
42 DATA HUES3, XHOF24, SHOBEA, RHI43Y, LHES00, $HOD10, LHEDAG, §HFGTS
4+ UATA LHISED, WHEG00, RHEITT, YHIDES, KHCASD, EHOMZ, SEOBEA, MHEDSS
45 DATA LHO2AS, BEFRTS, LKQSRA, SHEDOZ, XHOF 24, RRD1LD, WHBEET, S50 D!
43 DATS LHDIED, WHOZES, LHBLDA, AFA200, SHEIRE, Riddie, kDG, 2adeds
WFE L= IR

31 READ PROBICD)

9 NSIT ¢

E PIRTC = LEZOR

21 CORTEQL = PORIC » 3

24 GUT CONTROL, 1St

65 GUT F921¢, 35

W &Y OFF

100 PER —= INITIALIZZ —

150 v$="g:°

160 [$="a.d33%*

165 £%="p.dat"

170 LIXE INPUT “filenane? ;18

190 BS=vs+(s+Ds

193 Fs=V4+Ls4ss

20t DPEN 5% 7GR QHTPUT A3 ¢

205 OPEN F$ FO2 QUTRUT AS 12

240 FoR I=: 703

2330 PRINT “curread position no :5* !

280 INPUT “curreat position nuager?®; 19

276 IF (I=12J) THEN 6070 274 ELSE PRINT *vrong position nuaber® @ AGTE 9%
24 FRi=1 722

73 INRUT °1 fer pos polarizy, 2 for acgative?*s K
/) sumin)=0:

290 S20w)=0!

255 TR 4m=t 70 2500

7T

.
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242

WL FOR Ja) 1 00

J10 BASUR 300w

10 QATtIratBAt 100"

230 SURCAIeSURERISGATLY

ELL 11 LI+ 1T TRE 7Y 4 i)

s wrn )

B0 AVPRINSSUREMY /30y

387 S8

L FOR Wl 10 10

ET SEQUNSE0UNI e DATE Sy eavbnr o1 o)

Joy WEIl v

370 Ve vS594) o5

IS PRIND avPnis), vPwins

76 FRINIEY, AvmcR), VEwi

1 TNOSTRe2 ISR tvEn iR

130 FCR Ml 10 00

T8 IF CABS(DATAAMI-AVPRUR 0 TelS 1o TN FRIND “zuta sofe than I stddevs away fros sean® JATIRR)
Jis REIT my

363 MEIT L

366 LMEANID) eLAVPNLI) AVPN(211IY

o VARCTIOUPNAL) sUPXID) 1 /40

395 PRINT 01, IMCANU), VARLD)

B rhspvan

400 TNOST002° ISTkCVARL [+)
T A0 FRINT *mest devition 1at =1

450 NELT

T43S BEM ==~ varpance 10 QSLFI0Y, Mt th weams. Dhere 23 2 factor of

436 BEM === 100 on the loose 4nd Nty (4 taken Care of later,

“Ww u‘rstllméullm'llJo:n{ula|uuumimtsu'rt:t-xnzum:nsl

v LUSCTavi D) reabariS ey gy

8¢ umss-xnimmnz!-:ntm:-m:n-mmmm»-mmnnrm

430 LUTISSA¥E2IeX(DDerIg)eTiy

o0 umNSCTaUPSCTALNSET

310 GANTISeUPTISSILUTISS

320 UNCSCTaSdReL 2 ILKSCTTI0N' )Y

330 UNCTISYSOREI 1LRTISSTI00 )

o0 ausu-mcmn-mscn-:muumoo-)-unemu-ws:n-.\.cwmzmoo.-l-q:nems:-mscn-zmumnoo!l-une.\ncal-wscn-z
JIVARIBI 100"

o r.nl-|mm:n-mnsrmm«:nm-a-uzﬁm:n-mns:-zmu.::mno-mmmm-mnsvzrwmsu:w|-u&mn-mﬂsrzn
wARITIII00")

W Ol

310 RTCHSQSOR(CHISIIN +

380 RTCHIwSCROCMIrOF

30 IF (CHISISOF Y THEW ERRSCTaUMCSCT ErSE ERRSCTaUNCSCTIRICHSD -
600 1T (CHINDFY ThEw ERRTIS/UMCELS ELSE ERRTLSTUNCTISIRTCH] )



610
620
830
640
630
£80
670
710
120
730
740
750
760
770
780

PRINT WMNSCT,WMNTIS

PRINT #1,WMNSCT, ERRSCT

PRINT #1,CHISE

PRINT $1,KMNTIS,ERRTIS

PRINT B1,CHI

PRINT 42, WHNSCT,ERRSET,CHISD

PRINT 42, HINTIS, ERRTIS, CHI
RATI0=WINSCT/NMNTIS

UNCRAT=SBR{ (ERRSCT/WNNSCT) 2+ (ERRTIS/KENTIS) *2) 3HATLD
PERRAT=(RATIO-1!13100¢
UNCPER=UNCRATEL00¢

PRINT 1, RATLO,UNCRAT,PEPRAT, UNCPER
PRINT PERRAT,UNCPER

CLOSES!

CLOSEE2

998 STOP

5000 REM —- €ET DATA FRON ELECTROMETER

S100 BETTLDI = VARPTR(PROGZ(1)} « CALL EETILDZLIL)
5105 XDAT = 11
S140 RETURN



APPENDIX C

DEPENDENCE OF BACKSCATTER FACTOR ON CHAMBER THICKNESS

C.I  Details of the ANOVA

10 2E9 -+ one way ANQVAS

30 REN --- W-12-17

30 LINE 1KPUT *f1le nawe,with rxlemstan?"; af
40 850ta;

50 €3:3%ea8

80 CPEN 3 FOR QUIPUT AS 11

20 INMUT "no. of 1aterfaces?; L

60 FOR I=1 10 L

R LINE INPUT "name ol talerface?*; 308
130 SRITEN, 358

1O INPUT "no of tyrasd*; ¢

RECIS (211 )
the R AT )
140 8506400

150 %:0

150 FDR {21 10«

182 INPUT “chasber thiciness?™; NCI

IO PRINI “thre 14 turn ne =, MCT

150 INPUT *ng of valusy?*; N1

199 n:Ne]

200 Sumpe

210 FOR Net [0 i

o INPUT “Backscasler tactor®; 3

o 1072107+

240 SSOTeS5QT+32

250 SunsSumes

260 SRITENT, NCT,B
270 NEIT A

3 S5I6ESSIESUM=/]
¥ aELT )

00 C:10TuN
o 15525531-¢
N0 ARSSYSSCE-C
330 UESSHTS5-ages
o e
0T EBaNeT =
‘%0 WRITERL, 1SS, AGSS, 9655, 50, £oF
110 AGNS:AGSS/EOF
3890 USNS:WESS/ENF
N FragSIuERS
00 UWRIIEN, “anong gtp wean o5 ts*,ASRS
10 RUEN, “vithin gro sean sq 15", 5605
420 URITENL,CT is * F
430 NEI1 )
440 5IcP
450 £

244



Ftitical- that is. Fa(1)=0.05_\.1=k_1_\.:___.\;_k. 1s looked up in siatistical tables.
The null hypothesis is rejected if F > F ;0. k = number of ums of the
chamber: N = the number of values: v} = numerator degrees of freedom: and v =
denominator degrees of freedom.

The critical F values used for the appropriate numbers of degrees of

freedom which depend on the number of turns (k) and on the total number of values
in the set (N) are as fcllows -:

Numerator Degrees Denominator Degrees Feritical
of Freedom. v, of Freedom v,
3 3 6.59
2 3 935
3 9 3.86
3 3 5.41

Checkmarks on the following pages of data indicate that the null hypothesis
cannot be rejected. The null hypothesis is that the backscaiter factor is independent
of number of turns of the chamber.

The leading integer in the data sets is the chamber thickness or inter-

electrode spacing, in mm or number of turns. The subsequent number is the
measured backscatter factor, %B.

L~



C.2 Zerveth, Thick Window Data for 3°P Point Source

"al® aluminium/iuvcate
1,10.71

1,10.86

2,10.28

2,10.35

3,11.01

3,10.93

§,11.24

4,10.78

.7324219, .6092633,. 1225386, 3,4

“among grp mean 5q is",.2032878
"vithin grp acan sq is®,3.083963E-02
*f is °,B.B34TH

*nl* atrflucite
4=22.08

1,-21.79

3,-21.2

3~

4,-21.89

4,-21.04

2,-21.54

2,-21.5%

.907959, .5026836, . 4052735,3, 4
*an0ng grp mean sq 1s°,.1673619 .
*vithin grp mean sg is",.101318+

*F is *,1.553813

“an® aluminive/Mylar
1,7.31

1,7.25

1,8.45

1,8.33

2,7.78

31770

3,8.07

3,8.17

$,1.7

4,7.68

4,7.79

4,7.84

4,7.83
1.476929, . 2036574, 1.273071, 3,9

“among grp mean sq is®,6.795248E-02
*vithin grp mean sq is*,.1414524

°F 15 *,.4803912

n® airMylar
1,-24.01
1,-23.51
2,-23.82
2,-23.83
3,-23.29
3,-23.21
282
§,-2.02
.9404297, 6291016, 1113261,3, ¢
"anong grp wean sq ist,.2763672
*vithin grp mean 53 is",2.783203E-02
*F is *,9.929823
as* aluminiun/A-1S0plastic v~
1,12.97
1,12.28
1,11.23
2,11.44
2,118
3,11.83
3,11.69
$,11.8
4,11.8
1.380839, . 4068503, .973939,3,3
*awong grp mean sq is®,.1355201
*vithin grp mean sq is®,.134733
*F is *,.6962025
*ag" air/A-150plastic »*
1,-21.36
1,-20.735
2,-20.83
2,-20.56
3,-20.78
3,720.72
4,-21.24
+=20.87
5590821, .1726074,.3864746,3,4
*ae0ng grp aean sq is",3.7339B1E-02
*vithin grp sean sq is®,9.661B63E-02
°F is *,.5934938



2.925897,.9967651,1.929932, 2,4
*among grp mean sq is*,.4983826
*vithin grp mean sq 1s",.4824829
°F is *,1.032954

nt*  airfsoft-tissue V7
1,-20.17

1,-20.2

2.5,-20.27

2.5,-20.23

$,-20.73

4,-20.19
.2470703,8.911133€-02,.1579584,2,3
*inong grp mean sg is*,4.455367E-02
*vithin grp wean sq is®,.052653
*F is *,.B4R2132

cl*  copper/lucite v
1,24.92

1,22.63

2.5,23.36

2.5,23.66

4,24,38

$,24.23
3.113235,.3229492, 2, 592285, 2,3
*aaong ¢rp mean sq is*,.2614746
*vithin grp eean sg is®,.B6$0951
°F is *,.30239%4

247

i copper fitylar v’
1,22.02

1,187

2.5,20.48

2.5,20.17

4,211,142

4,20.86

3.249512, .4997553, 2, 749756,2,3
“aeong grp mean 5§ 15°,.2498779
"vithin grp =ean sq is®,.9169832
*F is ", 2728183

1t cadeina/lecite v
1,33.2%

1,29.41

2.5,30.581

2.5,31

4,32.68

$,32.38
10.82012,3, 128485, 7. 493653, 2,3
*anong grp aean sq 1s°,1.363232
"within grp wean sg 15°,2.59788¢
*F is *,.8258227

0 cadniun/Mylar v~
1,30.23

1,26.25

2.5,27.34

2.5,27.684

4,26.68

4,28.3%
9,322849,1.357422,8.185928,2,3
*awong grp wean sq is®,.576711
*vithin grp aean sq is°,2.721832
*F 1s *,. 2493572



v[* tungsten/lucite v
1,41.82

1,317

2.5,2%.06

2.5,3%.43

4,30.37

4,40.79
10.4082,1.740234,8.667969,2,3
°*among grp mean sq is°,.8701172
*vithin grp acan sg 15°,2.889223
°F 1s *,.3011492

“un* tungsten/Mylar W/
1,3%.0¢

1,32.97

2.5,36.28

2.5,3.3

4,36.93

$,36.88

22.3335,2.207129, 20.02637,2,3
*amdng grp mean sq is°,1.133363
*vithin grp mean sg 15°,6.673436
*F is *,.1728089

1t bismuth/lucite

1, 3.1

1,39.92

2.5,41.26

2.5,41.24

4,42.44

4,41.85
3.720703,5.323438, . 1972656, 2,3
*among grp wean sg is",2.751719

*vithin grp mean s is*,6.575521E-02

°F is *, 42

il biswuth/¥ylar

1,36.02

1,3.41

2.5,37.68

2.5,37.72

4,38.47

4,38.43
5.281992,5.214824, 7, 7148456-02,2,3
*among grp mean sq is",2.807422
*vithin grp mean sq is°,2.571613E-02
*F is *,101.3922

rl* carbea/lecite
1,-1.39

1,-.763

2.5,-.11

2.5,-.58

4,32

6,=.39
.9863212,.6241088,.3422125, 2,3
"aming grp mean sq is®,.3120344
*vithin grp mean sg is®,.1140708
*f is *,2.73362

ra* carbon/Mylar v~
1,-3.41

1,=41

2.5,-2.73

2.5,-3.37

4,'2-9 L
4,-3.01 '
1.209274, . 7660284 £443245, 2,3
"anong grp mean sq is",.2830147
*vithin grp asan sq is°,.1477483
*F ig *,2.382346



C.3 Zeroeth, Thin Window Data for 32P Point Source

‘o' biszuth/Mylar
4,33.77
4,337
3,274
3,327
2,31.8
2,317
1,30.74
1,30.37

11.17378, 11.09961,7.617188E-02,3,+

*among grp mean sq 1s°,3.6%987

*vithin grp mean sq is®,1.904297E-02

*F is ", 194,2906

*z1t bismuth/lucite

4,31.29

4,37.91

3,7.3

3,27.18

2,36.51

2,36.53

1,34.06

1,35.105

11.51328,10.86524, .7480469,3, %

*anong grp sean sq is®,3.621743
*within grp sean sq is®,.1870117

*f is *,19.366841

‘v’ tungsteniMylar v

4,30.07

4,33.47

3,33.33

3,31.68

2,32.88

2,31.33

1,31.59

1,31.88
.262696, . 9130859,8.34961,3,4
"among grp mean sq is®,.304362

*vithin grp mean sg is®,2.087402
*F is *,. 143809

“vl® tungsten/lucite v

12.43066,4.613282,7.B17363,3,4
*asong grp aean sq 1s°,1.33776
*vithin grp aean s3 1s°,1.934346
°F is *,.7868+13

“dn” cadaium/Rylar

1,22.87

4, .5

3,22.7

3,22.5

2,210

4,215

1,20.89

1,19.84
10.01929,9.238037,.78125, 3,4
"asong grp mean sg 1s°,2.079246
*vithin grp mean sg 1s°,.1933123
*F is *,13.76625

“d1*  cadaiuallucite 7
4,26

$,21.3

3,26.97

3,26.85

2,311

2,25.93

1,25.712

1,24.54
4.94043,3.358399,1.562031, 3,3
*awong grp wean sq ts®,1. 119466
*vithin grp aean sq is®,.3933078
°F is *,2.830433



250

o ropger /Mylar *al* aluniniuelucite v~
4,18 4,10.02

4,18.53 410044

3,18.04 3, 10,5

3,18.26 3,10.48

2,17.55 2,10.52

2,17.28 2,10.2

1,16.73 1,9.04

1,16.53 1,9.72999%
$.464112,4.381104,8,300761€-02,3, 4 1.865234,1.483763,.3814697,3,4
*anong grp sean sq is®,1.460269 “amorg grp aean sg is°,.3935883
*vithin grp mean sgq is",2.075193E-02 *vithin grp sean sg 1s°,9.536743E-02
°F is *,70.37255 *F is ",5.1B6134

«l* copper/lucite *na® airflylar

4,21.73 4,-25.23

4,22.08 4,-25.18

3,21 3,-25.3

3,21 3,-25.3%

2,279 2,~23.79

2,21.82 2,-25.83

1,21.02 1,-26.13

1,21.02 1,~26.13

1.430908,1,376221,. 03468735, 3, ¢ 1.015825, 1. 003%0€, 1. 171875E-02, 3,4
*anong grp mean 5 1s”,.4387403 *among grp sean sq 1s°,.3346354
*within grp mean sq is®,1.367188E-02 *vithin grp aean sq is®,2.9296BEE-03
*°F is *,33.58357 *F is *,113.2222

*an" aluainium/Nylar *nl® airflucite v~

4,7.19 4,-23.26

4,6.86 4,-22.79

3,5.64 3,-0.85

3,6.9 3,-22.8

2,6.76 2,-23.04

2,6.26 2,-1

1,3.93 1,-24.02

1,3.87 1,-23.35

1.790711,1.559263, . 2314433, 3,4 1.18437,.8481445,.3364298, 3,4
“among grp mean sg is°,.5197551 "among grp mean sg is”,.2827149
*vithin grp sean sq is®,5.786133€-02 *vithin grp mean sq is®,8.410644E-02

*F is *,8.982771 °F is *,3.3613%3



“b

2

m--am?:am-—-a
SBBEBS

my-:j,.lw.u.u

-

.

4,7.28

4,7.89
1.12384,.66745,.4563904,3, 4
*among grp mean sq is",.3234833
"within grp sean sq is®,.1140976
°F is *,1,949938

*nt* airfsoft-tissue
4,-22.18

4,-22,03

3,-22.18

3,-2% 14

2,-22.41

2,-22,385

1,-22.95

1,-22.89
.9332715,.842041, 1. 123047602, 3,4
*anong grp mean sq is*,.2806803
*vithin grp sean sq is",2.807617€-03
'F is *,99.97101

*as® aluminiun/A-130plastic
4,117

4,11.27

3,11.28

- 313

2,11.09

2,10.86

1,10.31

1,10.405
1.732178,1.575501, . 1966773, 3,4
“among grp mean sqg is*,.5231688
*vithin grp mean sq is®,3.916931E-02
*F is *,13.40761

cortical bone/sofi-tissue v~

ns® airfa-150plastic

4,-32.4

4,-22.12

3,-22.2%

3,-22.2¢

2,-22.48

2,-22.45

1,-22.93

1,-23.14

-8540039, .7924805,5. 152344802, 3,4
“among grp mean sq 1s*,.2541602
*vithin gra3 sean sq is®,1.338086E-02
°F 1s 171745

‘ra’ carbon/lylar

4,-3.2

4,-3.32

3,-3.64

3,-3.3

2,-4.08

2,=4.17

1,-4.03

1,-4

.9563618, .9279251,3.043654E-02, 3,4
*among grp s2an sg is®,.3032084
*vithin grp sean sq is®,7.614126E~03
°F is *,40.82291



&
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C.4 Zeroeth, Thin Window Data for 32P Distributed Source

biseuth/Bylar

3.14209,3.139649,2, 441408E-03, 3,4
"among grp mean sq is®,1.046349
*vithin grp aean sq is*,E.103316E-04
*F is *,1T14,687

"zl bisauth/lucite

4,31.31

4,31.27

3,30.96

3,30.94

2,30.44

2,30.61

1,29.74

1,20.75
2.6B80176,2. 6645351, 015625, 3,4
*among grp mean sg is*,.6881836
*vithin grp aean sq is®,3.90625E-03
°f is ", 227.375

*va® tungsten/tylar

4,29.23

4,28.92

3,28.7

3,28.63

2,28.4

2,28.51

1,28.02

1,27.8
1.486816,1.410138,7.666016E-02,3,4
.*anong grp mean sq is*,.4700521
*vithin grp mean sq is®,1.916304E-02
*F is *,24.52654

*vl* tungsten/iucite

4,31

4,30.37

3,30.5

3,30.36

2,30.22

2,30.28

1,28.82

1,29.32
1.907832,1.647949,.2546828, 3,4
*anong grp mean sq is®,.5493183
*vithin qrp aean sq is®,6.372071E-02
*f is *,B.620689

‘da" cadaiun/Mylar

4,22.87

4,22.83

3,22.71

3,22.68

2,712,975

) s

3,22.35

1,21.53

1,21.77
1.642334, 1.62915, 1. 318359202, 3,4
*anong grp mean sq is*,.3430301
*vithin grp mean sq is",3.295899E-03
°F is *,164.765¢

*dl* cadweiuw/lucite

4,24.93

4,24.45

3,4.3

3,24.3

2,24.08

2,24,06

1,23.43

1,23.45
1.289063,1.285645,3.4179696-03,3,4
*agong grp mean s is®,.4283482
*uithin grp mean sq is®,B.344922E-04
*f 15 *,301.323¢%



o' copper/Mylar

.6354981,.6213821,1.3918028-02, 3,3
*aeong grp mean sq is*,. 207194
*vithin grp mean sq 15°,3.473004E-03
°F is *,39.33336
"l copper/lucite
4,18.33
4,18.23
3,18.09
3,18.04
2,17.97
2,18
1,17.75
1,17.59
+4165039, (3947734, 2. 1T2852E-02, 3,4
*among grp mean sq is°*,.1315918
*vithin grp mean sg is*,5.432129E-03
*f is *,29.22472
‘an’ aluminium/Myiar
4,6.87
4,6.83
3,671
3,6.78
2,6.83
2,6.66
1,6.82
1,6.44
1,8.49
.1876526,.1806946,6. 95R008E~03, 3,5
*anong grp mean sq is®,6.023153E-02
*vithin grp mean sq is®,1.391602E-03
F is *,43.28217

"al® alusinjun/lucite

4,8.270001

4,8.270001

3,8.21

3,8.19

2,8.140001

2,8.16

1,7.97

1,8.01

8.618164E~02, .0848%99,1.281738€-03,3
*among grp mean sq is°,2.829997€-02
*vithin grp mean sq is®,3.204346E-04
*F is *,BB.31748

e air/Mylar

4,-27.32

4,~27.21

3,-27.4

3,-27.43

3,~27.58

)

1,~28.6L

1,-28.08
«713375,.7045893,8.7890626~03, 3,4
*anong grp mean 5q is°,.2348623
"vithis grp mean sq is®,2.197266E-03
*F is *,106.8889

*ni* airflucite

4,-26.37

4,-26.31

3,-26.43

3,~26.5

2,-26.53

2,-26.63

1,-26.9

1,~27.02

.5078125, .5029297,4.8828128-03, 3,4
“among grp mean sq is°®,.1676432
*vithin grp mean sq is®,1.220702£-03

F 15 *,137.3323



"ot cortical bone/soft-tissue v

4,6.753

4,6.38

.1852222,6.111573E-02,8.410644E-02,3, 4

*anong grp mean sq is®,2,70383BE-02
*vithin grp mean sq is*,2.102861E-02
*F is *,1.285922

*nt* air/soft-tissue

4,-23.59

3,-25.62

3,-23.68

3,-23.67

2,-25.95

2,-25.95

1,-36.19

1,-26.16
.4213867,.4199219, 1. 464B43E-03, 3,4
*among grp mean sq is®,.139974
*uithin grp mean sg is®,3.66211E-04
*F is *,382.2022

*as' aluminiun/A-130plastic v~
4,8.92

5,8.81000!

3,8.830001

3,8.84

2,8.78

2,884

1,8.810001

1,8.82

5.877686E-02, . 0302124, 2.856445€-02,3, 4

*among qrp mean sq is*,.0100708
*vithin grp mean sg is®,7.1411146-03
°F 15 *,1.410256
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“ns* air/a=150plastic
4,-25.91

4,-25,92

3,2

2,-25.99

2,-26.21

2,-26.21

1,-26.33

1,~26.56

.4916992, .491211,4,6678138-04, 3,4
*anong gry aan 5q is°,.163737
*vithin grp wean sq is”,1.220703E-~04
*F is *,1341.333

e carbon/Mylar

4,~1.36

4,-1.57

3,-1.59

3,-1.6¢

2,-1.99

2,-1.88

1,-2.06

1,-2.2835

3333958, .5017834, . 0316124, 3,4
*anong grp mean s§ is®,. 1672611
*vithin grp wean sq is®,7.903099E-03
'f is *,21.163%9



APPENDIX D
ESTIMATION OF SHOT NOISE

Interaction of radiation with the inter-electrode air in the ionization chamber
causes the creation of ion pairs, that is, electrons and positively charged ions. By
applying a potential across the electrodes, these ion pairs are collected during a
certain time and therefore the ionization current can be measured.

Radioactive decay and the interaction of radiation with matter are random
processes which are describable by Poisson statistics. The creation of ion pairs
may also be treated using Poisson statistics. In this estimation therefore, the
uncertainty associated with the number of ion pairs, N, namely, the shot noise, is
given by ¥N.

The number of ion pairs, N, which gives rise to a particular ionization
current, I, is determined as follows. The charge, Q, collected during time T, is
givenby Q=I7. Tis obtained from particulars of the electrometer; the time, t,
required for the current to settle to 1% of its final value is 600ms. Assuming an
exponential decrease in the current - 0.01 = ¢¥F- T is found to be about 130ms.
For a typical current of 50pA, Q=65 x 101> C. The number of ion pairs N=
Q/1.602 % 10 C = 4 x 107. Therefore, the relative or fractional uncertainty,
or shot noise, is  1/¥N = 1.6 x 10, or about 0.02%.
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