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ABSTRACT ‘ :

Three coincidence counting techniques for the assay

O N

of 226Ra in water Ssamples are evaluated and compared. The
}‘ ///”\\§echniques are based on the defection of alpha-gamma, beta-_
gamma, and gamma;gammg coincident radiations. Saméles were :
prepared by co—precipitating~226Ra Qith barium sulphate. : :
Details.of"this chemiqal.ptoceQEre are presented 'in this |
thesis, The lower limit of detection, sensitivity to sample
thickness, and system precision are investigated. Finally,
two data analysis tfchniques} th; method” of Least Squares
ané the method of Maximum Likelihood, for deterﬁining ~-ray

peak areas as aéplied to low counting rates, are discussed.
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CHAPAER 1
INTRODUCTION

1.1 1Introduction

Man is exposed to ionizing radiation in the
environment from three major sources: cosmic rays,
terrestrial radiation, and internal radiation. The primary
contributor to the environmental radiation dose is
terrestrial radiation, owing to radicactive elements in the
earth. These elements are mainly members of the uranium and
thorium series, and 40k, Over the years ‘the greatest
interest has been directed towards.twp specific members of
these series, radiym and its daughter product radon. Radium
th 13 known radiocactive isotopes, ranging in atomic number
from 213 to 23d, and radjoactive half-life from 1 msecond to
1600 years. Of these, 22?Ra, from the 238U series, and
228pa, also known as mesothorium, from the 2327h geries, are
the principle isotopes of co%cern to Health Physicists.,

Much of the data on the health hszards of radium
comes from the radium dial workers, those women who painted
watch and clock dials approximately 50 years ago. When
radium is taken into the body, it behaves chemically like
calcium, and an appreciable fraction is deposited *on bone
surfaces and in areas of active bone turnover. Radium is

known to induce malignancies of bone and malignancies

arising in certain cavities in bone, such as the paranasal
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Sinuses and the mastoid air cells. “These. malignancies tend
to occur long after the first exposure to radium,
from approximately 7 to more than 50 years in the case of
head carcinomas. The occurrence of malignancies is strongly
correlated with radium intake. As ‘a result of ?héﬂradium
dial worker cgses, an equagion has been.deriJed that
expresses the probability of deveigzing a bone cancer as a
function of radium intake(l).

Mining of uranium bearina ores began in the United
States around 1898, It was known at that time that
radiocactivity wailassociaéed with the ore, but the potential

.~
‘health hazards were ndt suspected until about 1921, when the

increased incidence of lung cancer in uranium mine workers

+
7

was related to their exposure to ionizing radiation. The
primary radiation dose received by the mine workers was from
alpha particles resulting from the decay products of radium.
Radium alphé decays to radon, an ihert 'gaé ’which'
subsequently decays,to several alpha emitting daughters.
These raﬁon daughters become attached to dust particles .in
the air and are breathed in by the mine workers. Since
these ﬁarticles have a very‘short range in tissue and a high
linear engrgy transfer, radiation injury to the respiratory /;
ttact'cangoccur. This damage is generally of three basic
types; tumours, atrophy of functiénal tissue, and increased

susceptibility to other disease agents(2),

8
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* Now that the health hazards associated with the
uptake Qf radium and its daughters by humans are relatively
well knownj Et;ingent government controls as to the use and
release of radium to the environment are enf;rced. N;tura}

2

watép qually conéains dissolved radium.yhicb\has been
picked up from rocks and soil by.leaching. However, the
primary sourée of radium in the environment is wasEe from
the anihm ﬁining‘procéss. Once uranium has been extracted
ffom the ore, usualiy by some acid leach process, the waste
material must be disposed of. Extensive research has. been
carried out in the area of uranium mine waste disposal. Iﬁ
general, the waste products, such as solids, .residues,
leached liqugr;, and washes, are treated to precipitate out

the solid mgterials, which are then contained in a specially

designed area to prevent leakage into the ground water

systems. The remainiAg fluids are monitored for

"

radicactivity and then fe}eased‘to the envirbnmgnf if
certain coqdifiénS'ére'met. ' .

With tHe rec;nt increase in uranium mining iﬁ
Can;dé; partiquiarly in‘no;thern Saskatchewan, as well ;s
an increasé in the,averaée gradé of new deposits of uranium
ore, agcu:aie monitoring procedures for/tadium levels in
wate; are éssential. In Canada at the présent time, the

allowable concentrations in drinking water, as recommended

by the International Committee oh Radiation Protection,

[)
[

v
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(ICRP), for the twe radium isotopes of primary interest,
are: . }

\ *3 pCi/liter for 226Ra, and

10 pCi/literfor 228Ra,

¢

[

for the general publig, Récently the ICRP iséued new
recommendations which iﬁc;ea;ed these levéis by a factor of
1003), : ‘ .

‘ It i; evident, thereforé, that an effective
monitorgng procedure must be capable of measuring radium
concentrations at _or below these specified levels., It is
also desérable that the procedure be relatively simple and
easily adapted to the-+analysis of a large number of samples

in a short periogd of time.

~

The object of this thesis is to ascertain the
’ e

feasibility of émploying coincidence counting techniques

" \
for the measurement of 226Ra concentrations in water. Three
_ . .

coincidence techniques are investigated; the first twé are

newly developed, the third, a ?=r’cbincidgnce spectrometer,

was originally developed for the,assay of 22hRa in soil

samples(4), 1In this previous work it.was determined that

‘activities of 1 pCi/g could easily be measured. The details
.

1
of these techniques will be discussed in a separate section,

Briefly, the techniques are based on the detection of:

!

.



1) an «-Y coincident pair from the decay of 22fRa "to

222gy, ;

2) apg-r coincident pair regulting from the decay of

4Bi to 214pPo, and

a r-r coincident pair, also from 214p; .

The coincidence spectrometers consisted of a
propo tfonal counter‘for deﬁéction,of « and 8 pérticies, and
NaI(Tl etectors for éhe measurement of y radiation. 1In
each case the coincidence r-ray spectra were acquired and
analyséd. Peak areas were determined where necessary by
fitting the background underneath the peak.

It is common practice in detérmining peak .areas to
use the Metﬁod of Least Squares, which assumes that for data
from counting expériments, the shapes of the individual
dis;ributions governing the fluctuations.in the observed
data are nearly Gaussian. When the counting rates are low
thfé>assumption can lead to problems; therefore it was
decided to-compare ;esults obtained using the above method
to the results obtained using the Method of Maxinum
‘Likelihood with Pocisson statistics. '

Samples were prepared for this work from solutions
containing,knowh concentrations of 226Ra. Radium was co-
precipitated with barium sulphate onto.filter discs suitable

for counting. The sensitivity of eash counting technique to

sample thickness was investigated.
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An important criteria when considering a measurement
procedure of this nature is the lowest limit of detection.
Therefore, the detection limit was determined for the three

- .

coincidence counting techniques.

Complete discussions of these details will bewééven
qa'ter.

1.2 Review of Previous Work

%

There sexist several commonly used techniques for the
determination of 226Ra concentrations in water., Each method
has Epecific advantages and di§advantages. A brief overview
will be given here.

Non-specific gross alpha’counting techniques may
involve long waiting periods before counting and perhaps
multiple counts at well separated intervals to determgne
interferences from othef isotopes(s{-

I For alpha spectrometry, samples are prepared in a
similar manner as for the present work. Radium is co~
precipitated with barium sulphate and th% final productv}s
counted on a silicon surface barrier det:ctor(ﬁ)-
Interferences from daughter products -requires that samples
Le counted immediately after ﬁfégipitation in order to
obtain good resolution of the 226Ra alpha peak. Resulkts are

also dependent on the thickness of the sample. Analysis of

226p, *

in the presence of other radium isotopes, shch as
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223Ra ;ﬁd 224Ra, résults in spectra having overlapping
peaks. The contribution of these nuclides to the 2?5Ra peak
must then be estimated by some method of peak fittiny.

An innovative technique was suggesteﬁ by
é?N.Kelkéf, and J.v. Jpshi(7). In this method, radium was
precipitated with barium/;ulphate in the pressncé of ZnS(Ag)
scintillation powder, The samples were counted on a
photomultiplier scaler assembly. . Excellent efficiency can

be-obtained in such an integral sample-scintillator
o

arrangement. The principle disadvantage with this technique _

is the counting procedure. Samples weré counted at
intervals of 30 minutes for the first three hours and then
after 24 and 72 hours, in order to sepérate the radium and
radon contributions.

; By far the most sensitive method for determining
226R2W\éoncentrations in water is\ the classical radon
emanation tecg;;que, employing either an ionization gi;hber
or a znS Lucas cell(8,9). The radium concentration is
determined by measuring the 222grn formed. The water sample
must be de~emanated beféte aﬁy quantitative analysis can
begin; by having aged air bubbled through it for at least 20
minutes. This p:oceés is repeated in one or two days to
allow the residual radon absorbed in the sample bottle to
re-é&ffuse into the bottle air and escape during the sécond

de-emanation procedure, When an ionization chamber is used

s s o
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it must be evacuated and refilled with radon free air and
the central electréde must be exchanged after each
measurement, to retain a low background count. Therefore,
the long waiting periods ané labour invofved rend;r this

technique impractical for fast process{ng of a larée number

-~

of samples. ' .

The application of coincidengce counting techniques
to the measurement\if; rad;um concentrations have been
suggested Pfeviously(I «11), The method describéd in the
first reference utilizes the «-r transitions of 22%Ra and
the p—r'transifions of 2%8Ac“for the measurement of 226Ra
and 228Ra levels, respectively., No details éoncerning'ﬁhe
counting system or results were given in this abstract. The
second reference investigates the possibilities of the
delayed coincidence method as applied to the analysié of
several radionuclides. Natural mixes of radionuclides were
analysed for.the isotopes 214pj, 21281, 219pn, and 220gn by
using 6-« and «x-« delayed coincidences. The error in
determining 2}4pi was stated as less than  15%.

The following chapters discuss in detail the

-

experimental arrangements for the three coincidence counting
techniques, the -data analysis pr;cedure, and the
experimental results, Finally,,variation; on the basic
coincidence counting technique for measuring 226hRa levels in

water samples are propposed. [



CHAPTER 2

COINCIDENCE SPECTROMETRY

2.1 Thé%rx

The ability to gquantitatively measure low levels of
ra&ioactivity depends §n many fé%tbrs, such as the
backgreound éounting rate, efficiency of the detection
system,  and source—detectgr geometry. It is customary;
therefore to use a detector with high intrinsic efficiency
and a source detector geometry with as large a solid angle
aszossible.

Consider, for example, the simple case where a
radiocactive source‘eﬁits two v-rays in cascade. Under such
conditions, there is a non-vanishing probability that both
r-rays'will strike the detector simultaneously and cause
energy deposits in excess of the energy of either single Yk’
ray. Th;ik:vent may then nog be detected in a spectrometric
determinaﬁion, and will result in an apparent loss in
efficiency. The following analysis is largely based on a
paper by W.V. Prestwich and T.J. Kennett(12),

The efficiency for observing a full energy event due

to Y] may be written as,

e =p1e) B[ 1~ £1,W3(0)e; 8) 2.1
4n 4n
where: A = photofraction; : , (,

€ = Intrinsic efficienéy;

9
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f12/ = coincident intensity of Vy:

W,,(0) = angular correlation function of the
two J-rays evaluated at 0  between
them, since both photons are
incident on the same detector, and
averaged over the detector solid
angle, ..

The term in brackets is a coincident summing

correction fattor, and represents the probability of not

detecting r, if ¥, has been detected. With no summing,

‘p.e /4w would be the efficiency of the full energy peak.

For a single right cylindrical detector, the maxXimum
ob;ainable geometry 1is 2. Combining this with unit
intrinsic efficiendy, undistorted signals‘from one member of
a coincideng pair mgylresult if the'othek%?ember is emitted
&n the. opposite hemisphere to the first., 1If this membe; was
then detected in coincidence in a second detector, also
having 2  geometry and unit intéinsic efficiency,»ho
reductionnin counting rate would result, assuming a.loo%
coincidence branchingu\ The effici ncy for a coincidence
event is given by the product 'of the individqal
probabilities of obtaining a pulse in the full energy peaks

times the angular correlation function evaluated at 180°.

Thus,

= peyeafy oW o (n) 82

16n
AN J

E .
coln
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where the two detectors are*identical and arranged along a
common $xis. ; ‘

For symmetry reasons the average anéular correla(isn
function, le, is such that W&z(n)='W12(0), and is always
near unity, so will be neglected in what follows. The ratig
of coincidence to single detector efficiencies may be

written as:

2
€coin = E2f12 4w

f Q £ 2.3
€ l - 52 12 A

4n

For the high efficiency c&hdition of €0 /41= 1/2, the
efficiency ij?xffﬂn equation 2.3 approaches one if f,, is
close to one. Considering a more complex case in.whf&h
there ar? several coincident y-rays, the coinciaence
intensity term becomes ] f,., for correlations between no
more than two members, and an average efficiency may be

defined as:

e “ave zflr ‘r / zglr 2.4

Equation 2.3 then becomes:

19
Ecof = €ave 4q zflr
- € SR R LPYON gizflr 2.5

'In some cases, 'such as for 2l4py, &flr approaches

unity, and as before, the ratio of equation 2.5 will also

-

———

——— A 30



approach unity if the high efficiency condition of
kévg-ﬂ/47 = 1/2 is achieved. Therefore khe efficiency for
coincidence detection relative to that for single -ray
detection, owing to the coincidence'summing effect, is
higher than might be expected, even thougg high efficiency
conditions are not normally reached in practice.
There is gne important advantage to using a
é_ coincidence analysis system. Coincidence spectrometry may
‘allow the detection of low intensity 1isotopes in the
éresence of high intensity interfering radiation, even
when the iso&ope cannot be measured in a single detector
arrangement. Signals fréﬁ the background are randomly
distributed in time and will not necessarily fulfill the
///::?>éidence conditions applied. It can bge§Zen from
equation 2.2 that the efficiency is proportional to the
solid angle subtended at the source to the second order.
This implies that the probability for detect@gn of cascade
radiation from remote points in the room is small. A
further reduction 'in background occurs because cascade
radiation originating outside the detector shielding will be
attenuated by the product of the attenuating factors for
esch member of the cascade pair.
The background considerations discussed above also
apply to the x-Y , @-r coéincidence systemg, particularly

for the x-Y system, since the background count rate 1is
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almost =zero.

2.2 Description of the Method

~

The first coincidence technique involves the direct
decay of 225pa, The 225Ra nucleus o« decays to 222Rn with a
égaracteristid half-life of 1602 years. A corresponding de-
excitation Y-ray from the first excited state of 222Rn,
located at 0.184 Mev(l2), occurs with an intensity of 5.4%.
The fact that the « decay and the emission of the de-
excitation Y-ray are time correlated events may be used to
advantage in a coincidence system, The « energies
associated with the decay are 4.78(95%) MeV and 4.60(6%)
MeV.

Similarily, the » decay of 214pj and subsequent
emission of a de-excitatién r-ray may also be utilized in a
coincidence system. 21484 is one of four short lived
daughter products of 222Rn. This nucleus decays 99.98% of
the time to ?14ps, with a half-life of 19.7 minutes, and
maximum 4 energies of 1.0(23%), 1.51(40%), and 3.26(19%)
MeV. The first exéited state of 214po {s located at 0.609
Mev(12), and the de-excitation r-ray occurs with an
intengity of 47s.

' In over 90% of the decays which lead to the emigsion
of thg 0.609 Mev'YEray, 8 preceeding coincident r-ray is

also emitted. This correlation is the basis for the r7r



A e g Moy

e g INTBRANAIY o el it

14

coincidence technique., These preceeding Y-rays all have
energies greater than 0.609 MeV The decay schemes for the
three coincidence techniques are shown in figures 2.1 and
2.2.

)

2.3 Special Problems -

2.3.1 Range of Alpha Paricles

As preJiously mentioned, some technigues for
measuring 225Ra levels require that the precipitate samples
be relatively thin and of uniform thickness in order to
obtain good « spectra. For the present work it was not
expected that thickness of the samples would degrade the
« energy sufficiently to cause problems in detection. The
range of the predominant « particle, (4.78 MeVv), in the

BaSO4 precipitate was calculated from the equation:

= =¥k
R R
Baso, .z
where: P{ = weight fraction of each pure element in

the mixture; and

R = range in each pure element of atomic

number 'Z, expressed in mg/cmz.

zi

R, is given by the expression:

A

4,
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Ty, = 1602 yr
226 a 7N
N & Il 0.007%
0 o 0.599
qf” 0.0051%
0 0447
5.4% .
0.186
32 nsec
7 94.6%
, 0
3.823 dy - ~o
: 222¢
86Rn

FIGURE 2.1 & -Y COINCIDENCE

J

DECAY SCHEME
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Ry = 0.90 + 0.0275 Z + (0.06 - 0.0086 Z)login(E /4),
Rair .
where: Ryjr = (0.005 E + 0.285) E3/2 . .

. \ : M .
If 2410, the term (0.9C + 0.0275 2), in equation 2.3,should

bg‘;eplaced by 1.00, and if Z>15, R, jg replaced by (Rz +

———

. 0.605 2).

The range of the 4.78 MeV particle'from-22fRa‘was
calculated from the above expressions to be 5.61 mg;cmz.
The-thickest sample counted was 2.89 mg/cm2, based on the
known quantity of bariumg@Qused in the precipitation.
Considering angular effects, the maximum effectivg thick;ess
of the sample would be 4.09 ﬁg/cm2- If the proportional
counter end window thickness of 0.8 mg/cm2 is included, the

total thickness is still below the range of the 4.78 MeV o -

particle
|

2.3.2'Interferences

In performing spectrometric analysis, an important
consideration is the contribution from interfering isotope;
to the spectra. Coincidénce spectrometry is relatively
insensitive -to contaminants whose decays are characterised
by the emission of'a single r-ray, o or A8 particle,.
However, Qithin the uranium and thorium decay chains there

exist many isotoBeg which « or p.decay with the emission of

one or several de-excitation Y-rays. Depending on the
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conééntration of these isotopes in the samples, and the

‘relative intensities of these decays, a coincident pair

could be detected, Even if the energy of the de-excitatiog\
Fray .is different from the r-ray of interest, Compton
scattering in ﬁhe sample and the responseéfu%ction of the
Nal specérometer both lead to the enhancement of low energy
events, and therefore may contribute to the spectrum.

In the present work, as described in chapter 4,
samp}es were prepared by co-precipitating radium wiﬁh BaS0,.
As a result. of this procedure, only radium isotopes from the

uranium and thorium decay chains would appear in the

sfmples. .One member of the 235y decay chain, 223Ra,o<.

decays to 319Rn with the subsequent emission of several r-
v .

Y149 complex(10%), 0.270(10%), and 0.33 complex(6%)

MeV. Howegver, the characteristic half-life of the 21%Rrn is
only 4.0 seconds, and thus any interfergnces from this
isotope may easily be eliminated by delaying the start of
the éounting period. The 223Ra defay scheme is outliged in

figure 2.3.



T TN gy P T

19

T2 =114 dy

223
88 Ra

‘ 6% c.

0.330 ' &f%%%
0%
0270 ~&¢/%%
 10%e.
0.142 ¢¢¢/¢
40 s [ L L ‘\
219
gehn
223
FIGURE 2.3 Ra DECAY SCHEME



CHAPTER 3
THE EXPERIMENTAL SYSTEMS

3.1 Detectors

The experfimental systems described in this work were
set up to determine if coincidence counting techniques were

suitable for measuring 226p4

concentrations in water
samples. Consequently, the detectors used in the
spectrometers were chosen partially on the basis of
convenience and availability. Good energy resclution was
net critical; a more impd}tani cdhﬁideration was the

efficiencies of “the detectors. .

The Y-Y coincidence spectrometer consisted of two

NaI(Tl) scintillation detectors, and the «x-r/so-V

coincidence spectrometer consisted of one NaI(Tl) detector
paired with a gas flow proportional counter.

An important advantége in Qsing a proportional
c;unter is the ability to distinguish « and A particles;
thus the same detec;or can be used for both the «-Y and 8-r

coincidence systems. Theaplateau, .the region over\thch

the count rate varies little with an increase ip potential,

) [

occurs at a lower potential than for 8 particles, Alpha
particles have a much higher specific ionization, and
therefore pulses large enough to trip the discriminator are
produced. As tpe potential is increased, the amplification

I .
factor becomes greater, .and the pulses from the g particles

’

20
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1
are registered. At this point the A plateau is reached. &

good proportional counter should have a g plateau slope of

2 0.2% per 100 volts{13), A proportional counter has a very
short resolving time and is very insensitive to radiation,
making it ideal for «-r/s~y coincidence work.
Since the light output‘gﬁ a NaI(Tl) detector is
proportional to the energy deposited in the crystal, the
. energies of the' Y-rays from a radioactive source, as well as
their intensities, can be measured, making the éetector
extremely useful in Y-ray spectrometry. Other factors which .
make this detector suited to coincidence work are the high
efficiency and short pulse duration. The size of the
NaI(Tl) crystal for a particular usage depends on the
balance required between éood time resolution and high
efficiency; the former implying small crystal size, the
latter, a large crystal size, For the coincidence
arrangements described }n this work, high efficiency was a
major consideration.
A study was conducted to determine the optimum
detector dimensions for maximum efficiency, given a fixed

‘volume, V. 1In generai, the efficiency of a detector is

{éiven by: ' ) \\
e = 1 [p(L(e,y)]da ~

44
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where: P = the probability of interaction between
the Y-ray and the detector material,
L(e,#) = cord length in the detector materiél.
Then,
e =1 [ J2T1 - e "E(®) ysinedeqy
© g 6 “y=0
T
where: u = .absorption coefficient for the detector

material.

Details of the analysis are given in Appendix A and
will not bb discussed here. The results of the computation
indicate that for an absorption coefficient at an energy of
0.609 MeV, the maximum detector efficiency occurs when the
radius is equal to 9.5 cm and the height is 1.22 cm, for a

fixed volume of 347.5 c¢m, corresponding to ' a comercial 3 x 3

. detector.

&
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3.2 «=7r/ é:?\\Coincidence Spectrometer

3.2.1 Detgctor Arrangement

As previousiy discussed in section 3.1, the
spectrometer used for oth the «=Y and g-r coiﬁcidence
measurements consisted ¢f one 7.5 cm high by 7.5 cm diam@ter
NaI(Tl) detector g& measure the Y radiation, and a flow
proportional counter to detect the wand gradiation.

The NaI(T1l) detector was positioned along a vertical
ax15\y}th the crystal section facing upwerds, and was
shielded by an annulus of lead, 4 cm thlck by Rl .5 cm high.
This leaé shield was surrounced by 0.3 cm of aluminum vith
an additional 3 cm on the bottom. The photomultiplier tube
was shielded by 2 cm .of lead.

The proportional counter used in the coincidence
system was a Baird Atomic end window, gas flow counter. The
detector was positioned directly above the NaI(Tl) detector,

-

as shown infigure3.l,ipd was completely covered by a dome
shaped shield of lead, 2 cm thick by 10.5 cm high. Samples
were Inserted directly between the two detectors. A mixture
of 10% methane, 90% argon was used as tﬁg counting gas, and
the end window was a 0.8 mg/cm2 Mylar film.

A count rate vers@s applied voltage curve was
determined for the proportional detector, as shown in figure

3.2, in order to obtain the o« and «x plus » plateaus, as

discussed in section 3,1. These plateaus were measured to

[
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occur at 1550 volts and 2100 volts, respectively. Neither.
of these plateaus were well defined, which meant that small
fluctuations in the high voltage supply could cause
significant changes in the sample count rate. This effect
coulé be compensated for by running a sténdard each day thoat

samples were run. This is further discussed in chapter 6.

3.2.2 The Electronic System
| v

The coincidence system used in the present
experiment is schematically outlined in figure 3.3. On the
one side of the coincidence system, the pulses whose heights
were proportional to the energy of the scintillation events
in the NaI(Tl) detector were sﬁaped, amplified, and fed to
the’input of a multichannel analyser, (MCA). The MCA was
gated by the shaped, amplified, proportional counter pulses
from the other branch of the cointcidence system.

The anode pulse from the NalI(Tl) detector was
integrated in a charge sensitive preamplifier and then
proces;ed in a linear delay amplifier system. Delay times
were set such that the pulses from the two branches of the
coincidence system met cgrtain timing requirements dependent
on the time distribution of the pulses. The output from the
delay amplifier was recorded in a gated multichannel
analysir.

Owing to the special nature of the proportional
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counter pulses, high gain amplification was required. The
electrons created as an « or @ particle enters the sensitive
volume of a proportional counter may be collected in a time
less than 10-6 gecongs, giving'rise to a nearly negligibly
wide impulse at the collector. The concurrent rapid drift
of the positive ions, formed around the wire, towards the
cathode, leads to a rapid increase in signal strength, The
drift velocity of the positive ions is relatively high in
the initial stages of development of a pulse, and thus the
signal reaches half its maximum value in a time t = 10-3p,
where T = the collection time for the positive ions, which
is approximately less than 1073 seconds. Therefore, in
practice, the amplifier is designed to amplify linearly the
initial stages of development of the signal, and to reject
the later stages of slow rise to a maximum(}4). In the
present arrangement, this rejection is not important.

The amplifier used for this work was a Tennelec TC
200 linear amplifier consisting of three stages; first
differentiator, integrator, and second differentiator. " The
first stage reduced the duration of the pulse to a minimum
value, consistent with accurate measurement, in order to
minimize the probability of successive counts overlapping.
The purpose in pulse shaping is to maximize the signal to
noise ratio, (SNR), and to minimize the system resolving

time. Since the nolse is propoftional to the bandwidth, the
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bandwidth is minimized to get a good SNR. The second stage,
the integrator, restricted the bandwidth of the signal,
which slowed the rise of the pulse. The second
differentiator reduced the duration of the undershoot to an
acceptable level. In an AC coupled amplifier, éhe primary
pulse is followed by an opposite polarity pulse, the
undershoot, having an area equal to that of'the primary
pulse. The probability of successive pulses overlapping is
relatively large if the undershoo; has a long duration. At
low count rates, however, the second differentiator may be
switched out to increase the SNR, since the probability of
overlapping pulses is small(l6). The effects of the
differentiating and integrating stages is illustrated in
figure 3.4. For the present work, timing requiréﬁénts are
mére important than achieving a good SNR. As further
discussed in section 3.2.4, the coincidence 7T-ray pulse
height spectrum'is collected and analysed, rather than the
« orscoincidence spectra; thus the quality of the aand g8
spectra are not important.

The output signal from the amplifier was fed to a
timing single channel analyser, (SCA), which produced a
logic pulse output when the input pulse was within the
desired energy "window", defined by adjustable upper and

lower levels, 'This logic pulse was then fed to the input of

a logic shaper and delay, ‘in order to adjust the timing to
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match the signal from the other branch of the coincidence
circuit, and then to the gate input of a multichannel
analyser, (MCA).‘ The MCA therefore records the -ray
spectrum in coincidence with either the « or & pafticle

.signals.

o

3.2.3 Time Distribution of Pulses n

'

?he time distribution of the pulses from the two
detectors  -was measured, as shown schematica11§ in figure
3.5. The NaI(T1l) detector signal, after passing through a
linear amplifier and SCA,~was‘used as the start‘phlse for
the time to amplitude converter, (TAC), and the proportional
counter siénél, also after amplification and proceSssing in
an SCA, was used to stop theé TAC. A TAC is basically a.

" device which converts the time difference between two pulses
to a pulse whose .héight is proportipnél to this time
'intervsl. If the output from the TAC is recorded in a
multichannel analyser, the ;esult is a plot of the number of’
sta;t-stop‘coincidences as a function of'time.:
1o calibrate the time scale, the negative SCA output
1from the NaI(Tl) chaﬁnel of the coincidencé system was used
to start the TAC, as above, apd the positive sCA output'from
the %am§ chanhel was fed to a lbgic'shapef/ané.delay, whose
fast output was used as the stop pulse. The logic delay was

vqried, and the TAC output ‘was recorded\}n a MCA, . The
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schematics are outlined in figure 3.6, A plot of time
yersus‘éhannel number is shown in figure 3.7.

The time distribution of the two pulses is
illustrated in figﬁre 3.8. The fuil width at half the
maximum was 0.8C usec, and the most probable time interval

between the pulses from the two detectors was 3.0 usec.

3.2.4 Measurement Procedure

Date were acquired in the coincidence mode in which
the 7Y-ray pulse height spectra from the samples were
recorded in the MCA, gated by the « of A signals. The
upper and lower levels of the SCA on the x/8 channel of the
coincidence system were set such that the énergynwindow was
fairly wide,

Sampleé could be counted in the «-Y coincidence

system directly after chemical preparation, whereas for g-7r
coincidence counting, some period of time must elapse to
allow the ingrowth of the 21§Bi. This time interval depends
on the activity of thé sample., The correction factor for
the ingrowth of the radon daughter products was calculated
from the decay constants. ’

Background counts were taken over a period of 60,000
sec for the -7 coincidence system, and 70,000 for the o« -
> coincidence system. Table 3.1 shows a comparison of the

backgrouné counting rates for the three coincidence counting



s momam, L

w TN vy o femns TP

Nal

AMP

FIGURE 3.6

ELECTRONIC SYSTEM FOR TIME SCALE

SCA

LOGIC
SHAPER
DELAY

CALIBRATION

| STOP -

TAC

3

MCA

B AW W



o T,

‘ RPN & S s NS CY T

6.0

5.0

o IS
o o

TIME DELAY (usec)

n
o

0.0 - 1 ’ 1 }' ]
. 100 200 300 400

\ ‘ - CHANNEL: NUMBER

FIGURE 3.7  TIME CALIBRATION CURVE

35

-

M S o bty o m Be Y aan



kS

36

g

NOILNBIY1SIa 3WIL 3STINd 8¢ w.m:w_u

H3IBWNAN TINNVHD

00S 00Y 00E 082 00 | .
y - e | —X T ‘ » ®
\
10001 )
: 10082
1000¢

JUTTIY . . [




TABLE 3.1

BACKGROUND COUNTING RATES (cts/sec)

x-7 8- rY-r
5.71-10"° 3.35x1073 5.23x1073
TABLE 3.2

J—
A\
!
EFFICIENCIES (%)
«-r =Y r-v
0.326 1.01 0.123

[ S
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4 r-v Célyéjgence Spectrometer

3.3.1 Detector Arrangement

The gamma coincidence spectrometer consisted of two
7.5 cm high Q} 7. 9/’h diameter NaI(Tl) detectors whlch were
arranged along a common axis. An inner sHield of 3 cm thick
lead was molded to fit the crystal section and the
photomultiplier base of the detector, and an outer annulus
of lead 5 cm thick extended the length of the two detectors
and enclosed the photomultiplier bases, as illustrated in

figure 3.9. The detectors were spaced only a few

"millimeters apart such that the samples could be in close

contact to the detectors, in order to, achieve high

efficiency conditions,

3.3.2 Electronics

The anode pulse from each dstector was integrated
w?th a charge sensitive preamplifier, and further processed
in a' double delay lipe linear amplifier. The zero-crossover
éoint of the amplifier output pulse was dsed to mark the

time occurrence of the two pulses. Timing single channel

analysérs were used to set pulse height range restrictions.

The positive logic pulse of the channel of the coincidence

system which Qas set to respond to all events of energy

+



e s AT

/

FIGURE 3.9

//— OUTER ANNULUS

5 cm LEAD

INNER SHIELD
3 cm LEAD
N

Nal(T£) DETECTOR

Y COINCIDENCE SPECTROMETER



et A PAKETIID L1000 sy yen, =

s

40

greater than 0.609 MeV., was fed to a pulse stretcher and
then coupled to a coincidence circuit with thednegative
output pulse from the SCA of the other channel of the
system. The coincidence circuit consisted of an AND gate, a
discriminator, and a linear gate. An output pulse from the
AND gate resulted if the two input signals met specific
timing requirements.‘ This pulse was then passed through a
discriminator, and the logic output pulse was used to gate
the signal from one of the double delay line amplifiers.
The coincidence pulse height spectrum from this channel was
then recorded in a MCA. The variable delays in both the
timing single channel analysgrs were adjustéd such that the
count rate from a 226Ra standard source, at the output of
the AND gate, was a maximum. A schematic outline of the

system is shown in figure 3.,10.

3.3.3 Measurement Procedure

The pulse height spectra of the samples were
acquired under the cgiﬁcidence condition in which the second
detector respoﬁded to all events of énergy éreater than
0.609 Mev, In this arrangement the intense peak at 0.609
MeV., owing to the strong coincidence branching to the first
excited state in 214Po, was clearly visible.

With the epnergy range restrictions of this second

- detector as stated above, there exist two choices for the

\
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. energy restrictions of the first detector:

1) a narrow SCA window could be set such that
this first detector responds only to the

0.609 MeV., event, or

. 2) the energy window could be left open to

accept all events above the noise level,

However, in the first case, the fraction of counts appearing
in the 0.609 MeV. peak due to the Compton continuum could
not be determined, whereas in the second case, this fraction
of events could be determined using background f?tting
techniques, which will be discussed in chapter 4.

’ Pulse height spectra of the samples could have been
acquired in the reverse mode from above. An energy window
could ‘have been set such that the second detector responded
only to the 0.609 MeV. event, and the coincident pulse
height spectra collected from the other detector with no
energy restrlctigns; In this way, various regions of the
spectrum could be chosen for integration and analysis to
maximize the signal to background ratio. This unfortunately
results in 5 loss of efficiency, since the totai counts
would be reduced.

In r-r coinqidence measurements, a;“for A=Y

coincidence, corrections must be made for the ingrowth of

the 222pn daughter products.
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3.3.4 Contributions to Background

In attempting to count low level samples, it is
important that the background counting rate be as low as
possible. For singles counting, in a cave at ground

level, the major contributors to the background are as

follows(17). .

Cosmic rays (charged particle interactions) S5cpm
Cosmic rays (”sofE“ or cascade component) 120
Iron and Lead shield 110
5 in. phototube and preamplifier 100
Potassium~-40 in crystal 30
Residual, unaccounted for 40

TOTAL 55¢ pm

The cosmic g%?background may be reduced by

employing an anti-coincidence shield. For the 7-7
coincidence system an attempt was made to determine the
cosmic ray component of the background.

With the coincidence system set up such that one
detector, A, responced to C.50¢ “ev. events, and the other
detector, B, responded to any events above the noise level,
the percentage of the 0.609 MeV. energy *“window" background
of detector A, due to cosmic rays, was measured. To
accomplish this, the gain of detector A was reduced by a

large factor, and a coincidence pulse height spectrum from

e

A
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detector B was acquired under the conditions described
abaove. Basically, this gain change iH detector A meant that
higher energy events, (ie. Qvents due to cosmic rays), were
falling into the preset window. The cosmic ray background
counts in this window were éhen equal to the number of
counts in the entire spectrum of detector B. This count
rate was determined to be 9.42-10-3 counts per second.
However, because of the change in the gain of detector A,
the "window” width was alseo changed, and therefore the
background count rate must be corrected for this effect.
The correction factor was determined by finding the ratio of
counts per channel in the region of the preset ¥indow at the
normal gain, to the counts per channel ifi the higher energy
region with detector B at 1/2 the gain. The correction
factor was then equal to thisratio divided by the change in

gain of detector A. This is illustrated in figure 3.11.

Thus, the cosmic ray background count rate in the 0.609 MeVv,

window of detector A was 9.42.10-3 (4.76/320) = 1.40.10"%

counts per second. This contribution is so small that it is

negligible,

3
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3.4 Efficiency

The overall efficiencies. of thex~-rY, 8-y, and r-r
\

coincidence systems were measured. The average counts per -

.
second of the 226Ra-BaS04 precipitate standard were

calculated from five‘sebardte measurements on.each of the

coincidence systems. The efficiency was then givenvby:

eff = (average counts/séc of standard) . (1.Ci/3.7+1010 dps)
(known activity of standard) . (1 Ci)

The results of these calculations are shown in table

3.2..“

3.5 Absolute Counting

It may be possible, in some cases, to do absolute

counting of the samples. Consider a simple decay scheme, as

ifﬁustrated in figure 3,12. The rate of Y, i5 getector A is

'given by:.
o Ry = efryp -,
where: D = activity of the sample,
e? = efficiency of Yy \In detector A.

~y

Similarily, the rate of , in detecgor B is:

Rz =€gF2D .o.J * . 4

[ " PORPHEIP ISR PR Y
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The coincidence rate is then given by:

= ¢cA_B .
R12 = elezFlD .

Therefore;
‘C\ R,R. = (cPF. D) (eBF.D) a
NEAS L) 15177 €8
‘ A B \
= I?BD .

The result is significant in that 211 the efficencies have
cancelled out.

However, when a raaioactivé(soutce emits two V-rays
in cascade there is a finite‘probability that both will
strike one detector simultaneously and cause energy éeposi;s
in excess.of the energy of either siﬁgle Y-ray, as
previously discussed in section 2.1. Thus, the rates Rl‘and

’ Ry must be corrected for this coincidence summing.,

The measured rates are then given by:

Ry = e} (1-eH)D
R, = e%(l«e?)D, and as before,
. A_B

Therefére, the true rates are:

R? = Rl-+ R12.' if %? = egr

-

B
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s

RT = Ry + Ryp, and the activity of a sample is

given by: =

T T
Ri Ry 1

D= . W vm— ]
R12, F2

J | “
Even.in a more complicated decay scheme, D will be
propp;tional'to R{Rg/Rlz' multiplied by an F factor which
will be dependent on the particular branching ratios. ;
Absolute counting is feasible fér the 7r-r
coincidence system, providing. that the activities of the

samples are high enough such that the 0.609 MeV. peak is

visible In the singles spectrum. XE the samples are

relatively fresh, the «-r coincidence system may alse be.

adapted to do absolute counting. However, in this case the

samples must be counted- before the alpha emitting 222Rn

daughters have grown in to any significant degree.
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’ : CHAPTER ¢
CHEMISTRY

4.1 Introduction o

A reliable routine procedure for the preparation of
226Ra samples, suitable for(a , 8, and ¥ spectrometry, was
reﬁuired.. The method followed for 'the present work was
based on éhe method used by J.B, Zimmerman and V.C.
Armstrong(18), adapted by A. Pidruczny(l9) for use with
radiumcstock‘solu;ions. Radium may b; easiiy and
quantitatively isolated as a sulppaée, from a st&ck(solution
éontaining radium, by co-precipitation witﬁ a small mass Qf
barium as carrier. The final precipitate may be dried and
qounted in a form suitable for « , 8, ana Y éounting\ﬁ\

1

The procédure used for the present work is discussed
(\ .

-in detail in the folfbwing section. Since all samples

prepared for this Qprk were made from small volume stock
solutions, the precipitation procedure differs slightly from
that which would be used for unknown samples whose volumes

would generally be greater than one liter.
. . n

50
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4
4.2 . sample Preparation

1
To a 100 ml., beaker in a fumehood was added 20 ml.

H»0, 40 mg Pbt2, and approximately 0.5 mg Ba+2. The amount
of barium was varied in order to test the sensitivity of the

p

counting systems to sample thickness. A relatively large

mass of lead. ensures good barium recovery during 1its

separation from other elements. If a large’ mass of barium
were instead uséd, the resultant precipitate}wopld be too
thick to be alpha éounted. The addition of the lead also
ensures the removal of any radiogenic lead resulting from
the daughter products of 226Ra, J.B. Zimmerman and V.C.
Armstrong(18) found that the radium.gécoveuy wa§ independent
of the mass of lead carrier over thelraége 10 to 100 mg.
Barium tracer studies also conducted in this work determined

that fgr a lgad carrier of 4n mg and barium carrier-of 0.5

® . .
.mg, the barium recovery was 90%. Five ml. of EDTA solution

from a 0.25 M stock solution, B M NH4O0H drop by drop until a.

pH 9 was reached, checked with indicator paper, and 1 gm. of

ammonium sulphate, (NH4)2804' were added. The EDTA -

éolution, at a pH of 9, complexes the Ba, Ra, and Pb, owing

to the following competing reactions:

1) Ba+2 + EDTA -—= BaEDTA

2) Ba*? + 5072 —Bas0y

with similar competing reactions fér the Ra and Pb. The

R sV T
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outcome of these competing reactions depends on the values
of the reaction constants for each process. These values

are given below(20):

Ksp

BasO, 6.31+10-10
Rag0,  2.51x10710
PbSO,  1.00:1077

Kmy
Conditiona{\Stability Constant

BaEDTA pPH 4  =w==—=-
' 9  2.51=x108

PbEDTA  pH"4  2.51-10%
9 1.58x1015

Kgp is the solubility product constant, and Kyy is the
’ ' reaction constant for the formation of the EDTA complex. At
pH 9 the KMy,values for the Ba, Ra, and Pb are such that the

EDTA reactions are dominant, and the solution contains

BaEDTA, RaEDTA, and PbEDTA with excess S0z°%

The mixture*was then 'stirred gently with a magnetic
S
bar and approximately 8 droRs of a 0.1% solution of bromo-

g crescl green indicator were added. The acidity was then
{ . ‘adjusted to pH 4 by adding glacial acetic acid drop by drop
: until a colour change from blue to green occured. The

change in the pH of the solution affects thée Kyy Values for

.
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the reactions. The Kyy value for the formation of PbEDTA

.remains very large, whereas the Kyy values for the formation

of BaEDTA and RaEDTA are negligible. Thus the dominant
reactions for Ba and Ra become:
‘ Ba*2, Ra*? + 5032 '—— Ba, RaSO,-

Therefore the RaS0, and BaS0, precipitgte out of the
solution, leaving behind the PbEDTA. The sSolution was
stirred gently for one to(two hours to ensure complete
preciéitation, and then filtered with a small volume, (15
mlJ, funnei, onto a 25 mm. diameter,"RAWG millipore filter
disc, The fuhnél was washed with a small volume of 50% EtOH
to reduce‘th;Acréeﬁ of the precipitate up the filter chimney
wall., Care was taken to ensure a uniform distribution of
the precipitate over the filtey disc. The fil;er was then
dried .under an IR lamp and the filtrate was discarded. k

For natural water samples containing unknown levels
of 226Ra, lérge volume samples, (greater than one }iter),
are generally treatgd.'bAn igitial concehtration of the
sample is effected by the‘dropwise addition of concentrated
Hy504 to the water sample in the presence of Ba and'Pb
carrier. Te initial mixed precipitate is then redissolved
inja small volumé of EDTA (pH 9) solution. The PpH
conditions are then altered to effect the precipitation of
Ba,RaS0, in a form Suitabie for counting.

For the present work, samples were prepared from two
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étock solutions, one containing apbroximately 1 nCi per ml
Ra, and th; other containiné approximately 10 pCi per
ml. The amount of bgrium carrier used in the precipitation
of radium was varied from 0.5 mg Ba+2 to 3.8 mg Bat2,

All samples were mounted on the back of thin, 7.5
cm. diametet aluminum discs with 2 cm. holes cut in the
centers, to facilitate the posftioning of the samples in the
counting systems, |

A standard was prepared from a 1 nCi per ml. 226Ra

stock solutibn, with 2.5 mg of barium as carrier. In a

" separate experiment, this sample was counted in a standard

gedmetry,using a 7.5 em by 7.5 cm diameter NaI(Tl)
spectrometer. The spectrometer was in turn calibrated using
a 0.0993+ 10% ucCi 226Ra standard obtained from the

R¥diochemical Center, Amersham, England.
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CHAPTER S

. DETECTION LIMIT

When a meaeasurement process is being compared with

another, an important consideration is the lower limit of

‘detection for the two processes. Various mathematical

expressions and widely ranging terminology are used as
definitions for the limit of detection. The most commonly
used definitions‘have been calculated for the hypothetical
cxse in which a pure gamma emitter'is coun{ed over a
specific time intervai with 'a detector of a given
efficiency. In this instance, the detection 1limit |is
dependent on the background counting rate. Several
definitions may then be applied; 10% of the 2?ckground, the
background standérd deviation, or a multiple of it. Since
eégg_défipition involves the background counting rate;
gréater seﬁsitivity méy be achieved by maintaining this rate
as low as possible., It is in this respect that coincidence
counting techniques become important, as the background
counting rates are extremely low.

In the ptesenﬁ work, the definition of detection
limit is as.discussed in an article by currie(20), 1In this
article, a-distinction i{s made between three levels:

';) the aecisfon level, or critical level, L¢i

. 2) the detection limit, Lp;

3) the limit for quantitative'determination, LQ.
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To be detected, an observed signal must exceed the
critical level, LC* The decision "detected", due to the
statistical nature of the measurement, is subject to two

kinds of errors:

1) a decision that the activity is present
when it is not;
2) a decision that the activity is absent when

it is present.

The probability of making these errors depends on Ls ang the
sample activity. If the observed signal is sufficiently

large, the probability of making these errors is negligible,

and a minimum activity, LDr €8P be defined. The
determination 1limit, Ly, allows & gquantitative result
sufficiently close to the true value to be obtained.

Values for L., Lps and'Lo,~as,defined by Currie, are
shown in table 5.1 fbr the case of paired observations and a
well known blank, Paired observations implies that the
background was counted immediatley after the sample, for the
same leﬂéth of time, and a well known blank is a background
count determined over a long period of time such that the
background provides a negligible standard deviation compared
to that of the sample plus blank. These levels have been
derived for measurements in which it was assumed that the

probabilities for risk a) and for risk b) are 5 pe-cent, and
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To compare the detection capabilities of the three
‘coincidence counting techniques, the detection level, Lyye

was calculated as a fuction of time. The detection level is

given by:
Lp = 3.29 JRRT . (1/¢) ,
where: Rg = the background counting rate determined
from a2 well known blank;
T = the counting time; : .7
o = the detection efficiency.
Thus:

T

and the limiting detection activity is given by:

L

D
AD = .
T 3.7x1072((cts/sec)/ Ci))
Values of ‘Rg and for the «-Y, p-r, and r-rY coincidence

systems are shown in table 5.2, and graphs of Ap as a

function of time are shown in figure S5.1.

“ Mg o
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«
TABLE 5.1
DETECTION LIMIT
PAIRED OBSERVATIONS 2.330p | 4.65 o | 14.1 08
WELL KNOWN BLANK 1.64cp | 3.29 0, | 10 0y
TABLE 5.2

EFFICIENCY AND BACKGROUND RATES

L. 4
tx-—Y ,d—Y Y=Y
Rp (cts/sec) | 5.71<10=5 | 3.35.10"3 | 5.23.1073
E (%) 0.326 1.01 0.123
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CHAPTER 6
DATA ANALYSIS

6.1 Introduction

-

In order to determine the actfdity of 226Ra, the
sample counts per second must be either corrected ¥for the
efficiency of a particular counting system,‘or compared to a
calibrated standard which was 'counted in an identical’
manner. The latter method was chosen for this work for one
important reason: it was noted that theocand;3p1a£eads of
the proporgﬁonal coqnter‘used in the o-r Aé—f coiﬁcidence
séectrometer were not well defined, and thus' small changes
in the ﬁigh voltage'supp;ied to the deFector could.easily
affect the Eounts obtained éuring'a measurement. By
determ?ﬁing the ratio. of sample‘codnts per?secoﬁa to
standard counts per second, the effecf»of hiéh vo}tage
fluctuations would tend to cancel outland better!precisibn
could be.achieved; thus the staﬁdard was counted whenever a
set of samples was couﬁtéd, | '

The analysis prbcedure is discussed in the following

-

-sections.
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6.2 ~=-Y Coincidence Spectra Analysis

The spectra from a-Ycoincidence measurements were
characterised by two p?aks, the 0.186 Mel®r r-ray peak ffom
the alpha decay of 226Ra to 222Rn with the subsequent
emission of a de—excitation -ray, and a radium X-ray peak
located at 0.0885 Mev, as illustrated in'figure 6.1, for the
10 pCi level and in figure 6.2 for the 1 nCi leéel.\ Spectra
were integrated to de;ermine the total count rate and the
system background counting ratéf accumulated over 70,000

secoﬁds, was subtracted. Thesé results were compared to the

net count rate obtained from the standard.

6.3 A-r Coincidence Spectra Analysis

6.3.1 Introduction

fypical,a-fcoincidence.spectra are shown in fiqure

5.3, and 6.4. The péaks appearing in these spectra were not

.all directiy due to the 214Bji, therefore integrating to find

total counts per second would not represent the true

actjvify of 21481. Since the 0.609 MeV I'-ray peak is the

_most prominent peak from the decayeof 214Bi, and is well

éeparated~from other iﬁferfering pgaks, it was chosen for
the analysis. As can behseen in figures 6.3, and 6.4, the
background. on eithgr‘side of this Y-ray peak is,reasoﬁably
flat; thus it was decided to simply fit the background

. |
underneath the peak to eiﬁher a straight 1line cor a

|

N W
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quadratf&.

One| of the most popular methods for fitting
‘background is the Method of Least Squares. A d1scussion of

this methcd and the Method ofuMax1mum Likelihood using

Poisson Statlistics, follows. 1

6.3.2 Methods of Maximum Likelihood and Least Squares

. A

¥
gbr'aata obtained from a counting experiment, the

probability, Py, for making the observed measurement, yj. is

/

'given by thel Poisson distribution, with mean 4i = y(xi):

A\

The Method of Maximum Likelihood may then be applied to this

_Consider the case where the fiQting-fdnction is

e gt e s @ b St S A
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1)

linear; .
Y(Xj) = a + b.xj, and then

N

Z(a,b) = TT(a + b.xi)Yi . e (a2 # b""i) 6.3
. - , (

@

o vi!

. The Method of Maximum Likelihood consists of
choosing, as estimates of the unknown parameters a and b,
the particular {alues which maximize the Likelihood
Function, .¥(a,b). However, ln[o¢(a,b)] attains its maximum
aﬁﬂthe same vaiues of a and b as ;tia,b)p and therefore it

is easier to solve the Likelihood equations:

aln{(a,b)} = 0, and dn(x(a,b)] =0 6.4
da ob ’

Then from-equation 6.3¢

in[e€ (a,b)] =A§:IY11n(a + b.xi) = (a +'b.xy) - lny;l] 6.5

d1n[ (a,b)) _ 2"’: Y1
oa “~ (a + b.xy)

- N=20 ;

'
=1
<

An[L (@,D)] N ¥y.x; g
w— = P e —— - xi = 05
db ' —/ (a + b,xy) W=
=y
. : \ N.oe
Rearranging, a pair of simultaneous equations which are.not

\

easily éolvgd are obtairned: . ) ‘ ;

e M e Y e S A e P
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Yi
(a + b.xi)
Yj_.Xi

. Ty =5 —— 1 . i

‘However, to simplify the fitting procedure for data

from counting experiments, it is usually assumed that the
shapes of the individual Poisson distributions governing the
fluctuations in the observed data, $yi' are nearly
Gaussian(21)

On the basis of this assumption, the Likelihood

Function becomes: ’ (V//

N1 [Y1 - yixi)) ?

&(a,b) =ﬂ exp——z__.________ 6.8
"15 0§ )

Since the first term in the above e#pressign is a'constgpt,
independent o§ a and b, maximiziné the probability x€(a,b)
is gqyivalent to minimizing the suﬁ in the exponentialt
Therefore, the quantity X2 may be defined as:

L

1 \
2 : ’

Xé = Gy - - . 2 . 6.
| Z 012, (Yi. - a - b.xj) ! 9

This method for finding the best estimates of the

f
T et s b el At P A AR 0
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parameters a and b is termed the Method of Least Squares,

becausiiiifoptimum fit minimizes the weighted sums of

squares\of Ydeviations, 2

In order to determine these values of a and b we

proceed as before and find:

x2 ) X2
X 2, =0
da. b
= + — £
ZU_} a 25'”2 | 3 I 6.10
i i i
- .
- 2
X~.y' X X'
i*di i i
N —— = ab ———— + b —— 6.11
. : Z a'iz Zai2 2012 N

L d

The solution of these equations can be found in one of
several ways, as is discussed in many tex;books(22'23). and
therefore will not be presented here.‘ The Method of Leas£
Squares can easily be extrapolated to higher order terms.

« Problems ean arise with this method, however,
because the true weights, 1/oy2%s ©Of the daFa'are never .
really known. Generally, the assumption is made'that 612 =
Yi‘ZI)' and therefore the weighting for. the data is 1/y;-
If the éount rates are low, it is possible for y; = 0, which
means spécial treatment or even éxclusion of this data, It

has been shown that a weight of 1/(Yi + 1) is a Setter
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estimate of the true weight(24),
Proceeding with equations 6.3 and 6.5 instead of

making the assumption that the observed fluctuations in the

data y; are governed by Gaussian statistics provides

interesting results, Using an iterative procedure,’

estimates of the parameters a and ‘b may be obtained without
too much difficulty. A computer program, MLIKELY, was
developed to fit the data with Poisson statistics, using the
Method of Maximum Likelihood, for the present work. Initial
guesses for the parameters a and b were entered into the
program, as well as the desired increments. The vaiue of
the natural logarithm of the Likelihood Function, equation
6.5, was calculated, and the first parameter, a, was varied
until the max{mum value of equation 6.5 was attained. When
this was completed, the second parameter, b, was varied
until équation 6.5 again attained its maximum value. This
gntire procedure:qu then repeated until some criteria
specifying the 'go&dness of fit" was X;ached. Once the
pat;meters specifying th? background were determfned, the
region underneath the Y-ray peak was integrated and
subpracted from the total peak area to give net counts per

second, which could then be related to the activity of

214pi, After making corrections for the ingrowth of 214mi,
the activity of 226Ra could be determined.

To find the variances, ag and ag, and the

e e vt NS e a A
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covariance, 6a§, of the parameters, it could be assumed

that the shape of the function In{s#(a,b)], eguation 6.5,

around its maximum, is a parabola(zn.

[ 4
Gaussian probability distribution, P(a,b), it is observed

Then, from the

that:
6% = - ! . o2 = - '

a I I b N IO
921n[p(a,b) d°1n(P(a,b))
dal Ab?

D
g 2 2 2
and 4 = ol . @

ab 1 +0D a. b

921n(P(a,b)) \
Jdadb N

If these results are then applied to the present
case where fluctuations in the lobserved data; Yir» 8are
governed by Poisson statistics, from equation 6,5 it is

found that:

21nf  (a,b)] oy e
al . (a + b.xi)Q" o
2 , ~
In{ (a,b)] YjieX
- ! = 1 f ¢ 63‘13

b2 (a + b.xg)*

i

[
1
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"

2
321n[ 2 (a,b)] Yi.xq -
_ -3 i , 6.14.
Jadb . , (a + b.xy)2 ‘
Therefore, from equations 6.12, 6.13, .and 6.14; /

s = ly o _ /
S /

(a F b.xi)2
« 1‘ /
o3 :
(a’+ b.xy)?

yi.xi
2

2
(a + b.xy) ’
Sab = LI op? .

1 _Z Yi.X1

(a + b.xy)2

A comparison was made hetween the Method of Maximum
Likelihood,husing Poisson statistics, and the method of

Least Squares, to ‘Ssee which technique gave the beht*fitC3>

sets of test data. In order to do nﬁis"comparison, six test

files were created. For each set of data a gaussian peak{

specified by the full width at half the maximum helght,

(FWHM), and the total peak area with statistics, was
geneféted. Background noise with a Poisson distribution was

then added to each peak. .The FWHM and peak area were chosen
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such that the test data would be similar to the actual

~

éxperiméntal data. The test files were then fitted in five

_ways:'
1) tbe Method of Méfimum‘Likelihoog, ﬁs}ng
‘Poisson statistics - linear Ffit to the
.backgréqnd, | '
, 2) the Method'oflﬁéast; quares;
1) linear fit with\yeight = 1/yi @nd
cbannels with 2z yo counts aséigned
a weiéhl'of one, '
- 11) linear fit with weigb£ =
L Wyt
~ . iii).lquédratic‘fit with weiéht,=11/§i
” . and channels with zero counts
\ ?_ " assigned a weighthf one, / -

1

 1¢§ qhadrat{c Fit "with heifht =

1/ (ys+1) ..

- @
o .

Résu&ts o£ these fits are shobn-in tables&GQl, 6.2,

L)
“and 6. 3, where various peak ‘widths . wqre chosen. Column 2

: represents the teal Peak area, column 3 shows the peak area

& . U

o calculated using method 1), as deseribed above, column 4

A

' ,ghows tbe peqk area’caiculated,using method 2)*111), column

S~using method 2) iv), golumn 6 usihg method 2)-i), and :

ﬁinally, column 7 shows the peak area calculated using

28 ah e S Bt



ANALYSIS OF SIMULATED TEST DATA : NARROW BEAK

' .TABLE 6.1"

]

‘af 5. (0)

af,s. (1)

A%.s.(ﬂ)

AE"S. (1)

AMAX. L.

o -
A A AR s e G =t 4

*5 22 24 46 22 +7 23 +7 26 +6 25 0 . |,
47-63% .20 | 21 46 16 +7 17 #7. 23 56 22 49,
‘ . Pu))
. P . W
7 13 13 45 10 16 11 46 15 5 14 +8 ¢
47-63 | 22 .. |26 16 120 +7 21 +7 28 +6 27 +10
9 | 21 22 +6 18 47 19 +7 23 +6 23 49
D] 47-63 | 16, | 15 16 11 '¢6 12746 5 | 18 45 17 9
" VARIANCE 22 58 39 ’67} 48
* . R . ) ' \
47-63 represents the channel numbers designating the peak .
position, \ : : . y
P —
" | 7
] . ' ’ N
. ) :
- . ‘ . Y
! " . LS
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P
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TABLE 5.2 FL/
ANALYSIS OF SIMULATED TEST DATA : MEDIUM PEAK
| PN Arear | Awax.. | AR () | AR g (1) | AL g (0) | Ak o (1)
5. | 22 24 +7 22 “48 .23 48 27 +6 26 +10
. . ) ,
a5-65" | 20 | 23 16 18 +7 18 +7 25 +6 24 +10
7 | 13 12 +6 8 £7 10 +7 14. +5 13 +8
45-65 | 22 | 25 47 18 +8 19 48 27 46 | 27 +10°
9 .21 | 20 +6 14 +8 16 +8 21 +6 21 +10
"45-65 | 16 | .16 36 10 47 11 47 19 +6 18 #10 °
VARIANCE 27 130 .74 * 85 58 -
* 45-65 represents the channel numbers designating the peak
position. o ' R ’
\ : v
@ "v
3
- , ‘.. h [ 4
. . \
» & o ! ,‘ ¢ \
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TABLE 6.3

-~

ANALYSIS OF SIMULATED TEST DATA : WIDE PEAK

w1 IR EPRITS

EWAM | Prear | Ayax.r. Ag:s.(o) 20 5. (). | Af o (0) | Af o (1)
5. 22 22 i? 18 9 20 49 25 +7 T | 24 $11
g2~68* 20 24 47 | 1848 | 18 +8 27 #7 26 +11
gk 13 '8 46 | 349 549 | 11 15 10 9
42-68 | 22 297 {1948 | 2048 | 32 47 31 +11
9 21 | 19 47 - | 12 49 14 #9 | 21 46 20 £10
42-68 | 16 16 14 8 +8 9 +8' 19 46 18 £10 .
_VARIANCE | 95 271 . 174 153 |, 131
) .

42268 represents the channel numbers designating the
peak position. . ’
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nethod 2)-ii).~ The last row jn each table represents the

.sum of the squares of the deviations of the fitted area to

the real area, for each method of fitting. , It‘fs cleafly
shown that the Method of Maximum Likelihood gave the best

results, for all three peak regions. The lineat leaEt

squares fit with weight = 1/(yj*t1) gave the next best fit.in

two of the three cases. These results also show: that.all

five methods for‘fitting the test files were sensitive to
the peak region chosen, and thus care must be taken when

ch0051ng this region for the experlmental data.

A

As a-result of this comparlson, peak areas for all

the experimental data were obtained using the Method of
LN ° .{ .
Maximum Likelihood.

6.4 r:r‘Coincidence Spectra Analysis -

With the coincidence circuit set up as described in
section 3.3.3, the 0.609 MeV r-ray peak from 214Bi was the

only peak which appeared in the Y-r coxnc1dence specta, as

shown in f1gures 6. S, and 6.6. Howevar, unlike the d-

c01nc1dence spectra, many scattered events contrzbuted to

the total counts appearing. in the spectra. These event;

resulted froﬁ the many Y-rays in coincidence with the 0.609

M eV YLray. It was thus necessary to‘determine~this

background component of the peak using fittlng techniques.

The r-r coincidence dat were fitted in a sim11ar manner to
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"the @~ coincidence data, using the Method of Maximum

Likelihood with Poisson statistics.

6.5 Standard Calibration

A .standard was prepared from a stock solution
containing approximately 1 nCi per ml of 225Ra, as described

in chapter 4., Owing to the‘relativély low activity,
B d ‘ ’

.
K

calibration required boqﬁting the sampié directly on the

:face of a 7.5 cm by 7.5 cm NaI(Tl) detector, rather than in’

a standard geométry a few centimeters away. Counting in

this géomefry\coulﬁ present summing problems in the Y-ray

" peak of interest, the 0.609 MeV F-ray peak.' Therefore, to

obtain the sample count rate, the area under the four lower
energy peaks appearing in the singles sﬁectruh, figu;e.h.7,

was determined, using the Method ovaaximum-Likelihéod, as

( \ f .
discussed in section 6.3.2.- A 0.0993 t 10% 4Ci 226Rs

standard was counted in the same geometry and analysed in

the same manner as above, in order to obtain the actual
0 . " ) . <

°

activity of the 22ARa-BaSO, precipitate standard.
‘ N . e
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CHAPTER 7
EXPERIMENTAL RESULTS

7.1 Standard Calibration

The 226Ra standard was calibrated as described in
section ‘4.5. The results of threé measurements are shown in
table 7.1. The weighted mean of the three trials was
caiculated to be 1.2 & 0.1 nCi. Therefore, thgs standard

activity was used 'to calibrate the absolute activities for

the results in the following manner:

Activity = sample cts/sec 1.2 + 9.1 nci
standard cts/sec

7.22 1 nCi Level Results

¢

Two samples were prepared, according to section 5.2,

from a radium stock solution containing approkaétely 1

nCi/ml of 226Ra., The first sample was precipitated with 0.5
mg of Bat2 as carrier, and the. second with 1.0 mg Bat?,

Results of «~Y and B-Y coincidence measurements for several

trials are preseﬁted in tables 7.2 and 7.3. " In these

Eablest fbé activities in .nCi for samples counted for a
period of 2000 seéonds, are shown. The‘ﬁ-r coincidence
results have been cornected for the ingrowth of 21481

The standard deviation and coefflcient of variation

o

NN b s & P
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TABLE 7.1

-

STANDARD CALIBRATION RESULTS

TRIAL "ACTIVITY (nCi)
1 1.4 % 9.1
2 1.0 io'l
3 ) 416 % 0.2
WEIGHTED MEAN" . 1.21 0.1_
a
"‘
{
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TABLE 7.2

.

=Y COINCIDENCE RESULTS : 1,nCi LEVE

——

TRIAL SAMPLE THICKNESS
0.5 mé 1.0 mg
1 1.3 £ 0.1 1.6 + 0.1
2 1.5 + 0.1 1.4 + 0.1
3 1.4 + 0.1 1.3 £ 0.1
4 1.2 + 0.1 1.3 + 0.1
5‘ 1.2 +# 0.1 1.3 ¢+ 0.2
6 1.2 £ 0.1 1.3 + 0.1
v, .4 0+ 0.1 1.5 « 0.1
.3 % 0.1 1.4 + 0.1
9 l.2 £ 0.1 l.4 £« 0.1

N
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A=Y COINCIDENCE RESULTS

TABLE 7.3

1 nCi LEVEL

TRIAL SAMPLE THICKNESS

0.5 mg 1.0 mg
1 |0.91 + 0.06 | 1.04 + 0.06
2 0.99 + 0.06 0.96 +.0.06
3 0.95 + 0.06 1.06 + o.oé'
4 [0.90 + 0.06 | 1.18 + 0.07
5 1.01 + 0.09 1.04 + 0.09
6 1.02 + 0.09% 1.3 ¢+ 0.1
7 1.1 ¢ 0.1 1.07 + 0.09
8 ) 1.1 ¢t 0.1 1.2 + 0.1
9 —— 1.1 + 0.1

{
\
‘[
\
I
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) v, o
were calculated using the following expressions:

¢ S = (f-p}2 and Vv =35. 100,
N-T ( B
where: n = observed activity,

ﬁlagméan of observed activity,
N = number of trials.

Thesq resulis are shown in table 7.4.

From téﬁle 7.4, the aptiQities calculated for the

0.5 mg and 1.0 mg samples were 1.3 nCi{ and 1.4 nCi,

respectively, for the<ermethcd,‘§nd 1.0 nCitgndll;l nCi

for the B-r methodi The reults.for'the two sample

thicknesses agreed within error; thus‘the sample thickness

- had no apparent effect. However, ‘the a-rcoincidgnce
measurements resulted in s;ightlylhigher activities for bo?h\ﬂ

of the samples, than did{%he A-r‘cqincidehce measurements.
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~. TABLE 7.4
PRECISION MEASUREMENTS : 1 »Ci LEVEL
a =~ - - - ‘_—T-
-~ >
{
SAMPLE THICKNESS N k=Y B-r
' AVERAGE 1.3 -7Ci 1.0 ncCi
0.5 mg S 0.2 . 0.1
\ 12% 8%
AVERAGE é, 1.4 nci 1.1 nci
1.0 mg s 0.1 0.1
\Y ‘8% 9%
L " .
,/ N ,
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N
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7.3 10 pCi Level Results *

Seven samples were ,prepared from a radium stock

solution containing approximately 10 pCi/ml. of 226Ra,
Five of these samples were precipitated with 0.5 mg Bat2 as
- . |

carrier, and the remaining two samples contained 1.5 mg and
3.5 mg Bat2, respectively. Results of x-r, s-Y, and r-r
coincidence measurements for sgveral trials are shown in

. tablgs 7.5, 7.6,‘and 7.7. Sample counts were collected for

. periods of 400%!and 30,000 seconds for the <x;f'and Y-vr
‘ -
coincidence measurements, respectively, whereas counting
periods. of 4000 ?nd 6000 seconds were used  for the g8 -r
& coincidence measurements, The A-r and 7Y-~¥ coincidence
results were corrected for the ingrowth of 214Bi.

. The standard Qeviation and coefficient of variation
were calculated using the expressions given previously.
These results‘are shown in table 7.8.

- " It is evident from these results that sample

; , thicknesses in the range 0.5 mg Ba+2 to 3.5 mg Ba+2 have no
effect on the activitigs measured. . For exémple, from the &~
Y coincidence re§u1ts in table 7.8, the average activity for
sample #1, prepared with 0.5 mg Ba*2, was 17 pCi with a
( standard deviation of 8 pCi, whereas for a 1.5 mg Ba*2
P sample, #é; the average activity and standard deviationywere

12 pCi and 3 pCi, regpectively. 'These results agreed within

I, < error. The average activity calculated for sample #1 —from

E s

i
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TABLE 7.5
Fad
.=y COTNGIDENCE : 10 pCi LEVEL
- /1 .
SAMPLE (Thickness in mg)
1 2 4 5 6 -7
0.5 0.5 0.5 0°s 0.5 1.5 3.5
. /
. ’ ‘
16 +6. 23 +7 76 +14 7 +4 18 +6 13 45 37 49
A .
25 8 31 48 62 +12 | 21 +7 24 +7 |11 %5 42 +10
8 +4 L22 +7 77 +14 6 +4 26 +8 12 +5 56 +12
24 +8 22 47 93 +16 | 12 45 16+_6 10 +5 33 49
11 #5 22 +7 80 +15 | 18 46 12 45 18 +6 20 +7
17 +6 |19 +7 71 +14 | 20 +7 10 +5 9 45 54 111
26 +7 17 +6 63 +120 | 17 +6 17 16 8 4 35 19
6 x4 9 +4 59 412 | 23 47 | ~--——- 10 +5 32 +8
21 +7 28 +8 74 413 | 10 5 | ----=- 15 +6 47 +10
~.
--------- wmm | mmeeee | 19 +8 ——mmme | 15 +6 RS
[
L
\/




s R verry g

[P

.

=Y COINCIDENCE : 10 pCi LEVEL

TABLE 7.6

90

~GAMPLE (Thickness in mg)

1 2 5

0.5 | 0.5 0.5, 0.5 0.5 1.5 3.5
<

23 45 8 +3 63 +10 | 24 15 15 4 16 +4 63 +9
25 6 17 +5 49 "+9 12 .+4 18 +4 | 14 +4 31 +6
20 +5 16 +5 B4 +10 | 26 #5. | 17 #5 21 +5 46 +8
8 +4 20 #5 70 +8 21 #4 .| 12 43 14 +3 30 #5
12 +4 25 +5 [ 88 +9 | 19 +4 18 +4 9 +3 29 #4
10 +3 18 +4 52 +6 | 21 44 12 +3 11 +3 50 +6
9 13. 28 +4 67 +8 20 +4 12 +3 8 12 45 16
18 4 18 4 73 +9 12 13_ 14 +3 8 +3 50 +6
10 43 21 +4 70 +9 12 44 22 +4 11 +3 46 +6
18 +4 | 20 #4 57 +9 5 43 14 +4 7 43 44 +4
------------------ 9 +4 | ———-=— | 10 +3 | 46 47
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TABLE 7.7

r=r COINCIDENCE RESULTS : 10 pCi LEVEL

N

SAMPLE TRIAL 1 TRIAL 2
1 28 £ 9 | ===ee--
2 11 + 7 ‘ ——————
3; 96¢ + 15 41 + 10
4 19 £+ 9 12 + 7
5 18 + 9 '10 t 8

. 6 "14 % 6 1 4+ 7
7 39 £ 10 | ==m-ee-

91



TABLE 7.8

PRECISION MEASUREMENTS : 10 pCi LEVEL

' SAMPLEJ oA =Y B~Y Y-y
1 *AVERAGE 17 15 -
0.5 mg s 6 6 _—
\'4 44% ig% ———
2 AVERAGE 21 19 -——
0.5 mg ] 6 5 —-——-
\ 729% 28% -—-
3 AVERAGE 73 62 69
0.5 mg 5 11 13 39
v 15% 19% 56%
4 AVERAGE 15 16 . 16
0.5 mg ] 6 7 5
\'4 40% 41% 32%
5 AVERAGE 18 15 14
p.S mg S 6 3 5
v 33% 21% 37%
6 AVERAGE 12 12 6
1.5 mg S 3 4 7
v 26% 37% 110%
7 AVERAGE 40 44 -
3.5 mg S 11 *10° ———
Vv 27% 23% -
( |

-
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the @-rcoincidence results was 15 pCi wit% a standard
deviation of 6 pCi. This result compares favourably to the
iesult given above for the «-Y coincidence technique.
Thus, as seen in table 7.8, the average activities
calculated for the o -Yand A:Ycoincidence measureﬁents.
agreéd within error, as did the coefficient of variation
averaged over the seven samples.

/?\g,é%andafd deviation and coefficient of variation
for the Y -Y coincidence measurements were found to be much
Bigher than for the « <Y and ,6;Y measurements, (V(r-r) =
56.2% as compared to V{ix=-r) = 14.6% for sample #3).
However, these parameters were gcalculated on the basis of
only'two measurements; thus the resuits are ivconclusive.
Neverthelgss, the average acéjvities calculated agreed with

the x~y and 8 ~Y results,

7.4 Uranium,Mill Sample

Finally, a uranium tailings water sample received
from the fhternatiopal Nickel Corporstion, (INCO), éag
analysed. Spectra from the'a-Y and @8-y coincidence
measurements areyshown in figures 7.1 and 7.2. The
acFivities were calculated to.be 6 ) and 13 + 2 pCi. for

the «=7r, and J-rresults, respectively. 1t is apparent from

the o« -y measurement that some 223Ra was present in the

sample at the time that it was counted... The 0.149, 0.270,

+
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and 0.330 MeV. Y-ray peaks associated with the decay of
223Ra to 219Rn are identified in figure 7.1. If the 223Ra
contributioﬁ to the spectrum had been significant, tﬁe total
counts measured would have had to be corrected for this

i .
activity. Additional analysis such as this should not

present an§ problems, since the 0.186 MeV., Y-ray peak from
the decay Of,?zsRa is separated from the interfering Y-ray
peaks. The halé-lives of the 223Ra daughter products are
very short; therefore 223Ra was not detected in the ,a-r
measurements,%gfgge this data was collected a few days after
the o~-Y coincidence data.

’ The activity determined from an alpha specE{;metric

measurement was 8 pCi. This is in close agreement to the

results given §n the present work.,

7.5 Discussion

*

The results presented here indicate that of the
three coincidence techniques investigated, the «-v technique
is the most attractive on the basis of detection limit and
simplicity of data analysis. The r-r coincidence technique
is the least sensitive, and thus would not be recommended
for the analysis of 22%Ra concentrations in water. This
rggult was not unexpected, since this system was originally
developed for the purpose of analysing radium in soil

samples,
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The agreement between the three techniques is quite
good, as indicated ip tables 7.4 and 7.8. At the 1 nCi -

level, the o-Y coincidence measurements resulted in slightly

higher activities for the two samples than the g-r

coincidence measurements. However, the 10 pCi 1 vei results

indicated no difference in activities betwegn the two

systems over‘a series of seven samples. It\was thus

concluded that the results of both the «~Yand &-7

coincidence measurements were in e agreement.




CHAPTER 8
CONCLUSIONS

8.1 Comparison With Existing Methods

At ﬁirst sight, the coefficient of variation for the
coincidence techniques seems quite high compared to other
techniques for measuring 22fRa in water. J.B. Zimmerman(18)
found that using an alpha spectrometric technique, aé
previously described in section 1.2, the coefficient of
variation for the procedure at the 5 pCi level was 11.4% for
a counting time of 2000 §econds. Employing the radon
emanation £echnique, E. Pohl(8) determined that an errpr of
t 20% for a radon content of 1 pCi within a 20 liter amber
could be achieved. This corresponds to 0,05 pCi/liter of
’?ZZRn in the air. It must be remembered, however, that in
the present work samples were counted for periods of time
corresponding to the detection 1limit, as discussed in
chapter 6. By increasing, but still maintaining a
reasonable counting time, Iimproved counting statistics and
thus improved precision could be achieved.

Despite the lower precision, the present coincidence
counting techniques have certain desirable features over
other methods. Compared to the radon emanation technique,
the total sample preparation and counting time is rdduced by
several days., This alone could be a deciding factor when

considering a routine analysis procedure for Z225Ra.

£
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Thes alpha spectrometric}technique was briefly,

described in section 1:2. Saméleg are prepared in a similar
manner as for the present work; 226Ra is co-precipitated
with barium sulphate onto filter discs. The samples are
then cou d on a silicon surface barrier detec}or which
operatds at a high' voltage of approximgtely -185 volts.,
Since surfafe barrier detectors ari sensiti;e to the ambien

: . .
atmosphere the counting chamber must be evacuated. -'Samples
are generally counted at & source detector distance of
10 mm. The electronic system’consists of a preamplifier,
amplifier an® multichannel analyser. A typical count rate
for a 226Ra pigcipitate sample would be approximately 4
counts/sec per 1 né?. o

N

In order to obain good resolution of the 226Ra alphsa

peak from interfering daughter products, the samples must be
rd

caunted immediately after precipitation. :The width of the.

alpha peak was found to be dependent on the samp}e
thickness? becoming quite broad at thicknesses éorr;sponding
to 2.0 mg of Ba*t? as carrjer(18). In the pr%sent.work
samples need not be prepared as carefully as required for
alpha spectrometry. No dFtectable dependence of results on
sample thickness over the range ¢.5 mg to 3.5 mg of Bat+2
carrier was found. Interferences from other raaium isotopes
are eas:ly corrected for in the present work. A further

cgnsideratioﬁ when weighing the advantages and disadvantages
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of & detection system is the p0551bility for contamlnation

of tﬁe detector. It has previously been observed(26), using

\ 2 'new .siligon suffacev barrier detector for alph§

spectrometry, that the 22.2Rn daughter ﬁroducts plage out on
the surface of .the detecla},’fhereby inéreasing the
baakgraJnd count rate. Thisiwas tggught to be caused by
residual radon within the co‘nting chamber walls rediffusing
into the chamber, rasulting in the plate out of the radon
daughtérs onto the detector. Howevar} the background count
rate returned to essentially zero after frequent use of the
detector. This problem was not apparent in the present work
over a tima period of approximately one’year, during which

time the background counting rates for the three coincidence

counting systems were checked periodically. ©

g
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j8;2 Improvements and Applications

' The results presented in this "work indicaté that

»coincidence counting techniques provide interesting
alternatives to present methods for determining 226Rpa
concentrations in water samples. éinc; the suitébility~of
coincidence coJ;ting techniques has thus been established,
variations to improve‘the counting systems might be
considered. The major drawback in performing coincidence
counting is the lgss in overall efficiency. If this loss }n
efficiency can be overcome by the)use of a combination of
other gypés of detectors, then coincidence counting could
bacome a léaéing method for determining 226Ra in water.

The maximum geometry obgajnéb}e with ' standard
NaI(Tl) detector is_i%; this condition occurs when the
sample‘is directly on the detector face. Greater than 2
geometry is easily acﬁievéd by drilling & well into the
center of the NaI(Tl) crystal, and placing the ;ample to be
counted inside of this well, If ghe radioactive sample were
prepared as an integial sample-scintillator mixture and
combined with the NaI(Tl) well céunter to form a coincidence
counting systemﬁ a geometry factor agproaching 4% could be
aéhieved. ' ‘

Two integral sample-scintillator arrangements are
proﬁosed; the first invglves a sample~liquid scintillator

mixture, and the second a, sample-ZnS(Ag) scintillation
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powder mixture. ‘ #

-

-

For the first method, 226Ra could be precipitated
from solution with 85504, using the same procedure as given

4. The ginal precipitate would then be

®

than/for the competing reactions which form BaS04r and
RasoO ,\as éiscussed in section 4.2. A suitable liquid fluor
would ae added to thg solution., This sample-liquid fluor
comb%n;tion would then be inserted into the NalI(Tl) well
counter, and an alr‘coincidence spectrum collected. ¢
In traditional liguid scintillation counters a two
photomultiplier tube coincidence assembly is ‘generally
employed. In a coincidence arrangement, low energ& beta
particles from radioisotS@eF such as tritium are detected
above the noise level. Separate channels or windows are set
corresponding to specific energy regions. The technique 2%
useful when determininé couﬁting efficiency and thg’degree
of quenching in a éample. Quenching is generaly defined as
the reduction in the efficiency of the energy transfer
process in the séintiilation solution, and must be
determined for each type of sample counted. For the 1liquid
scintillator-Nal(Tl} well counter coincidence system
proposed here only one photomultiplier need be used because

the alpha particlés have enough energy to produce pulses

*—

J
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above the noise level in the liquid scintillator. The

single photomultiplier would be positioned in the NaI(T1l)
well counter behind the liquid scintillator sample. The
degree of quenching and the counting efficiency must be

determined from a series of calibrated 226Ra soluE%%nSa |
Providing that these difficulties could be overcome
K the yaI(Tl)—liquid fluor combination (:r coincidence
detection‘of'226Ra samples appears to be an attractive
technique. The major gain in such a system would occur in
ﬁhe samplg—detector geometry; a_geometry factor approaching

47 could be achi;ved.

;he sécond method aould involve the precipitation of
226Ra with barium sulphate in the presenée of scintillation
grade 2nS(Ag) powder, as priefly described in section 1.2.
The details of the method presented here are based on the
work by D.N. Kelkar and P.V. Joshi(7). The settling of a
.precipitate can be accelerateé if the fine‘particulate‘is
absorbed‘on the surface of some solid materials, 1In this
“égée, ZnS (Ag) Qas used to absorb the precipi?@té, since it
could also be utilized for the detection of alpha partjcles
¢ associated with the decay of 226Ra, The efficiency of
counting is greatly increased for such an integral sample-
226R,

scintillator arrangement. In order to precipitate the

from an aqueous solution, 36 M H,50,4 was added dropvwise,

with some barium carrier, and then 400 mg of scintillation
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~

grade 2ZnS(Ag) powder were added. The mixture was filtered

under vaccuum onto filter disés, to give a uniformly
distributed sample. The more complex precipitation
procedure used in the present work, chapter 4, would not be

“

necessary for this technique since the presence of the

O

ZnS(Ag) powder enhances the- precipitation. Initial studies
of the precipitation procedure would be required in order to
establish the ideal conditions sor achieving maximum

efficiency. These studies should include the following:

1) the chemical yield as a anGtion of the pH;

2) the chemical yield'as a functien of the
amount of barium carrier adéed;

3) the oYFrall efficieficy as a function of Fﬁe

amount of ZnS(Ag) powder;

~ 4) the counting efficiency as a function of
L the sample thickness.
/\ . . (L\*‘
The ovg}all efficiency including geometry was established to
{ A

be 68% by Kelkar and Joshi.

To make up the two channels of a coincidence
cognting system, the combinition sample~-scintillator
precipitate with a photomultiplier tube would be placed
inside a Nal(Tl) well counter. The coincidence circuitfy
employed here would be similar to that used in the present

work, as discussed in section 3.2.2. The coincidence
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radiations detected would be the alpha decay of 226Ra to
222gn, with the subsequent emission of the 0.185 MeV -ray.

An important feature for any low level 226pq
detection system féx@hat it should have the capability to be
authmated 1In pa;;icular, the «~Y coincidence systemscould
easily be reduced to only -a few componedts; the ﬁaI(?l)
detector and proportional counter with asgociated
amplifiers, a very simple coinci¥dence circuit, and a scaler.
This simple coincidence system would be relatively low cost
and easily implemented. ‘

In order to utilizeethe detection capabilities of a
particula; countiné syste;i extensions to determine the

activities of radionuclides other than 226Ra should be

considered. Application of the g~ coincidence system to

the determination of 212pp activities may be possibleir

- 212pb, also known as thorium B, is a member of the 232Th

decay chain, and decays. to 21255 with the subsequent
emission of two de-excitation ry~rays at energies of
0.239(47%), and 0.300(3.2%) MevV(13), HoweQer, if the
daughter products of 226Ra were also present in a sample,
interferences from the de-excitation Y-rays associated with
the decay of 214Pb, théh occur at energies of 0.295(19%),

and 0.352(36%) Mev(13), yould make the analysis difficult.

In conclusion, the choice of a technique for

measuring 226Ra concenttations in water depends on the

-
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specific application. If high accuracy, precision, and
sensitivity are required, then the radon emanation Eechnique
would be the nost ugeful, providing that time requirements
are met. If, oﬁ the other hénd, it is desirable tg
ascertain;whélhér a water sample is above or below a certain
N ,

‘level of activity in order &p meet government regulations
for the réléasa of radioactivity to the eﬁvironment, such
high precision is.not required, and other methods may be
considered. On the basis’of the results presented in th{s
thesis, coincidence coufiting techniqueg, particﬁlarly the
a-Y coincidence techniéue, are viable Qlternatives to
traditional methods for determining 226Ra concentrations in

<

water,



APPENDIX A

DETECTOR EFFICIENCY

In this section, an approximqte expression’for the
efficiency of a dgteqtor‘of fixed volumecv-as a function of
the cadius, height, and abéorption coefficiZ;t, is
developed. Thé expression is then evaluated and the results
are compared‘to tabulated values of tge detection efficiency
fo; a Eartiéﬁlar case,

From figure A.1l, there are two chses to consider for

a V-ray incident on a detector with{a source detector

-3
distance of d:
1) 0" 8 < 8m ; L'= h/cosé,
= (R/sind) - (d/coséd).

2) Om< 6 < 6, ; L
, N

The efficiency of the detector is then given by:

~

o n - h/cos@®
E(R,h) =1 (1 - e ) sindds
270 |

\
o - (R/Sind - h/cosd) _
+-/- {1 -~ e ) singde

O

A 8n - h/cos@
=1 (1 - cosbp) -~ 1~/~ e sinédé
2 2v 0 ,

9 - (R/sin¢ - h/cose)
-1 e- singdé
274,



BT PGy 'm?ﬁmyug,.\«u R R T L TR

-
L~ T
bo ‘h/g/ l
m
S Jb — :
}/ -
P——d e h -

FIGURE A.I OPTIMUM * DETECTOR DIMENSIONS



109

=1 (1 - Qoség) - Fp - Fo . .

If x = cos , a graph of cord length = L(x) against x
will yield a curve such as in figure A.2.° It is pogsible to
approximate the curves in regions 1 and 2, as shown in
figure A.2, by straight lipes'of the form y =‘ax + b. The
criteria for determining the parameters of these streight
lines will be that the area under the true L(x) vs x curve
must be equal to the area under the approxima;e straight
ﬂ%ne, with one end point fixed. Thus, for the Fo term, -
region 1, the area under the true L(x) cugve is given by:

\]

R_-_d sinedé = R(g,-4;) + d(lncosdy,-1lncosd,) 2.l
siné cose '

/
. and in terms of x = cosé, o

= R(Bo-ém) + ?(lnxoélnxm)
If the cord length L(x) is approximated by a
straight line L(x) = a(x-x,), where L{x,) = 0, as shown in

figure A.2, then the area is given by:
xm,

X

L(x)dx = ( J@xz - axyX )
2 o

= a( Xp=xg )2 ‘ A.2

For the equal area criteria to be met:

’
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al Xpoxo )2 = R( 8o=6, ) + d( lnx -lnx, ) A.3
and therefore:

/ 2{ R(8,-8, ) + d ( Inx.~lnx_. ) ]
7 o4 = om o m A4

( xﬂ:;o y 2

Thus the approximate Fc term is given by:

LY
Xn -—alix) ~uh(Xp=X,)
Fe = ;, e dx = =] e -1 , A.S
2 x4 2u A
where: 20 R(04=6m ) + d ( lnxeg=-1lnxpm ) )
A = ° m v > ° m . A.6
( Xp~Xo ) :

Similarily, in region 2 for the F;i term the area

under the trué curve L(x) is given by:

n h sinéd do = h 1In 1
coséd cosép

0

L Vs P

= h In (1/xp) A7

Then if L(x) = ax + b, the area under the approximate curve
is given by:
l ' V4

f (ax + b) dx =1 a (1 - x2) +b (1 - x.), A.8
Xm 2
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-

and for equal areas,

Lla(l=-x2) +b (1=-xy) =h In(l/x,) A.Q
2

To fix one end point such that L{(x=1) = h; a + b =
h. Solving these two equations for a and b yields
‘v
-2 b (In(1/xp) -~ 1 4 x ) A.l0

a = , and
( Xp - 12

b-=>h -~ a,. A.ll

“

The approximate Fy term is then given by:

&
1 -aL(x) -ph -pB(x-1)
FI = l:{ e dx = =-e 1 - e . A2
27 xp 2uB
where =2 h (In(1l/xp = 1 + x4 )
B = 3 A.13
( Xp = 1)

The approximate efficiency expression is then:

4

Eapp(R,h) =1 (1 - cosé, ) - Fo -~ Fy, where FPg

and F; are as given above.

The above expression was tested for various v41ues

of the absorption coefficient, , for &.3"x3" (R=3.81 cm,

4 NV
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h=7.62 cm) detector for a source at d=10 cm. The calculated
results were compared to tabulated values(17), as shown in
table A.1. The approximate expression was also evaluated
over a range of R and h, with fixed and varying d, and
with fixed d énd varying . These results are shown in
figures A.3, A.4, A.5, a&d A.6. Figures A.3 and A.4 show
the efficiency as a function of radius for two different

values of .

St e v
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APPROXIMATE#EFFICIENCY CALCULATION

TABLE A.l

>

R= 3.81 cm, h= 7.62 cm, d= 10 cm

b

E(MeV)A

plem” - Bapp - Eref
8.1 0.127 0.0134 | 0.0132
5.5 0.130 0.0%436 | 0.0134
2.04 0.150 0.0149 | 0.0147
1.10 0.200 | 0.0177 | 0.0174
0.333 | 0.500 0.0256 | 0.0248
0.153 | 2.0 0.0309 | 0.0303
0.105 | 5.0 0.0320 | 0.0317
0.063 | 20 0.0326 | 0.0325
0.048 | 40 0.0327 | 0.0326
0.034 | 100 0.0327 | 0.0327

-8
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