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Abstract

A number of recent studies have taken a comprehensive view of Canadian-American macroeconomic interactions and have employed vector autoregressive (VAR) modeling techniques to explore the impacts of American events on the Canadian economy. The main reason behind the use of the VAR framework is that it requires a minimal set of restrictions, as opposed to traditional econometric practice in which models are generally overidentified. The VAR modeling is highly helpful in exposing more fully the dynamic relationships among model variables.

Although the use of VAR modeling may be considered preferable from some points of view, it has been criticized for its atheoretical nature. The critics have argued that any multi-equation model must be provided with a set of economically meaningful identifying restrictions if purposeful interpretation is required. In the standard VAR framework, identification is achieved simply by imposing the Choleski decomposition on the error covariance matrix. This implies that the underlying economic structure is strictly recursive. Such an assumption may be considered inappropriate since there is no reason that structural recursivity should be a prerequisite for the identification of all VAR models. Much of the evidence from Canadian VAR studies is subject to that limitation.
Concern about the possible inappropriateness of the recursivity assumption has led recently to a number of structural VAR studies. These studies remove the necessity of recursivity and permit the (exact) identification and estimation of contemporaneous structural relationships based on economic theory.

The present study relies on structural VAR modeling and re-examines primarily the contribution of American economic fluctuations to the variability of Canadian economic variables. A variety of representative structures (including neoclassical and Keynesian-type structures) are imposed alternatively on a seven-equation Canadian-American VAR system and their implications for model interpretation are considered. The VAR system includes Canadian and American output, price levels, and money stocks, as well as the exchange rate. In order to capture the effects of the energy shocks of the 1970s the world oil price is also included, as an exogenous variable. The data set is quarterly and seasonally unadjusted. It covers the period 1970:2 to 1987:4. (1970 was the first year in recent times in which the Canadian exchange rate was allowed to float against other currencies.)

It turns out that the size and significance of structural estimates are highly sensitive to the ways in which one identifies a model. The sensitivity of the estimates is more prominent in non-recursive, contemporaneous structures.

Impulse response functions and variance decompositions are also affected by the choice of identifying priors. Again, the sensitivity of impulse response functions and variance decompositions is more obvious when their calculation is based on alternative non-recursive, contemporaneous structures.
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Chapter 1

INTRODUCTION

1.1 Background And Motivation

One of the major developments in the world economy in the last few decades has been the emergence of increased macroeconomic interaction and interdependence especially among the industrialized nations. The national economies have become so interdependent that it is now much more difficult to employ domestic economic policies effectively. The national independence that in earlier times could have been enjoyed by a country in applying its own economic policies has been reduced in the presence of greater macroeconomic interaction and interdependence. In view of increased economic interdependence what is required of researchers is to identify economic structures properly so that pressures from within and outside the economy can be better understood and taken into account in policy formation. If an economic structure is better identified, that may allow policy makers to minimize the influence of domestic and foreign uncertainties.
The Canadian economy is subject to shocks of various kinds. Many of these originate in, or are transmitted through the United States economy. Canada and the U.S. have the largest volume of trade of any two countries in the world and their economies are so closely connected that major policy or non-policy innovations in the U.S. are likely to have substantial influences on Canadian macro-variables. In a situation like this, developing a model that is meant to give a true picture of macroeconomic interplay and fit the data well is not an easy task. However, a number of studies of Canadian-American macroeconomic interactions have attempted to explore the influences of shocks on Canadian variables. (See, for example, Bordo and Choudhri (1982), Choudhri (1983), Winer (1983), Batten and Ott (1985), Gregory and Raynauld (1985), Backus (1986), Bordo, Choudhri and Schwartz (1987), and Baily (1989).)\footnote{There is also an older body of literature going back to the 1950s or perhaps even earlier that explores the significance of American events for Canadian variables.} Some of these studies have relied on the use of conventional econometric modeling in which models are generally overidentified. However, others have employed the Vector Autoregressive (VAR) methodology pioneered by Sims (1980). The latter set includes Burbidge and Harrison (1985), Kuszczak and Murray (1986), and more recently Ambler (1989), Johnson and Schembri (1990), and Racette and Raynauld (1990).

Sims' VAR framework has some important advantages. It allows one to generate a system of equations under less restrictive assumptions than the traditional framework. An important feature of the VAR methodology is the use of the estimated residuals (forecast errors or VAR innovations) in dynamic analysis. Unlike the traditional econometric approach, these VAR innovations are treated as an intrinsic part of the system under consideration.
VARs are viewed as a system of reduced-form equations in which each of the endogenous macro-variable is regressed on its own lagged realizations and the lagged realizations of other variables in the system. The distributed lag structure is unrestricted except that the lag length for all macro-variables is constrained to some common plausible number. This number is selected so as to avoid autocorrelation in the errors and to reflect adequately the dynamics of the system being modeled. Once a VAR has been specified and estimated, it can be converted to a corresponding moving-average representation in which each macro-variable becomes a function of the VAR innovations. This moving average representation is later utilized to generate impulse response functions (IRFs) and forecast error variance decompositions (FEVDs), two principal instruments which provide a useful basis for analyzing model dynamics. IRFs indicate the direction and magnitude of the dynamic effects of various disturbances and FEVDs quantify the relative contribution of the disturbances to variations in the macro-variables of the model.

In the standard VAR methodology, the computation of IRFs and FEVDs is preceded by the orthogonalization of the VAR innovations. This orthogonalization is performed in order to isolate the responses of individual variables. At the stage of orthogonalization, Sims' methodology seems empirically flawed since it utilizes a strong and perhaps difficult to justify set of identifying restrictions required to trace out the "uncontaminated" behaviour of macroeconomic variables. (See Cooley and Leroy (1985), and Leamer (1985).) Traditionally, the set of restrictions is placed on the contemporaneous correlations between endogenous variables. The underlying structure implied by this set of restrictions is recursive. Such an ad hoc assumption of structural recursivity is employed in most of the VAR studies and
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that in general is not well justified.\(^2\) The above-cited studies of Canadian-American macroeconomic interactions by Burbidge and Harrison and Kusczak and Murray employ the assumption of structural recursivity. Johnson and Schembri (1990) make use of a small VAR system that is not subject to this limitation. However, they disregard the inclusion of important monetary variables (interest rate, money supply, etc.) which have a lot to do with U.S.-Canadian interactions.

In view of the above-mentioned limitations in previous studies of Canadian-American macroeconomic interactions, it seems worthwhile to readdress the issue of the dynamic effects of disturbances on Canadian variables, but within a framework that generalizes the use of contemporaneous restrictions. Such a framework, which may be termed “structural VAR”, is provided by Blanchard and Watson (1986) and Bernanke (1986).\(^3\)

The structural VAR framework allows researchers to perform consistent dynamic analysis, examine the effects of structural shocks, and quantify their contribution to economic fluctuations. But it requires researchers to define explicitly a structural model which must be recovered from the associated reduced-form VARs and used in the calculation of IRFs and FEVDs. The basic advantage of the structural VAR methodology is that it permits one to dispense with standard structural modeling procedures in which models are generally over-identified, requiring a large number of exclusion restrictions. Also, unlike Sims’ VAR techniques the structural VAR methodology is not restricted to the use of hard-to-justify recursive structures. Hence the structural VAR framework is a useful intermediate position between the

\(^2\) There is, of course, nothing wrong in assuming structural recursivity if one has strong theoretical priors in that direction. However, if the assumption is incorrect, the validity of subsequent results is open to question.

\(^3\) Fackler (1988) gives a good description of the structural VAR framework.
traditional structural framework and recursive VARs. The position of structural VAR is intermediate in the sense that unlike traditional econometric modeling it does not make use of too many exclusion restrictions, and is like a standard VAR framework in that it does not use any more structural information than is absolutely required for just-identification. It is for this reason that we employ it here for analyzing the interactions between Canadian and American macroeconomic variables. Aside from other considerations, conclusions drawn from the use of the structural VAR framework provide a basis for checking on the appropriateness of Sims' VAR methodology.

The structural VAR framework is closely related to standard VAR methodology in that it also estimates the unconstrained reduced form. It then utilizes a set of just-identifying restrictions to go from reduced-form innovations to structural innovations. But the set of restrictions used for identification need not imply a recursive structure, as is the case with standard VAR methodology. Apart from different treatments of contemporaneous relationships, there are two more differences between the two VAR approaches. First, in the structural VAR approach, identifying restrictions can be placed on the distributed lag structure if that is called for. Second, the structural approach allows one to explore the direct simultaneous effects of a structural innovation on different macro-variables.

In order to demonstrate how identifying restrictions work in conjunction with the above-mentioned estimation procedures, and why the structural VAR framework seems preferable, we consider a dynamic structural model defined as follows:

\[ AX_t = \sum_{i=1}^{p} B_i X_{t-i} + CY_t + Du_t \]  
(1.1)
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$X_t$ is a vector of macro-variables. $Y_t$ is a vector of variables exogenous to the system. $v_t$ is a vector of uncorrelated structural disturbances. It has a multivariate normal distribution with mean zero and diagonal covariance matrix $\Phi$. $A$ is an $n \times n$ matrix of coefficients of the current endogenous variables. It defines the contemporaneous interactions among the endogenous variables. $B_i$ is an $n \times n$ matrix of the same endogenous variables lagged $i$ periods. It indicates dynamic interactions among lagged $X$s. $C$ is an $n \times k$ matrix of coefficients of exogenous variables, including lagged ones, if any, in the system. $D$ is an $n \times n$ matrix in which the off-diagonal, non-zero elements permit simultaneous effects of structural innovations in the various equations.

In the traditional econometric framework, models are over-identified; identifying restrictions are imposed on all but the $D$ matrix, since $D$ is assumed to be an identity matrix. In the VAR approach introduced by Sims, models are exactly identified; exact identification follows from assuming that $A$ is triangular, $C$ is zero and $D$ is an identity matrix. In the structural VAR approach, models are generally exactly identified; exact identification is achieved primarily by assuming that $A$ is non-triangular and that $C$ is a zero matrix. If necessary, $D$ may be treated as a non-identity matrix. In general, the structural VAR approach allows one to place identifying restrictions on all coefficient matrices, including $B_i$. Identifying restrictions can be imposed in a variety of ways. For instance, if theoretical restrictions follow from long-run considerations, that is to say

$$X_t = X_{t-1} = X_{t-2} = \ldots = X_{t-p}$$

(1.2)
so that (1.1) becomes

\[ LX_t = CY_t + Du_t \]  

(1.3)

where

\[ L = A - B_1 - B_2 - \ldots - B_p \]  

(1.4)

then identification can be achieved by placing long-run restrictions on \( L \) and short-run restrictions on \( D \). No separate restrictions are required for \( A \) and the \( B_i \) matrices in that case. However, if theoretical restrictions follow from short-run considerations, then they are imposed directly on the \( A \) and \( D \) matrices. If theoretical restrictions follow both from short-run and long-run considerations then all coefficient matrices can be subject to identifying assumptions. The reduced form associated with dynamic structural model (1.1) is:

\[ X_t = \sum_{i=1}^{p} F_i X_{t-i} + GY_t + w_t \]  

(1.5)

(1.5) is a standard VAR model. \( w_t \) is a vector of serially uncorrelated VAR disturbances. It has a multivariate normal distribution with mean zero and variance-covariance matrix \( \Psi \). Assuming that (1.5) is the actual data-generating process, the elements of \( \Psi \) can be estimated by fitting (1.5) to data, and are related to the structural matrices \( A, D \) and \( \Phi \) in the following fashion:

\[ \Psi = A^{-1} D \Phi D'(A^{-1})' \]  

(1.6)

(1.6) gives a system of non-linear equations. It contains \( n(n+1)/2 \) distinct equations. Given the estimated matrix \( \hat{\Psi} \) and a set of just-identifying restrictions on \( A \) and \( D \), we can recover only \( n(n+1)/2 \) elements of \( A, D \) and \( \Phi \). However, if
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Economic theory can justify \( j \) restrictions on \( B_i \), then an additional \( j \) elements of \( A \) and \( D \) can be recovered.\(^4\)

It is apparent that the structural VAR framework provides with a great deal of flexibility in terms of the use of plausible identifying restrictions. Unlike the standard VAR methodology, it does not restrict the definition of \( A \) to structural recursivity. Unlike traditional structural modeling, it does not require over-identification of models. By virtue of (1.6) there is even no need to put restrictions on \( B_i \). The identification of \( A \) and, in some situations, of \( D \) are sufficient to recover the structure.

After elements of the structural matrices \( A \), \( D \) and \( \Phi \) have been identified and estimated, the vector of VAR innovations can easily be orthogonalized. The orthogonalization of VAR innovations obtained with the use of plausible identifying restrictions permits one to build structural moving-average representations that can be used to compute impulse response functions and forecast error variance decompositions. With the computation of IRFs and FEVDs, subsequent analysis of model dynamics can be carried out.

1.2 Objectives of the Study

The basic purpose of the research reported in this thesis was to explore the sensitivity of structural VAR models with respect to the impact of structural shocks on Canadian macro-variables. There are a number of ways in which the sensitivity of

\(^4\)In the event of restrictions on \( B_i \) additional distinct equations provided by virtue of a condition, i.e., \( F_i = A^{-1}B_i \) are to be used jointly with (1.6) to solve for additional non-zero elements of \( A \) and \( D \).
structural VAR models can be assessed. First, we can try alternative specifications of basic reduced-form VARs with a given set of identifying restrictions. Second, given a reduced form and a set of identifying restrictions, we can investigate the implications of using a plausible range of values for a number of identified coefficients. Third, we can explore the significance of a variety of identifying restrictions which can be imposed alternatively on a reduced-form VAR. That is in fact what we do in the thesis, i.e., we check the implications of using a range of plausible identifying restrictions.

Sensitivity analysis of VAR models of Canadian-American interactions has been performed in a number of ways. Burbidge and Harrison (1985) have done such analysis with respect to the use of restricted and unrestricted VARs. Sensitivity analysis performed by Kuszczak and Murray (1986) is confined to the examination of closed-economy vs. open-economy VARs. Ambler (1989) checks the performance of a simple VAR model against one that incorporates a number of co-integrating terms. Johnson and Schembri (1990)'s analysis is restricted primarily to the comparative examination of recursive and non-recursive structural models. We expand the scope of analysis provided by Johnson and Schembri and explore the sensitivity of results to the use of alternative sets of just-identifying restrictions on the $A$ and $D$ matrices, which define the contemporaneous short-run relationships among the endogenous variables. (Identifying restrictions on the $B_i$ matrices are not considered.) A distinctive feature of our research is a systematic check on the importance of range of just-identifying restrictions and the implications for economic

---

5 As in Spencer (1989), alternative methods of trend removal and changing the length of the distributed lag structure can also be investigated.

6 As in Blanchard (1989), the robustness of a structural VAR with respect to the use of a plausible range of values for some identified coefficients can also be explored.
relationships. Most of the sets of identifying restrictions constitute non-recursive contemporaneous structures.

In order to carry out sensitivity analysis, we estimate a seven-equation unrestricted VAR model. Macro-variables in the model include Canadian and American output, Canadian and American prices, Canadian and American money supplies, and the nominal exchange rate, i.e., the Canadian currency price of one U.S. dollar. To capture the effects of the two oil price shocks of the 1970s, the world oil price is also included in the model, as an exogenous variable. The period of estimation is from the second quarter of 1970 to the fourth quarter of 1987. This corresponds to the period of flexible exchange rate. All time series used are quarterly and seasonally unadjusted.

1.3 Organization of Succeeding Chapters

The rest of the chapters are organized as follows. Chapter 2 details the methodological aspects of VAR modeling and issues concerning identification and interpretation of VAR models are also discussed. Chapter 3 surveys briefly the existing VAR studies of Canadian-American macroeconomic interactions and points out their limitations and empirical implications. Chapter 4 is devoted to the choice of macro-variables and the specification and estimation of a VAR model. Various

\footnote{It could be argued that the performance of the VAR model could be improved either by resorting to the Bayesian method of estimation or by using a number of co-integrating terms as suggested by Engle and Granger (1987). Since the VAR model that we intend to estimate is not large we do not think the use of Bayesian approach will make a significant difference in terms of model performance. However, given the anticipated co-movements of the model variables we could expect some model improvement if we used the method that allowed the use of co-integrating terms in the estimation of the VAR model. But due to some time constraints we did not explore this method.}
sets of just-identifying restrictions and characteristics of estimated contemporaneous structures implied by those restrictions are discussed in Chapter 5. Chapter 6 presents the IRFs and FEVDs based on the different sets of just-identifying restrictions. In addition the implications of domestic and foreign shocks for Canadian variables under alternative sets of identifying restrictions are discussed. Chapter 7 provides a summary of conclusions and suggestions for future research.
Chapter 2

ECONOMETRIC METHODOLOGY

An examination of the literature on Canadian-American macroeconomic interactions reveals that some of the recent econometric investigations have involved the use of vector autoregressive or moving average representations of macro-variables. As discussed in the previous chapter, the vector autoregressive (VAR) framework, the development of which in economics was pioneered by Sims (1980), is less restrictive and easier to apply than the traditional structural modelling framework. What might be regarded as the only major shortcoming is its lack of theoretical underpinnings. (See Cooley and Leroy (1985) and Leamer (1985).)

Generally speaking, a VAR model is a system of reduced form equations in which each variable is jointly determined by the past values of all variables in the system. The application of the standard VAR approach ignores information or beliefs about the structure of the economy. However, significant departures from the usual VAR
procedures have been implemented recently. Blanchard and Watson (1986) and Bernanke (1986) have evolved procedures that purge the Sims’ VAR framework of its atheoretical character and our analysis is based on their methodology. This methodology is a major improvement in that it takes advantage of economic theory in the estimation of impulse response functions (IRFs) and forecast error variance decompositions (FEVDs). It permits one to define an explicit economic structure which can then be incorporated into the interpretation of the estimated VAR model.

There are a number of unique features that make the VAR framework attractive for empirical analysis. Among them is the ability of VARs to provide unrestrictive approximations to reduced forms of structural models while treating all or most of the relevant macro-variables as endogenous. Before the estimation of a VAR model, the only restrictions are those relating to the choice of macro-variables and their common lag length, and both types of restrictions can be subject to hypothesis testing and modification on the basis of the data. The identification of the structural system does require a set of restrictions but these are utilized later, after the VAR estimation has been performed. This feature simplifies estimation; it allows it to proceed in a straightforward and unrestricted manner. Another feature pertains to the treatment of policy variables. Unlike traditional econometric modeling in which such variables are treated as exogenous, the VAR approach allows their determination by the specification of reaction functions. Alternatively, they can still be treated as exogenous, if one prefers to model them that way.

The structural VAR approach retains most of the features of the standard VAR methodology. The main difference between the two arises from the fact that when it comes to model identification, unlike the standard VAR methodology, the structural
VAR approach allows one to introduce a believable set of theoretical priors into the analysis. The structural VAR framework can be considered more appropriate for the analysis of model dynamics since it gives one the opportunity to make use of compelling economic structure with sufficient numbers of identifying restrictions.

In order to show how the structural VAR methodology works, we begin with a general dynamic structural model and demonstrate how it can be recovered from the reduced-form VAR model so that IRFs and FEVDs can be derived and a structural interpretation of the VAR model made.

### 2.1 Theoretical Dynamic Structural Model

The dynamic structural macroeconomic model that is to be recovered from the reduced-form VAR model is defined as follows:

\[
AX_t = \sum_{i=1}^{p} B_i X_{t-i} + CY_t + Du_t \tag{2.1}
\]

\[
E(v_t v'_t) = \begin{cases} 
\Phi & \text{if } t = \tau \\
0 & \text{otherwise} 
\end{cases} \tag{2.2}
\]

where \(X_t = (X_{1t}, X_{2t}, \ldots, X_{nt})'\) is a vector of \(n\) endogenous variables whose joint behaviour at time \(t\) is to be studied; \(Y_t\) is a vector of \(k\) exogenous variables (e.g., seasonal dummies, trend variables, intercepts - lagged exogenous variables could be included also but for simplicity we ignore these). \(v_t = (v_{1t}, v_{2t}, \ldots, v_{nt})'\) is a vector of \(n\) structural disturbances. It has a multivariate normal distribution with \(E(v_t) = 0\)
and diagonal covariance matrix $\Phi$. Elaborating on (2.2), $\Phi$ can be expressed as

$$
\Phi = \begin{pmatrix}
E(v_{1t})^2 & 0 & \ldots & 0 \\
0 & E(v_{2t})^2 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & E(v_{nt})^2
\end{pmatrix}
$$

or

$$
\Phi = \begin{pmatrix}
\phi_1^2 & 0 & \ldots & 0 \\
0 & \phi_2^2 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \phi_n^2
\end{pmatrix}
$$

(2.3)  

(2.4)

The diagonal elements of $\Phi$ are the variances of the structural shocks and the off-diagonal elements indicate cross-equation zero covariances. Thus the shocks represented by the $v_t$ vector are assumed to be both mutually uncorrelated contemporaneously and serially uncorrelated through time. Some of the elements of $v_t$ may represent policy disturbances while others may represent behavioral or structural shocks. For example, the combined effects of unobservable demand variations can be viewed as a single aggregate demand shock; unobservable supply variations can be treated as an aggregate supply shock; and so on. Demand shocks can arise from uncertainties prevailing in either goods markets or money/asset markets, while supply shocks can result from changes in tastes, technology, productivity, labour supply, etc.

$A$ is an $n \times n$ matrix of coefficients of the current endogenous variables. $B_i$ is a $n \times n$ matrix of coefficients of the same endogenous variables lagged $i$ periods,
the maximum lag length being $p$. $C$ is an $n \times k$ matrix of coefficients of the exoge-
nous variables in the system. $D$ is an $n \times n$ matrix whose diagonal elements are
normalized to unity and whose off-diagonal elements, $\gamma$ non-zero, define the direct,
simultaneous impacts of structural disturbances on the system of equations. For in-
stance, an aggregate supply shock originating in the U.S. can be anticipated to have
direct, simultaneous effects on American as well as Canadian prices. Similarly, an
American monetary shock can generate simultaneous influences on both the Amer-
ican monetary system and Canadian system. Hence it makes sense to take account
of such considerations and allow for some possible direct, simultaneous effects of
American structural innovations on Canadian prices and money stock by appropri-
ate specification of the $D$ matrix in the modeling of Canadian-U.S. interactions.
Additional evidence may thereby be generated regarding the sources of fluctuations
in the macro-variables.

This concludes our definition of the theoretical structural model. The following
section describes the associated reduced form specification which constitutes the
VAR system.

### 2.2 Reduced Form VAR System

Assuming that $A$ is non-singular, the reduced-form associated with equation (2.1)
is defined by

$$X_t = \sum_{i=1}^{p} F_i X_{t-i} + G Y_t + w_t$$  \hspace{1cm} (2.5)
(2.6) can be viewed as a VAR model (or VARX, to indicate that it includes exogenous variables; here and afterwards we will refer to it simply as a VAR model). \( w_t = (w_{1t}, w_{2t}, \ldots, w_{nt})' \) is a vector of \( n \) serially uncorrelated VAR disturbances (forecast errors or VAR innovations). It has a multivariate normal distribution with zero mean vector and variance-covariance matrix \( \Psi \). Its elements generally reflect the presence of contemporaneous correlation. In explicit form, \( \Psi \) can be written as

\[
\Psi = \begin{pmatrix}
E(w_{tt})^2 & E(w_{tt}w_{2t}) & \ldots & E(w_{tt}w_{nt}) \\
E(w_{2t}w_{tt}) & E(w_{2t})^2 & \ldots & E(w_{2t}w_{nt}) \\
\vdots & \vdots & \ddots & \vdots \\
E(w_{nt}w_{tt}) & E(w_{nt}w_{2t}) & \ldots & E(w_{nt})^2
\end{pmatrix}
\]

(2.7)

or

\[
\Psi = \begin{pmatrix}
(\psi_1)^2 & \psi_{12} & \ldots & \psi_{1n} \\
\psi_{21} & (\psi_2)^2 & \ldots & \psi_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
\psi_{n1} & \psi_{n2} & \ldots & (\psi_n)^2
\end{pmatrix}
\]

(2.8)

The diagonal entries are the variances and the off-diagonal entries the cross-equation covariances.

Since the VAR model can be viewed as a system of reduced-form equations and the right-hand-side variables for each equation are the same, OLS applied separately to each equation generates a consistent estimate of the model.
Equation (2.5) implies the following conditions:

$$F_i = A^{-1} R_i$$  \hspace{1cm} (2.9)

$$G = A^{-1} C$$  \hspace{1cm} (2.10)

$$w_t = A^{-1} D v_t$$  \hspace{1cm} (2.11)

The VAR model represented by (2.5) is linear and is assumed to satisfy the stationarity condition. The fulfillment of the stationarity requirement ensures that a moving-average (MA) representation exists, and that $X_t$ can therefore be expressed as a linear function of exogenous variables and current and lagged disturbances, as indicated by the following equation:

$$X_t = \sum_{i=1}^{\infty} Q_{i-1} Y_{t-i-1} + \sum_{i=1}^{\infty} R_{i-1} w_{t-i-1}$$  \hspace{1cm} (2.12)

(2.12) can be obtained by successive substitution of lagged $X$s into (2.5). $Q_i$ is an $n \times k$ matrix of coefficients of exogenous variables and $R_i$ is an $n \times n$ matrix of coefficients of i-period-ahead innovations for $i = 1, \ldots , \infty$. For a lag length of $p$, it can be shown that $R_i$ is related to $F_i$ as follows:

$$R_0 = I$$

$$R_1 = F_1 R_0$$

$$= F_1$$

$$R_2 = F_1 R_1 + F_2 R_0$$

$$= F_1^2 + F_2$$  \hspace{1cm} (2.13)

$$R_3 = F_1 R_2 + F_2 R_1 + F_3 R_0$$

$$= F_1^3 + F_1 F_2 + F_2 F_1 + F_3$$
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\[ R_i = \sum_{j=1}^{\min\{p, i\}} F_j R_{i-j} \]

Inspection of (2.12) reveals that in the event of a unit innovation in a particular \( w_{ji} \), the elements of \( R_i \) in fact quantify the net responses of the variables in the vector \( X_t \). (The responses represent net effects since the elements of vector \( w_t \) are correlated.) Our task now is to show how the estimated VAR system can be interpreted and estimates of structural parameters retrieved from that system.

2.3 The Basis for Interpreting the VAR System

Associated with the interpretation of a VAR system are the construction of impulse response functions and forecast error variance decompositions. Both IRFs and FEVDs result from the utilization of the moving average representation explained in the previous section. IRFs trace the reaction of the system to innovations in one of the variables at given point in time. In fact, they represent dynamic multipliers which can be used to analyze the effects of structural innovations. FEVDs, on the other hand, represent the decomposition of forecast error variances and establish the contribution of distinct innovations to the variances.

A problem in the construction of IRFs and FEVDs arises because of the fact that VAR disturbances are generally characterized by contemporaneous correlation. For example, with respect to impulse response analysis, it has been stressed by Burbidge and Harrison (1985) and Kusczak and Murray (1986) that, in the presence of such correlation, the response of the system to an innovation in one of the variables is in fact the response to innovations in all of those variables that are contemporaneously
correlated with it. Similarly, the ability of FEVDs to quantify the relative contributions of specific sources of variation is confounded in the presence of correlation. What is required is a procedure for orthogonalizing the VAR disturbances.

Considering the relationship (2.11), and noting that it relates the vector of VAR disturbances to the vector of structural disturbances (whose elements are free of contemporaneous correlation, by assumption), one can explore ways that lead to the determination of matrices $A$ and $D$ such that the vector of VAR disturbances, $w_t$, can be expressed as a function of the orthogonal vector $v_t$. A set of identifying assumptions is required for that purpose.

There are two ways that can be employed to determine the matrices $A$ and $D$. The first requires that identification be based solely on contemporaneous interrelationships among the endogenous variables, which is to say that constraints are imposed only on the matrices $A$ and $D$ themselves. The second allows one to go further and put restrictions on the lag interactions as well, i.e., the matrices $B_i$ can be constrained. Of course, this second approach increases the scope for identification but it requires the joint consideration of conditions (2.9) and (2.11) at the identification stage.

Given knowledge of $A$ and $D$, the moving average representation defined by (2.12) then can be transformed into one involving the orthogonal disturbances:

$$X_t = \sum_{i=1}^{\infty} Q_{i-1} Y_{t-i-1} + \sum_{i=1}^{\infty} S_{i-1} v_{t-i-1}$$  \hspace{1cm} (2.14)

with

$$S_i = R_i A^{-1} D$$  \hspace{1cm} (2.15)

$S_i$ represents the reaction of the system $X_t$ to the structural innovations that are free
of contemporaneous correlation. The issue that has to be explored next is precisely how to determine the matrices $A$, $D$ and $\Phi$, given estimates of the parameters of the VAR model.

### 2.4 Exact Identification of the Structural Model

It has already been observed that in order to calculate impulse response functions and forecast variance decompositions, what we need are estimates of matrices $A$, $D$ and $\Phi$. What we are after is the recovery of the structural model from the estimated VAR model. The recovery of structural parameters is a two-step procedure. In the first step we obtain estimates of the vector of reduced-form errors $\mathbf{w}_t$ from the estimated VAR model, and then generate an estimate of the corresponding variance-covariance matrix $\Psi$. Using the relations (2.2), (2.6) and (2.11), $\Psi$ can be expressed as:

$$
\Psi = A^{-1}D \Phi D'(A^{-1})' \quad \text{(2.16)}
$$

$$
= A^{-1}D \phi \Phi D'(A^{-1})'
$$

(2.16) embodies a system of non-linear equations.

The second step involves recovering the unknown elements of the matrices $A$, $D$ and $\Phi$ by the use of the system of equations provided by (2.16). Since $\Psi$ is an $n \times n$ symmetric matrix with $n(n + 1)/2$ distinct elements, at most only that number of distinct equations can be obtained from (2.16) (depending on whether the equations are linearly independent). The recovery of $A$, $D$ and $\Phi$ just by the use of (2.16) implies that the identification procedure is based only on assumptions about
contemporaneous, short-run interrelationships among the endogenous variables, and that is in fact the practice followed in this study.

A number of arguments can be made in support of this approach to identification. First, it is easier to derive restrictions for contemporaneous, short-run interrelationships, as compared to those needed to identify interactive lag structures based on economic theory. (See, for example, Bernanke (1986), Blanchard and Watson (1986), Walsh (1987), Rogers (1988), Blanchard (1989), Calomiris and Hubbard (1989), Keating (1989), Orden and Fackler (1989), Sims (1986, 1989), Fackler (1990), and Johnson and Schembri (1990).) Second, the idea of leaving the lag structure unconstrained is consistent with the notion that in making forecasts, economic agents use all current and historical information available. Hence it seems plausible not to restrict the lag structure, but instead to concentrate on contemporaneous interactions. Third, contemporaneous, short-run restrictions are probably the more interesting ones. Fourth, estimation of models implied by these restrictions is relatively straightforward.

Limiting identification restrictions to contemporaneous interactions, it can be shown that in a system of \( n \) structural equations only a maximum of \( n(n+1)/2 \) structural parameters, including \( n \) variances, can be estimated. But this requires a set of just-identifying restrictions on \( A \), \( D \) and \( \Phi \) so that a total of \( 3n^2 \) free parameters in \( A \), \( D \) and \( \Phi \) will reduce exactly to \( n(n+1)/2 \) parameters. Since \( n \) elements of \( A \) and \( n \) elements of \( D \) can be normalized to unity and \( n(n-1) \) elements of \( \Phi \) are equal to zero by assumption, it follows that one must provide a total of \( n(3n+1)/2 \) restrictions to make the free parameters in \( A \), \( D \) and \( \Phi \) condense to \( n(n+1)/2 \). For example, in a seven-variable VAR system only 28 parameters can
be identified. Since 7 variances (i.e., 7 diagonal elements of $\Phi$) must be recovered this leaves only 21 free parameters in matrices $A$ and $D$ that could be identified. Hence the retrieval of the maximum number of parameters requires the utilization of a set of just-identifying restrictions. It follows that in a seven-variable VAR system, a total of 63 restrictions (excluding normalization restrictions and zero-covariance restrictions) must be used if 28 parameters are to be identified. It can be argued that the identification of the model achieved in this manner gives one the opportunity to explore structural interrelationships that could remain obscure if more constraints than a set of just-identifying restrictions were employed. Hence it seems reasonable for our purpose to use only the minimum required number of restrictions. The restrictions must, of course, be chosen in such a manner that they do not imply linear dependence among the individual equations represented by (2.16) if the criterion of exact identification is to be satisfied.

If the identification procedure introduces a set of restrictions on the lag interactions, besides constraining contemporaneous interrelationships among the macro-variables, then the retrieval of elements in $A$ and $D$ requires the joint consideration of the equations given by conditions (2.9) and (2.16). This approach to identification permits one to impose some non-zero restrictions on the elements of $A$ and $D$ at the expense of some zero restrictions on the elements of the $B_i$, and eventually provides one with the opportunity to identify and estimate more contemporaneous structural parameters.

Once the matrices $A$, $D$ and $\Phi$ are recovered, the use of relations (2.9) and (2.10) ensures the retrieval of the other structural matrices, $B_i$ and $C$. IRFs and FEVDs based on structural estimates can then be generated in a consistent manner.
In order to demonstrate how the dynamic multipliers and forecast variance decompositions are generated, a three-variable VAR model is estimated and reported in Appendix A to this thesis. The sensitivity to a change in the set of identifying restrictions is also demonstrated.
Chapter 3

SURVEY OF RELEVANT CANADIAN VAR LITERATURE

The issue of macroeconomic interactions between Canadian and American economies is by no means a new one. There is a substantial literature that explores econometrically the importance of American events for the Canadian economy. (See for example the recent articles by Bordo and Choudhri (1982), Choudhri (1983), Winer (1983), Batten and Ott (1985), Gregory and Raynauld (1985), Backus (1986), Bordo, Choudhri and Schwartz (1987), Baily (1989) and other references therein.)

Most of the above-cited research is based on standard techniques for model estimation. However, recently a number of studies have taken a different view of modeling Canadian-American macroeconomic relationships and have used the VAR techniques pioneered by Sims (1980) for model analysis. These studies include Burbidge and Harrison (1985), Kuszczak and Murray (1986), Ambler (1989), Johnson and Schembri (1990), and Racette and Raynauld (1990). Most of these studies
have sought primarily to address the importance of American innovations for the
determination of Canadian variables. (Since we intend to base our analysis on VAR
modeling, only these latter mentioned VAR studies are surveyed here.)

In the VAR framework, usually two things are done. First, the statistical sig­
nificance of lagged variables is assessed. Second, the dynamic importance of model
innovations is analyzed. The statistical significance of lagged variables can be evalu­
ated in such studies by conducting likelihood ratio, F, or other tests. The quanti­
tative and dynamic importance of innovations can be assessed by an examination
of impulse response functions and forecast error variance decompositions.

The Canadian VAR studies by Burbidge and Harrison, Kuszczak and Murray
and Ambler consider a nine-variable model that includes Canadian and American
output, prices, money stocks, interest rates and the exchange rate. The study by
Johnson and Schembri employs a structural VAR model in which only Canadian
and American output, prices and the exchange rate are embodied. Racette and
Raynauld define a twelve-variable structural model that includes Canadian and
American income, prices, interest rates and the exchange rate, plus three Canadian
monetary aggregates and international commodity and oil prices.

Burbidge and Harrison (1985) use monthly, seasonally unadjusted data and pri­
marily trace out the impact of fluctuations in American variables on the Canadian
economy. The tests they conduct to check the lagged influence of variables suggest
that Canadian variables are significantly dominated by most of the American vari­
ables. The only American variable that does not seem to be important is the price
level. The only Canadian variable that seems to be uninfluenced is the aggregate
price level; it somehow reflects the exogeneity of Canadian prices with respect to
American variables. The American interest rate is the most important variable for the determination of Canadian economic activity. A strong relationship between American and Canadian money stocks is also discovered. The most striking finding of the study is the apparently strong lagged impact of Canadian money on American monetary variables, i.e., the interest rate and the money supply. Canadian money predicts both the American interest rate and the American money supply at the 1% level of significance while American money explains Canadian money at the 3% level of significance. This suggests that the monetary sectors of both countries are strongly interactive and that major causes of Canadian economic fluctuations may lie in the monetary policies of the two countries.

Using a particular recursive ordering in which American variables precede Canadian variables, Burbidge and Harrison construct IRFs for all Canadian variables to a one-time shock to each of the American variables. They construct two such sets of IRFs. One set is generated with the use of restrictions imposed on the reduced-form VAR while the other is created without such restrictions. In the first set, the restrictions are imposed on the American equations, so that Canadian lagged variables do not matter for American variables. The intention in trying two VARs is to provide a basis for sensitivity analysis.  

---

1Since such a result was counterintuitive it prompted Burbidge and Harrison to explore the quantitative significance of a shock in the Canadian money. For this reason, they generated the impulse responses of American variables to a shock in Canadian money and then compared them with those followed from a shock of the same size in American money. They found that although Canadian monetary fluctuations appeared to induce responses in American variables, such responses were much smaller than the ones resulted from a shock in American money.

2It should be noted that these restrictions are employed not to identify the system. Identifying restrictions which involve the assumption of structural recursivity are used separately at the stage of orthogonalization of the VAR innovations.

3Also, Burbidge and Harrison try two different orderings of variables to check the sensitivity of the results. They find that the results are little affected.
The impulse response analysis based on the estimated unrestricted VAR also reveals the strong influence of American events on Canadian variables. A positive shock to the American rate of interest does not turn out to have a statistically significant effect on the Canadian or even the American money stock. A positive shock to American money does have a statistically significant impact on Canadian and American interest rates. However, the positive shock to American money induces subsequent negative effects on the money stocks of both countries.

When the VAR model is restricted such that American equations are not allowed to depend on Canadian lagged variables, the impulse responses resulting from similar shocks to American variables do not differ much from the ones that occur with the use of the unrestricted VAR model. The general pattern of response of Canadian variables remains the same in both cases. However, the effects of American output shocks emerge as stronger. Thus the basic conclusion that stems from the analysis is that the use of different orderings of variables or of alternative specifications of the basic VAR model does not induce significant variations in the influence of innovations on Canadian variables.

Kuszczak and Murray (1986) explore the issue of the international transmission of economic fluctuations among major industrial nations. One of the principal objectives of their study is to measure the relative importance of Canadian and American shocks to the behaviour of Canadian variables: output, prices, money stocks and interest rates. The data used in the analysis are first-differenced logarithms of quarterly, seasonally adjusted series.

Kuszczak and Murray initially estimate a closed-economy Canadian VAR model that ignores the effects of American variables. In order to see the open-economy
performance of Canadian variables they then estimate another VAR system that incorporates American variables. The comparison of both models reveals that the addition of American variables to the closed-economy version of the Canadian model reduces the effects of Canadian shocks on the Canadian economy; Canadian economic fluctuations appear to be explained in large measure by American shocks. The exchange rate and the American interest rate are the most important variables in terms of their influences on Canadian variables. The Canadian money stock is most sensitive to American shocks. The variance decomposition analysis indicates that more than 50 percent of the forecast variance of each Canadian variable is explained by American variables.

Ambler (1989) constructs a nine-variable VAR system that incorporates Canadian and American output, prices, interest rates, money stocks and exchange rate. The main aim of Ambler’s paper is to explore the significance of Canadian money for the behaviour of Canadian variables. Even though the basic issue is the importance of Canadian money, Ambler prefers an open-economy specification of the Canadian model to work with. He uses a monthly, seasonally unadjusted data set and estimates models with two different specifications. One of the models is a standard VAR model which is defined in log-levels. The other model defined in log-differences is based on a vector error correction mechanism (VECM). The VECM model is different from the VAR model in that this includes six error correction terms which are linear combinations of Canadian and American variables. The linear combinations are economically meaningful and are treated as exogenous variables. They include the velocities of Canadian and American money stocks, Canadian and American interest rate differential, and three different measures of the differential between
Canadian and American real income.

Unlike most of the VAR studies, Ambler does not generate impulse response functions or variance decompositions to address the issue at hand. Rather he simply makes use of F-tests to assess the significance of lagged variables in the two models.

Tests conducted for the standard VAR model suggest strong two-way causal relationships between Canadian and American variables. Canadian money supply and prices seem most sensitive, especially to American money. The American interest rate is highly responsive to lagged variations in Canadian money stock and the Canadian interest rate. The model does not indicate a significant role for Canadian money stock in the determination of Canadian output.

F-tests conducted for the VECM model, initially estimated with six lags of each variable, indicate a pattern of relationships among the model variables somewhat similar to the one found in the VAR model. The two-way causal relationships between American and Canadian variables detected in the VAR model also hold. Ambler argues that the influence of Canadian events on American variables follows from the misspecification of the lag length. He then re-estimates the VECM model with twelve lags of each variable. The estimation of the model with longer lags results in the insignificance of lagged Canadian money stock and interest rate for American variables. However, the model still indicates the significance of Canadian variables for American events. This time two error correction terms introduced in the VECM model, i.e., the velocity of Canadian money stock and the interest rate differential seem to affect American income and American interest rate respectively. The model also indicates the significance of the velocity of Canadian money stock for Canadian output.
It should be noted that with the help of impulse responses, Burbidge and Harrison have shown that Canadian events matter only slightly to American variables; by making use of longer lags in the estimation of a VECM model, Ambler has been able to show the insignificance of lagged Canadian money and interest rate for American variables. But the VECM model has assigned a significant role to two Canadian error correction terms in the determination of American income and interest rate.

So far only those studies in which explicit economic structures are ignored have been discussed. Recently, Johnson and Schembri (1990) and Racette and Raynauld (1990) have based their research on the structural VAR methodology in which a structural model is explicitly identified and estimated. Schembri and Johnson have worked with a small VAR model of Canadian-American interactions. For each country they consider two endogenous variables: output and the price level. The exchange rate between the Canadian and American dollars is also included. The principal issue they address pertains to the responses of Canadian output and prices to domestic and American shocks. They use quarterly, seasonally unadjusted data and estimate VAR models in both log-levels and log first-differences.

F-tests based on the estimation of the VAR model indicate that the lagged influence of American output is extremely important for Canadian output and vice versa. American output predicts Canadian output at the 1.4% level of significance and Canadian output predicts American output at the 1.7% level of significance. The strong connection between American and Canadian output seems to be the main cause of Canadian economic fluctuations.

In order to check on the sensitivity of their conclusions, Johnson and Schembri utilize two sets of identifying restrictions. One set corresponds to standard VAR
methodology, in which models are recursively specified. The other set conforms to the structural VAR framework pioneered by Blanchard and Watson (1986) and Bernanke (1986), in which structural recursivity is not essential. The identifying restrictions constitute contemporaneous, short-run relationships among model variables.

Johnson and Schembri note that the use of the structural VAR methodology is preferable to the standard VAR methodology since the former is helpful in the interpretation of the economic relationships. The estimates of the non-recursive structure that they specify suggest that the main sources of fluctuations in Canadian output are to be found in the behaviour of American output and prices. Surprisingly, American inflation leads to a reduction of Canadian output. The Canadian price level, however, seems to be insensitive to variations in American prices.

The variance decomposition analysis based on both the standard and structural VAR frameworks indicates that American output innovations dominate fluctuations in Canadian output. American price innovations are also important, accounting for more than 20% of the variance of Canadian output beyond the current quarter. The variance decompositions for the Canadian price variable indicate sensitivity to the assumptions about a contemporaneous structure. Most of the variation in Canadian price is accounted for by its own innovations. American output and price innovations are also important but the importance of American price is clearer with the use of a non-recursive structure.

The basic objective of the research in Racette and Raynauld (1990) is to investigate the ability of Canadian monetary policy to attain domestic price stability in an international environment. They choose to work with a twelve-variable model that
allows them to take account of some important international influences, especially American, on the Canadian economy. Their set of Canadian variables includes three monetary aggregates (monetary base, M1 and M2), an interest rate variable, income and the price level. In the set of foreign variables they include American income, interest rate and prices and two international price variables, i.e., oil and commodity prices. The international price variables are included in recognition of the fact that they seem to have played a significant role in the determination of Canadian income and prices in the last two decades. The Canadian/American exchange rate is also included in the model.

Racette and Raynauld use quarterly series, most of them seasonally adjusted, and employ a Bayesian method for estimating the VAR model.\textsuperscript{4} They impose block-exogeneity of foreign variables on the reduced-form VAR, according to which only foreign events are able to affect Canadian variables. For the purpose of sensitivity checking, they generate two sets of impulse responses for Canadian variables. One set is not identified via the imposition of structural priors. However, the other follows from the use of an identified, estimated structure. They also recover the structural estimates from the use of the estimated variance-covariance matrix of VAR innovations, but their estimation procedure is truncated, i.e., they separately estimate the blocks of Canadian and foreign equations.

From the analysis of estimated impulse responses they conclude that most of the Canadian shocks show little persistence. The interactions between domestic

\textsuperscript{4}In defining a standard VAR model, the choice of lag length can induce quite a large number of parameters, and hence decreases in degrees of freedom. The use of a Bayesian method allows one to avoid overparameterization. In the Bayesian approach, non-theoretical priors which follow from empirical regularities are combined with sample information to derive the posterior distribution of the parameters of interest.
shocks and domestic variables are relatively weak. The introduction of foreign variables into the analysis appears to lessen the importance of Canadian monetary aggregates. The importance of foreign shocks is generally very persistent in terms of their influences on Canadian variables.

On the basis of variance decompositions of Canadian variables, it turns out that foreign shocks always contribute at least two thirds to the variance of Canadian variables. The main conclusion that follows from the analysis is that American prices play a much stronger role than that of Canadian monetary aggregates in the determination of Canadian inflation. Among the Canadian monetary aggregates, however, M2 appears to be of significant importance as far as the determination of Canadian inflation is concerned.

To sum up, all of the VAR studies of Canadian-American macroeconomic interactions suggest strong relationships, especially between Canadian and American monetary variables. More particularly, American economic activity strongly influences the Canadian economy. Surprisingly, some of the Canadian variables also appear to matter to the time paths of American variables. For example, in Burbidge and Harrison (1985), Canadian money appears to influence both the American interest rate and the American money supply. In Ambler (1989), both the Canadian interest rate and the Canadian money supply seem to affect the American interest rate. In Johnson and Schembri (1990), Canadian output seems to account for a substantial amount of variation in American output. On the other hand, evidence provided by Burbidge and Harrison suggests that in spite of the fact that Canadian variables do appear to influence American variables, their impact is quantitatively small. With the estimation of VECM model with longer lags, Ambler has shown
the absence of the lagged impact of Canadian money supply and interest rate on American variables.

It should be evident by now that the basic objective of all of these VAR studies has been not only to explore the effects of American disturbances on Canadian variables but also to check on the extent to which they may differ with respect to different treatments of identifying restrictions (which mainly constitute recursive structures) and different specifications of VARs. For example, Burbidge and Harrison's analysis is centered on checking the importance of using two different specifications of reduced-form VARs. Kusczczak and Murray explore the implications of using a closed-economy VAR as opposed to one with an open-economy specification. Ambler explores the performance of a VAR model against a VECM model. Johnson and Schembri use the structural VAR methodology and investigate the importance of imposing recursive and non-recursive structures on a VAR system. However, the scope of sensitivity analysis provided by the studies is fairly limited. First, in each study only two sets of specifications are tried. Second, primarily recursive structures are imposed on the systems of equations to compute IRFs and FEVDs. The relevance of conclusions drawn from the use of ad hoc structures is open to question. Such considerations have given us an incentive to enhance the scale of sensitivity analysis and direct our research primarily into systematic checking on the use and economic implications of a range of contemporaneous structures, including both

---

5As mentioned earlier, this is an obvious weakness associated with the use of standard VAR methodology which necessitates the standard assumption of structural recursivity made for the calculation of orthogonalized impulse responses and variance decompositions. It is true that standard VAR models, being unrestricted, are easier to estimate and better for dynamic analysis than models employing overidentified structures. However, their use of recursive specifications may have an undesirable effect on the subsequent analysis. There is, of course, nothing wrong if one has a strong belief in the presence of structural recursivity. Otherwise, the validity of subsequent results is doubtful.
recursive and theoretically supported non-recursive structures.\(^6\)

Before we can address the issue of alternative sets of identifying restrictions we are to make a choice as to the specification of the reduced-form VAR model. Obviously two choices exist; either we can make use of the unrestricted VAR model or the one which is restricted. In general, a VAR model could be conditioned in three different ways. First, it could be subject to a set of long-run restrictions. Second, it could be specified according to the Bayesian framework in which the resultant model is referred to as a Bayesian VAR. Third, it could be modified as suggested by Engle and Granger (1987). The modified VAR model is referred to as vector error correction model (VECM).

In a Bayesian VAR, a modeler could make use of his beliefs regarding the behaviour of the model coefficients. In general, the choice of using Bayesian VAR hinges on the size of the model under consideration. If the model is large then the Bayesian approach is useful since it is expected to avoid overparameterization and improve the forecasting performance of the model.\(^7\) However, if the model is not large then the use of Bayesian approach is not as desirable as it would be otherwise.

---

\(^6\)It may be incorrect to attribute the difference of conclusions across Canadian-American VAR studies either to the use of different VAR specifications or different sets of identifying restrictions since the difference of conclusions might have arisen primarily due to the use of different estimation periods, different data series, i.e., monthly, quarterly, seasonally adjusted or unadjusted, etc. Our research may be helpful in giving an indication as to whether different sets of identifying restrictions imposed on the same data set may be responsible for the difference of conclusions.

\(^7\)We know that in a VAR model past values of each variable appear in each equation. Thus, in a large model we can end up with quite a large number of coefficients compared to the number of observations on the variables. With so many coefficients available to explain so few observations, the estimated coefficients can explain the data very well. However, under such circumstances the coefficients are subject to overfitting. Overfitting refers to the incorporation of useless or misleading relationships in the coefficients of a model. In the presence of overfitting, the coefficients explain not only the salient features of the historical data but also the features which are less important, features which often indicate merely accidental or random relationships that will not recur and are of no importance in forecasting.
Engle and Granger have argued that if two variables are cointegrated, i.e., if they are expected to move so that they do not drift too far apart then a cointegrating term should be incorporated in the model estimation. If evidence is found in favour of more cointegrated series, more cointegrating terms should be defined and used.

In spite of the fact that the performance of the VAR model could be improved by using one of the three procedures discussed above, we do not intend to condition the estimation of the VAR model. We keep the VAR specification as simple as possible for three reasons. First, since the main focus of our study is on checking the sensitivity of conclusions with respect to a variety of short-run identifying restrictions, we do not plan the use of long-run restrictions for the VAR model. Second, given the size of the VAR model that we plan to estimate we do not think the model will be considered large enough that it will be subject to overfitting and that the use of Bayesian approach will contribute significantly to its performance. Third, although it seems desirable to explore the usefulness of the method that involves the use of cointegrating terms in the estimation of the reduced-form, we do not plan to use this method due to some time constraints. However, we would explore the significance of this method in our future research.

In order to do the sensitivity analysis we use a structural VAR framework that makes it possible to identify and estimate even non-recursive contemporaneous structures. As mentioned earlier, this framework is also used in two recent Canadian VAR studies but the latter are subject to a number of limitations. For instance, in Racette and Raynauld (1990), the identification scheme is less than satisfactory; it is due to the fact that their structural model which is semi-recursive and heavily
overidentified, seems hard to justify. Further, they tried to justify the separate estimation of blocks of Canadian and foreign structural equations because of some non-convergence in estimation, but that approach had the unfortunate consequence of leaving some potentially important contemporaneous effects of foreign events on Canadian variables unidentified. In Johnson and Schembri (1990), the basic VAR model does not include any core monetary variables (interest rate, money supply, etc). It thus obscures the role of monetary sectors, which seem to be of prime importance in other Canadian-American VAR studies. Further, their sensitivity analysis is limited to the use of two sets of identifying restrictions. In the present study we seek to do away with such limitations. Our structural VAR system embodies monetary variables representing both economies and provides greater scope for sensitivity analysis. We employ a variety of representative structures, most of them non-recursive, which arise from four classes of structural models, and examine how differently they predict the effects of domestic and American shocks on Canadian variables. By virtue of the structural VAR approach, we also provide sensitivity analysis regarding the direct, simultaneous effects of American structural innovations on Canadian variables.

Before we can analyze the importance of alternative structures and their implications for model dynamics, however, we need to define and estimate the reduced-form VAR. This is done in the next chapter.

---

8In some situations the use of a set of just-identifying restrictions may be considered undesirable since it may prevent one from testing a preferred overidentified specification. In such situations there is nothing wrong if one prefers to work with an overidentified model provided the corresponding set of identifying restrictions is well justified. Without a reasonable justification, however, the overidentification of the model may be considered inappropriate.
Chapter 4

SPECIFICATION AND ESTIMATION OF VAR MODEL

4.1 Setting up the VAR Model

The primary purpose of this Chapter is to show how a VAR system is set up and what are the issues that are involved in its implementation. First, we will discuss a number of variables chosen for our VAR system and then make a decision regarding their treatments, i.e., which set of variables should be treated as endogenous and which as exogenous. Second, we will employ one of the widely used criteria for the selection of distributed lag length. Third, we will elaborate on the characteristics of the estimated VAR system. Based on the estimated VAR system, we will generate estimates of the corresponding error variance-covariance matrix that will be used later to derive the estimates of structural parameters of models of Canadian-American interactions.
4.1.1 Choice of Macro-Variables

In setting up the VAR model we have to make a choice about the variables deemed essential for the analysis of Canadian-American macroeconomic interplay. The choice of variables comes from a consideration of the nature of the structural models that we intend to recover from the VAR model. The structural models consist of seven equations. These include a Canadian aggregate demand schedule, an aggregate supply schedule and the monetary authority's reaction function. Corresponding relations are included for the U.S. economy. The final equation is a Canadian-U.S. exchange rate determination relation. Since each structural model is composed of seven equations, seven endogenous variables must be chosen.

In most of the VAR studies carried out to date each macro-variable embodied in the system is treated as endogenous but there are no compelling reasons that that should be the case. For example, considering the nature of the present analysis, it seems reasonable that the world oil price should be incorporated into the model as an exogenous variable in order to capture the potential contemporaneous and dynamic effects of the two major oil price shocks that took place in the 1970s.¹ VAR-based studies of Canadian-American interactions to date appear to have ignored these shocks, and this may distort the estimated relations. It is for this reason that we consider the inclusion of the world oil price as an exogenous variable in our VAR system. In particular, we include the current oil price (COP) and a variable (LCP)

¹A number of variables such as fiscal expenditure, interest rate or export/import indices representing the American and Canadian economies could be incorporated as exogenous variables in the VAR model. Considering the sample period that we have chosen to work with and considering two oil price shocks that have occurred during that time, it seemed more appropriate to include oil price variables only. We assume that the exclusion of other variables from the VAR model will not affect the estimates significantly.
defined as a simple average of lagged oil prices over the previous four periods.

Thus, the dynamic structural model of Canadian-American macroeconomic interaction is defined as:

\[ AX_t = \sum_{i=1}^{p} B_i X_{t-i} + CY_t + Dv_t \]  \hspace{1cm} (4.1)

where vector \( X_t \) includes seven Canadian and American variables. These variables are:

- \( AO \) : American output
- \( AP \) : American prices
- \( AM \) : American money supply
- \( ER \) : Canadian/American exchange rate
- \( CO \) : Canadian output
- \( CP \) : Canadian prices
- \( CM \) : Canadian money supply

Vector \( Y_t \) consists of exogenous variables, including a unit constant, seasonal dummies, linear trend and the oil price variables defined above. We allow for seven disturbances. They are assumed to have zero cross-correlation. The interpretation of these disturbances depends on a set of restrictions used for identification. The disturbances are included in the vector \( v_t \).

A more detailed structural form would allow for one or more interest rate variables as well. There were two reasons for not including such variables. The first was to avoid adding to the number of equations, and the associated complications in deriving structural parameters from the reduced form estimates. Initially we
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included American and Canadian interest rate series as endogenous variables in our basic VAR system. The resultant number of non-linear equations available to compute structural estimates rose from 28 to 45. This eventually led to estimation non-convergence corresponding to a variety of plausible identifying restrictions. Thus we dropped these variables from the analysis. The second reason was that it seemed plausible that to a large extent the effects of interest rate movements could be predicted by monitoring money supply behaviour.

The reduced form obtained from the structural models is

$$X_t = \sum_{i=1}^{p} F_i X_{t-i} + GY_t + w_t$$

(4.2)

is a VAR model, augmented by inclusion of the exogenous variables. Its estimation will allow us to obtain estimates of the structural parameters.

We have chosen to work with quarterly, seasonally unadjusted data covering the period 1970:2 to 1987:4.² (1970 was the first year in recent times in which the Canadian exchange rate was allowed to float against other currencies.)

The VAR model has been defined initially in both log-levels and log-differences. This has been done in order to check whether reduced forms defined in levels and differences give rise to significantly different conclusions.³ Each equation in the VAR system defined in log-levels includes a constant, three seasonal dummies, a linear trend and the world oil price variables COP and LOP. The log-difference

²We have chosen to work with quarterly, seasonally unadjusted data for two reasons. First, we want our analysis to be more comparable to Johnson and Schembri (1990). Second, most of the VAR studies to date have used quarterly data. (See, for example, Sims (1980, 1986), Blanchard (1986, 1989), Bernanke (1986), Blanchard and Watson (1986), Shapiro and Watson (1988), Blanchard and Quah (1989) and several others.) The data series are described in Appendix B.

³There is a substantial literature that argues for first-order differencing of most time series. (See, e.g., Mankiw and Shapiro (1985).) In view of that it seemed worthwhile to define and estimate the VAR model in both levels and differences.
form is the same except that the trend variable is dropped.

4.1.2 Specification of Lag Length

The choice of lag length is guided by the requirements that the equation error should be free of serial correlation and that the VAR model should capture the potential dynamics of the data. A number of procedures are available in the econometrics literature that can be used to evaluate the implications of alternative lag lengths in an unrestricted VAR model. One of the widely used procedures involves carrying out a series of likelihood ratio tests in which lag length $i$ is tested against lag length $j$ on a systemwide basis for $i$ and $j$ values of potential interest. This procedure was employed for the VAR model defined by (4.2).

Various likelihood ratio tests were conducted and their corresponding $\chi^2$ statistics are reported in Table 4.1. It turns out that in the case of log-levels a lag length of four is reasonable whereas in the case of log-differences even a lower lag length is appropriate since it virtually purges the model errors of serial correlation and provides considerable scope for interactive dynamics within the model. In order to make the results comparable, we have constrained the lag length of VAR specified in

---

4The likelihood ratio tests are based on a test statistic suggested by Sims (1980). It is

$$L = (J - K)[\log N^r | -\log N^u]$$

$L$ is distributed asymptotically as $\chi^2$ with $d$ degrees of freedom (the number of zero restrictions placed on the restricted VAR model). $J$ represents the number of observations and $K$ stands for the number of parameters in the unrestricted VAR model. $| N^r |$ and $| N^u |$ are the determinants of the variance-covariance matrices obtained from the estimation of the restricted and unrestricted VAR models, respectively. All tests are conducted on a systemwide basis. Thus the entire model is tested, rather than the individual equations.

5Krusczak and Murray and Johnson and Schembri have also used the likelihood procedure for lag length selection.

6We did not consider the oil price variables at the stage of choosing a lag length for the VAR model. These variables were introduced subsequently.
Table 4.1: Likelihood Ratio Tests Conducted on a System-Wide Basis for Appropriate Lag Length Selection for the VAR

1. log-levels, 1971:3-1987:4

<table>
<thead>
<tr>
<th>Test</th>
<th>χ² Value</th>
<th>Decision</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 vs. 4</td>
<td>χ²(49) = 55.42</td>
<td>Accept 4</td>
</tr>
<tr>
<td>5 vs. 3</td>
<td>χ²(98) = 108.71</td>
<td>Accept 3</td>
</tr>
<tr>
<td>5 vs. 2</td>
<td>χ²(147) = 202.00</td>
<td>Reject 2</td>
</tr>
<tr>
<td>5 vs. 1</td>
<td>χ²(196) = 258.04</td>
<td>Reject 1</td>
</tr>
<tr>
<td>4 vs. 3</td>
<td>χ²(49) = 67.11</td>
<td>Reject 3</td>
</tr>
<tr>
<td>4 vs. 2</td>
<td>χ²(98) = 184.59</td>
<td>Reject 2</td>
</tr>
<tr>
<td>4 vs. 1</td>
<td>χ²(147) = 255.16</td>
<td>Reject 1</td>
</tr>
<tr>
<td>3 vs. 2</td>
<td>χ²(49) = 141.67</td>
<td>Reject 2</td>
</tr>
<tr>
<td>3 vs. 1</td>
<td>χ²(98) = 226.77</td>
<td>Reject 1</td>
</tr>
<tr>
<td>2 vs. 1</td>
<td>χ²(49) = 99.63</td>
<td>Reject 1</td>
</tr>
</tbody>
</table>

2. log-differences, 1971:4-1987:4

<table>
<thead>
<tr>
<th>Test</th>
<th>χ² Value</th>
<th>Decision</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 vs. 4</td>
<td>χ²(49) = 51.31</td>
<td>Accept 4</td>
</tr>
<tr>
<td>5 vs. 3</td>
<td>χ²(98) = 94.45</td>
<td>Accept 3</td>
</tr>
<tr>
<td>5 vs. 2</td>
<td>χ²(147) = 137.09</td>
<td>Accept 2</td>
</tr>
<tr>
<td>5 vs. 1</td>
<td>χ²(196) = 198.03</td>
<td>Accept 1</td>
</tr>
<tr>
<td>4 vs. 3</td>
<td>χ²(49) = 54.32</td>
<td>Accept 3</td>
</tr>
<tr>
<td>4 vs. 2</td>
<td>χ²(98) = 108.02</td>
<td>Accept 2</td>
</tr>
<tr>
<td>4 vs. 1</td>
<td>χ²(147) = 184.76</td>
<td>Reject 1</td>
</tr>
<tr>
<td>3 vs. 2</td>
<td>χ²(49) = 64.76</td>
<td>Accept 2</td>
</tr>
<tr>
<td>3 vs. 1</td>
<td>χ²(98) = 157.29</td>
<td>Reject 1</td>
</tr>
<tr>
<td>2 vs. 1</td>
<td>χ²(49) = 108.33</td>
<td>Reject 1</td>
</tr>
</tbody>
</table>

The likelihood ratio test statistic is distributed asymptotically as χ²(d) with d degrees of freedom (the number of zero restrictions imposed on the restricted VAR model). All tests are carried out at the 5% level of significance. Critical values of χ²(49) = 66.34, χ²(98) = 122.11, χ²(147) = 176.29, χ²(196) = 229.66.
both levels and differences to four. Constraining the lag length of each endogenous variable to four is in line with most of the previous VAR studies based on quarterly data.

4.2 Estimating the VAR Model

We report the estimation of the VAR model in this section and summarize its main features. Since the right-hand-side variables of each equation in (4.2) are the same, the application of OLS is an efficient estimation procedure.

Summary characteristics of the estimated VAR model in log-levels and log-differences are provided in Tables 4.2-4.4. Table 4.2 reports the estimates of the variance-covariance matrix of the VAR innovations which will be used to obtain structural estimates. Table 4.3 provides the contemporaneous coefficients of correlation between the VAR innovations. It turns out that the highest correlation exists between Canadian and American innovations. This supports the view that there is strong interaction between the two economies. In log-levels, the highest correlation, 0.51, is between Canadian output and American output innovations. Canadian money and American money innovations also have a relatively high correlation coefficient. Much the same kind of picture emerges in the case of log-differences. However, the correlation coefficient between Canadian price and American price innovations is much higher in the log-difference case.

Another common practice in evaluating VAR models is to conduct F-tests of the significance of sets of coefficients. A null hypothesis that is frequently tested is whether all lagged values of a particular variable in an equation are zero. Table
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#### Table 4.2: Variance-Covariance Matrices for VAR Innovations

1. Log-levels, 1971:2-1987:4

   \[
   \begin{array}{cccccccc}
   & w_o^a & w_p^a & w_m^a & w_e^a & w_o^c & w_p^c & w_m^c \\
   w_o^a & 8.57 & & & & & & \\
   w_p^a & 0.65 & 0.73 & & & & & \\
   w_m^a & 1.53 & 0.16 & 2.82 & & & & \\
   w_e^a & 0.80 & -0.34 & -0.14 & 5.97 & & & \\
   w_o^c & 5.57 & 0.79 & 2.18 & -0.46 & 13.68 & & \\
   w_p^c & 0.71 & 0.12 & 0.35 & 0.29 & 0.06 & 0.51 & & \\
   w_m^c & 1.39 & 0.47 & 2.08 & 1.85 & 0.84 & 0.49 & 7.99 &
   \end{array}
   \]

2. Log-differences, 1971:3-1987:4

   \[
   \begin{array}{cccccccc}
   & w_o^a & w_p^a & w_m^a & w_e^a & w_o^c & w_p^c & w_m^c \\
   w_o^a & 14.90 & & & & & & \\
   w_p^a & 1.42 & 1.06 & & & & & \\
   w_m^a & 2.56 & 0.06 & 3.89 & & & & \\
   w_e^a & 1.86 & 0.28 & 0.37 & 8.07 & & & \\
   w_o^c & 8.38 & 0.51 & 2.30 & 0.09 & 16.33 & & \\
   w_p^c & 1.20 & 0.31 & 0.54 & 0.72 & -0.19 & 0.79 & \\
   w_m^c & 3.11 & 0.60 & 2.48 & 2.56 & 1.19 & 1.15 & 10.99 &
   \end{array}
   \]

All entries are multiplied by $10^4$. 
Table 4.3: Correlation Matrices for VAR Innovations

1. Log-levels, 1971:2-1987:4

<table>
<thead>
<tr>
<th></th>
<th>$w_o^a$</th>
<th>$w_p^a$</th>
<th>$w_m^a$</th>
<th>$w_e$</th>
<th>$w_o^c$</th>
<th>$w_p^c$</th>
<th>$w_m^c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$w_o^a$</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$w_p^a$</td>
<td>0.26</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$w_m^a$</td>
<td>0.31</td>
<td>0.11</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$w_e$</td>
<td>0.11</td>
<td>-0.17</td>
<td>-0.03</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$w_o^c$</td>
<td>0.51</td>
<td>0.25</td>
<td>0.35</td>
<td>-0.05</td>
<td>1.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$w_p^c$</td>
<td>0.34</td>
<td>0.20</td>
<td>0.29</td>
<td>0.17</td>
<td>0.02</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>$w_m^c$</td>
<td>0.17</td>
<td>0.19</td>
<td>0.44</td>
<td>0.27</td>
<td>0.08</td>
<td>0.24</td>
<td>1.00</td>
</tr>
</tbody>
</table>

2. Log-differences, 1971:3-1987:4

<table>
<thead>
<tr>
<th></th>
<th>$w_o^a$</th>
<th>$w_p^a$</th>
<th>$w_m^a$</th>
<th>$w_e$</th>
<th>$w_o^c$</th>
<th>$w_p^c$</th>
<th>$w_m^c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$w_o^a$</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$w_p^a$</td>
<td>0.36</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$w_m^a$</td>
<td>0.34</td>
<td>0.03</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$w_e$</td>
<td>0.17</td>
<td>0.10</td>
<td>0.07</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$w_o^c$</td>
<td>0.54</td>
<td>0.12</td>
<td>0.29</td>
<td>0.01</td>
<td>1.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$w_p^c$</td>
<td>0.35</td>
<td>0.34</td>
<td>0.31</td>
<td>0.29</td>
<td>-0.05</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>$w_m^c$</td>
<td>0.24</td>
<td>0.18</td>
<td>0.38</td>
<td>0.27</td>
<td>0.09</td>
<td>0.39</td>
<td>1.00</td>
</tr>
</tbody>
</table>
Table 4.4: Tests of Marginal Predictive Power of Column Variables in Equations for Row Variables

1. Log-levels, 1971:2-1987:4

<table>
<thead>
<tr>
<th></th>
<th>AO</th>
<th>AP</th>
<th>AM</th>
<th>ER</th>
<th>CO</th>
<th>CP</th>
<th>CM</th>
</tr>
</thead>
<tbody>
<tr>
<td>AO</td>
<td>0.000</td>
<td>0.121</td>
<td>0.211</td>
<td>0.633</td>
<td>0.018</td>
<td>0.181</td>
<td>0.007</td>
</tr>
<tr>
<td>AP</td>
<td>0.005</td>
<td>0.000</td>
<td>0.098</td>
<td>0.795</td>
<td>0.302</td>
<td>0.899</td>
<td>0.009</td>
</tr>
<tr>
<td>AM</td>
<td>0.263</td>
<td>0.594</td>
<td>0.000</td>
<td>0.130</td>
<td>0.092</td>
<td>0.044</td>
<td>0.007</td>
</tr>
<tr>
<td>ER</td>
<td>0.056</td>
<td>0.526</td>
<td>0.900</td>
<td>0.000</td>
<td>0.756</td>
<td>0.264</td>
<td>0.308</td>
</tr>
<tr>
<td>CO</td>
<td>0.037</td>
<td>0.868</td>
<td>0.064</td>
<td>0.412</td>
<td>0.000</td>
<td>0.120</td>
<td>0.027</td>
</tr>
<tr>
<td>CP</td>
<td>0.011</td>
<td>0.005</td>
<td>0.168</td>
<td>0.038</td>
<td>0.116</td>
<td>0.000</td>
<td>0.381</td>
</tr>
<tr>
<td>CM</td>
<td>0.007</td>
<td>0.295</td>
<td>0.005</td>
<td>0.016</td>
<td>0.023</td>
<td>0.001</td>
<td>0.000</td>
</tr>
</tbody>
</table>

2. Log-differences, 1971:3-1987:4

<table>
<thead>
<tr>
<th></th>
<th>AO</th>
<th>AP</th>
<th>AM</th>
<th>ER</th>
<th>CO</th>
<th>CP</th>
<th>CM</th>
</tr>
</thead>
<tbody>
<tr>
<td>AO</td>
<td>0.340</td>
<td>0.783</td>
<td>0.191</td>
<td>0.885</td>
<td>0.067</td>
<td>0.662</td>
<td>0.051</td>
</tr>
<tr>
<td>AP</td>
<td>0.029</td>
<td>0.029</td>
<td>0.133</td>
<td>0.917</td>
<td>0.529</td>
<td>0.701</td>
<td>0.413</td>
</tr>
<tr>
<td>AM</td>
<td>0.309</td>
<td>0.963</td>
<td>0.163</td>
<td>0.210</td>
<td>0.147</td>
<td>0.169</td>
<td>0.056</td>
</tr>
<tr>
<td>ER</td>
<td>0.593</td>
<td>0.535</td>
<td>0.772</td>
<td>0.354</td>
<td>0.814</td>
<td>0.990</td>
<td>0.106</td>
</tr>
<tr>
<td>CO</td>
<td>0.196</td>
<td>0.472</td>
<td>0.047</td>
<td>0.720</td>
<td>0.929</td>
<td>0.188</td>
<td>0.039</td>
</tr>
<tr>
<td>CP</td>
<td>0.409</td>
<td>0.305</td>
<td>0.812</td>
<td>0.588</td>
<td>0.117</td>
<td>0.004</td>
<td>0.657</td>
</tr>
<tr>
<td>CM</td>
<td>0.009</td>
<td>0.176</td>
<td>0.003</td>
<td>0.389</td>
<td>0.271</td>
<td>0.003</td>
<td>0.013</td>
</tr>
</tbody>
</table>

Entry(i,j) is the significance level of the F-test of the null hypothesis that the coefficients of the four lags of variable j are all zero.
4.4 provides the probabilities associated with such tests conducted on the lags for each endogenous variable in each equation. The rows represent the seven equations and the columns represent the seven variables being tested. The figures in the table are the probabilities of Type I error associated with the tests. For example, in the case of log-levels the last element of the first row of Table 4.4 indicates that with more than 99% confidence \((1.00 - .007) \times 100\) one can reject the hypothesis that Canadian Money \((CM)\) has no impact on American output.

The lower portion of the column for \(AO\) and the upper portion of the column for \(CM\) contain the smallest probabilities. This implies relatively high predictive power of American variables for the Canadian economy, and vice versa. Among Canadian variables, lagged Canadian money is the most important variable in terms of its significance for the prediction of American variables. Canadian lagged prices are also significant at the 4.4% level in the equation for American money supply and lagged Canadian output is significant at the 2% level in the or American output.

With regard to the importance of American variables for Canadian variables it turns out that lagged American output is the only variable with marginal predictive power for all Canadian variables at relatively high significance levels. It is interesting to see that American lagged prices influence Canadian prices and American lagged money supply influences Canadian money.

4.3 Concluding Remarks

Given the information provided by the estimated VAR model, there is no question about the existence of strong interaction between Canadian and American
economic activities. Undoubtedly, the behaviour of American variables is of major importance for the time path of Canadian variables. In some cases Canadian economic variations appear also to influence American variables.

Once the VAR model and the error variance-covariance matrix have been estimated, the next step is to derive the coefficients of the structural models based on a variety of identifying restrictions. This is done in the next chapter.
Chapter 5

STRUCTURAL MODELS: IDENTIFICATION AND ESTIMATION

This chapter begins with a discussion of structural VAR models of the kind that are of interest in the present context and their identification. It then proceeds to a consideration of the estimation of such models. For the sake of brevity, only structural models specified in log-levels are considered. Initially, we estimated structural models specified in both levels and differences. Since the two sets of estimates were quite similar, only those based on levels are reported. Estimates of structural models based on a variety of identifying restrictions are presented and discussed.

Structural models may result from a multiplicity of theoretical considerations. Our interest here centers mainly on theoretical constraints on the contemporaneous, short-run relationships among the endogenous variables. The models are estimated
indirectly by making use of the estimated variance-covariance matrix of the VAR residuals, as explained in the second chapter. Once the structural models have been estimated, the computation of impulse response functions and variance decompositions can be carried out.

A dynamic structural model of Canadian-American macroeconomic interactions of the kind that is to be estimated is of the form

$$ AX_t = \sum_{i=1}^{4} B_i X_{t-i} + C Y_t + D v_t $$

(5.1)

The reduced form associated with (5.1) is

$$ X_t = \sum_{i=1}^{4} F_i X_{t-i} + G Y_t + w_t $$

(5.2)

where

$$ F_i = A^{-1} B_i $$

(5.3)

$$ G = A^{-1} C $$

(5.4)

$$ w_t = A^{-1} D v_t $$

(5.5)

The estimation of (5.2) gives estimates of the reduced form parameters contained in matrices $F$ and $G$. On the basis of these estimates, the vector $w_t$ of VAR innovations and its variance-covariance matrix $\Psi$ are constructed. The definition of the variance-covariance matrix in terms of structural matrices $A$ and $D$ and the variance-covariance matrix $\Phi$ of structural innovations is

$$ \Psi = A^{-1} D \Phi D' (A^{-1})' $$

(5.6)

In order to calculate impulse response functions and the variance decomposition of structural innovations, estimates of matrices $A$ and $D$ are necessary. We noted
in the second chapter that there is a nonuniqueness problem associated with the moving average representation of a VAR model and the variance decomposition of structural shocks. This nonuniqueness arises from the fact that the computation of the moving average and variance decomposition hinges on what one assumes about the contemporaneous interactions among the model variables, i.e., on how the constraints on matrices $A$ and $D$ are specified. In order to evaluate the importance of this nonuniqueness problem with regard to predictions about Canadian-American macroeconomic interactions, a number of alternative specifications are experimented with, i.e., a number of variants of matrices $A$ and $D$ are defined and estimated. Of course, $A$ and $D$ are estimated such that the system of equations contained in (5.6) is satisfied.

The number of contemporaneous structural parameters that can be defined and estimated depends on information contained in the estimated variance-covariance matrix of VAR residuals, $\hat{\Sigma}$. As explained in the second chapter, in a seven-variable VAR system, only 28 structural parameters can be estimated if the model is just identified. Since seven structural variances must be recovered, there is room for the recovery of another 21 parameters in matrices $A$ and $D$.

### 5.1 Identification of Structural Models

We consider four classes of structural models. One of them arises from the use of standard VAR methodology, which assumes somewhat arbitrarily the recursiveness of the structural model. The other three, which are non-recursive, are formulated in light of recent improvements in the VAR framework introduced by Blanchard
and Watson (1986) and Bernanke (1986). These models result from different theoretical considerations. For model identification, no constraints are imposed on the distributed lag structures of the model since we are interested in identifying only the short-run interactions among the endogenous variables.

The four classes of models that restrict the free elements of matrices $A$ and $D$ are labelled Structural Models 1, 2, 3, and 4. The first three classes include non-recursive models. However, the fourth class includes recursive models and is also referred to as “structural” from now on. Each is specified in log-linear form and is interpreted in a quarterly time frame. Since no identification of the distributed lag structures and coefficients of the exogenous variables is planned, the identification of matrices $A$ and $D$ in (5.1) is equivalent to identification of matrices $A$ and $D$ in the following equation:

$$AX_t = Du_t$$

(5.7)

The structural models identified and estimated in the subsequent sections are written in the form of (5.7). Estimates of the elements $a_{ij}$ and $d_{ij}$ of $A$ and $D$ are extracted for each model from the same variance-covariance matrix of VAR residuals defined by equation (5.6). Each model is composed of seven equations. With respect to recursive models, the individual equations do not have theoretical names since they are independent of proper theoretical identification. With respect to non-recursive models, the individual equations can be named according to their theoretical identification. Non-recursive models include standard aggregate demand relations, aggregate supply relations, money rules and an exchange rate determination equation. The aggregate demand equations can be regarded as reduced forms of IS-LM models. Most of the identifying restrictions result from the absence of
Canadian core variables in the American equations. Thus, economic theory does not serve as the only source of identifying restrictions. The three non-recursive structural specifications that we will consider differ mainly with regard to the aggregate supply functions. Otherwise, the equations in each structural specification are almost the same. The interpretation of the innovations in vector $v_t$ differs according to the nature of the identifying restrictions imposed on the model. In our non-recursive models, structural innovations are defined and interpreted as follows:

\[ v_1 = v_d^a : \text{American aggregate demand innovation} \]
\[ v_2 = v_s^a : \text{American aggregate supply innovation} \]
\[ v_3 = v_m^a : \text{American money innovation} \]
\[ v_4 = v_e : \text{Exchange rate innovation} \]
\[ v_5 = v_d^c : \text{Canadian aggregate demand innovation} \]
\[ v_6 = v_s^c : \text{Canadian aggregate supply innovation} \]
\[ v_7 = v_m^c : \text{Canadian money innovation} \]

In recursive models, any innovation, $v_j$, is simply treated as an innovation associated with $j$th variable. For instance, for $X = (A O \ AP \ AM \ ER \ CO \ CP \ CM)'$, $v$ is defined as $v^a_d v^a_p v^a_m v_s v^c_p v^c_m)'$ where $v^a$ indicates innovations in American output, etc. Unlike non-recursive models, in general an innovation in a recursive model is not assigned any specific name.

Within each class of non-recursive models, two kinds of contemporaneous structures are identified. This is done in such a manner that the principal determinants in each structural equation do not change and the total number of parameters to
be estimated within each model remains the same. The purpose in having two specifications within each class of model is to check on the importance of different treatments of $D$, the matrix that determines the contemporaneous, direct and simultaneous effects of structural innovations on a number of endogenous variables.

In one of the models, it is assumed that $D$ is an identity matrix, implying that the structural shocks can have direct, contemporaneous effects only on their corresponding endogenous variables. Only the matrix $A$ needs to be identified and estimated in the model. In the specification of the other model, $D$ is no longer considered to be an identity matrix. Thus, the elements of both $A$ and $D$ need to be defined and estimated.

We know that in a structural VAR system there is a limitation on the number of retrievable contemporaneous structural estimates. According to this limitation, the number of parameters contained in matrices $A$ and $D$ is to be less than or equal to the number of unique elements of $\Psi$. In view of this limitation, there is the question of how a particular class of models containing two specifications, one with $D = I$ and the other with $D \neq I$, should be constrained to have the same number of parameters in both cases. The approach followed here is to look for theoretically reasonable restrictions that suggest the equality of pairs of coefficients in particular structural equations and thereby reduce the number of parameters to be estimated to the desired level.

5.1.1 Structural Model 1

This class of models arises from Keynesian considerations. It assumes that within a quarter the domestic price level is "sticky" and that domestic aggregate demand
conditions are unable to change its current level. Domestic prices are thus regarded as sticky in the sense that they do not adjust quickly in response to domestic demand innovations. Firms wait at least for one quarter before making price adjustments. The assumption of contemporaneous price stickiness leads to flatness of the one-period aggregate supply schedules for both the American and the Canadian economies. Aggregate demand innovations are thus incapable of inducing immediate changes in the price of output.

Table 5.1a displays the seven-variable structural model 1 with \( D = I \). The first equation is the American aggregate demand relation, according to which aggregate demand is allowed to respond to American price and nominal money surprises only. The second equation is the American aggregate supply relation: American price, the left-hand-side variable, is unaffected by innovations in any of the other variables. This is equivalent to the assumption of complete rigidity of American prices.\(^1\) The behaviour of the American monetary authorities is represented by the third equation, in which American money supply innovations are connected to American output and price innovations, and to foreign exchange rate innovations as well. This money rule basically assumes that the American monetary authorities care about domestic inflation and unemployment. It is the money supply that directly reacts in response to changing inflation and unemployment conditions. The presence of the foreign exchange rate in that equation is for the purpose of testing the slight possibility of Canadian influence on American monetary decision-making.

\(^1\)One may object to the assumption of complete, contemporaneous rigidity of American prices since this assumption could be relaxed by identifying an oil price variable in the American aggregate supply equation. But this is beyond the scope of our study since it involves placing a restriction on a variable that we have treated as exogenous. Our identification scheme is limited to constrain only contemporaneous interactions among endogenous variables.
Table 5.1: Structural Model 1
Just-Identified Contemporaneous Relationships

a. Money Illusion Permitted

\[ AO = a_{12}AP + a_{13}AM + v_d^a \]
\[ AP = v_s^a \]
\[ AM = a_{31}AO + a_{32}AP + a_{34}ER + v_m^a \]
\[ ER = a_{41}AO + a_{42}AP + a_{43}AM + a_{45}CO + a_{46}CP + a_{47}CM + v_e \]
\[ CO = a_{51}AO + a_{52}AP + a_{54}ER + a_{56}CP + a_{57}CM + v_e^c \]
\[ CP = a_{62}(AP + ER) + v_s^c \]
\[ CM = a_{73}AM + a_{74}ER + a_{76}CO + a_{76}CP + v_m^c \]

b. Money Illusion Not Permitted

\[ AO = a_{12}(AM - AP) + v_d^a \]
\[ AP = v_s^a \]
\[ AM = a_{31}AO + a_{32}AP + a_{34}ER + v_m^a \]
\[ ER = a_{41}(CO - AO) + a_{42}AP + a_{43}AM + a_{46}CP + a_{47}CM + v_e \]
\[ CO = a_{51}AO + a_{52}AP + a_{54}(ER - CP) + a_{57}(CM - CP) + d_{51}v_d^a + v_e^c \]
\[ CP = a_{62}(AP + ER) + d_{62}v_s^a + v_s^c \]
\[ CM = a_{73}AM + a_{74}ER + a_{76}CO + a_{76}CP + d_{73}v_m^a + v_m^c \]
via the exchange rate. This completes the American block of Structural model 1.

The next four equations of the model represent the exchange rate and the Canadian block. The fourth equation approximates the behaviour of the exchange rate, with all model variables allowed to enter the equation. The fifth equation defines the standard Canadian open-economy aggregate demand schedule in which aggregate demand innovations are connected with innovations in all model variables, with the exception of American money. The Canadian aggregate supply specification is represented by the sixth equation in which the domestic price level is constrained so that it does not respond to domestic demand shifts. This restriction ensures the within-quarter lack of influence of aggregate demand innovations on the domestic inflation rate. However, to accommodate the supply side effects of the exchange rate and American prices, the contemporaneous rigidity of Canadian prices is partially relaxed: Canadian prices are allowed to react to changes in the exchange rate and American price variations. The coefficients of the exchange rate and foreign price variable are constrained to be equal and of the same sign in that equation in order to limit the number of free structural parameters to 21. The equality restriction is also derived from economic theory. The last equation of the model specifies the Canadian monetary authority's reaction function in which domestic money supply is permitted to react to changes in the exchange rate, domestic output and prices, and the American money supply. This kind of money rule is based on the assumption that the Canadian monetary authorities are concerned about domestic price and output stability, in addition to responding to foreign exchange market behaviour and American monetary variations. The introduction of American money into a Canadian money rule serves to allow for greater monetary interaction between the
two countries. (It is presumably the case that not just for Canada but for other industrial economies there is a tendency for domestic monetary behaviour to be influenced by changing American monetary policy.)

Table 5.1b reports a variant of the Keynesian type model with \( D \neq I \). This variant retains the basic assumption of domestic price stickiness but relaxes the assumption of no direct, simultaneous effects of structural shocks for endogenous variables. The direct, simultaneous effects of the structural shocks are allowed to exist by permitting some non-zero off-diagonal entries in the \( D \) matrix. The most interesting of the non-zero entries may be the ones allowing direct, simultaneous effects of American aggregate demand shocks on Canadian aggregate demand, American aggregate supply shocks on Canadian prices and output and American money shocks on Canadian money.

It follows from the above considerations that three non-zero elements of matrix \( D \) are to be estimated. Since in a seven-variable system of equations we cannot extract more than 21 estimates of the elements of matrices \( A \) and \( D \), this implies that the free elements of matrix \( A \) are to be reduced from 21 to 18. The number of free elements of matrix \( A \) is curtailed by employing three restrictions that force the equality of chosen pairs of coefficients. These pairs are selected from the Canadian and American aggregate demand relations and the exchange rate determination equation. One of the restrictions is imposed on the coefficients of American nominal money and American prices in the American aggregate demand equation. The second takes the form of a constraint on the coefficients of the exchange rate, Canadian nominal money and Canadian prices in the Canadian aggregate demand equation. The last restriction is placed on coefficients of Canadian output and
American output in the exchange rate equation. These restrictions are imposed so as to make the selected pairs of coefficients equal and opposite in sign.

It is interesting to see that the three restrictions imposed on the structural model in Table 5.1b make the model look different from the model in Table 5.1a. In 5.1b, Canadian and American aggregate demands are functions of their respective real money balances, rather than nominal balances, as in 5.1a. Similarly, Canadian aggregate demand ceases to generate separate responses to Canadian price changes or nominal exchange rate fluctuations. Instead, it now responds to real exchange rate movements. The response of the exchange rate is dependent on the spread between the output of the two nations.

A model with $D = I$ can be described as the one in which money illusion is permitted since the coefficients of money, price and the nominal exchange rate variables are individually identified. However, money illusion is ruled out in our model with $D \neq I$, since the identifying restrictions in this model force behaviour to depend on real money and the real exchange rate. Thus, a model with $D \neq I$ can be termed as a model with "real" variables. Obviously such a situation arises by virtue of different treatments of $D$.

In dealing with the other classes of models that represent alternative economic theories, and that do not treat $D$ as an identity matrix, the same strategy of imposing restrictions that force the equality of coefficients is employed. Equality restrictions imposed on the exchange rate equation are derived from a monetary approach to the balance of payments (See, for example, Dornbusch (1978)).
5.1.2 Structural Model 2

This type of model results from classical considerations. The basic feature that makes it unique is that it assumes within-quarter stickiness of the supply of domestic output. This is to say, firms do not change their production behaviour immediately in response to demand innovations. The minimum time that firms take to change their production decisions is at least one quarter. Beyond a quarter, firms are free to respond. Hence the effective aggregate supply schedules for both Canadian and American economies are vertical. Unlike the Keynesian class of models, domestic output is the left-hand-side variable in the aggregate supply equations.

Table 5.2a displays a seven-equation structural model of this class with $D = 1$. The second and sixth equations of this model are different from those of the model in Table 5.1a. That is due to the fact that the aggregate supply functions are treated differently. American output supply is now insensitive to all other variables. However, Canadian output is permitted to react to changes in the exchange rate and American prices. With respect to the supply of American output, an assumption of complete stickiness is employed. However, in the case of Canadian output supply, the stickiness assumption is partially relaxed but not with respect to Canadian variables.

Table 5.2b exhibits another classical-type model with $D \neq 1$. A simple comparison of this model with that of Table 5.1b shows that only the aggregate supply specifications are different. Otherwise, the models are the same.
Table 5.2: Structural Model 2
Just-Identified Contemporaneous Relationships

a. Money Illusion Permitted

\[ AO = a_{12}AP + a_{13}AM + v_2^2 \]
\[ AO = v_1^a \]
\[ AM = a_{31}AO + a_{32}AP + a_{34}ER + v_m^a \]
\[ ER = a_{41}AO + a_{42}AP + a_{43}AM + a_{45}CO + a_{46}CP + a_{47}CM + v_e \]
\[ CO = a_{51}AO + a_{52}AP + a_{54}ER + a_{56}CP + a_{57}CM + v_2^g \]
\[ CO = a_{62}(AP + ER) + v_s^g \]
\[ CM = a_{73}AM + a_{74}ER + a_{76}CO + a_{76}CP + v_m^c \]

b. Money Illusion Not Permitted

\[ AO = a_{12}(AM - AP) + v_2^3 \]
\[ AO = v_1^a \]
\[ AM = a_{31}AO + a_{32}AP + a_{34}ER + v_m^a \]
\[ ER = a_{41}(CO - AO) + a_{42}AP + a_{43}AM + a_{46}CP + a_{47}CM + v_e \]
\[ CO = a_{51}AO + a_{52}AP + a_{54}(ER - CP) + a_{57}(CM - CP) + d_{51}v_2^g + v_2^g \]
\[ CO = a_{62}(AP + ER) + d_{62}v_s^a + v_s^c \]
\[ CM = a_{73}AM + a_{74}ER + a_{76}CO + a_{76}CP + d_{73}v_m^a + v_m^c \]
5.1.3 Structural Model 3

This class of models does away with any kind of rigidity assumptions in the aggregate supply function. It simply uses a standard definition of the supply function in which domestic output is permitted to be one of the determinants of the domestic price level. Hence domestic demand conditions can change the course of domestic output and prices contemporaneously.

Table 5.3a presents the variant of the model with $D = I$. Again, this model is different from those of Tables 5.1a and 5.2a only in its specification of the aggregate supply functions. With the addition of two variables to the Canadian and American aggregate supply equations, two more equality restrictions are needed somewhere in the system so that the number of free elements of $A$ remains the same, i.e., 21. The two additional restrictions are placed on the exchange rate equation; the coefficients of Canadian and American output and of Canadian and American prices are constrained to be equal and opposite in sign. The placement of restrictions in such a manner allows the opportunity to examine the contemporaneous effects on the exchange rate of domestic and foreign output and price differentials.

Table 5.3b presents the variant of the present class of models with $D \neq I$. With the addition of two variables to the American and Canadian aggregate supply functions, two new equality restrictions to achieve exact identification of the model are required in this version of Structural Model 3. The two restrictions are placed on the exchange rate equation. As a result, the exchange rate varies in response to the Canadian and American price and money stock differentials.
Table 5.3: Structural Model 3
Just-Identified Contemporaneous Relationships

a. Money Illusion Permitted

\[ AO = a_{12}AP + a_{13}AM + v_d^a \]
\[ AP = a_{21}AO + v_s^a \]
\[ AM = a_{31}AO + a_{32}AP + a_{34}ER + v_m^a \]
\[ ER = a_{41}(CO - AO) + a_{42}(CP - AP) + a_{43}AM + a_{47}CM + v_e \]
\[ CO = a_{51}AO + a_{52}AP + a_{54}ER + a_{56}CP + a_{57}CM + v_d^c \]
\[ CP = a_{62}(AP + ER) + a_{65}CO + v_s^c \]
\[ CM = a_{73}AM + a_{74}ER + a_{75}CO + a_{76}CP + v_m^c \]

b. Money Illusion Not Permitted

\[ AO = a_{12}(AM - AP) + v_d^a \]
\[ AP = a_{21}AO + v_s^a \]
\[ AM = a_{31}AO + a_{32}AP + a_{34}ER + v_m^a \]
\[ ER = a_{41}(CO - AO) + a_{42}(CP - AP) + a_{43}(CM - AM) + v_e \]
\[ CO = a_{51}AO + a_{52}AP + a_{54}(ER - CP) + a_{57}(CM - CP) + d_{61}v_d^c + v_d^e \]
\[ CP = a_{62}(AP + ER) + a_{65}CO + d_{63}v_s^c + v_s^e \]
\[ CM = a_{73}AM + a_{74}ER + a_{75}CO + a_{76}CP + d_{73}v_m^a + v_m^c \]
5.1.4 Structural Model 4

Structural model 4 represents a recursive class of models. It originates from the use of standard VAR methodology in which for any chosen ordering of the variables, \( A \) is assumed to be a triangular matrix and \( D \) an identity matrix. Since the triangularity of matrix \( A \) ensures the exact identification of the VAR model, no non-zero entries are allowed in matrix \( D \). The ordering of the variables is based on a number of priors. The first variable placed in the VAR ordering is assumed to be the "most exogenous" variable, in the sense that it can alter the behaviour of all variables below it in the ordering but its own determination is independent of fluctuations of those variables. Similarly, the second variable in the ordering is the second "most exogenous" variable. It is one of the determinants of variables below it in the order, while its own growth path is allowed to change in response to innovations in the first variable only. In the same fashion, any \( j \)th-order variable can be affected only by variables of order less than \( j \) and can affect only those of order greater than \( j \).

Two recursive models are displayed in Table 5.4. The first, which appears in the top part of the table, is formed on the assumption that prices are sticky, i.e., American and Canadian prices are the most exogenous variables in their respective series of variables. Hence American prices are positioned at the top of the American variable ordering and Canadian prices at the top of the Canadian variable ordering. The American block of equations is allowed to precede all Canadian equations in recognition of the fact that economic actions in the United States can serve as sources of fluctuations to the Canadian economy while the reverse is much less likely. As before, the exchange rate equation is positioned between the American
Table 5.4: Structural Model 4
Just-Identified Contemporaneous Relationships

a. Recursive Structure 1

\[ AP = v_p^a \]
\[ AO = a_{21}AP + v_o^a \]
\[ AM = a_{31}AP + a_{32}AO + v_m^a \]
\[ ER = a_{41}AP + a_{42}AO + a_{43}AM + v_e \]
\[ CP = a_{51}AP + a_{52}AO + a_{53}AM + a_{54}ER + v_p^c \]
\[ CO = a_{61}AP + a_{62}AO + a_{63}AM + a_{64}ER + a_{65}CP + v_o^c \]
\[ CM = a_{71}AP + a_{72}AO + a_{73}AM + a_{74}ER + a_{75}CP + a_{76}CO + v_m^c \]

b. Recursive Structure 2

\[ AO = v_o^a \]
\[ AP = a_{21}AO + v_p^a \]
\[ AM = a_{31}AO + a_{32}AP + v_m^a \]
\[ ER = a_{41}AO + a_{42}AP + a_{43}AM + v_e \]
\[ CO = a_{51}AO + a_{52}AP + a_{53}AM + a_{54}ER + v_o^c \]
\[ CP = a_{61}AO + a_{62}AP + a_{63}AM + a_{64}ER + a_{65}CO + v_p^c \]
\[ CM = a_{71}AO + a_{72}AP + a_{73}AM + a_{74}ER + a_{75}CO + a_{76}CP + v_m^c \]
and Canadian structural equations. By virtue of the assumption of price rigidity, the price equations may be considered as aggregate supply equations, and the output equations as aggregate demand equations.

The second variant of the recursive model, in Table 5.4b, arises from the assumption of output stickiness. Thus, American output is placed at the top of the ordering of American variables. Canadian output is also placed before the Canadian price level and money supply. Again, the block of American equations comes before the block of Canadian equations. Again too, the block of American equations is followed by the Canadian exchange rate determination equation. Since in this model we have employed the assumption of output stickiness, the output equations may be treated as aggregate supply equations while the price equations as aggregate demand equations.

The next section is devoted to the presentation and discussion of estimates of the models that we have specified above.

5.2 Estimation of Structural Models

Given the estimates of the variance-covariance matrix of VAR, the four classes of structures that we have identified in the previous section are separately estimated and discussed.\(^2\) The estimation proceeds as discussed in Chapter 2.

\(^2\)We have used Bernanke's computer program to obtain estimates of contemporaneous coefficients and their corresponding t-values. The variances of estimated coefficients needed to compute t-values are obtained from the inversion of information matrix of the likelihood problem associated with equation (5.5) where \(\psi\) 's are assumed to be normally distributed.
5.2.1 Estimation of Structural Model 1

The estimated form of the first variant of this model in which \( D = I \) is given in Table 5.5. A quick inspection of the table reveals that most of the coefficients have the expected signs. For example, American and Canadian nominal money balances are positively related to their respective aggregate demands. Canadian aggregate demand is negatively related to Canadian prices and positively related to American output. American price inflation and Canadian currency depreciation are associated with Canadian price inflation. Similarly, American money expansion appears to have a positive connection with Canadian money inflation, and so on.

The most disappointing feature of the structural estimation is the prevalence of low t-values. However, this is not the exception to the present study.\(^3\) Even though most of the contemporaneous coefficient estimates are correctly signed, they are not significantly different from zero. Even the American variables do not seem to affect Canadian variables. Thus, this model does not lend support to the fact that the Canadian variables are sensitive to fluctuations in American variables.

The estimated Structural Model 1 with matrix \( D \neq I \) is provided in Table 5.6. It turns out that the signs of some of the contemporaneous relationships predicted by the previous model have changed. However the nature of the other relationships is similar to those found in 5.5. Instead of considering the separate influences of domestic prices and nominal money changes, the model in Table 5.6 treats the

\(^3\)Bernanke (1986) has also indicated his disappointment at the prevalence of low t-values. A number of other structural VAR studies also have low t-values. (See for example, Sims (1986), Orden and Fackler (1989), Calomiris and Hubbard (1989), Racette and Raynauld (1990), Fackler (1990) and Keating (1990).)

\(^4\)Roughly speaking, if an estimation involves sufficiently a large number of sample observations then in order for a coefficient to be significant at the 5% level its corresponding absolute t-value should be greater than 2.
$AO = 0.75 \ AP + 0.68 \ AM + v^a_t$

$(1.60) \quad (0.56)$

$AP = v^a_t$

$AM = -0.03 \ AO + 0.13 \ AP - 0.23 \ ER + v^a_m$

$(0.07) \quad (0.32) \quad (0.77)$

$ER = -2.03 \ AO - 4.66 \ AP - 4.87 \ AM + 3.61 \ CO + 4.61 \ CP + 3.68 \ CM + v_e$

$(0.51) \quad (0.79) \quad (0.75) \quad (0.57) \quad (0.47) \quad (1.00)$

$CO = 1.15 \ AO - 0.85 \ AP - 1.54 \ ER - 5.82 \ CP + 1.80 \ CM + v^c_t$

$(0.87) \quad (0.27) \quad (0.48) \quad (0.65) \quad (0.63)$

$CP = 0.32 \ (AP + ER) + v^c_t$

$(1.27)$

$CM = 1.27 \ AM - 0.62 \ ER + 0.74 \ CO - 4.28 \ CP + v^c_m$

$(1.04) \quad (0.39) \quad (0.55) \quad (0.39)$

$\hat{\phi}(v^a_t) = 0.86 \times 10^{-2}$

$\hat{\phi}(v^c_t) = 0.26 \times 10^{-2}$

$\hat{\phi}(v^a_m) = 0.56 \times 10^{-2}$

$\hat{\phi}(v_e) = 4.09 \times 10^{-2}$

$\hat{\phi}(v^c) = 2.08 \times 10^{-2}$

$\hat{\phi}(v^c_m) = 1.83 \times 10^{-2}$
Money Illusion Not Permitted

\[ \begin{align*}
AO & = -1.15 (AM - AP) + v_d^a \\
& (1.63) \\
AP & = v_d^a \\
AM & = 0.49 AO - 0.28 AP - 0.12 ER + v_m^a \\
& (2.74) (0.90) (1.19) \\
ER & = 0.86 (CO - AO) - 3.95 AP - 4.26 AM + 11.04 CP + 3.67 CM + v_e \\
& (0.61) (0.95) (0.88) (0.77) (0.92) \\
CO & = 0.11 AO + 1.02 AP + 0.01 (ER - CP) - 0.07 (CM - CP) + 0.42 v_d^a + v_d^c \\
& (0.20) (1.11) (0.03) (0.13) (0.92) \\
CP & = 0.94 (AP + ER) - 0.32 v_d^a + v_d^c \\
& (0.90) (0.51) \\
CM & = -0.62 AM + 0.39 ER + 0.21 CO + 4.28 CP + 0.85 v_m^a + v_m^c \\
& (0.46) (0.98) (0.49) (1.29) (0.91) \\
\end{align*} \]

\[ \begin{align*}
\hat{\phi}(v_d^a) & = 1.22 \times 10^{-2} \\
\hat{\phi}(v_m^a) & = 0.26 \times 10^{-2} \\
\hat{\phi}(v_m^c) & = 0.57 \times 10^{-2} \\
\hat{\phi}(v_e) & = 3.55 \times 10^{-2} \\
\hat{\phi}(v_d^c) & = 0.96 \times 10^{-2} \\
\phi(v_d^c) & = 0.71 \times 10^{-2} \\
\hat{\phi}(v_m^c) & = 1.14 \times 10^{-2} 
\end{align*} \]
CHAPTER 5. STRUCTURAL MODELS

effects of changes in real money balances on aggregate demand. It is surprising that domestic money balances tend to be negatively related to domestic aggregate demand for both the American and Canadian economies. A depreciation of the real exchange rate, however, has a positive (but statistically insignificant) effect on Canadian aggregate demand. Again, the t-ratios are generally very low.

Looking at the coefficients representing the direct, contemporaneous effects of American shocks on Canadian variables, it turns out that all but one are positive but insignificant. Thus, it can be concluded that structural disturbances associated with American variables do not necessarily have any direct effect on Canadian economic activity, at least in the short run.

It is worth mentioning that in spite of the fact that we have allowed in this model the impact of American events on Canadian variables through two channels, i.e., one from changes in American variables entered through matrix $A$ and the other through American structural innovations modeled by matrix $D$, no American economic fluctuation is able to affect Canadian variables.

5.2.2 Estimation of Structural Model 2

This class of models follows from classical theoretical considerations. It assumes that within a quarter output is sticky with respect to domestic price innovations. The estimated structure of the version of the model with $D = I$ is reported in Table 5.7.

An examination of the table indicates that most of coefficients are of expected sign. However, $t$-values are low, as before. The model also predicts a positive correlation between innovations in domestic nominal balances and domestic aggregate
Table 5.7: Estimated Structural Model 2
Contemporaneous Relationships
t-values in brackets

Money Illusion Permitted

\[ AO = 7.48\ AP + 2.39\ AM + v_{d}^{a} \]
\[ (1.15) \quad (0.88) \]

\[ AO = v_{e}^{a} \]

\[ AM = 0.10\ AO + 1.14\ AP - 0.13\ ER + v_{m}^{a} \]
\[ (0.58) \quad (0.53) \quad (1.10) \]

\[ ER = -1.08\ AO - 3.33\ AP - 3.37\ AM + 1.36\ CO + 8.87\ CP + 2.54\ CM + v_{e} \]
\[ (1.04) \quad (1.60) \quad (1.60) \quad (1.11) \quad (1.30) \quad (1.69) \]

\[ CO = 0.73\ AO - 0.31\ AP - 0.76\ ER - 1.51\ CP + 0.84\ CM + v_{d}^{e} \]
\[ (3.34) \quad (0.42) \quad (1.94) \quad (0.67) \quad (1.95) \]

\[ CO = 3.84\ (AP + ER) + v_{e}^{c} \]
\[ (1.56) \]

\[ CM = 0.52\ AM - 0.27\ ER - 0.54\ CO - 5.41\ CP + v_{m}^{e} \]
\[ (1.03) \quad (0.40) \quad (0.84) \quad (1.01) \]

\[ \hat{\phi}(v_{d}^{a}) = 2.32 \times 10^{-2} \quad \hat{\phi}(v_{e}^{a}) = 0.93 \times 10^{-2} \quad \hat{\phi}(v_{m}^{a}) = 0.59 \times 10^{-2} \]
\[ \hat{\phi}(v_{e}) = 2.66 \times 10^{-2} \]
\[ \hat{\phi}(v_{d}^{c}) = 1.22 \times 10^{-2} \quad \hat{\phi}(v_{e}^{c}) = 3.16 \times 10^{-2} \quad \hat{\phi}(v_{m}^{c}) = 1.47 \times 10^{-2} \]
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Table 5.8: Estimated Structural Model 2
Contemporaneous Relationships
   t-values in brackets

Money Illusion Not Permitted

\[ AO = 9.78 \ (AM - AP) + v_a^s \]
\[ (1.38) \]

\[ AO = v_a^s \]

\[ AM = 0.42 \ \ \ \ AM - 3.83 \ \ AP + 0.49 \ \ ER + v_m^a \]
\[ (2.14) \ ] \ \ (2.86) \ ] \ (0.85) \]

\[ ER = 0.69 \ (CO - AO) - 2.55 \ \ AP - 2.19 \ \ AM + 8.34 \ \ CP + 1.43 \ \ CM \div v_e \]
\[ (1.83) \ ] \ (2.12) \ (2.16) \ (1.73) \ (2.08) \]

\[ CO = 0.45 \ \ AO + 1.70 \ \ AP + 0.65 \ (ER - CP) + 0.81 \ (CM - CP) - 0.03 \ \ v_d^a + v_d^c \]
\[ (1.48) \ ] \ (0.73) \ (0.67) \ (0.58) \ (0.03) \]

\[ CO = -1.61 \ (AP + ER) + 0.92 \ \ v_a^s + v_a^c \]
\[ (0.79) \ ] \ (2.32) \]

\[ CM = 0.49 \ \ AM + 0.71 \ \ ER - 0.32 \ \ CO + 2.63 \ \ CP + 0.27 \ \ v_m^a + v_m^c \]
\[ (1.45) \ ] \ (0.77) \ (0.97) \ (1.54) \ (0.75) \]

\[ \hat{\phi}(v_a^s) = 5.48 \times 10^{-2} \quad \hat{\phi}(v_a^c) = 0.93 \times 10^{-2} \quad \hat{\phi}(v_m^a) = 1.27 \times 10^{-2} \]
\[ \hat{\phi}(v_e) = 1.97 \times 10^{-2} \]
\[ \hat{\phi}(v_d^a) = 1.40 \times 10^{-2} \quad \hat{\phi}(v_d^c) = 1.52 \times 10^{-2} \quad \hat{\phi}(v_m^c) = 1.00 \times 10^{-2} \]
demand. Domestic aggregate demand is negatively related to domestic price innovations. The Canadian aggregate supply of output has some proclivity to expand in the face of American inflation or Canadian currency depreciation. The exchange rate is negatively related to American variables and positively to Canadian ones.

It is interesting to note that again the coefficients of the American variables in the Canadian equations are of correct sign. The only American variable that has a significant influence on Canadian demand is the American output. Thus, the basic prediction that stems from this model is strong contemporaneous connection between Canadian and American output.

The estimated version of Structural Model 2 with $D \neq I$ is given in Table 5.8. A careful examination shows that in spite of lower t-scores, this model performs well, in the sense that with only a few exceptions structural relationships are correctly signed. Unlike the structural model of Table 5.6, aggregate demand is positively related to innovations in real money balances, in both the American and the Canadian economies. American money is strongly influenced by American output. The Canadian dollar has a depreciating tendency in response to a positive Canadian/American output differential. Also, a rise in the Canadian price level or the money stock and a fall in the American price level or money stock tend to cause Canadian currency depreciation. The expansion of Canadian aggregate demand is associated with real exchange rate depreciation and a rise in American prices or output. Canadian aggregate supply is negatively related to American inflation and Canadian exchange rate depreciation. In fact, this can occur due to supply-side effects of exchange rate depreciation or American price inflation. American money appears to have a positive impact on Canadian money.
An examination of the estimates of the random components of the Canadian structural equations uncovers the fact that American supply shocks have strong implications for Canadian output. In other words, a supply shock in the United States would lead to an expansion of Canadian production. So, even though Canadian output supply is insensitive to American price variations, it is affected through unanticipated fluctuations associated with the American supply of output.

### 5.2.3 Estimation of Structural Model 3

This class of models binds output supply to price behaviour. Thus, the effective output supply function is permitted to be one that is neither vertical nor horizontal.

Table 5.9 gives the estimated equations of such a model with no direct, simultaneous effects of the structural shocks. It is immediately evident that the problem of low t-scores remains. However, the overall performance of the model appears to be satisfactory in the sense that most of the structural relations are in agreement with economic theory.

American aggregate demand declines in the face of American price inflation. However, it stays unchanged or expands if American nominal money balances are augmented. An increase in the supply of American output tends to increase American price inflation. The American money rule indicates that in response to output increases or price inflation, either a tighter monetary policy to stabilize the economy is adopted or no action is taken. A depreciation of the Canadian dollar tends to have an expansionary but insignificant effect on the American money supply.

The Canadian exchange rate seems somewhat sensitive to the spread between Canadian and American output and American and Canadian prices. Canadian
### Table 5.9: Estimated Structural Model 3

Contemporaneous Relationships

$t$-values in brackets

Money Illusion Permitted

\[
AO = -1.44\ AP + 2.11\ AM + v^e_v
\]
\[
\begin{array}{ccc}
& (0.64) & \\
\end{array}
\]
\[
AP = 0.22\ AO + v^e_v
\]
\[
\begin{array}{c}
(0.88)
\end{array}
\]
\[
AM = -0.65\ AO - 0.59\ AP + 1.22\ ER + v^a_v
\]
\[
\begin{array}{ccc}
& (0.75) & (1.29)
\end{array}
\]
\[
ER = 0.41\ (CO - AO) + 1.98\ (CP - AP) - 1.50\ AM + 0.65\ CM + v^a_e
\]
\[
\begin{array}{ccc}
& (1.69) & (1.03) & (0.86)
\end{array}
\]
\[
CO = 0.66\ AO - 0.06\ AP - 0.46\ ER - 2.38\ CP + 0.59\ CM + v^e_v
\]
\[
\begin{array}{ccc}
& (2.79) & (0.90) & (1.14) & (0.84)
\end{array}
\]
\[
CP = -0.01\ (AP + ER) + 0.07\ CO + v^e_v
\]
\[
\begin{array}{c}
(0.07) & (0.93)
\end{array}
\]
\[
CM = 0.38\ AM - 0.20\ ER - 0.31\ CO + 0.31\ CP + v^e_m
\]
\[
\begin{array}{ccc}
& (0.38) & (0.26) & (0.60) & (0.78)
\end{array}
\]

\[
\hat{\phi}(v^e_v) = 1.51 \times 10^{-2} \quad \hat{\phi}(v^e_v) = 0.28 \times 10^{-2} \quad \hat{\phi}(v^a_v) = 1.34 \times 10^{-2}
\]
\[
\hat{\phi}(v_e) = 0.98 \times 10^{-2}
\]
\[
\hat{\phi}(v^e_m) = 1.22 \times 10^{-2} \quad \hat{\phi}(v^e_v) = 0.24 \times 10^{-2} \quad \hat{\phi}(v^e_m) = 0.94 \times 10^{-2}
\]
Money Illusion Not Permitted

\[ \begin{align*}
AO &= 4.75 \ (AM - AP) + v_d^a \\
    &= (1.66)
\end{align*} \]

\[ \begin{align*}
AP &= 0.76 \ AO + v_s^a \\
    &= (1.08)
\end{align*} \]

\[ \begin{align*}
AM &= -0.19 \ AO - 2.96 \ AP + 1.57 \ ER + v_m^d \\
    &= (0.40) \quad (1.52) \quad (1.32)
\end{align*} \]

\[ \begin{align*}
ER &= -0.08 \ (CO - AO) + 2.16 \ (CP - AP) + 1.54 \ (CM - AM) + v_s \\
    &= (0.22) \quad (2.74) \quad (2.31)
\end{align*} \]

\[ \begin{align*}
CO &= 0.66 \ AO + 2.42 \ AP + 0.31 \ (ER - CP) - 0.23 \ (CM - CP) - 0.18 \ v_d^a + v_d^c \\
    &= (2.82) \quad (1.24) \quad (0.61) \quad (0.37) \quad (1.28)
\end{align*} \]

\[ \begin{align*}
CP &= -0.16 \ (AP + ER) - 0.13 \ CO - 0.21 \ v_s^a + v_s^c \\
    &= (1.17) \quad (1.00) \quad (1.34)
\end{align*} \]

\[ \begin{align*}
CM &= 0.41 \ AM - 2.12 \ ER - 0.02 \ CO + 5.48 \ CP - 0.83 \ v_m^a + v_m^c \\
    &= (0.61) \quad (0.81) \quad (0.03) \quad (1.35) \quad (0.72)
\end{align*} \]

\[ \begin{align*}
\phi(v_d^a) &= 2.71 \times 10^{-2} \quad \phi(v_s^a) &= 0.68 \times 10^{-2} \quad \phi(v_m^a) &= 1.72 \times 10^{-2} \\
\phi(v_d^c) &= 1.30 \times 10^{-2} \\
\phi(v_s^c) &= 1.01 \times 10^{-2} \quad \phi(v_m^c) &= 0.01 \times 10^{-2} \quad \phi(v_m^d) &= 1.61 \times 10^{-2}
\end{align*} \]
aggregate demand is stimulated in consequence of rises in American output and Canadian nominal money balances. It will be depressed or stay unchanged in the event of rising American and Canadian prices or a falling exchange rate. Canadian prices are positively but insignificantly related to Canadian output supply. Hence the effective aggregate supply function is either positively sloped or flat. The Canadian money rule indicates that Canadian money tends to be accommodative to Canadian inflation and American monetary expansion.

The estimated version of the model that allows for possible direct, simultaneous effects of errors in the structural equations is given in Table 5.10. It turns out that most of the estimates are still statistically insignificant. Higher American real balances are reflected in higher American aggregate demand while higher American aggregate output supply is associated with higher American prices. American inflation and output increase or depreciation of exchange rate have a tendency to cause declines in the stock of American money.

The Canadian part of the model indicates that the spread between Canadian and American prices and Canadian and American money is important for the variability of the Canadian dollar. The Canadian dollar significantly depreciates in the face of Canadian inflation and monetary expansion. The same thing occurs if the American price level and stock of money decline. Canadian aggregate demand is positively related to American output, American prices and real exchange rate depreciation. But American output has a significant effect on Canadian aggregate demand. The Canadian aggregate supply function seems to be flat since Canadian output innovations do not appear to matter for Canadian price determination. Canadian money turns out to be insensitive to innovations in American money, the
exchange rate, Canadian output and Canadian prices.

With regard to cross-country structural connections, this model suggests the significance of American output for Canadian output demand only. However, the correlation estimates between the structural shocks indicate that the behaviour of Canadian variables is negatively but insignificantly related to American shocks.

5.2.4 Estimation of Structural Model 4

Tables 5.11-5.12 report the estimates of two recursive models discussed in section 5.1.4. The estimated recursive model that assumes the stickiness of American and Canadian prices is presented in table 5.11. The estimated form of the other recursive model, in which the stickiness of American and Canadian output is assumed, is given in Table 5.12.

In any recursive model the ordering of variables is an important factor since this may affect the characteristics of structural estimates, depending on the contemporaneous correlations among the model innovations. We have tried to handle the ordering issue carefully by invoking a number of economic priors. These include placing the American block of equations above that of the Canadian one and adding the assumption of contemporaneous price or output rigidity. The assumptions of rigidity seem to be helpful in the identification of the price and output equations. Under the assumption of price rigidity, price equations may be treated as aggregate supply functions and output equations as aggregate demand functions. However, under the assumption of output rigidity the opposite may be the case.

Inspection of Table 5.11 reveals that the price rigidity assumption seems to be confirmed, in terms of its characterization of Canadian price and output equations.
Table 5.11: Estimated Structural Model 4
Contemporaneous Relationships
T-values in brackets

Recursive Structure 1

\[ AP = v_p^a \]

\[ AO = 0.90 \ AP + v_o^a \quad (2.22) \]

\[ AM = 0.06 \ AP + 0.17 \ AO + v_o^a \quad (0.25) \quad (2.52) \]

\[ ER = -0.59 \ AP + 0.15 \ AO - 0.10 \ AM + v_e \quad (1.69) \quad (1.46) \quad (0.75) \]

\[ CP = 0.13 \ AP + 0.05 \ AO + 0.09 \ AM + 0.05 \ ER + v_p^e \quad (1.32) \quad (1.74) \quad (1.89) \quad (1.50) \]

\[ CO = 0.60 \ AP + 0.61 \ AO + 0.56 \ AM - 0.05 \ ER - 1.21 \ CP + v_o^e \quad (1.32) \quad (4.42) \quad (2.42) \quad (1.34) \quad (2.18) \]

\[ CM = 0.74 \ AP - 0.02 \ AO + 0.78 \ AM + 0.36 \ ER + 0.07 \ CP - 0.09 \ CO + v_m^e \quad (2.06) \quad (0.14) \quad (4.09) \quad (2.98) \quad (0.15) \quad (0.90) \]

\[ \hat{\phi}(v_p^a) = 0.26 \times 10^{-2} \quad \hat{\phi}(v_o^a) = 0.89 \times 10^{-2} \quad \hat{\phi}(v_m^a) = 0.50 \times 10^{-2} \]

\[ \hat{\phi}(v_e) = 0.75 \times 10^{-2} \]

\[ \hat{\phi}(v_p^e) = 0.20 \times 10^{-2} \quad \hat{\phi}(v_o^e) = 0.29 \times 10^{-2} \quad \hat{\phi}(v_m^e) = 0.73 \times 10^{-2} \]
Table 5.12: Estimated Structural Model 4
Contemporaneous Relationships
 t-values in brackets

Recursive Structure 2

\[ AO = v_o^a \]

\[ AP = 0.08 AO + v_p^a \quad (2.22) \]

\[ AM = 0.17 AO + 0.06 AP + v_m^a \quad (2.52) \quad (0.24) \]

\[ ER = 0.16 AO - 0.59 AP - 0.10 AM + v_e \quad (1.46) \quad (1.69) \quad (0.55) \]

\[ CO = 0.55 AO + 0.44 AP + 0.45 AM - 0.11 ER + v_o^e \quad (3.92) \quad (0.96) \quad (1.91) \quad (0.73) \]

\[ CP = 0.08 AO + 0.15 AP + 0.12 AM + 0.04 ER - 0.05 CO + v_m^e \quad (2.56) \quad (1.60) \quad (2.40) \quad (1.41) \quad (2.17) \]

\[ CM = -0.02 AO + 0.74 AP + 0.78 AM + 0.36 ER - 0.09 CO + 0.07 CP + v_m^e \quad (0.14) \quad (2.06) \quad (4.09) \quad (2.98) \quad (0.90) \quad (0.15) \]

\[ \hat{\phi}(v_o^a) = 0.29 \times 10^{-2} \quad \hat{\phi}(v_p^a) = 0.26 \times 10^{-2} \quad \hat{\phi}(v_m^a) = 0.50 \times 10^{-2} \]

\[ \hat{\phi}(v_e) = 0.75 \times 10^{-2} \]

\[ \hat{\phi}(v_o^e) = 0.96 \times 10^{-2} \quad \hat{\phi}(v_p^e) = 0.06 \times 10^{-2} \quad \hat{\phi}(v_m^e) = 0.73 \times 10^{-2} \]
Canadian prices, which are rigid by assumption, do not depend on domestic output, while Canadian output reacts negatively and significantly to domestic prices. Thus, the Canadian price and output equations may be treated as aggregate supply and aggregate demand equations, respectively. Due to the price rigidity assumption, the American price equation may also be considered as an aggregate supply equation. However, the American output equation does not seem to be an aggregate demand relation since American output responds positively and significantly to the domestic price level.

It can further be observed from Table 5.11 that just over one third of the connections between the variables are statistically significant. This is something that we have not observed in the case of the non-recursive models. Canadian prices do not seem to depend significantly on American variables. However, other Canadian variables turn out to be highly sensitive to changes in American variables. The ability of the exchange rate to affect Canadian money is also clear.

Table 5.12 reports the estimated model that employs the assumption of output rigidity. It can be observed from the table that most of the model relationships are similar to those in Table 5.11. The estimates of three of the equations, namely the American money, Canadian money and exchange rate are exactly the same across both recursive models. This is because the relative positions of these equations are the same with respect to the equations that precede them. In this model, the Canadian price equation may be interpreted as an aggregate demand relation, since Canadian output appears to affect the domestic prices negatively and significantly. The American price equation, however, does not have the form of an aggregate demand relation because it indicates a strong, positive relationship between the
prices and the output.

It can be concluded that recursive structures indicate more statistically significant relationships among the model variables than do non-recursive structures, as judged by t-statistics. With a few exceptions all American variables indicate strong influences on all Canadian variables. In other words there exist a number of channels through which the effects of American variables are transmitted to the Canadian economy. The degree with which American variables seem to affect Canadian variables is much higher in the recursive models than in the non-recursive models.

5.2.5 Complete Estimation of Structural Models

Up to this point we have recovered and analyzed only the contemporaneous parts of the structural models, i.e., we have focused our attention on the analysis of the elements of the $A$ and $D$ matrices only. We now take one step further and recover the remaining parts of the structures under consideration and discuss them briefly. This requires the use of equations (5.3)-(5.5). Given the estimates of $A$ and $D$ and the estimated reduced-form matrices, $F$ and $G$, we can recover the remaining structural matrices, $B$, $C$, and the vector of structural innovations, $v$.

The estimates of the contemporaneous plus lagged effects for structural models 1, 2, 3 and 4 are given in Tables 5.13-5.16. The equations express the left-hand-side variable as a function of current and lagged variables and current disturbances. Instead of reporting individual estimates, we report only the sum of the coefficients.

\(^5\)The variables that are embodied in each equation but not reported include a constant term, a linear time trend, seasonal dummies and the world oil price variables.
Table 5.13: Structural Model 1
Estimated Relationships

a. Money Illusion Permitted

<table>
<thead>
<tr>
<th>Equation</th>
<th>Sum of Coefficients on Endogenous Variables</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AO</td>
</tr>
<tr>
<td>American Demand</td>
<td>0.97</td>
</tr>
<tr>
<td>American Supply</td>
<td>0.15</td>
</tr>
<tr>
<td>American Money</td>
<td>0.23</td>
</tr>
<tr>
<td>Exchange Rate</td>
<td>0.39</td>
</tr>
<tr>
<td>Canadian Demand</td>
<td>1.51</td>
</tr>
<tr>
<td>Canadian Supply</td>
<td>-0.05</td>
</tr>
<tr>
<td>Canadian Money</td>
<td>0.49</td>
</tr>
</tbody>
</table>

b. Money Illusion Not Permitted

<table>
<thead>
<tr>
<th>Equation</th>
<th>Sum of Coefficients on Endogenous Variables</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AO</td>
</tr>
<tr>
<td>American Demand</td>
<td>1.18</td>
</tr>
<tr>
<td>American Supply</td>
<td>0.15</td>
</tr>
<tr>
<td>American Money</td>
<td>0.15</td>
</tr>
<tr>
<td>Exchange Rate</td>
<td>-0.12</td>
</tr>
<tr>
<td>Canadian Demand</td>
<td>0.09</td>
</tr>
<tr>
<td>Canadian Supply</td>
<td>-0.39</td>
</tr>
<tr>
<td>Canadian Money</td>
<td>-0.65</td>
</tr>
</tbody>
</table>
Table 5.14: Structural Model 2
Estimated Relationships

a. Money Illusion Permitted

<table>
<thead>
<tr>
<th>Equation</th>
<th>AO</th>
<th>AP</th>
<th>AM</th>
<th>ER</th>
<th>CO</th>
<th>CP</th>
<th>CM</th>
</tr>
</thead>
<tbody>
<tr>
<td>American Demand</td>
<td>0.27</td>
<td>0.26</td>
<td>0.18</td>
<td>-0.06</td>
<td>0.96</td>
<td>0.10</td>
<td>-0.29</td>
</tr>
<tr>
<td>American Supply</td>
<td>0.15</td>
<td>0.93</td>
<td>0.17</td>
<td>-0.04</td>
<td>-0.08</td>
<td>0.06</td>
<td>0.11</td>
</tr>
<tr>
<td>American Money</td>
<td>0.01</td>
<td>0.34</td>
<td>0.16</td>
<td>0.08</td>
<td>-0.19</td>
<td>-0.48</td>
<td>-0.27</td>
</tr>
<tr>
<td>Exchange Rate</td>
<td>-0.09</td>
<td>-0.74</td>
<td>-2.17</td>
<td>2.05</td>
<td>0.38</td>
<td>1.42</td>
<td>-0.29</td>
</tr>
<tr>
<td>Canadian Demand</td>
<td>0.66</td>
<td>0.00</td>
<td>0.41</td>
<td>-0.34</td>
<td>1.25</td>
<td>0.94</td>
<td>-0.07</td>
</tr>
<tr>
<td>Canadian Supply</td>
<td>-2.01</td>
<td>0.14</td>
<td>0.02</td>
<td>1.83</td>
<td>0.70</td>
<td>0.22</td>
<td>-0.09</td>
</tr>
<tr>
<td>Canadian Money</td>
<td>-0.49</td>
<td>-1.53</td>
<td>-0.46</td>
<td>0.20</td>
<td>-0.63</td>
<td>0.08</td>
<td>0.82</td>
</tr>
</tbody>
</table>

b. Money Illusion Not Permitted

<table>
<thead>
<tr>
<th>Equation</th>
<th>AO</th>
<th>AP</th>
<th>AM</th>
<th>ER</th>
<th>CO</th>
<th>CP</th>
<th>CM</th>
</tr>
</thead>
<tbody>
<tr>
<td>American Demand</td>
<td>1.19</td>
<td>-3.10</td>
<td>7.76</td>
<td>-1.30</td>
<td>1.88</td>
<td>4.72</td>
<td>2.36</td>
</tr>
<tr>
<td>American Supply</td>
<td>0.15</td>
<td>0.93</td>
<td>0.17</td>
<td>-0.04</td>
<td>-0.08</td>
<td>0.06</td>
<td>0.11</td>
</tr>
<tr>
<td>American Money</td>
<td>0.43</td>
<td>-0.21</td>
<td>1.12</td>
<td>0.23</td>
<td>-0.40</td>
<td>-0.04</td>
<td>0.23</td>
</tr>
<tr>
<td>Exchange Rate</td>
<td>-0.14</td>
<td>-1.14</td>
<td>-1.70</td>
<td>1.73</td>
<td>0.00</td>
<td>1.11</td>
<td>-0.28</td>
</tr>
<tr>
<td>Canadian Demand</td>
<td>-0.17</td>
<td>0.10</td>
<td>0.25</td>
<td>0.35</td>
<td>1.44</td>
<td>0.48</td>
<td>-0.12</td>
</tr>
<tr>
<td>Canadian Supply</td>
<td>1.03</td>
<td>0.29</td>
<td>0.14</td>
<td>-0.92</td>
<td>-0.31</td>
<td>1.15</td>
<td>0.10</td>
</tr>
<tr>
<td>Canadian Money</td>
<td>-0.58</td>
<td>-0.91</td>
<td>-0.06</td>
<td>0.37</td>
<td>-0.47</td>
<td>-0.37</td>
<td>1.00</td>
</tr>
</tbody>
</table>
### Table 5.15: Structural Model 3
Estimated Relationships

#### a. Money Illusion Permitted

<table>
<thead>
<tr>
<th>Equation</th>
<th>$AO$</th>
<th>$AP$</th>
<th>$AM$</th>
<th>$ER$</th>
<th>$CO$</th>
<th>$CP$</th>
<th>$CM$</th>
</tr>
</thead>
<tbody>
<tr>
<td>American Demand</td>
<td>1.08</td>
<td>-0.32</td>
<td>1.54</td>
<td>-0.36</td>
<td>0.20</td>
<td>0.54</td>
<td>0.63</td>
</tr>
<tr>
<td>American Supply</td>
<td>0.11</td>
<td>0.84</td>
<td>0.18</td>
<td>-0.01</td>
<td>0.00</td>
<td>0.19</td>
<td>0.05</td>
</tr>
<tr>
<td>American Money</td>
<td>-0.15</td>
<td>0.37</td>
<td>0.64</td>
<td>0.54</td>
<td>-0.43</td>
<td>-0.94</td>
<td>0.20</td>
</tr>
<tr>
<td>Exchange Rate</td>
<td>0.59</td>
<td>0.12</td>
<td>-0.85</td>
<td>0.89</td>
<td>-0.28</td>
<td>0.11</td>
<td>-0.04</td>
</tr>
<tr>
<td>Canadian Demand</td>
<td>0.64</td>
<td>0.22</td>
<td>0.44</td>
<td>-0.35</td>
<td>1.12</td>
<td>0.54</td>
<td>-0.02</td>
</tr>
<tr>
<td>Canadian Supply</td>
<td>0.12</td>
<td>0.26</td>
<td>0.10</td>
<td>-0.11</td>
<td>0.02</td>
<td>0.88</td>
<td>0.04</td>
</tr>
<tr>
<td>Canadian Money</td>
<td>0.12</td>
<td>-0.21</td>
<td>-0.03</td>
<td>-0.30</td>
<td>-0.62</td>
<td>-0.61</td>
<td>1.03</td>
</tr>
</tbody>
</table>

#### b. Money Illusion Not Permitted

<table>
<thead>
<tr>
<th>Equation</th>
<th>$AO$</th>
<th>$AP$</th>
<th>$AM$</th>
<th>$ER$</th>
<th>$CO$</th>
<th>$CP$</th>
<th>$CM$</th>
</tr>
</thead>
<tbody>
<tr>
<td>American Demand</td>
<td>1.19</td>
<td>-1.30</td>
<td>3.76</td>
<td>-0.70</td>
<td>0.74</td>
<td>2.00</td>
<td>1.28</td>
</tr>
<tr>
<td>American Supply</td>
<td>0.01</td>
<td>0.63</td>
<td>0.20</td>
<td>0.07</td>
<td>0.18</td>
<td>0.49</td>
<td>-0.08</td>
</tr>
<tr>
<td>American Money</td>
<td>-0.03</td>
<td>-0.02</td>
<td>1.11</td>
<td>0.68</td>
<td>-0.42</td>
<td>-0.56</td>
<td>0.36</td>
</tr>
<tr>
<td>Exchange Rate</td>
<td>0.60</td>
<td>-0.19</td>
<td>-0.60</td>
<td>1.10</td>
<td>0.20</td>
<td>1.09</td>
<td>-0.12</td>
</tr>
<tr>
<td>Canadian Demand</td>
<td>-0.31</td>
<td>-0.24</td>
<td>-0.30</td>
<td>0.20</td>
<td>0.91</td>
<td>-0.10</td>
<td>-0.34</td>
</tr>
<tr>
<td>Canadian Supply</td>
<td>0.26</td>
<td>0.23</td>
<td>0.12</td>
<td>-0.20</td>
<td>-0.09</td>
<td>0.89</td>
<td>0.06</td>
</tr>
<tr>
<td>Canadian Money</td>
<td>0.14</td>
<td>-1.26</td>
<td>-0.87</td>
<td>-0.62</td>
<td>-0.66</td>
<td>0.27</td>
<td>0.64</td>
</tr>
</tbody>
</table>
### Table 5.16: Structural Model 4
Estimated Relationships

#### a. Recursive Model 1

<table>
<thead>
<tr>
<th>Equation</th>
<th>Sum of Coefficients on Endogenous Variables</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$AO$</td>
</tr>
<tr>
<td>American Output</td>
<td>1.05</td>
</tr>
<tr>
<td>American Price</td>
<td>0.15</td>
</tr>
<tr>
<td>American Money</td>
<td>0.11</td>
</tr>
<tr>
<td>Exchange Rate</td>
<td>0.49</td>
</tr>
<tr>
<td>Canadian Output</td>
<td>0.37</td>
</tr>
<tr>
<td>Canadian Price</td>
<td>0.07</td>
</tr>
<tr>
<td>Canadian Money</td>
<td>-0.31</td>
</tr>
</tbody>
</table>

#### b. Recursive Model 2

<table>
<thead>
<tr>
<th>Equation</th>
<th>Sum of Coefficients on Endogenous Variables</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$AO$</td>
</tr>
<tr>
<td>American Output</td>
<td>1.18</td>
</tr>
<tr>
<td>American Price</td>
<td>0.13</td>
</tr>
<tr>
<td>American Money</td>
<td>0.11</td>
</tr>
<tr>
<td>Exchange Rate</td>
<td>0.49</td>
</tr>
<tr>
<td>Canadian Output</td>
<td>0.09</td>
</tr>
<tr>
<td>Canadian Price</td>
<td>0.07</td>
</tr>
<tr>
<td>Canadian Money</td>
<td>-0.31</td>
</tr>
</tbody>
</table>
for each endogenous variable.

It is evident from the tables that the sums of the coefficient estimates are generally different, not only across classes of structures, but also within classes. The diagonal elements of all tables are positive. That means that all left-hand-side variables are positively related to their own respective lagged levels. In most of the models, Canadian demand seems to react positively to all American and Canadian variables. Canadian demand is influenced negatively by Canadian prices only in models 1 and 3 with \( D \neq I \) and positively by the exchange rate in models 2 and 3 with \( D \neq I \). With a few exceptions, Canadian prices also seem to respond positively to all model variables. Except for structural model 1 with \( D = I \), all models predict a negative response of Canadian money to American variables. The positive effect of the exchange rate on Canadian money is apparent from structural model 1 with \( D \neq I \) and structural model 2. Canadian money appears to relate positively to Canadian prices in models 2 and 3 with \( D = I \) and \( D \neq I \) respectively.

5.3 Comparison of Estimated Coefficients of Current American Variables in Canadian Equations

This section reports, in Tables 5.17-5.20, the estimates that we have obtained
### Table 5.17: Significance of Current American Variables in Equations for Canadian Demand

<table>
<thead>
<tr>
<th>Canadian demand equations in various models</th>
<th>American variables</th>
<th>(AO)</th>
<th>(AP)</th>
<th>(AM)</th>
<th>(ER)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Johnson/Schembri</td>
<td></td>
<td>0.99</td>
<td>-0.33</td>
<td>-</td>
<td>-0.33</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(4.07)</td>
<td>(1.44)</td>
<td></td>
<td>(1.44)</td>
</tr>
<tr>
<td>Structural Model 1 with (D = I)</td>
<td></td>
<td>1.15</td>
<td>-0.85</td>
<td>N.I*</td>
<td>-1.54</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.87)</td>
<td>(0.27)</td>
<td>(0.48)</td>
<td></td>
</tr>
<tr>
<td>with (D \neq I)</td>
<td></td>
<td>0.11</td>
<td>1.02</td>
<td>N.I</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.20)</td>
<td>(1.11)</td>
<td>(0.03)</td>
<td></td>
</tr>
<tr>
<td>Structural Model 2 with (D = I)</td>
<td></td>
<td>0.73</td>
<td>-0.31</td>
<td>N.I</td>
<td>-0.76</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(3.34)</td>
<td>(0.42)</td>
<td>(1.94)</td>
<td></td>
</tr>
<tr>
<td>with (D \neq I)</td>
<td></td>
<td>0.45</td>
<td>1.70</td>
<td>N.I</td>
<td>0.65</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1.48)</td>
<td>(0.73)</td>
<td>(0.67)</td>
<td></td>
</tr>
<tr>
<td>Structural Model 3 with (D = I)</td>
<td></td>
<td>0.66</td>
<td>-0.06</td>
<td>N.I</td>
<td>-0.46</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(2.79)</td>
<td>(0.05)</td>
<td>(0.90)</td>
<td></td>
</tr>
<tr>
<td>with (D \neq I)</td>
<td></td>
<td>0.66</td>
<td>2.42</td>
<td>N.I</td>
<td>0.31</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(2.82)</td>
<td>(1.24)</td>
<td>(0.61)</td>
<td></td>
</tr>
<tr>
<td>Structural Model 4 recursive model 1</td>
<td></td>
<td>0.61</td>
<td>0.60</td>
<td>0.56</td>
<td>-0.05</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(4.42)</td>
<td>(1.32)</td>
<td>(2.42)</td>
<td>(0.34)</td>
</tr>
<tr>
<td>recursive model 2</td>
<td></td>
<td>0.55</td>
<td>0.44</td>
<td>0.45</td>
<td>-0.11</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(3.92)</td>
<td>(0.96)</td>
<td>(1.91)</td>
<td>(0.73)</td>
</tr>
</tbody>
</table>

*N. I.* Not Identified.
### Table 5.18: Significance of Current American Variables in Equations for Canadian Supply

In brackets:
- N.I: Not Identified.
- *: Significant at the 5% level.

<table>
<thead>
<tr>
<th>Canadian supply equations in various models</th>
<th>American variables</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$AO$</td>
</tr>
<tr>
<td>Johnson/Schembri</td>
<td>N.I*</td>
</tr>
<tr>
<td></td>
<td>(0.45)</td>
</tr>
<tr>
<td>Structural Model 1 with $D = I$</td>
<td>N.I</td>
</tr>
<tr>
<td></td>
<td>(1.27)</td>
</tr>
<tr>
<td>with $D \neq I$</td>
<td>N.I</td>
</tr>
<tr>
<td></td>
<td>(0.90)</td>
</tr>
<tr>
<td>Structural Model 2 with $D = I$</td>
<td>N.I</td>
</tr>
<tr>
<td></td>
<td>(1.56)</td>
</tr>
<tr>
<td>with $D \neq I$</td>
<td>N.I</td>
</tr>
<tr>
<td></td>
<td>(0.79)</td>
</tr>
<tr>
<td>Structural Model 3 with $D = I$</td>
<td>N.I</td>
</tr>
<tr>
<td></td>
<td>(0.07)</td>
</tr>
<tr>
<td>with $D \neq I$</td>
<td>N.I</td>
</tr>
<tr>
<td></td>
<td>(1.17)</td>
</tr>
<tr>
<td>Structural Model 4 recursive model 1</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>(1.74)</td>
</tr>
<tr>
<td>recursive model 2</td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td>(2.56)</td>
</tr>
</tbody>
</table>

*Not Identified.*
Table 5.19: Significance of Current American Variables in Equations for Canadian Money
t-values in brackets

<table>
<thead>
<tr>
<th>Canadian Money equations in various models</th>
<th>American variables</th>
<th>(AO)</th>
<th>(AP)</th>
<th>(AM)</th>
<th>(ER)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Johnson/Schembri</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Structural Model 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>with (D = I)</td>
<td>N.I*</td>
<td>N.I</td>
<td>1.27</td>
<td>-0.62</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(1.04)</td>
<td>(0.39)</td>
<td></td>
</tr>
<tr>
<td>with (D \neq I)</td>
<td>N.I</td>
<td>N.I</td>
<td>-0.62</td>
<td>0.39</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.46)</td>
<td>(0.98)</td>
<td></td>
</tr>
<tr>
<td>Structural Model 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>with (D = I)</td>
<td>N.I</td>
<td>N.I</td>
<td>0.52</td>
<td>-0.27</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(1.03)</td>
<td>(0.40)</td>
<td></td>
</tr>
<tr>
<td>with (D \neq I)</td>
<td>N.I</td>
<td>N.I</td>
<td>0.49</td>
<td>0.71</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(1.45)</td>
<td>(0.77)</td>
<td></td>
</tr>
<tr>
<td>Structural Model 3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>with (D = I)</td>
<td>N.I</td>
<td>N.I</td>
<td>0.38</td>
<td>-0.20</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.38)</td>
<td>(0.26)</td>
<td></td>
</tr>
<tr>
<td>with (D \neq I)</td>
<td>N.I</td>
<td>N.I</td>
<td>0.41</td>
<td>-2.12</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.61)</td>
<td>(0.81)</td>
<td></td>
</tr>
<tr>
<td>Structural Model 4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>recursive model 1</td>
<td>-0.02</td>
<td>0.74</td>
<td>0.78</td>
<td>0.36</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.14)</td>
<td>(2.06)</td>
<td>(4.09)</td>
<td>(2.98)</td>
<td></td>
</tr>
<tr>
<td>recursive model 2</td>
<td>-0.02</td>
<td>0.74</td>
<td>0.78</td>
<td>0.36</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.14)</td>
<td>(2.06)</td>
<td>(4.09)</td>
<td>(2.98)</td>
<td></td>
</tr>
</tbody>
</table>

*Not Identified.
### Table 5.20: Significance of Direct Effects of American Disturbances on Canadian Variables
(t-values in brackets)

**American Demand shock ($v^*_d$)**

<table>
<thead>
<tr>
<th></th>
<th>S.M* 1</th>
<th>S.M 2</th>
<th>S.M 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Canadian demand</td>
<td>0.42</td>
<td>-0.03</td>
<td>-0.18</td>
</tr>
<tr>
<td></td>
<td>(0.88)</td>
<td>(0.37)</td>
<td>(1.28)</td>
</tr>
</tbody>
</table>

**American Supply Shock ($v^*_s$)**

<table>
<thead>
<tr>
<th></th>
<th>S.M 1</th>
<th>S.M 2</th>
<th>S.M 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Canadian price/output</td>
<td>-0.32</td>
<td>0.92</td>
<td>-0.21</td>
</tr>
<tr>
<td></td>
<td>(0.51)</td>
<td>(2.32)</td>
<td>(1.31)</td>
</tr>
</tbody>
</table>

**American Money Shock ($v^*_m$)**

<table>
<thead>
<tr>
<th></th>
<th>S.M 1</th>
<th>S.M 2</th>
<th>S.M 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Canadian money</td>
<td>0.85</td>
<td>0.27</td>
<td>-0.83</td>
</tr>
<tr>
<td></td>
<td>(0.91)</td>
<td>(0.75)</td>
<td>(0.72)</td>
</tr>
</tbody>
</table>

*Structural Model
under different classes of structural specifications and compares them to those obtained by Johnson and Schembri (1990) for coefficients of current American variables in the Canadian equations. Such information may be helpful in showing the implications of the use of alternative sets of identifying restrictions. Inspection of Tables 5.17-5.20 reveals that the size and significance of the contemporaneous effects of American variables are highly sensitive to the use of alternative identifying assumptions. The sensitivity of results is more prominent in non-recursive structural models. According to Structural Model 1 the role of American variables in explaining the behaviour of Canadian variables is hardly of any importance whereas other non-recursive models indicate the significant impact of American output on Canadian output. Recursive models however, do not produce significant differences in terms of their predictions regarding the influences of American variables on Canadian variables. With a few exceptions, all American variables are statistically significant for all Canadian variables. This is something that is absent from the non-recursive models.

We now turn to the implications of allowing for direct, simultaneous impacts of American structural disturbances on Canadian variables in the non-recursive models. Table 5.20 reports the estimated coefficients of American disturbances. It is evident from the table that American disturbances have no significant role in Structural Model 1; all but one Canadian variables are positively but insignificantly related to American shocks. In Structural Model 2, the only Canadian variable that appears to be affected by American shocks is the output supply. It is significantly responsive to American supply shocks. Structural Model 3 also does not provide

---

6The coefficients estimated by Johnson and Schembri (1990) are taken from their Table 3, p. 18.
any evidence in favour of significant, direct influences of American shocks. However, unlike Structural Model 1, this model relates negatively all Canadian variables to American shocks. One thing that is clear from Table 5.20 is the fact that different identifying restrictions placed on matrices $A$ and $D$ induce significant variations in the estimates of the direct, simultaneous effects of American shocks on Canadian variables.

We now discuss briefly how our structural estimates are related to the those obtained by Johnson and Schembri (1990). One of the identifying assumptions employed by Johnson and Schembri has been the stickiness of contemporaneous prices. Their estimated model with that assumption reveals that Canadian demand is strongly influenced by American output and that Canadian prices are insensitive to American prices. It is interesting to note that we do not find evidence in favour of such a finding when we utilize the assumption of contemporaneous price stickiness. (See Structural Model 1.) However, we do find such evidence when we assume output stickiness or when no stickiness assumption is involved. (See Structural Models 2 and 3.) Similarly, their model reveals the significance of direct connections between American and Canadian structural disturbances (not shown in the tables). However, Structural Model 1, which is directly comparable to theirs, does not indicate the significance of such direct connections. One may attribute the difference of conclusions to the difference in the estimation periods of two studies. But we think the introduction of monetary variables in our VAR model and the different treatment of matrices $A$ and $D$ have a lot to do with the differences in conclusions.
5.4 Concluding Remarks

In this Chapter, we have tried a range of reasonable sets of short-run identifying restrictions, imposing them on the $A$ and $D$ matrices which define the contemporaneous connections among the variables. The sets of restrictions are reasonable in the sense that they arise from the use of a number of representative classes of economic theories. It turns out that different treatments of the $A$ and $D$ matrices, either within a class of models or across different classes, of models, lead to different interpretations of the estimated structural models. Furthermore, Structural Model 1, which is the most comparable to the one in Johnson and Schembri (1990), produces conclusions different from what those authors find. The structural inferences that one may make depend on the way one thinks about the interactive structure of the American and Canadian economies.

So far we have reached different conclusions in terms of contemporaneous relationships among the model variables under various structural specifications. In spite of such difference of conclusions it is likely that the dynamic behaviour of Canadian variables turns out to be similar across a variety of structures considered. In order to explore this issue we need to address the importance of different classes of contemporaneous structures in terms of their implications for model dynamics and variance decomposition analysis. The next chapter deals with the impulse responses of Canadian variables to Canadian and American shocks. The variance decompositions of structural shocks are also derived and examined.
Chapter 6

DYNAMIC IMPORTANCE OF STRUCTURAL DISTURBANCES

We have focused our attention up to this point on the macroeconomic relationships that emerge from the estimation of the reduced form VAR model and on the contemporaneous structures that correspond to it. In spite of the fact that the individual coefficients have been seen to vary substantially from model to model, it is, of course, possible that the models could generate similar forecast time paths. In the present chapter therefore we go one step further and do the following. First, we obtain decompositions of the $T$-step-ahead forecast variances of the Canadian variables. Second, for given exogenous variables we compute the contemporaneous and dynamic responses (impulse response functions) of Canadian variables to all model structural shocks.
CHAPTER 6. DYNAMIC IMPLICATIONS OF DISTURBANCES

The computation of variance decompositions and dynamic responses is carried out for all classes of structural models considered and estimated in the preceding chapter. Doing this gives one the opportunity to evaluate the strength and timing of the effects of domestic and foreign shocks on Canadian variables, on one hand, and the plausibility of underlying identifying restrictions, on the other.

In the VAR framework the $T$-step-ahead forecast variances of endogenous macrovariables are based on the moving average (MA) representation of the VAR process under consideration. The dynamic effects of a random shock are also traced out by examining the MA representation of the VAR process. In this representation, each endogenous variable is expressed in terms of underlying random disturbances and the exogenous variables included in the system. The MA representation of our VAR(4) system defined and estimated previously is:

$$X_t = \sum_{i=1}^{\infty} Q_{i-1} Y_{t-i-1} + \sum_{i=1}^{\infty} R_{t-1} w_{t-i-1}$$

(6.1)

According to (6.1), the vector of endogenous variables $X_t$ depends on the vector of exogenous variables $Y_t$ and the vector of VAR innovations $w_t$ for, $i = 1, 2, \ldots, \infty$. The dynamic responses of $X_t$ to a shock represented by a particular element of $w_t$ are determined by the corresponding elements of the matrix $R_i$. $R_i$ can be computed as shown in Chapter 2.

As explained in Chapter 2, equation (6.1) is a transformation of the reduced form VAR model in which the random errors are composite terms. The effects of changes in these terms are not meaningful unless they are transformed into underlying orthogonal impulses. In order to carry out such transformation, a condition
relating the vector of forecast errors to that of the structural disturbances is used:

\[ w_t = A^{-1} Du_t \]  

(6.2)

Substitution of the \( w_t \) vector into (6.1) then gives

\[ X_t = \sum_{i=1}^{\infty} Q_{i-1} Y_{t-i+1} + \sum_{i=1}^{\infty} S_{i-1} v_{t-i+1} \]  

(6.3)

where \( S_i \) is defined as

\[ S_i = R_i A^{-1} D \]  

(6.4)

and \( v_t \) is a vector of structural shocks. The dynamic responses of \( X_t \) to the underlying random fluctuations can now be determined using the \( S_i \) matrices.

The dynamic effects on Canadian output, prices and money supply explored in the succeeding sections are ones that result from one-time shocks to Canadian and American structural disturbances, taken individually (with the other disturbances set to zero). The assumed structural shocks are positive and equal to one standard error.\(^1\) As to timing, we assume that the shock occurs at \( t = 1 \) in each case (\( t = 1 \) is thus the impact period). All elements of \( v_t \) are set equal to zero for time \( t > 1 \). Hence the effects of a shock to the \( j \)th element of \( v_t \) in periods 1, 2, \ldots, \( T \) are approximated by the terms \( S_0, S_1, S_2, \ldots, S_{T+1} \) respectively.

Before we can decompose the forecast variances of the Canadian variables, we have to compute the forecast variance matrix, which contains the forecast variances of all model variables over the chosen forecast horizon. This requires first the determination of forecast errors. The forecast errors are found by subtracting the expected values of \( X_t \) as of \( T \)-periods ahead from the actual values of \( X_t \) as of

\(^1\)This size of shock is standard in VAR literature.
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$T$-periods ahead. The actual values of $X_t$ as of $T$-periods ahead can be found by leading equation (6.3) $T$ periods. The expected values of $X_t$ can be computed by taking the expectation operator through the actual values of $X_t$ as of $T$-periods ahead, conditional on the assumptions that $Y_t$ is given and that $v_t$ is a vector white noise process. Since we are interested in examining the contribution made by structural disturbances only, we assume that the actual and expected values of the exogenous variables are same. Such an assumption discounts the effects of exogenous variables and facilitates the variance decomposition calculations.

Given the estimated series of forecast errors corresponding to $T$-period forecast horizons, forecast variances of model variables for the $T$ horizons can easily be calculated, using standard procedures. Once we obtain the forecast variance matrix, we can decompose the forecast variances of the Canadian variables by following procedures discussed in Appendix A.

Before reporting the variance decompositions of Canadian variables and their responses, we may recall that our major concern is not to confirm the validity of the conclusions of earlier studies but to check the sensitivity of results to a variety of recursive and non-recursive structures. Previously, we have explored the sensitivity of results regarding primarily the contemporaneous relationships among the model variables. Now our concern is with the importance of structural disturbances for the variability of Canadian variables.
6.1 Variance Decompositions of Canadian Variables

One way to explore the effects of structural disturbances in a VAR environment is to decompose the forecast variances of each model variable into the percentages explained by those disturbances. This gives an opportunity to observe the relative contributions of structural shocks to the determination of the economic variables whose variances are decomposed. We carry out such calculations for all of the Canadian variables. The decompositions are computed for each class of structural specification and are reported in Tables 6.1-6.12. Tables 6.1-6.4 display variance decompositions of Canadian output. Tables 6.5-6.8 contain variance decompositions of Canadian prices. The variance decompositions of Canadian money are reported in Tables 6.9-6.12. The first three tables in each category present decompositions based on non-recursive structures while the fourth one pertains to recursive structures. The decompositions recorded in the top halves of the tables based on non-recursive structures allow for contemporaneous money illusion while those in the bottom do not.

The entries in the tables are percentages. For example, the first row of the upper half of Table 6.1 quantifies the contribution of all seven American and Canadian structural disturbances to the variability of Canadian output in the impact period. The first column of the upper half of the same table gives percentages of the $T$-quarter-ahead forecast variances of Canadian output due to American demand shifts. Entries in the other columns can be interpreted in a similar fashion.
Table 6.1: Forecast Variance Decomposition of Canadian Output \((CO)\)

Implied by Estimated, Just-Identified Structural Model 1

a. Money Illusion Permitted

<table>
<thead>
<tr>
<th>Quarters Ahead</th>
<th>(v^d_d)</th>
<th>(v^a_d)</th>
<th>(v^a_m)</th>
<th>(v^c_e)</th>
<th>(v^c_d)</th>
<th>(v^c_m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>12.07</td>
<td>6.26</td>
<td>10.66</td>
<td>33.42</td>
<td>6.17</td>
<td>0.01</td>
</tr>
<tr>
<td>4</td>
<td>8.38</td>
<td>8.85</td>
<td>18.90</td>
<td>33.73</td>
<td>6.89</td>
<td>4.16</td>
</tr>
<tr>
<td>8</td>
<td>4.41</td>
<td>10.45</td>
<td>24.03</td>
<td>19.16</td>
<td>6.39</td>
<td>19.45</td>
</tr>
<tr>
<td>12</td>
<td>6.08</td>
<td>11.87</td>
<td>24.36</td>
<td>17.38</td>
<td>7.35</td>
<td>18.07</td>
</tr>
<tr>
<td>16</td>
<td>4.42</td>
<td>8.08</td>
<td>21.06</td>
<td>19.60</td>
<td>10.97</td>
<td>18.66</td>
</tr>
<tr>
<td>20</td>
<td>6.26</td>
<td>6.76</td>
<td>20.49</td>
<td>19.87</td>
<td>10.06</td>
<td>16.93</td>
</tr>
<tr>
<td>30</td>
<td>8.32</td>
<td>6.56</td>
<td>19.89</td>
<td>18.95</td>
<td>9.88</td>
<td>16.87</td>
</tr>
</tbody>
</table>

b. Money Illusion Not Permitted

<table>
<thead>
<tr>
<th>Quarters Ahead</th>
<th>(v^d_d)</th>
<th>(v^a_d)</th>
<th>(v^a_m)</th>
<th>(v^c_e)</th>
<th>(v^c_d)</th>
<th>(v^c_m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>25.36</td>
<td>6.26</td>
<td>0.34</td>
<td>0.08</td>
<td>67.82</td>
<td>0.00</td>
</tr>
<tr>
<td>4</td>
<td>29.94</td>
<td>8.85</td>
<td>2.19</td>
<td>1.80</td>
<td>43.43</td>
<td>2.09</td>
</tr>
<tr>
<td>8</td>
<td>31.15</td>
<td>10.45</td>
<td>5.92</td>
<td>1.20</td>
<td>29.39</td>
<td>11.63</td>
</tr>
<tr>
<td>12</td>
<td>32.48</td>
<td>11.87</td>
<td>5.95</td>
<td>1.11</td>
<td>27.24</td>
<td>11.06</td>
</tr>
<tr>
<td>16</td>
<td>27.52</td>
<td>8.08</td>
<td>5.58</td>
<td>1.04</td>
<td>34.66</td>
<td>11.53</td>
</tr>
<tr>
<td>20</td>
<td>30.28</td>
<td>6.76</td>
<td>4.59</td>
<td>0.87</td>
<td>36.97</td>
<td>10.58</td>
</tr>
<tr>
<td>30</td>
<td>29.44</td>
<td>6.56</td>
<td>6.53</td>
<td>1.88</td>
<td>35.47</td>
<td>10.32</td>
</tr>
<tr>
<td>40</td>
<td>31.20</td>
<td>6.32</td>
<td>6.63</td>
<td>1.90</td>
<td>34.45</td>
<td>9.80</td>
</tr>
</tbody>
</table>

Entries indicate the percentage of forecast variances of Canadian output attributable to column shocks, for forecast periods of different lengths.
Table 6.2: Forecast Variance Decomposition of Canadian Output ($CO$) Implied by Estimated, Just-Identified Structural Model 2

a. Money Illusion Permitted

<table>
<thead>
<tr>
<th>Quarters Ahead</th>
<th>$v_d$</th>
<th>$v_a$</th>
<th>$v_m$</th>
<th>$v_v$</th>
<th>$v_i$</th>
<th>$v_z$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4.20</td>
<td>26.51</td>
<td>0.86</td>
<td>3.42</td>
<td>38.98</td>
<td>11.33</td>
</tr>
<tr>
<td>4</td>
<td>9.21</td>
<td>25.30</td>
<td>5.84</td>
<td>6.63</td>
<td>15.23</td>
<td>10.76</td>
</tr>
<tr>
<td>8</td>
<td>17.93</td>
<td>20.97</td>
<td>8.12</td>
<td>6.31</td>
<td>15.54</td>
<td>17.39</td>
</tr>
<tr>
<td>12</td>
<td>17.97</td>
<td>23.88</td>
<td>7.99</td>
<td>6.09</td>
<td>15.40</td>
<td>16.60</td>
</tr>
<tr>
<td>16</td>
<td>13.56</td>
<td>18.32</td>
<td>8.62</td>
<td>7.64</td>
<td>23.63</td>
<td>19.94</td>
</tr>
<tr>
<td>20</td>
<td>11.41</td>
<td>20.92</td>
<td>8.25</td>
<td>7.09</td>
<td>24.57</td>
<td>20.90</td>
</tr>
<tr>
<td>30</td>
<td>12.13</td>
<td>21.22</td>
<td>8.21</td>
<td>7.60</td>
<td>23.89</td>
<td>19.90</td>
</tr>
<tr>
<td>40</td>
<td>11.33</td>
<td>23.82</td>
<td>7.97</td>
<td>7.29</td>
<td>23.77</td>
<td>19.25</td>
</tr>
</tbody>
</table>

b. Money Illusion Not Permitted

<table>
<thead>
<tr>
<th>Quarters Ahead</th>
<th>$v_d$</th>
<th>$v_a$</th>
<th>$v_m$</th>
<th>$v_v$</th>
<th>$v_i$</th>
<th>$v_z$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.58</td>
<td>26.50</td>
<td>4.28</td>
<td>0.19</td>
<td>32.47</td>
<td>26.05</td>
</tr>
<tr>
<td>4</td>
<td>8.07</td>
<td>25.30</td>
<td>8.93</td>
<td>2.02</td>
<td>14.90</td>
<td>16.20</td>
</tr>
<tr>
<td>8</td>
<td>13.23</td>
<td>20.97</td>
<td>19.74</td>
<td>5.83</td>
<td>20.78</td>
<td>8.90</td>
</tr>
<tr>
<td>12</td>
<td>12.87</td>
<td>23.88</td>
<td>19.31</td>
<td>5.91</td>
<td>21.03</td>
<td>7.96</td>
</tr>
<tr>
<td>16</td>
<td>13.44</td>
<td>18.32</td>
<td>14.97</td>
<td>7.59</td>
<td>31.55</td>
<td>8.05</td>
</tr>
<tr>
<td>20</td>
<td>12.83</td>
<td>20.92</td>
<td>12.83</td>
<td>6.76</td>
<td>33.53</td>
<td>7.79</td>
</tr>
<tr>
<td>30</td>
<td>12.71</td>
<td>21.22</td>
<td>13.25</td>
<td>7.60</td>
<td>32.44</td>
<td>7.42</td>
</tr>
<tr>
<td>40</td>
<td>12.30</td>
<td>23.82</td>
<td>12.39</td>
<td>7.32</td>
<td>32.00</td>
<td>7.17</td>
</tr>
</tbody>
</table>

Entries indicate the percentage of forecast variances of Canadian output attributable to column shocks, for forecast periods of different lengths.
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In explaining the contribution of structural innovations in the following subsections, we first consider the variance decompositions based on models with contemporaneous money illusion. We then consider those based on models with no money illusion.

6.1.1 Variance Decomposition of Canadian Output

Inspection of the variance decomposition based on Structural Model 1 (Table 6.1a) reveals that the role of exchange rate shocks is of prime importance in explaining the behaviour of Canadian output. The prime importance of exchange rate shocks may have resulted in part from the supply-side effects of the exchange rate on output. The significance of American and Canadian monetary variations is also evident. According to the variance decompositions based on Structural Model 2 (Table 6.2a), exchange rate innovations are no longer of any significant importance and monetary innovations do not matter much. In fact, Canadian demand innovations account for most of Canadian output fluctuations, along with a significant contribution made by American supply innovations, rather than money innovations.

The variance decomposition of Canadian output based on Structural Model 3 is given in Table 6.3a. Again it is clear that Canadian output fluctuations are still largely governed by Canadian demand shocks. The most important among American shocks are those associated with American money, not with American supply, as in Table 6.2b.

Inspection of variance decompositions based on recursive structures (Table 6.4) reveals that the role of domestic and foreign shocks in the determination of Canadian output is quite similar. Canadian output shocks account for most of the variation.
Table 6.3: Forecast Variance Decomposition of Canadian Output (C/O) Implied by Estimated, Just-Identified Structural Model 3

### a. Money Illusion Permitted

<table>
<thead>
<tr>
<th>Quarters Ahead</th>
<th>( v_d^a )</th>
<th>( v_d^a )</th>
<th>( v_m^d )</th>
<th>( v_c^a )</th>
<th>( v_d^c )</th>
<th>( v_m^c )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.87</td>
<td>1.60</td>
<td>19.23</td>
<td>0.09</td>
<td>52.22</td>
<td>10.52</td>
</tr>
<tr>
<td>4</td>
<td>2.95</td>
<td>1.46</td>
<td>26.41</td>
<td>0.34</td>
<td>24.84</td>
<td>10.82</td>
</tr>
<tr>
<td>8</td>
<td>3.85</td>
<td>0.68</td>
<td>41.73</td>
<td>0.29</td>
<td>31.28</td>
<td>6.58</td>
</tr>
<tr>
<td>12</td>
<td>4.75</td>
<td>0.60</td>
<td>40.86</td>
<td>2.79</td>
<td>29.90</td>
<td>5.42</td>
</tr>
<tr>
<td>16</td>
<td>4.88</td>
<td>0.87</td>
<td>35.28</td>
<td>3.37</td>
<td>41.06</td>
<td>3.63</td>
</tr>
<tr>
<td>20</td>
<td>3.99</td>
<td>2.23</td>
<td>35.76</td>
<td>2.74</td>
<td>42.38</td>
<td>3.21</td>
</tr>
<tr>
<td>30</td>
<td>5.26</td>
<td>3.37</td>
<td>34.21</td>
<td>2.77</td>
<td>40.66</td>
<td>4.26</td>
</tr>
<tr>
<td>40</td>
<td>5.59</td>
<td>4.03</td>
<td>34.15</td>
<td>3.12</td>
<td>40.26</td>
<td>3.95</td>
</tr>
</tbody>
</table>

### b. Money Illusion Not Permitted

<table>
<thead>
<tr>
<th>Quarters Ahead</th>
<th>( v_d^a )</th>
<th>( v_d^a )</th>
<th>( v_m^a )</th>
<th>( v_c^a )</th>
<th>( v_d^c )</th>
<th>( v_m^c )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.11</td>
<td>18.61</td>
<td>9.93</td>
<td>6.51</td>
<td>48.35</td>
<td>11.40</td>
</tr>
<tr>
<td>4</td>
<td>4.96</td>
<td>16.62</td>
<td>15.48</td>
<td>2.58</td>
<td>30.77</td>
<td>7.80</td>
</tr>
<tr>
<td>8</td>
<td>8.70</td>
<td>12.25</td>
<td>30.28</td>
<td>2.97</td>
<td>18.57</td>
<td>17.24</td>
</tr>
<tr>
<td>12</td>
<td>8.70</td>
<td>13.85</td>
<td>29.29</td>
<td>1.80</td>
<td>17.82</td>
<td>16.20</td>
</tr>
<tr>
<td>16</td>
<td>9.51</td>
<td>11.27</td>
<td>24.41</td>
<td>1.90</td>
<td>25.09</td>
<td>17.46</td>
</tr>
<tr>
<td>20</td>
<td>8.60</td>
<td>14.60</td>
<td>23.05</td>
<td>2.12</td>
<td>27.19</td>
<td>16.14</td>
</tr>
<tr>
<td>30</td>
<td>8.88</td>
<td>15.62</td>
<td>22.23</td>
<td>2.89</td>
<td>26.18</td>
<td>16.20</td>
</tr>
<tr>
<td>40</td>
<td>8.57</td>
<td>18.09</td>
<td>21.47</td>
<td>3.17</td>
<td>25.32</td>
<td>15.75</td>
</tr>
</tbody>
</table>

Entries indicate the percentage of forecast variances of Canadian output attributable to column shocks, for forecast periods of different lengths.
Table 6.4: Forecast Variance Decomposition of Canadian Output (CO) Implied by Estimated, Just-Identified Structural Model 4

1. Recursive Specification 1

<table>
<thead>
<tr>
<th>Quarters Ahead</th>
<th>( v_o^a )</th>
<th>( v_p^a )</th>
<th>( v_m^a )</th>
<th>( v_e^a )</th>
<th>( v_o^c )</th>
<th>( v_p^c )</th>
<th>( v_m^c )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>21.67</td>
<td>6.26</td>
<td>3.91</td>
<td>0.54</td>
<td>63.14</td>
<td>4.47</td>
<td>0.00</td>
</tr>
<tr>
<td>4</td>
<td>19.79</td>
<td>8.85</td>
<td>12.80</td>
<td>1.59</td>
<td>36.43</td>
<td>9.96</td>
<td>10.58</td>
</tr>
<tr>
<td>8</td>
<td>15.24</td>
<td>10.45</td>
<td>23.98</td>
<td>6.46</td>
<td>30.22</td>
<td>8.46</td>
<td>5.19</td>
</tr>
<tr>
<td>12</td>
<td>17.28</td>
<td>11.87</td>
<td>23.23</td>
<td>6.05</td>
<td>28.80</td>
<td>8.05</td>
<td>4.72</td>
</tr>
<tr>
<td>16</td>
<td>13.74</td>
<td>8.08</td>
<td>21.46</td>
<td>6.35</td>
<td>39.46</td>
<td>7.17</td>
<td>3.73</td>
</tr>
<tr>
<td>20</td>
<td>16.98</td>
<td>6.76</td>
<td>19.61</td>
<td>6.44</td>
<td>41.30</td>
<td>5.85</td>
<td>3.06</td>
</tr>
<tr>
<td>30</td>
<td>17.80</td>
<td>6.56</td>
<td>19.73</td>
<td>6.11</td>
<td>39.46</td>
<td>6.76</td>
<td>3.46</td>
</tr>
<tr>
<td>40</td>
<td>20.40</td>
<td>6.32</td>
<td>18.97</td>
<td>5.85</td>
<td>38.48</td>
<td>6.46</td>
<td>3.50</td>
</tr>
</tbody>
</table>

2. Recursive Specification 2

<table>
<thead>
<tr>
<th>Quarters Ahead</th>
<th>( v_o^a )</th>
<th>( v_p^a )</th>
<th>( v_m^a )</th>
<th>( v_e^a )</th>
<th>( v_o^c )</th>
<th>( v_p^c )</th>
<th>( v_m^c )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>26.51</td>
<td>1.42</td>
<td>3.91</td>
<td>0.54</td>
<td>67.61</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>4</td>
<td>25.30</td>
<td>3.34</td>
<td>12.80</td>
<td>1.59</td>
<td>41.19</td>
<td>5.20</td>
<td>10.58</td>
</tr>
<tr>
<td>8</td>
<td>20.97</td>
<td>4.71</td>
<td>23.98</td>
<td>6.46</td>
<td>27.80</td>
<td>10.89</td>
<td>5.19</td>
</tr>
<tr>
<td>12</td>
<td>23.88</td>
<td>5.27</td>
<td>23.23</td>
<td>6.05</td>
<td>25.79</td>
<td>11.06</td>
<td>4.72</td>
</tr>
<tr>
<td>16</td>
<td>18.32</td>
<td>3.51</td>
<td>21.46</td>
<td>6.35</td>
<td>33.28</td>
<td>13.36</td>
<td>3.73</td>
</tr>
<tr>
<td>20</td>
<td>20.93</td>
<td>2.82</td>
<td>19.61</td>
<td>6.44</td>
<td>35.55</td>
<td>11.60</td>
<td>3.06</td>
</tr>
<tr>
<td>30</td>
<td>21.22</td>
<td>3.14</td>
<td>19.85</td>
<td>6.11</td>
<td>34.17</td>
<td>12.05</td>
<td>3.46</td>
</tr>
<tr>
<td>40</td>
<td>23.83</td>
<td>2.90</td>
<td>18.97</td>
<td>5.85</td>
<td>33.26</td>
<td>11.69</td>
<td>3.50</td>
</tr>
</tbody>
</table>

Entries indicate the percentage of forecast variances of Canadian output attributable to column shocks, for forecast periods of different lengths.
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in Canadian output. However, American output and money shocks appear to be other important factors affecting the path of Canadian output.

We turn now to an examination of variance decompositions (given in the bottom parts of the tables), computed without permitting money illusion. The first such decomposition results from the use of Structural Model 1. It can be seen from Table 6.1 that a simple transition from money illusion to no money illusion changes the picture markedly. The role of exchange rate disturbances is reduced drastically; they now explain less than 2% of Canadian output variance as opposed to 18-33% previously. Similarly, the role of Canadian demand innovations becomes dominant. Furthermore, instead of American money supply, American demand shifts now account for more of the variation in Canadian output.

When we compare Table 6.1b with Table 6.2b, it turns out that although the explanatory power of Canadian demand innovations under the no-money-illusion variant of structural model 2 decreases, it remains the leading influence. (This was also true for the corresponding variant of Structural Model 1.) The importance of American shocks shifts from American money to American supply. Variance decompositions based on Structural Model 2 indicate a moderate insensitivity to the introduction of money illusion. Both decompositions predict a larger role for Canadian demand and American supply innovations.

The variance decompositions of Canadian output based on Structural Model 3 indicate similarity of explanatory power for a number of structural disturbances. The only notable difference pertains to the fact that in the case of money illusion, only American money variations are important, whereas under the assumption of no money illusion, American supply shocks also matter. Furthermore, American supply
shocks, which were a leading foreign source of Canadian output variations under Structural Model 2, tend to have weaker effects on Canadian output. Similarly American money innovations, which had weak effect previously, are reflected in higher Canadian output variability.

Comparison of the bottom halves of Tables 6.1-6.4 indicates that the assumption of price or output stickiness implicit in the structural identification does not make much difference as long as variance decompositions of Canadian output are based on recursive structures. However, this assumption makes a significant difference when non-recursive specifications are introduced. Canadian demand shocks remain the most important factor in determining Canadian output but its degree of influence differs according to how one identifies the underlying contemporaneous structure. Furthermore, the importance of American shocks differs significantly across non-recursive specifications.

It turns out that the decompositions based on all but one non-recursive model ascribe less importance to American shocks, compared with recursive structures. Furthermore, recursive structures do not attach any significant importance to a shock in the exchange rate. However, one non-recursive model (Model 1 with $D = I$) does uncover and recognize the larger effects of the exchange rate on Canadian output. Recursive models assign a larger role to American output, especially in the impact period, whereas most of the non-recursive models imply a greater importance of American supply shocks for Canadian output.
Table 6.5: Forecast Variance Decomposition of Canadian Price \((CP)\) Implied by Estimated, Just-Identified Structural Model 1

a. Money Illusion Permitted

<table>
<thead>
<tr>
<th>Quarters Ahead</th>
<th>(v_d^2)</th>
<th>(v_f^2)</th>
<th>(v_m^2)</th>
<th>(v_e)</th>
<th>(v_d^c)</th>
<th>(v_f^c)</th>
<th>(v_m^c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.67</td>
<td>4.10</td>
<td>11.30</td>
<td>0.17</td>
<td>16.22</td>
<td>31.94</td>
<td>32.59</td>
</tr>
<tr>
<td>4</td>
<td>2.00</td>
<td>9.87</td>
<td>26.46</td>
<td>0.65</td>
<td>4.54</td>
<td>48.62</td>
<td>7.86</td>
</tr>
<tr>
<td>8</td>
<td>2.38</td>
<td>14.34</td>
<td>21.78</td>
<td>2.62</td>
<td>3.98</td>
<td>51.68</td>
<td>3.22</td>
</tr>
<tr>
<td>12</td>
<td>2.08</td>
<td>13.71</td>
<td>15.18</td>
<td>11.75</td>
<td>12.33</td>
<td>35.33</td>
<td>9.60</td>
</tr>
<tr>
<td>16</td>
<td>4.70</td>
<td>7.18</td>
<td>12.46</td>
<td>18.75</td>
<td>13.83</td>
<td>24.77</td>
<td>18.30</td>
</tr>
<tr>
<td>20</td>
<td>8.92</td>
<td>5.01</td>
<td>11.40</td>
<td>18.32</td>
<td>12.40</td>
<td>19.82</td>
<td>24.13</td>
</tr>
<tr>
<td>30</td>
<td>16.60</td>
<td>3.96</td>
<td>10.08</td>
<td>15.08</td>
<td>11.23</td>
<td>15.61</td>
<td>27.43</td>
</tr>
<tr>
<td>40</td>
<td>19.95</td>
<td>4.04</td>
<td>9.51</td>
<td>15.41</td>
<td>10.77</td>
<td>14.57</td>
<td>25.75</td>
</tr>
</tbody>
</table>

b. Money Illusion Not Permitted

<table>
<thead>
<tr>
<th>Quarters Ahead</th>
<th>(v_d^2)</th>
<th>(v_f^2)</th>
<th>(v_m^2)</th>
<th>(v_e)</th>
<th>(v_d^c)</th>
<th>(v_f^c)</th>
<th>(v_m^c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>12.42</td>
<td>4.10</td>
<td>0.34</td>
<td>33.10</td>
<td>6.37</td>
<td>1.03</td>
<td>42.63</td>
</tr>
<tr>
<td>4</td>
<td>21.13</td>
<td>9.87</td>
<td>13.79</td>
<td>15.94</td>
<td>3.48</td>
<td>17.20</td>
<td>18.58</td>
</tr>
<tr>
<td>12</td>
<td>19.62</td>
<td>13.71</td>
<td>5.34</td>
<td>4.23</td>
<td>26.44</td>
<td>18.44</td>
<td>12.20</td>
</tr>
<tr>
<td>16</td>
<td>22.08</td>
<td>7.18</td>
<td>2.68</td>
<td>2.29</td>
<td>40.89</td>
<td>13.89</td>
<td>10.98</td>
</tr>
<tr>
<td>20</td>
<td>26.05</td>
<td>5.01</td>
<td>2.38</td>
<td>1.85</td>
<td>43.80</td>
<td>11.90</td>
<td>9.01</td>
</tr>
<tr>
<td>30</td>
<td>29.61</td>
<td>3.96</td>
<td>4.69</td>
<td>3.84</td>
<td>40.72</td>
<td>9.59</td>
<td>7.58</td>
</tr>
<tr>
<td>40</td>
<td>29.95</td>
<td>4.04</td>
<td>6.35</td>
<td>4.31</td>
<td>39.07</td>
<td>9.15</td>
<td>7.13</td>
</tr>
</tbody>
</table>

Entries indicate the percentage of forecast variances of Canadian price attributable to column shocks, for forecast periods of different lengths.
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Table 6.6: Forecast Variance Decomposition of Canadian Price (CP) Implied by Estimated, Just-Identified Structural Model 2

a. Money Illusion Permitted

<table>
<thead>
<tr>
<th>Quarters Ahead</th>
<th>$v_d^2$</th>
<th>$v_s^2$</th>
<th>$v_m^2$</th>
<th>$v_e$</th>
<th>$v_d^5$</th>
<th>$v_s^5$</th>
<th>$v_m^5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4.12</td>
<td>11.39</td>
<td>1.78</td>
<td>28.79</td>
<td>0.37</td>
<td>4.58</td>
<td>48.97</td>
</tr>
<tr>
<td>4</td>
<td>24.94</td>
<td>9.75</td>
<td>10.46</td>
<td>15.95</td>
<td>1.62</td>
<td>4.67</td>
<td>32.60</td>
</tr>
<tr>
<td>12</td>
<td>20.46</td>
<td>11.95</td>
<td>5.85</td>
<td>6.73</td>
<td>23.03</td>
<td>12.41</td>
<td>19.55</td>
</tr>
<tr>
<td>16</td>
<td>10.28</td>
<td>13.35</td>
<td>6.71</td>
<td>7.55</td>
<td>31.90</td>
<td>20.44</td>
<td>9.78</td>
</tr>
<tr>
<td>20</td>
<td>7.08</td>
<td>18.60</td>
<td>5.66</td>
<td>5.90</td>
<td>32.75</td>
<td>23.07</td>
<td>6.95</td>
</tr>
<tr>
<td>30</td>
<td>5.76</td>
<td>25.89</td>
<td>4.48</td>
<td>5.37</td>
<td>31.59</td>
<td>21.22</td>
<td>5.69</td>
</tr>
<tr>
<td>40</td>
<td>5.29</td>
<td>28.75</td>
<td>4.43</td>
<td>6.25</td>
<td>30.07</td>
<td>19.95</td>
<td>5.24</td>
</tr>
</tbody>
</table>

b. Money Illusion Not Permitted

<table>
<thead>
<tr>
<th>Quarters Ahead</th>
<th>$v_d^2$</th>
<th>$v_s^2$</th>
<th>$v_m^2$</th>
<th>$v_e$</th>
<th>$v_d^5$</th>
<th>$v_s^5$</th>
<th>$v_m^5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.56</td>
<td>11.39</td>
<td>1.79</td>
<td>50.20</td>
<td>1.19</td>
<td>0.06</td>
<td>33.81</td>
</tr>
<tr>
<td>4</td>
<td>16.38</td>
<td>9.75</td>
<td>24.88</td>
<td>30.56</td>
<td>0.39</td>
<td>2.93</td>
<td>15.10</td>
</tr>
<tr>
<td>8</td>
<td>12.37</td>
<td>16.55</td>
<td>31.28</td>
<td>16.32</td>
<td>1.73</td>
<td>10.00</td>
<td>11.74</td>
</tr>
<tr>
<td>12</td>
<td>9.94</td>
<td>11.95</td>
<td>23.39</td>
<td>12.22</td>
<td>23.78</td>
<td>11.09</td>
<td>7.63</td>
</tr>
<tr>
<td>16</td>
<td>10.18</td>
<td>13.35</td>
<td>11.85</td>
<td>9.80</td>
<td>41.82</td>
<td>8.79</td>
<td>4.19</td>
</tr>
<tr>
<td>20</td>
<td>8.76</td>
<td>18.60</td>
<td>8.39</td>
<td>7.22</td>
<td>46.08</td>
<td>7.52</td>
<td>3.42</td>
</tr>
<tr>
<td>30</td>
<td>6.99</td>
<td>25.89</td>
<td>6.64</td>
<td>6.57</td>
<td>44.54</td>
<td>6.51</td>
<td>2.85</td>
</tr>
<tr>
<td>40</td>
<td>6.81</td>
<td>28.76</td>
<td>6.09</td>
<td>7.24</td>
<td>42.05</td>
<td>6.37</td>
<td>2.68</td>
</tr>
</tbody>
</table>

Entries indicate the percentage of forecast variances of Canadian price attributable to column shocks, for forecast periods of different lengths.
6.1.2 Variance Decomposition of Canadian Prices

In this section we analyze variance decompositions of Canadian prices. Variance decompositions based on non-recursive Structural Models 1, 2, and 3 are recorded in Tables 6.5-6.7, while the decompositions based on recursive structures are displayed in Table 6.8.

We first examine the variance decompositions based on the non-recursive structures that allow for money illusion. These are recorded in the upper halves of Tables 6.5-6.7. Under Structural Model 1, the short-run effects of all Canadian disturbances are seen to be very important for the determination of Canadian prices, especially the Canadian supply shocks, which account for a substantial part of Canadian price variations. American money innovations also seem to have appreciable influence on Canadian prices. Over the longer forecast periods, almost all disturbances matter, but it is the Canadian monetary disturbances that explain most of the price variability.

Variance decomposition based on Structural Model 2 does not predict the stronger role of Canadian supply, as is the case with Structural Model 1 (Table 6.5a). Rather it gives larger roles to Canadian money and exchange rate variations in determining the variability of Canadian prices, especially in the impact period. Over long periods, most of the Canadian price variance is due to innovations in Canadian demand and supply, and American supply as well.

Variance decomposition based on Structural Model 3 reveals that Canadian supply shocks are most important for Canadian price fluctuations; they explain 88 percent of the variance of Canadian prices in the first quarter. However, in the
Table 6.7: Forecast Variance Decomposition of Canadian Price (CP) Implied by Estimated, Just-Identified Structural Model 3

a. Money Illusion Permitted

<table>
<thead>
<tr>
<th>Quarters Ahead</th>
<th>( v_d^2 )</th>
<th>( v_s^a )</th>
<th>( v_m^a )</th>
<th>( v_c^a )</th>
<th>( v_d^c )</th>
<th>( v_s^c )</th>
<th>( v_m^c )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.21</td>
<td>0.23</td>
<td>3.10</td>
<td>0.00</td>
<td>6.91</td>
<td>87.88</td>
<td>1.67</td>
</tr>
<tr>
<td>4</td>
<td>7.50</td>
<td>1.35</td>
<td>33.26</td>
<td>0.18</td>
<td>4.64</td>
<td>51.41</td>
<td>1.67</td>
</tr>
<tr>
<td>8</td>
<td>3.73</td>
<td>1.24</td>
<td>53.81</td>
<td>0.66</td>
<td>3.61</td>
<td>35.72</td>
<td>1.23</td>
</tr>
<tr>
<td>12</td>
<td>2.87</td>
<td>4.80</td>
<td>37.41</td>
<td>4.53</td>
<td>25.00</td>
<td>24.50</td>
<td>0.87</td>
</tr>
<tr>
<td>16</td>
<td>1.74</td>
<td>7.75</td>
<td>29.36</td>
<td>4.63</td>
<td>43.00</td>
<td>12.56</td>
<td>0.96</td>
</tr>
<tr>
<td>20</td>
<td>1.48</td>
<td>8.95</td>
<td>30.01</td>
<td>3.43</td>
<td>45.48</td>
<td>9.67</td>
<td>0.97</td>
</tr>
<tr>
<td>30</td>
<td>3.50</td>
<td>11.31</td>
<td>28.70</td>
<td>3.80</td>
<td>42.73</td>
<td>9.15</td>
<td>0.81</td>
</tr>
<tr>
<td>40</td>
<td>5.81</td>
<td>11.38</td>
<td>27.04</td>
<td>5.95</td>
<td>40.59</td>
<td>8.45</td>
<td>0.77</td>
</tr>
</tbody>
</table>

b. Money Illusion Not Permitted

<table>
<thead>
<tr>
<th>Quarters Ahead</th>
<th>( v_d^2 )</th>
<th>( v_s^a )</th>
<th>( v_m^a )</th>
<th>( v_c^a )</th>
<th>( v_d^c )</th>
<th>( v_s^c )</th>
<th>( v_m^c )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.40</td>
<td>7.17</td>
<td>1.06</td>
<td>7.75</td>
<td>9.59</td>
<td>56.78</td>
<td>17.23</td>
</tr>
<tr>
<td>4</td>
<td>12.50</td>
<td>4.43</td>
<td>28.36</td>
<td>5.40</td>
<td>6.31</td>
<td>33.99</td>
<td>9.01</td>
</tr>
<tr>
<td>8</td>
<td>8.16</td>
<td>7.78</td>
<td>45.34</td>
<td>2.98</td>
<td>8.46</td>
<td>18.32</td>
<td>8.96</td>
</tr>
<tr>
<td>12</td>
<td>6.82</td>
<td>6.79</td>
<td>31.51</td>
<td>3.12</td>
<td>29.10</td>
<td>13.48</td>
<td>9.18</td>
</tr>
<tr>
<td>16</td>
<td>6.57</td>
<td>12.19</td>
<td>19.49</td>
<td>2.66</td>
<td>39.59</td>
<td>11.77</td>
<td>7.72</td>
</tr>
<tr>
<td>20</td>
<td>5.13</td>
<td>17.74</td>
<td>17.28</td>
<td>3.62</td>
<td>40.53</td>
<td>9.72</td>
<td>5.97</td>
</tr>
<tr>
<td>30</td>
<td>4.11</td>
<td>25.13</td>
<td>14.81</td>
<td>7.02</td>
<td>36.59</td>
<td>7.64</td>
<td>4.70</td>
</tr>
<tr>
<td>40</td>
<td>4.66</td>
<td>27.30</td>
<td>13.60</td>
<td>7.11</td>
<td>35.37</td>
<td>7.31</td>
<td>4.63</td>
</tr>
</tbody>
</table>

Entries indicate the percentage of forecast variances of Canadian price attributable to column shocks, for forecast periods of different lengths.
Table 6.8: Forecast Variance Decomposition of Canadian Price ($CP$) Implied by Estimated, Just-Identified Structural Model 1

1. Recursive Specification 1

<table>
<thead>
<tr>
<th>Quarters Ahead</th>
<th>$v_o^a$</th>
<th>$v_p^a$</th>
<th>$v_m^a$</th>
<th>$v_e$</th>
<th>$v_o^c$</th>
<th>$v_p^c$</th>
<th>$v_m^c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8.69</td>
<td>4.10</td>
<td>3.85</td>
<td>2.93</td>
<td>0.00</td>
<td>80.43</td>
<td>0.00</td>
</tr>
<tr>
<td>4</td>
<td>6.03</td>
<td>9.86</td>
<td>31.76</td>
<td>4.83</td>
<td>0.79</td>
<td>46.30</td>
<td>0.42</td>
</tr>
<tr>
<td>8</td>
<td>10.50</td>
<td>14.34</td>
<td>27.34</td>
<td>12.80</td>
<td>2.89</td>
<td>30.43</td>
<td>1.69</td>
</tr>
<tr>
<td>12</td>
<td>8.29</td>
<td>13.71</td>
<td>18.73</td>
<td>10.12</td>
<td>19.91</td>
<td>19.76</td>
<td>2.01</td>
</tr>
<tr>
<td>16</td>
<td>12.75</td>
<td>7.18</td>
<td>13.14</td>
<td>8.44</td>
<td>45.89</td>
<td>10.85</td>
<td>1.74</td>
</tr>
<tr>
<td>20</td>
<td>18.46</td>
<td>5.01</td>
<td>10.45</td>
<td>8.72</td>
<td>47.80</td>
<td>7.54</td>
<td>2.01</td>
</tr>
<tr>
<td>30</td>
<td>26.10</td>
<td>3.96</td>
<td>8.22</td>
<td>7.80</td>
<td>43.21</td>
<td>6.76</td>
<td>3.96</td>
</tr>
<tr>
<td>40</td>
<td>28.57</td>
<td>4.04</td>
<td>7.89</td>
<td>7.18</td>
<td>41.68</td>
<td>6.66</td>
<td>3.98</td>
</tr>
</tbody>
</table>

2. Recursive Specification 2

<table>
<thead>
<tr>
<th>Quarters Ahead</th>
<th>$v_o^a$</th>
<th>$v_p^a$</th>
<th>$v_m^a$</th>
<th>$v_e$</th>
<th>$v_o^c$</th>
<th>$v_p^c$</th>
<th>$v_m^c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>11.40</td>
<td>1.39</td>
<td>3.85</td>
<td>2.93</td>
<td>5.31</td>
<td>75.11</td>
<td>0.00</td>
</tr>
<tr>
<td>4</td>
<td>9.75</td>
<td>6.14</td>
<td>31.76</td>
<td>4.83</td>
<td>3.91</td>
<td>43.17</td>
<td>0.42</td>
</tr>
<tr>
<td>8</td>
<td>16.56</td>
<td>8.29</td>
<td>27.34</td>
<td>12.80</td>
<td>6.64</td>
<td>26.68</td>
<td>1.69</td>
</tr>
<tr>
<td>12</td>
<td>11.95</td>
<td>10.04</td>
<td>18.73</td>
<td>9.32</td>
<td>27.59</td>
<td>20.34</td>
<td>2.01</td>
</tr>
<tr>
<td>16</td>
<td>13.36</td>
<td>6.58</td>
<td>13.14</td>
<td>8.44</td>
<td>40.84</td>
<td>15.90</td>
<td>1.74</td>
</tr>
<tr>
<td>20</td>
<td>18.61</td>
<td>4.86</td>
<td>10.45</td>
<td>8.72</td>
<td>43.36</td>
<td>11.98</td>
<td>2.01</td>
</tr>
<tr>
<td>30</td>
<td>25.90</td>
<td>4.15</td>
<td>8.22</td>
<td>7.80</td>
<td>40.52</td>
<td>9.44</td>
<td>3.96</td>
</tr>
<tr>
<td>40</td>
<td>28.76</td>
<td>3.85</td>
<td>7.89</td>
<td>7.18</td>
<td>38.82</td>
<td>9.52</td>
<td>3.98</td>
</tr>
</tbody>
</table>

Entries indicate the percentage of forecast variances of Canadian price attributable to column shocks, for forecast periods of different lengths.
short and medium run, Canadian demand and American money shocks are also of significant importance. The role of Canadian monetary variations, which was significant in Tables 6.5a-6.6a, is now of negligible importance: less than 2% of Canadian price variance is accounted for by innovations in Canadian money.

The basic results for the decompositions based on recursive specifications are quite similar. Canadian price is determined largely by its own variations in the short run. However, over longer periods, Canadian output variations are most important in determining the behaviour of Canadian prices. The second largest source of Canadian price fluctuations for most of the forecast periods is American money disturbances.

We now analyze variance decompositions that do not incorporate the assumption of contemporaneous money illusion. Such decompositions are given in the bottom halves of Tables 6.5-6.7. Comparison of variance decompositions based on Structural Model 1 indicates that the main source of short-run Canadian price instability is not its own stochastic shocks (Table 6.5a), but rather shocks to Canadian money and the exchange rate (Table 6.5b). The long-run behaviour of Canadian prices is strongly governed by innovations in American and Canadian demand.

Variance decomposition based on Structural Model 2 (Table 6.6b) reveals that the impact period fluctuations in Canadian prices are still largely accounted for by Canadian money and exchange rate surprises, but this time with the exchange rate dominating Canadian price fluctuations. American demand innovations, which were important in Table 6.5b, are no longer of much importance; American supply innovations explain relatively more of Canadian price variations than do any other American innovation.
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Inspection of the variance decomposition of Canadian prices based on Structural Model 3 (Table 6.7b) reveals that the Canadian price level is heavily dominated by Canadian supply shocks in the impact period, rather than by innovations in the exchange rate and Canadian money (Tables 6.5b-6.6b). In the medium run, American monetary innovations are the most important determinant of Canadian prices. In the long run, though the Canadian price level is governed largely by Canadian demand disturbances. American supply innovations also contribute significantly to Canadian price variability.

It can be concluded that the degree and importance of various structural fluctuations to the determination of the Canadian price level is generally model-specific. Variance decompositions based on recursive structures reveal that the role of Canadian money shocks is almost nil in generating variations in the Canadian price level. But the variance decompositions based on non-recursive structures show a different result: a substantial portion of Canadian price variability is explained by Canadian money innovations too in those cases. Furthermore, recursive structures imply no important role for a shock in the exchange rate, whereas non-recursive structures do allow for such a role.

6.1.3 Variance Decomposition of Canadian Money

This section is devoted to the analysis of variance decompositions of Canadian money. The decompositions are presented in Tables 6.9-6.12. The variance decomposition based on Structural Model 1 (Table 6.9a) indicates that innovations in American money, the exchange rate, Canadian demand and Canadian money are all important for Canadian money variations, especially in the impact period. However,
Table 6.9: Forecast Variance Decomposition of Canadian Money (CM)
Implied by Estimated, Just-Identified Structural Model 1

a. Money Illusion Permitted

<table>
<thead>
<tr>
<th>Quarters Ahead</th>
<th>( v_d^2 )</th>
<th>( v_s^2 )</th>
<th>( v_m^2 )</th>
<th>( v_e )</th>
<th>( v_d^c )</th>
<th>( v_s^c )</th>
<th>( v_m^c )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.25</td>
<td>3.74</td>
<td>24.39</td>
<td>23.46</td>
<td>23.47</td>
<td>0.95</td>
<td>23.72</td>
</tr>
<tr>
<td>4</td>
<td>30.16</td>
<td>7.98</td>
<td>14.39</td>
<td>11.41</td>
<td>10.03</td>
<td>6.43</td>
<td>19.59</td>
</tr>
<tr>
<td>8</td>
<td>23.72</td>
<td>8.98</td>
<td>19.02</td>
<td>15.59</td>
<td>6.67</td>
<td>4.33</td>
<td>21.69</td>
</tr>
<tr>
<td>12</td>
<td>25.64</td>
<td>8.23</td>
<td>17.53</td>
<td>17.69</td>
<td>6.43</td>
<td>4.60</td>
<td>19.86</td>
</tr>
<tr>
<td>16</td>
<td>25.00</td>
<td>7.92</td>
<td>16.90</td>
<td>19.90</td>
<td>6.34</td>
<td>4.50</td>
<td>19.44</td>
</tr>
<tr>
<td>20</td>
<td>24.71</td>
<td>8.59</td>
<td>16.61</td>
<td>20.29</td>
<td>6.29</td>
<td>4.42</td>
<td>19.08</td>
</tr>
<tr>
<td>30</td>
<td>19.72</td>
<td>7.17</td>
<td>14.33</td>
<td>22.15</td>
<td>9.10</td>
<td>4.98</td>
<td>22.55</td>
</tr>
</tbody>
</table>

b. Money Illusion Not Permitted

<table>
<thead>
<tr>
<th>Quarters Ahead</th>
<th>( v_d^2 )</th>
<th>( v_s^2 )</th>
<th>( v_m^2 )</th>
<th>( v_e )</th>
<th>( v_d^c )</th>
<th>( v_s^c )</th>
<th>( v_m^c )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8.84</td>
<td>3.74</td>
<td>11.65</td>
<td>46.91</td>
<td>0.54</td>
<td>5.94</td>
<td>22.36</td>
</tr>
<tr>
<td>4</td>
<td>17.37</td>
<td>7.98</td>
<td>16.39</td>
<td>10.16</td>
<td>24.40</td>
<td>4.62</td>
<td>4.94</td>
</tr>
<tr>
<td>8</td>
<td>30.50</td>
<td>8.99</td>
<td>18.42</td>
<td>11.03</td>
<td>24.68</td>
<td>4.68</td>
<td>4.63</td>
</tr>
<tr>
<td>12</td>
<td>28.32</td>
<td>8.23</td>
<td>18.20</td>
<td>11.11</td>
<td>26.53</td>
<td>4.66</td>
<td>4.47</td>
</tr>
<tr>
<td>16</td>
<td>27.10</td>
<td>7.92</td>
<td>18.20</td>
<td>10.95</td>
<td>26.84</td>
<td>4.64</td>
<td>4.37</td>
</tr>
<tr>
<td>20</td>
<td>26.77</td>
<td>8.59</td>
<td>17.83</td>
<td>10.95</td>
<td>26.84</td>
<td>4.64</td>
<td>4.37</td>
</tr>
<tr>
<td>30</td>
<td>24.32</td>
<td>7.17</td>
<td>13.39</td>
<td>8.19</td>
<td>36.78</td>
<td>4.95</td>
<td>5.20</td>
</tr>
<tr>
<td>40</td>
<td>25.61</td>
<td>6.12</td>
<td>12.83</td>
<td>7.66</td>
<td>38.53</td>
<td>4.36</td>
<td>4.88</td>
</tr>
</tbody>
</table>

Entries indicate the percentage of forecast variances of Canadian money attributable to column shocks, for forecast periods of different lengths.
Table 6.10: Forecast Variance Decomposition of Canadian Money (CM) Implied by Estimated, Just-Identified Structural Model 2

a. Money Illusion Permitted

<table>
<thead>
<tr>
<th>Quarters Ahead</th>
<th>$v_d$</th>
<th>$v_s$</th>
<th>$v_m$</th>
<th>$v_e$</th>
<th>$v_d$</th>
<th>$v_s$</th>
<th>$v_m$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>11.64</td>
<td>2.81</td>
<td>9.68</td>
<td>34.27</td>
<td>18.23</td>
<td>8.15</td>
<td>15.23</td>
</tr>
<tr>
<td>4</td>
<td>27.80</td>
<td>20.92</td>
<td>6.41</td>
<td>13.82</td>
<td>10.92</td>
<td>14.30</td>
<td>5.83</td>
</tr>
<tr>
<td>8</td>
<td>18.99</td>
<td>30.78</td>
<td>5.65</td>
<td>9.27</td>
<td>16.26</td>
<td>12.60</td>
<td>6.44</td>
</tr>
<tr>
<td>12</td>
<td>18.40</td>
<td>30.44</td>
<td>5.87</td>
<td>11.51</td>
<td>15.81</td>
<td>11.93</td>
<td>6.03</td>
</tr>
<tr>
<td>16</td>
<td>17.85</td>
<td>29.31</td>
<td>5.83</td>
<td>12.40</td>
<td>16.19</td>
<td>12.11</td>
<td>6.30</td>
</tr>
<tr>
<td>20</td>
<td>17.84</td>
<td>29.32</td>
<td>5.81</td>
<td>12.46</td>
<td>16.15</td>
<td>12.14</td>
<td>6.27</td>
</tr>
<tr>
<td>30</td>
<td>13.79</td>
<td>24.81</td>
<td>5.66</td>
<td>10.70</td>
<td>24.44</td>
<td>15.62</td>
<td>4.97</td>
</tr>
<tr>
<td>40</td>
<td>12.18</td>
<td>26.46</td>
<td>5.02</td>
<td>9.15</td>
<td>26.55</td>
<td>15.98</td>
<td>4.65</td>
</tr>
</tbody>
</table>

b. Money Illusion Not Permitted

<table>
<thead>
<tr>
<th>Quarters Ahead</th>
<th>$v_d$</th>
<th>$v_s$</th>
<th>$v_m$</th>
<th>$v_e$</th>
<th>$v_d$</th>
<th>$v_s$</th>
<th>$v_m$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8.61</td>
<td>2.81</td>
<td>4.36</td>
<td>18.49</td>
<td>40.19</td>
<td>5.90</td>
<td>19.63</td>
</tr>
<tr>
<td>4</td>
<td>9.09</td>
<td>20.92</td>
<td>24.29</td>
<td>9.61</td>
<td>25.45</td>
<td>2.06</td>
<td>8.59</td>
</tr>
<tr>
<td>8</td>
<td>8.03</td>
<td>30.78</td>
<td>17.10</td>
<td>6.20</td>
<td>22.72</td>
<td>8.46</td>
<td>6.72</td>
</tr>
<tr>
<td>12</td>
<td>8.22</td>
<td>30.44</td>
<td>16.49</td>
<td>8.22</td>
<td>21.28</td>
<td>9.06</td>
<td>6.28</td>
</tr>
<tr>
<td>16</td>
<td>8.16</td>
<td>29.31</td>
<td>16.01</td>
<td>8.64</td>
<td>21.37</td>
<td>9.75</td>
<td>6.75</td>
</tr>
<tr>
<td>20</td>
<td>8.08</td>
<td>29.32</td>
<td>16.00</td>
<td>8.65</td>
<td>21.49</td>
<td>9.60</td>
<td>6.86</td>
</tr>
<tr>
<td>30</td>
<td>7.89</td>
<td>24.81</td>
<td>12.41</td>
<td>7.36</td>
<td>32.02</td>
<td>9.96</td>
<td>5.55</td>
</tr>
<tr>
<td>40</td>
<td>6.98</td>
<td>26.46</td>
<td>10.76</td>
<td>6.37</td>
<td>35.02</td>
<td>9.40</td>
<td>5.00</td>
</tr>
</tbody>
</table>

Entries indicate the percentage of forecast variances of Canadian money attributable to column shocks, for forecast periods of different lengths.
in the long-run the importance of Canadian demand innovations decreases sharply, while American demand innovations begin to matter much more. The decomposition based on Structural Model 2 (Table 6.10a) does not predict much of a role for American and Canadian money innovations, as is the case in Table 6.9a. Rather, it illustrates the greater significance of American and Canadian supply innovations. It is interesting to see that the variance decomposition based on Structural Model 3 (Table 6.11a) shows almost complete domination of Canadian money by its own innovations, which explain 83% of the variation in money in the impact period. This is something that is absent from Tables 6.9a-6.10a. In the long run, however, all innovations except those in the exchange rate and Canadian supply are important for the determination of Canadian money.

The two variance decompositions of Canadian money based on recursive structures are shown in Table 6.12. The general pattern is quite similar over all forecast horizons and across both decompositions. The determination of Canadian money is due largely to its own variations in the impact period, as in Table 6.11a. In the long run, however, the importance of Canadian money decreases markedly; money variations are explained largely by innovations in American output and money and Canadian output.

We turn now to the variance decompositions of Canadian money shown in Tables 6.9b-6.11b. These decompositions are based on the assumption of no money illusion. Table 6.9b illustrates greater significance of exchange rate disturbances for the level of Canadian money, especially in the impact period. Almost 47% of Canadian money variation is accounted for by the exchange rate, along with larger roles played by American and Canadian monetary surprises. Contrary to what was seen
Table 6.11: Forecast Variance Decomposition of Canadian Money ($M$) Implied by Estimated, Just-Identified Structural Model 3

a. Money Illusion Permitted

<table>
<thead>
<tr>
<th>Quarters Ahead</th>
<th>$v_d^2$</th>
<th>$v_s^a$</th>
<th>$v_m^c$</th>
<th>$v_e$</th>
<th>$v_d^c$</th>
<th>$v_s^c$</th>
<th>$v_m^c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.98</td>
<td>0.39</td>
<td>0.69</td>
<td>0.01</td>
<td>7.60</td>
<td>4.35</td>
<td>82.98</td>
</tr>
<tr>
<td>4</td>
<td>16.64</td>
<td>20.19</td>
<td>19.53</td>
<td>0.69</td>
<td>9.54</td>
<td>5.73</td>
<td>27.67</td>
</tr>
<tr>
<td>8</td>
<td>9.97</td>
<td>11.78</td>
<td>26.73</td>
<td>1.74</td>
<td>22.67</td>
<td>5.04</td>
<td>22.06</td>
</tr>
<tr>
<td>12</td>
<td>12.18</td>
<td>11.94</td>
<td>24.11</td>
<td>3.70</td>
<td>22.41</td>
<td>4.86</td>
<td>20.79</td>
</tr>
<tr>
<td>16</td>
<td>12.19</td>
<td>11.57</td>
<td>23.16</td>
<td>4.51</td>
<td>23.03</td>
<td>4.89</td>
<td>20.65</td>
</tr>
<tr>
<td>20</td>
<td>12.29</td>
<td>11.33</td>
<td>22.95</td>
<td>5.46</td>
<td>22.82</td>
<td>4.97</td>
<td>20.18</td>
</tr>
<tr>
<td>30</td>
<td>9.55</td>
<td>10.04</td>
<td>21.11</td>
<td>5.77</td>
<td>33.25</td>
<td>4.78</td>
<td>15.50</td>
</tr>
<tr>
<td>40</td>
<td>8.94</td>
<td>11.92</td>
<td>20.37</td>
<td>4.93</td>
<td>35.20</td>
<td>5.48</td>
<td>13.15</td>
</tr>
</tbody>
</table>

b. Money Illusion Not Permitted

<table>
<thead>
<tr>
<th>Quarters Ahead</th>
<th>$v_d^2$</th>
<th>$v_s^a$</th>
<th>$v_m^c$</th>
<th>$v_e$</th>
<th>$v_d^c$</th>
<th>$v_s^c$</th>
<th>$v_m^c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6.73</td>
<td>0.93</td>
<td>0.29</td>
<td>40.17</td>
<td>1.27</td>
<td>10.68</td>
<td>39.93</td>
</tr>
<tr>
<td>4</td>
<td>9.54</td>
<td>25.41</td>
<td>17.92</td>
<td>15.67</td>
<td>9.76</td>
<td>5.80</td>
<td>15.89</td>
</tr>
<tr>
<td>8</td>
<td>6.39</td>
<td>27.18</td>
<td>18.29</td>
<td>10.76</td>
<td>16.61</td>
<td>10.02</td>
<td>10.74</td>
</tr>
<tr>
<td>12</td>
<td>7.33</td>
<td>27.32</td>
<td>16.74</td>
<td>10.31</td>
<td>17.25</td>
<td>11.15</td>
<td>9.89</td>
</tr>
<tr>
<td>20</td>
<td>7.43</td>
<td>25.95</td>
<td>16.13</td>
<td>9.80</td>
<td>20.13</td>
<td>11.11</td>
<td>9.43</td>
</tr>
<tr>
<td>30</td>
<td>6.78</td>
<td>22.28</td>
<td>13.74</td>
<td>8.52</td>
<td>30.11</td>
<td>10.34</td>
<td>8.22</td>
</tr>
<tr>
<td>40</td>
<td>5.82</td>
<td>25.11</td>
<td>12.01</td>
<td>9.09</td>
<td>31.95</td>
<td>8.94</td>
<td>7.08</td>
</tr>
</tbody>
</table>

Entries indicate the percentage of forecast variances of Canadian money attributable to column shocks, for forecast periods of different lengths.
Table 6.12: Forecast Variance Decomposition of Canadian Money (CM) Implied by Estimated Just-Identified Structural Model 4

1. Recursive Specification 1

<table>
<thead>
<tr>
<th>Quarters Ahead</th>
<th>% of Variance Explained by Structural Shocks</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$v_o^a$</td>
</tr>
<tr>
<td>1</td>
<td>1.46</td>
</tr>
<tr>
<td>4</td>
<td>24.49</td>
</tr>
<tr>
<td>8</td>
<td>29.00</td>
</tr>
<tr>
<td>12</td>
<td>29.00</td>
</tr>
<tr>
<td>16</td>
<td>27.96</td>
</tr>
<tr>
<td>20</td>
<td>27.67</td>
</tr>
<tr>
<td>30</td>
<td>23.64</td>
</tr>
<tr>
<td>40</td>
<td>26.20</td>
</tr>
</tbody>
</table>

2. Recursive Specification 2

<table>
<thead>
<tr>
<th>Quarters Ahead</th>
<th>% of Variance Explained by Structural Shocks</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$v_o^a$</td>
</tr>
<tr>
<td>1</td>
<td>2.81</td>
</tr>
<tr>
<td>4</td>
<td>20.92</td>
</tr>
<tr>
<td>8</td>
<td>30.78</td>
</tr>
<tr>
<td>12</td>
<td>30.45</td>
</tr>
<tr>
<td>16</td>
<td>29.31</td>
</tr>
<tr>
<td>20</td>
<td>29.33</td>
</tr>
<tr>
<td>30</td>
<td>24.82</td>
</tr>
<tr>
<td>40</td>
<td>26.46</td>
</tr>
</tbody>
</table>

Entries indicate the percentage of forecast variances of Canadian money attributable to column shocks, for forecast periods of different lengths.
in Table 6.9a, the long-run behaviour of Canadian money is affected largely by innovations in Canadian demand.

The role of exchange rate shocks in the impact period is diminished when the variance decomposition is based on Structural Model 2 (Table 6.10b). This is due partly to the larger explanatory power of Canadian demand innovations in the short run. Unlike Table 6.9b, American supply shocks are a bigger foreign source of Canadian money variations.

The variance decomposition of Canadian money based on Structural Model 3 (Table 6.11b) indicates that, as in Table 6.10b, Canadian demand innovations do not contribute to Canadian monetary fluctuations in the impact period. In fact, Canadian monetary variations are determined largely by Canadian money and exchange rate innovations: altogether, they explain 80% of the variation in Canadian money. The long-run behaviour of Canadian money is governed strongly by American supply and monetary shocks and Canadian demand surprises.

6.2 Dynamic Effects of Structural Disturbances on Canadian Variables

Next we consider the dynamic effects of structural disturbances on Canadian variables. The dynamic effects are obtained from the estimates of equation (6.3). The effects of American disturbances are plotted in Figures 6.1-6.6 and the effects of Canadian disturbances in Figures 6.9-6.14. The effects of innovations in the exchange rate are shown in Figures 6.7-6.8. Each figure contains three plots in which responses of Canadian output, prices and money are shown separately. Within
each plot, four response functions of a variable are displayed. Three of the response functions result from restrictions implying non-recursive structures while the fourth follows from restrictions constituting a recursive structure.\(^2\) The vertical axes in all figures represent the deviation of logarithms of Canadian variables from their levels in the absence of shocks; roughly speaking, they may be regarded as proportionate differences in the levels of the raw variables. The horizontal axes denote time in quarters. The forecast horizon spans forty quarters.

Inspection of the response functions plotted in Figures 6.1-6.14 reveals that the structural disturbances have persistent effects on Canadian output and price levels. An initial impression was that the vector autoregressive process that we have worked with might be nonstationary. In order to check whether that was so, we calculated moving average responses of Canadian variables well beyond the fortieth quarter. It turned out that our VAR process was in fact stationary since the responses of Canadian variables did settle down over time.

With a few exceptions, all figures indicate the fact that no matter which way structural shocks affect Canadian variables, they induce cycles. The cyclical frequency and amplitude seem to die out over time. The cyclical frequency is more obvious in the responses of Canadian output. The cyclical amplitude of the responses differs generally from structure to structure.

In analyzing the effects of structural disturbances, we first discuss the behaviour of Canadian variables under the assumption of money illusion, i.e., when structural models are estimated with \(D = I\). We then consider the results based on no money illusion, i.e., when \(D \neq I\).

\(^2\)Since the response functions based on two alternative sets of recursive structures were quite similar, only response functions based on recursive specification 1 are plotted.
6.2.1 Dynamic Effects of American Disturbances

The dynamic effects of an American demand innovation on Canadian variables are depicted in Figures 6.1-6.2. It can be observed from Figure 6.1 that the cyclical amplitude of Canadian responses is greater under Structural Models 2 and 4. A positive shock to American demand causes Canadian output to rise initially under all of the structures except Structural Model 2. However, over time, the responses of Canadian output under various structures are varied. Canadian prices rise initially under Structural Models 1 and 4 as a result of an innovation in American demand. However, as time proceeds, Canadian prices seem to respond negatively under all models. American demand innovations cause the Canadian money stock to react negatively in the short and medium run, except in Model 2.

Figure 6.2 indicates two similar occurrences. First, impulse responses are generally the same under Structural Models 1 and 4 in the one case, and Structural Models 2 and 3 in the other. Second, the directions of impulse responses in Structural Models 1 and 4 are opposite for Structural Models 2 and 3. However, the range of cyclical movements of Canadian variables is quite similar across all models. Innovations in American demand are followed by initial rises in Canadian output and prices and initial declines in Canadian money in Structural Models 1 and 4. On the other hand, just the opposite occurs when responses are based on Structural Models 2 and 3.

The effects of a positive shock to American prices (which is equivalent to an adverse American supply shock) are shown in Figures 6.3-6.4. The very first thing
Figure 6.1: Dynamic Effects of a Positive Shock to American Demand ($\nu_d$) 
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Figure 6.2: Dynamic Effects of a Positive Shock to American Demand ($\nu^A_t$)
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Figure 6.3: Dynamic Effects of a Positive Shock to American Prices ($\psi^*$)
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Figure 6.4: Dynamic Effects of a Positive Shock to American Prices ($\nu^*_s$)
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Figure 6.5: Dynamic Effects of a Positive Shock to American Money ($v^a_m$) Money Illusion Permitted
Figure 6.6: Dynamic Effects of a Positive Shock to American Money (v_m)
Money Illusion Not Permitted
that is noticeable from the figures is that the innovations in American prices induce equivalent responses from Canadian variables when the responses are based on Structural Models 1 and 4. This is due to the fact that the identification restrictions on the American price equation are the same for both the models. Thus the structural errors from both the equations are similar, and have similar effects on the model variables. Another thing to be noticed from the comparison of Figures 6.3-6.4 is that the responses of Canadian variables based on all structural models but Model 3 are similar across both variants of each structural model. Thus we can say that the assumption of money illusion matters little for the reaction of Canadian variables when it comes to the responses to innovations in American prices.

Figure 6.3 shows that a shock to American prices causes short-run increases in Canadian output, prices and money stock. In the medium run, the direction and magnitudes of responses differ from structure to structure. Most notable of all are the responses of variables based on Structural Model 2, which are different from those based on other models, not only in terms of their direction, but also their larger cyclical amplitude. The directions of response based on Structural Model 3 differ not only from the directions of responses based on other models (Figure 6.3), but also from those based on Model 3 without money illusion (Figure 6.4).

Lastly, we describe the implications of American money innovations for Canadian variables. The impulse responses of the Canadian variables are displayed in Figures 6.5-6.6. Inspection of both the figures indicates that with the exception of a few differences, the responses to a shock to American money are similar, not only across distinct classes of structures, but also within each class of structure. In the wake of American money innovations, the level of all Canadian variables
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rises initially, and then follows a cyclical pattern. The only apparent difference is the different response direction of Canadian prices under two variants of Structural Model 1.

6.2.2 Dynamic Effects of Exchange Rate disturbances

This section examines the behaviour of Canadian variables following a one-time innovation in the exchange rate. A positive innovation in the exchange rate is equivalent to the depreciation of Canadian currency. Responses of Canadian variables to a shock in the exchange rate are shown in Figures 6.7-6.8. Initially, the response patterns under various structural assumptions (Figure 6.7) do not differ much. However, in the medium run the responses, in terms of their magnitudes and cyclical tendencies, do differ generally. The exchange rate depreciation is followed by long-delayed increases in Canadian output, prices and the level of the money stock. The responses of Canadian variables based on Structural Model 3 are weak while the responses of variables based on Structural Model 1 are strong. The responses of Canadian prices and money based on a recursive structure look quite different from other comparable responses.

Figure 6.8 shows that the response amplitudes of Canadian variables again differ strongly. Contrary to Figure 6.7, the response amplitude of the variables based on Structural Model 2 dominates that based on Structural Model 1. The responses based on Structural Model 3 differ markedly from those based on other structures. Comparison of Figures 6.7 and 6.8 indicates that the behaviour of Canadian variables based even on two variants of Structural Model 3 differs strongly. For example, when the responses are generated with the assumption of money illusion (Figure
Figure 6.7: Dynamic Effects of a Positive Shock to Exchange Rate ($v_e$)
Money Illusion Permitted
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Figure 6.8: Dynamic Effects of a Positive Shock to Exchange Rate ($v_e$)
Money Illusion Not Permitted
6.7), over most of the forecast quarters Canadian output rises and stays above its trend, whereas when the responses are generated without money illusion, Canadian output falls and stays below its trend. Similarly, the response pattern of Canadian prices also differs across both specifications of Structural Model 3.

6.2.3 Dynamic Effects of Canadian Disturbances

The impacts of innovations in Canadian variables are represented in Figures 6.9-6.14. Inspection of Figure 6.9 reveals that the response patterns of Canadian variables to a shock in Canadian demand are quite similar across all structures. Canadian demand disturbances are followed by a rise in the output level, a delayed but long-lived decrease in prices and an immediate decrease in the level of money stock. The only difference that is obvious from the figure relates to the quantitative responses of Canadian variables over different forecasting periods. Figure 6.10 indicates that the exclusion of money illusion from the structural models does not cause the responses of Canadian variables to behave in a manner different from what was the case in Figure 6.9. Even the quantitative responses of the variables under different sets of structural assumptions are quite similar.

The effects of innovations in Canadian prices are plotted in Figures 6.11-6.12. It can be seen that Canadian variables behave in almost the fashion when responses are based either on Structural Models 1 and 2, or on Models 3 and 4 (Figure 6.11). In the first case the responses of Canadian variables appear to be weak, while in the second case, they seem to be strong. Another point to note is that the responses of Canadian variables under Structural Model 2 are strongly cyclical. Comparison of Figure 6.12 with Figure 6.11 shows that while the responses of Canadian output
Figure 6.9: Dynamic Effects of a Positive Shock to Canadian Demand ($v^*_t$)
Money Illusion Permitted
Figure 6.10: Dynamic Effects of a Positive Shock to Canadian Demand ($v_2$)
Money Illusion Not Permitted
Figure 6.11: Dynamic Effects of a Positive Shock to Canadian Prices ($p^*_t$)
Money Illusion Permitted
Figure 6.12: Dynamic Effects of a Positive Shock to Canadian prices ($\nu_\xi$)
Money Illusion Not Permitted
Figure 6.13: Dynamic Effects of a Positive Shock to Canadian Money ($v^*_m$) 
Money Illusion Permitted
Figure 6.14: Dynamic Effects of a Positive Shock to Canadian Money ($u_m^c$)
Money Illusion Not Permitted
and money do not differ much, the responses of Canadian prices differ greatly.

Figures 6.13-6.14 show the responses of Canadian variables to innovations in Canadian money. It can be seen from Figure 6.13 that, although a Canadian money shock causes short-run increases in all domestic variables under most of the structural models, the amplitudes and trends differ generally from model to model. Such differences are much clearer in the medium run. The cyclical amplitude is larger when the responses are based on Structural Model 1. Inspection of Figure 6.14 reveals that in the absence of money illusion, the response patterns of Canadian output and money stock are quite similar. In the case of Canadian prices, however, the responses are mixed.

### 6.3 Comparisons of Results

In order to present a sharp view of how a set of structural assumptions affects the importance of structural disturbances, we choose to focus on variance decompositions rather than the impulse responses of Canadian variables. In order to make the comparison more presentable, we report variance decompositions for the four-quarter horizon only. The decompositions are given in Tables 6.13-6.15. Two related sets of decompositions are taken from the studies by Johnson and Schembri (1990) and Kuszczak and Murray (1986). This gives an opportunity to see more clearly how the results of their studies are related to our results. To highlight the implications of the use of alternative structures, we discuss mainly the effects of foreign innovations on Canadian variables.

---

3 Variance decompositions reported by Johnson and Schembri are taken from Table 4, p. 20 while, those of Kuszczak and Murray are taken from Table 3-18, p. 111.
Table 6.13: Forecast Variance Decomposition of Canadian Output (CO) 
Implied by Various, Just-Identified Models

Four Quarters Ahead:

<table>
<thead>
<tr>
<th>Various Models</th>
<th>Percentage of Variance Explained by Various Shocks</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$v_d$</td>
</tr>
<tr>
<td>Johnson and Schembri</td>
<td>Non-recursive</td>
</tr>
<tr>
<td>Recursive</td>
<td>62.00</td>
</tr>
<tr>
<td>Kuszczak and Murray</td>
<td>10.80</td>
</tr>
<tr>
<td>Structural Model 1</td>
<td>With $D = I$</td>
</tr>
<tr>
<td>With $D \neq I$</td>
<td>29.94</td>
</tr>
<tr>
<td>Structural Model 2</td>
<td>With $D = I$</td>
</tr>
<tr>
<td>With $D \neq I$</td>
<td>8.07</td>
</tr>
<tr>
<td>Structural Model 3</td>
<td>With $D = I$</td>
</tr>
<tr>
<td>With $D \neq I$</td>
<td>4.96</td>
</tr>
<tr>
<td>Structural Model 4</td>
<td>Recursive Model 1</td>
</tr>
<tr>
<td>Recursive Model 2</td>
<td>25.30</td>
</tr>
</tbody>
</table>
Table 6.14: Forecast Variance Decomposition of Canadian Price ($CP$)

Implied by Various, Just-Identified Models

Four Quarters Ahead:

<table>
<thead>
<tr>
<th>Various Models</th>
<th>Percentage of Variance Explained by Various Shocks</th>
<th>$\nu_d^2$</th>
<th>$\nu_e^2$</th>
<th>$\nu_m^2$</th>
<th>$\nu_{e}^{\alpha}$</th>
<th>$\nu_{m}^{\alpha}$</th>
<th>$\nu_{e}^{c}$</th>
<th>$\nu_{m}^{c}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Johnson and Schembri</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-recursive</td>
<td></td>
<td>23.10</td>
<td>12.30</td>
<td>-</td>
<td>3.90</td>
<td>1.10</td>
<td>59.30</td>
<td>-</td>
</tr>
<tr>
<td>Recursive</td>
<td></td>
<td>19.80</td>
<td>29.40</td>
<td>-</td>
<td>4.30</td>
<td>1.30</td>
<td>44.90</td>
<td>-</td>
</tr>
<tr>
<td>Kuszczak and Murray</td>
<td></td>
<td>2.70</td>
<td>5.40</td>
<td>6.50</td>
<td>5.00</td>
<td>8.50</td>
<td>64.20</td>
<td>6.80</td>
</tr>
<tr>
<td>Structural Model 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>With $D = I$</td>
<td></td>
<td>2.00</td>
<td>9.87</td>
<td>26.46</td>
<td>0.65</td>
<td>4.54</td>
<td>48.62</td>
<td>7.86</td>
</tr>
<tr>
<td>With $D \neq I$</td>
<td></td>
<td>21.13</td>
<td>9.87</td>
<td>13.79</td>
<td>15.94</td>
<td>3.48</td>
<td>17.20</td>
<td>18.58</td>
</tr>
<tr>
<td>Structural Model 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>With $D = I$</td>
<td></td>
<td>24.94</td>
<td>9.75</td>
<td>10.46</td>
<td>15.95</td>
<td>1.62</td>
<td>4.67</td>
<td>32.60</td>
</tr>
<tr>
<td>With $D \neq I$</td>
<td></td>
<td>16.38</td>
<td>9.75</td>
<td>24.88</td>
<td>30.56</td>
<td>0.39</td>
<td>2.93</td>
<td>15.10</td>
</tr>
<tr>
<td>Structural Model 3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>With $D = I$</td>
<td></td>
<td>7.50</td>
<td>1.35</td>
<td>33.26</td>
<td>0.18</td>
<td>4.64</td>
<td>51.41</td>
<td>1.67</td>
</tr>
<tr>
<td>With $D \neq I$</td>
<td></td>
<td>12.50</td>
<td>4.43</td>
<td>28.36</td>
<td>5.40</td>
<td>6.31</td>
<td>33.99</td>
<td>9.01</td>
</tr>
<tr>
<td>Structural Model 4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recursive Model 1</td>
<td></td>
<td>6.03</td>
<td>9.86</td>
<td>31.76</td>
<td>4.83</td>
<td>0.79</td>
<td>46.30</td>
<td>0.42</td>
</tr>
<tr>
<td>Recursive Model 2</td>
<td></td>
<td>9.75</td>
<td>6.14</td>
<td>31.76</td>
<td>4.83</td>
<td>3.91</td>
<td>43.17</td>
<td>0.42</td>
</tr>
</tbody>
</table>
### Table 6.15: Forecast Variance Decomposition of Canadian Money (CM)

Implied by Various, Just-Identified Models

Four Quarters Ahead:

<table>
<thead>
<tr>
<th>Various Models</th>
<th>Percentage of Variance Explained by Various Shocks</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$v_d^a$</td>
</tr>
<tr>
<td>Johnson and Schembri</td>
<td></td>
</tr>
<tr>
<td>Non-recursive</td>
<td>-</td>
</tr>
<tr>
<td>Recursive</td>
<td>-</td>
</tr>
<tr>
<td>Kusczak and Murray</td>
<td>19.30</td>
</tr>
</tbody>
</table>

#### Structural Model 1

- With $D = I$: 30.16 7.98 14.39 11.41 10.03 6.43 19.59
- With $D \neq I$: 17.37 7.98 30.12 17.82 10.23 7.75 8.72

#### Structural Model 2

- With $D = I$: 27.80 20.92 6.41 13.82 10.92 14.30 5.83
- With $D \neq I$: 9.09 20.92 24.29 9.61 25.45 2.06 8.59

#### Structural Model 3

- With $D = I$: 16.64 20.19 19.53 0.69 9.54 5.73 27.67
- With $D \neq I$: 9.54 25.41 17.92 15.67 9.76 5.80 15.89

#### Structural Model 4

- Recursive Model 1: 24.49 7.98 22.90 9.28 8.94 3.06 23.35
- Recursive Model 2: 20.92 11.55 22.90 9.28 9.49 2.51 23.35
It is evident from the tables that the effects of a particular structural innovation generally differ from model to model. In some cases, a particular shock contributes significantly but the extent to which it explains the variances of Canadian variables differs from model to model.

The variance decompositions of Canadian output are given in Table 6.11. It can be observed from the table that the variance decompositions based on Structural Model 1, with $D = I$, attribute most of the Canadian output variability to exchange rate innovations. However, under the other models, the role of exchange rate innovations is not significant. Similarly, American supply innovations account for a considerable proportion of the variation in Canadian output in Structural Model 2 but in the rest of the models their role is of limited importance. American monetary innovations affect Canadian output significantly in Structural Models 1 and 3, with $D = I$.

According to decompositions based on recursive structures, Canadian output fluctuations are governed significantly by American output innovations. However, decompositions based on all non-recursive models reflect a stronger predictive power of Canadian money for Canadian output.

Table 6.14 indicates that American supply innovations contribute a little to Canadian price fluctuations and that American monetary innovations are one of the main determinants of Canadian price variability. This is true across most of the recursive and non-recursive structures underlying the variance decompositions. However, the importance of American demand shocks is predicted by decompositions based on Models 1 and 2, with $D \neq I$ and $D = I$.

Table 6.15 exhibits the fact that American demand innovations have a stronger
role to play in the determination of Canadian money only with respect to the use of Models 1 and 2, with $D = I$. A significant portion of Canadian money variation is attributed to innovations in American supply when decompositions are based on Models 2 and 3. However, American money innovations significantly affect Canadian money for models other than Models 1 and 2, with $D = I$. Variance decompositions based on recursive models indicate that American output and money innovations are both important in determining the behaviour of Canadian money. However, decompositions based on non-recursive structures hardly support that finding.

It is of special interest to compare the present results with those of Johnson and Schembri. It can be seen from the tables that in Johnson and Schembri the extent of variability of Canadian output and prices does not seem to hinge on whether the underlying model is recursive or non-recursive. Under both specifications, Canadian output is largely dominated by American demand/output innovations, and Canadian prices by Canadian price innovations; innovations in American demand/output account for around 60% of Canadian output variance and Canadian price innovations explain around 50% of Canadian price variance. The share of American demand/output innovations in the variance of Canadian prices is around 20%. However, in our study there are no variance decompositions that predict such a dominant role of American demand innovations for Canadian output variations. In our study, Canadian output variation explained by American demand/output innovations over the four-quarter forecast period ranges from 2.95% to 29.94%. On the other hand, with respect to Canadian price fluctuations, our variance decompositions based on all but Structural Model 2 do predict a larger role for innovations
in Canadian prices. Beside that, variance decompositions of Canadian prices based on Models 1 and 2, with $D = I$ and $D \neq I$, also attribute a significant role to innovations in American demand. In the rest of the variance decompositions of Canadian prices, even those based on recursive structures, innovations in American money seem to affect Canadian prices significantly.

The implications of monetary variables not considered by Johnson and Schembri can be seen from Table 6.15. Variance decompositions based on most of the recursive and non-recursive models lend support to the conclusion that American money innovations are largely accountable for Canadian money variations. The largest contribution of innovations in American money is 30.12%. It arises when the decomposition is based on Structural Model 1, with $D \neq I$.

To sum up, we have been able to show clearly that different sets of identifying restrictions have different implications for the analysis of variance decompositions of Canadian variables. In general, the variances of Canadian variables are not dominated by a specific structural innovation. Rather, they are explained significantly by a mix of structural innovations. In Johnson and Schembri, the variances of Canadian variables are explained significantly by a number of shocks. However, they are largely dominated by a specific innovation. This could be the result of ignoring some important monetary variables whose contribution was picked up by other model innovations.
6.4 Concluding Remarks

The computation of variance decompositions and impulse response functions for Canadian variables has provided us with a basis for evaluating the implications of the various recursive and non-recursive structures that have been imposed alternatively in modelling the Canadian economy. We have been able to explore systematically the importance and sensitivity of structural innovations in terms of their effects on Canadian variables. We have found that the contribution and strength of a shock are generally sensitive to the assumed underlying economic structure. Across recursive structures, the effects of structural innovations turn out to be similar. However, across non-recursive structures, that is not the case. This is in contrast to Johnson and Schembri (1990), who find the variance decompositions of Canadian variables to be quite similar across both recursive and non-recursive structures.
Chapter 7

SUMMARY AND CONCLUSIONS

Some of the recent research concerned with the macroeconomic effects of domestic and American shocks on Canadian variables has been based on the standard vector autoregressive (VAR) modeling approach pioneered by Sims (1980). The critical feature of this approach is that it requires the decomposition of the estimated variance-covariance matrix of innovations. The purpose of such a decomposition is to transform the VAR innovations into orthogonal shocks. But such a decomposition requires a set of identifying priors which constitute an underlying economic structure. The identifying priors are imposed on the $A$ and $D$ matrices. $A$ allows one to put contemporaneous, short-run restrictions on interrelationships among the endogenous macro-variables. $D$, however, is used to define the direct, simultaneous impact of a particular structural innovation on a number of variables. This is where the standard VAR methodology becomes somewhat arbitrary since it
imposes a recursive structure on the error variance-covariance matrix. Hence, \( A \) is assumed to be a triangular matrix. All but two VAR studies of Canadian-American macroeconomic interactions are subject to that kind of arbitrariness.

In order to assess the empirical significance of the recursivity assumption, we have defined a variety of reasonable contemporaneous structures of Canadian-American macroeconomic relationships. Most of the structures are non-recursive and are implied primarily by economic theory. The basic purpose of our research has not been to establish the validity of any particular set of structural priors but to explore the sensitivity of conclusions to alternative identifications of the \( A \) and \( D \) matrices.

All of the structures implied by \( A \) and \( D \) are exactly identified and recoverable from the estimated variance-covariance matrix of the VAR residuals. Identification of the alternative structures has been possible due to the use of the structural VAR approach of Blanchard-Watson-Bernanke. Unlike standard VAR methodology, that approach does not constrain the form of \( A \) to imply contemporaneous structural recursivity. It allows one flexibility in the choice of identifying priors. Economic structures are explicitly defined and identified from the error variance-covariance matrix. Obviously this is something desirable since it allows researchers to explore the characteristics of a believable model identified from an array of possible structures represented by \( A \) and \( D \). The structural VAR framework may therefore be considered as a significant departure from the standard VAR methodology.

The representative structures that we have chosen to work with are represented by four classes of models, labelled Structural Models 1, 2, 3 and 4. The first three classes are based on non-recursive relationships. The fourth is based on a standard VAR methodology in which the endogenous variables are subject to recursive
relationships. The non-recursive models differ by virtue of different treatments of the aggregate supply functions. One class of models (Structural Model 1) assumes contemporaneous price stickiness while another (Structural Model 2) is based on output stickiness. Hence (over the relevant range) the one-period aggregate supply curves are horizontal in the first case and vertical in the second. The third class of models (Structural Model 3) does not impose any stickiness assumption, and hence the resultant aggregate supply curves are of standard form. Within each of the three classes of models there are two alternative specifications. The specifications are different mainly due to different formulating of the $D$ matrix. One assumes that $D$ is an identity matrix. The other allows some of the non-diagonal elements of $D$ to be non-zero. The structural errors can have direct, simultaneous effects on a number of variables when $D \neq I$.

### 7.1 Significance of Models

Once the estimation of the contemporaneous relationships among Canadian and American variables has been carried out, it turns out that the structural models employing the assumption of price stickiness (Model 1) predict no significant connections between Canadian and American variables. On the other hand, structural models that allow for output stickiness (Model 2) or the ones that impose neither price nor output stickiness (Model 3) indicate the significance of American output for Canadian demand.

Estimated models representing recursive structures (Model 4) imply that with a few exceptions almost all American variables have significant influences on all
Canadian variables, irrespective of the two specified order of the variables in the recursive structures.

The role of American innovations in terms of their direct, simultaneous influences on Canadian variables is also sensitive, at least in terms of their signs, to the structural specifications used to identify the VAR model. For example, in Structural Model 1, two of the three American shocks are positively related to Canadian variables but no one seems to have a significant effect on any of the Canadian variables. American supply innovations however appear to have a significant, positive impact on Canadian output in Structural Model 2. Structural Model 3 also rules out any significant connections among Canadian variables and American innovations but contrary to Structural Model 1 indicates negative relationships among American shocks and Canadian variables. Thus the role of the $D$ matrix also differs from structure to structure.

From the analysis of results based on the alternative models it can be concluded that in general different classes of contemporaneous structures entail different implications for the interpretation of macroeconomic relationships. For instance, Model 1 indicates “closeness” of Canadian economy on every front while Model 2 indicates “openness” on the Canadian aggregate demand side. All Structural Models but one predict the significance of American economic fluctuations for Canadian variables but it is the class of recursive models that demonstrates the “most” connections through which American variables influence Canadian variables. Thus recursive models indicate openness of the Canadian economy on several fronts. The non-recursive models, however, show a relatively much lower degree of American influence since there exist only a few channels through which the effects of American
variations can be transmitted. Hence, in the current period the degree of dependence of the Canadian economy predicted by the non-recursive models is far lower than what is predicted by the recursive ones.

7.2 Analysis of Model dynamics

The implications of recursive and non-recursive structures have been further explored by the evaluation of impulse response functions and forecast variance decompositions for the Canadian variables. It turns out that there are substantial differences across structural specifications in terms of predictions about the effects of structural shocks. These differences are especially clear when the variance decompositions are analyzed.

The analysis of variance decompositions reveals that the importance of structural innovations generally hinges on the ways in which structural identification is achieved. For example, consider the role of American money innovations in terms of its contribution to Canadian variables under various schemes of model identification. The variance decompositions of Canadian output indicate that Canadian output is largely affected over time by American money variations if the decomposition is based on Structural Model 1, with \( D = I \), or Structural Model 3, or the recursive structures. If the decompositions of Canadian output are identified differently, then American money innovations have a negligible role to play. The variance decompositions of Canadian prices indicate that Canadian prices are generally unresponsive over time to innovations in American money. However, variance decompositions based on Structural Model 1, with \( D = I \), and Structural Model 3 tell a different
story; they attribute a significant portion of Canadian price variations to American money innovations. Variance decompositions of Canadian money suggest that Canadian money is influenced largely by innovations in American money. The only decomposition that does not produce such a result is the one based on Structural Model 2, with \( D = I \). In spite of the fact that almost all underlying sets of structural assumptions predict a significant role for American money innovations in the determination of Canadian monetary variations, the quantitative contributions of American money innovations still differ from model to model.

### 7.3 Comparision of Models

Some of the principal differences that emerge from employing various structures are as follows. First, in the non-recursively identified variance decompositions, the degree of dependence of Canadian output on American disturbances is lower than what is predicted on the basis of the recursive structures. Second, some of the variance decompositions based on theoretical priors indicate a major role for exchange rate disturbances, while the decompositions based on recursive structures rule out such a possibility. Third, Canadian price shocks do not affect Canadian money and Canadian money shocks do not affect Canadian prices significantly, when variance decompositions based on recursive structures are considered, but this result is reversed when one looks at the decompositions implied by the non-recursive structures. Fourth, according to the variance decompositions based on recursive structures, a large portion of the forecast variance of Canadian variables is explained by their own disturbances in the first couple of quarters, although that does not
necessarily mean that the contributions of other shocks are unimportant. On the other hand, this does not hold for the mostly theory-based variance decompositions. In general, the proportion of forecast variance of Canadian variables accounted for by American shocks (or Canadian shocks) is approximately the same across most of the structural models under consideration, although the individual contributions of shocks differ from one specification to another.

Inspection of the various impulse responses based on alternative structures reveals that the effects of structural disturbances on Canadian money do not last as long as they do in the case of the other Canadian variables. The behaviour of Canadian output is more cyclical than other Canadian variables. The Canadian output cycles are even bigger when identified with Structural Models 1 and 2. The responses of Canadian variables to American demand and supply shocks are mixed under alternative structures. However, in the event of an American money shock, the responses of Canadian variables are quite similar, at least with regard to their general patterns.

The response pattern of Canadian variables to domestic demand and supply shocks under alternative sets of identifying restrictions are quite similar. However, in some cases the magnitudes of the responses differ significantly. The responses of Canadian variables to a domestic money shock are quite diverse.

It is obvious from the above discussion that recursive and non-recursive structural restrictions can lead to quite different conclusions. Even different treatments of American structural innovations, within the particular classes of non-recursive models considered, indicate varied behaviour of Canadian variables. Hence, one should be careful in the choice of structural assumptions for a VAR analysis. The
appropriateness of restricting attention to VAR models with recursive structures must be reconsidered.

Johnson and Schembri (1990) have stressed the importance of a structural VAR framework but the scope of their analysis was somewhat narrower than the present one. First, they ignored monetary variables (interest rate, money supply), which one might think would be important for Canadian-American interactions. Second, their sensitivity analysis was limited to the use of two polar sets of identifying restrictions, i.e., restrictions implying a recursive and a non-recursive structure.

We have tried to go beyond what Johnson and Schembri were able to do and have extended the scope of the sensitivity analysis. We have used a VAR model coupled with a wide range of theoretically meaningful identifying restrictions. We have explored the identification of the VAR system systematically and given special treatment to American disturbances by permitting their direct, simultaneous effects on Canadian variables in non-recursive models. The recursive and non-recursive structures implied by the sets of identifying restrictions are diverse and we think, interesting. In spite of the fact that we have tried a broad range of non-recursive structures, most of the theoretical priors in each model are satisfied, at least in terms of their signs. In some sense, this substantiates the fact that we have specified meaningful combinations of identifying restrictions.

The inclusion of monetary variables in our analysis leads to some significant difference of conclusions from those of Johnson and Schembri. For example, when Johnson and Schembri use a non-recursive structure with the assumption of price rigidity they obtain strong significance of American output for Canadian demand, whereas we reach such a conclusion when we do not assume price rigidity (i.e.,
when we do not consider Structural Model 1). Furthermore, their model indicates significance of direct, simultaneous effects of structural innovations, whereas our comparable model does not indicate such significance. Similarly, their analysis of variance decompositions suggests that Canadian output fluctuations are dominated by American output innovations and that Canadian price is largely affected by American output, especially in the long run. However, our analysis of the variance decompositions based on a comparable structural specification suggests that the fluctuations of Canadian output are dominated by its own variations and that Canadian prices respond strongly to Canadian money (in the short run) and Canadian output (in the long run). Thus the importance of monetary variables, which were omitted in the Johnson-Schembri study, seems clear. One may attribute the difference of conclusions to the difference in the estimation periods of the two studies (The estimation period of their study is 1970 to 1985 whereas the estimation period of our study is 1970 to 1987.) But we think the difference has arisen mainly due to the inclusion of monetary variables and the resultant change in the set of identifying restrictions.

7.4 Implications of the Findings

The present analysis has checked the sensitivity of structural VARs at two levels. First, it has explored the sensitivity of structural estimates across a number of representative contemporaneous structures. Second, it has investigated how the quantitative contribution of impulse response functions (IRFs) and forecast error variance decompositions (FEVDs) implied by those estimates differs.
The analysis of structural estimates indicates that many results from VAR models are not robust; the structural interpretations of VARs seem sensitive to the identifying restrictions. Often, it is difficult to come up with strong conclusions regarding structural interrelationships among model variables. It is true that alternative sets of identifying restrictions change the implied parameter estimates, but given the low t-values they do not seem to support firm conclusions about economic relations. The dynamic behaviour of structural VARs as suggested by the IRFs and FEVDs is subject to similar limitations. Obviously, these results raise a question about whether the structural VAR methodology is a useful tool for economic analysis. They may also lead one to think whether small-scale theoretical VAR models provide an adequate base for empirical work addressing macroeconomic issues of prime importance.

If one is convinced that we have provided a good deal of sensitivity testing and that the conclusions drawn from that testing should be taken seriously, then obviously there is little payoff to exploring structural VARs any further, especially ones based on short-run restrictions. However, if one is of the view that the structural VAR methodology is relatively new and mostly untested and that it should be explored further then one must be cautious in the choice of steps deemed appropriate for the model analysis.

In any event, the user of structural VARs should check his or her results for robustness with respect to plausible changes in model specification. The changes proposed to test the robustness of a result should be screened on theoretical grounds to make sure that they are neither implausible nor inherently biased against the result. The proposed changes may include the following. First, the researcher
should be very careful in the choice of model variables and sets of restrictions used for identification purposes. The identifying priors may also take the form of long-run restrictions (see, for example, Shapiro and Watson (1988), Blanchard and Quah (1989) and Dea and Ng (1990)) or a combination of short- and long-run restrictions (see, for example, Gali (1988) and Jun (1988)). Second, the researcher may need to explore a variety of assumptions about the nature of time trends and the correct treatment of issues raised by borderline stationarity that are of major importance in both VAR and conventional structural estimation. Third, the researcher may constrain the estimation of VARs by the imposition of cointegration restrictions, homogeneity restrictions and Bayesian smoothness priors. The potential gain from imposing these restrictions, assuming that they are appropriate, would be that they might improve the structural identification and hence the significance of structural estimates. It may then be easier to check for the robustness of the results. Future research along these lines is clearly of interest.
Appendix A

THREE-VARIABLE VAR
EXAMPLE

In order to illustrate the estimation of impulse response functions (IRFs) and the
forecast error variance decomposition (FEVDs), we work with a three-variable vec-
tor autoregressive model of order one. The three variables are Canadian output
\((O)\), prices \((P)\) and money supply \((M)\), all in logarithmic form. The time series
for these variables cover the period 1970:II-1987:IV. Ignoring constant terms and
exogenous variables for simplicity, the structural model underlying the VAR model
is as follows:

\[
AX_t = B_1 X_{t-1} + Dv_t
\]

(A.1)

where \(X_t = (O_t, P_t, M_t)'\) is a vector of the three macro-variables observed at time \(t\)
and \(v_t = (v_{dt}, v_{st}, v_{mt})'\) is a vector of the three corresponding structural innovations,
with \(E(v_tv_t') = \Phi\). \(A\), \(B_1\) and \(D\) are \(3 \times 3\) matrices of coefficients. The first equation
in A.1 is assumed to define an aggregate demand function, the second an aggregate
supply function, and the third a money rule. The reduced-form VAR derived from A.1 is

\[ X_t = F_1 X_{t-1} + w_t \]  

where vector \( w_t = (w_{ot}, w_{pt}, w_{mt})' \) represents the VAR innovations with \( E(w_t w_t') = \Psi \). \( w_t \) is related to the vector of structural innovations, \( v_t \), by the following relation:

\[ w_t = A^{-1} D v_t \]  

The coefficients of the VAR model are related to the structural coefficients by

\[ F_1 = A^{-1} B_1 \]  

The VAR model can be written more fully as

\[
\begin{pmatrix}
O_t \\
P_t \\
M_t
\end{pmatrix} =
\begin{pmatrix}
f_{11} & f_{12} & f_{13} \\
f_{21} & f_{22} & f_{23} \\
f_{31} & f_{32} & f_{33}
\end{pmatrix}
\begin{pmatrix}
O_{t-1} \\
P_{t-1} \\
M_{t-1}
\end{pmatrix} +
\begin{pmatrix}
w_{ot} \\
w_{pt} \\
w_{mt}
\end{pmatrix} 
\]  

(A.5)

The application of OLS to A.5 generates the estimated VAR model

\[
\begin{pmatrix}
O_t \\
P_t \\
M_t
\end{pmatrix} =
\begin{pmatrix}
0.699 & -0.381 & 0.061 \\
0.044 & 1.062 & 0.040 \\
-0.163 & -0.257 & 0.990
\end{pmatrix}
\begin{pmatrix}
O_{t-1} \\
P_{t-1} \\
M_{t-1}
\end{pmatrix} +
\begin{pmatrix}
\hat{w}_{ot} \\
\hat{w}_{pt} \\
\hat{w}_{mt}
\end{pmatrix} 
\]  

(A.6)

A.6 can be used to estimate the corresponding variance-covariance matrix \( \hat{\Psi} \)

\[
\hat{\Psi} =
\begin{pmatrix}
0.0004680 & -0.0000450 & -0.0000046 \\
-0.0000450 & 0.0000260 & 0.0000122 \\
-0.0000046 & 0.0000122 & 0.0003108 \\
\end{pmatrix} 
\]  

(A.7)
A.1 Constructing Impulse Response Functions

With the use of information contained in A.6 and A.7, we are able to show how the IRFs and FEVDs can be obtained, and to what extent they may differ across alternative sets of just-identifying restrictions. We begin with the procedure for obtaining the IRFs, which represents the responses of the $X$-vector to shocks in particular variables. The response of a given variable cannot be determined unless the entire system is taken into account. It is assumed that $O_t = P_t = M_t = 0$ for $t < 1$ and that a shock to the money supply occurs at $t = 1$. The shock is equal to the estimated standard error of $w_{m1}$, i.e., $w_{m1} = \hat{\psi}_m$. Also, $w_{o1} = w_{p1} = 0$. These assumptions enable one to trace out the reaction path of $O$, $P$ and $M$ over the chosen forecast period, i.e., for $t = 1, 2, \ldots, T$, on the assumption that there are no further shocks ($w_1 = w_2 = \cdots = 0$). For $t = 1$, the estimated VAR model A.6 takes the form

$$
\begin{pmatrix}
O_1 \\
P_1 \\
M_1
\end{pmatrix} =
\begin{pmatrix}
0 \\
0 \\
\hat{\psi}_m
\end{pmatrix}
$$

or more compactly $X_1 = w_1$. Using the model A.2 , with a forecast horizon of $T$ periods, we obtain

$$
\begin{align*}
X_2 &= F_1 w_1 \\
X_3 &= F_1^2 w_1 \\
\cdots & \cdots \\
X_T &= F_1^{T-1} w_1
\end{align*}
$$
Thus the IRFs associated with $k$ periods after the shock are represented by $F_1^k$. As discussed in Chapter 2, the vector of VAR innovations, $w_t$, must be orthogonalized before meaningful IRFs can be derived. The orthogonalization is performed by using the transformation defined by equation A.3. The IRFs based on that transformation are

$$
X_1 = A^{-1} D v_1 \\
X_2 = F_1 A^{-1} D v_1 \\
X_3 = F_1^2 A^{-1} D v_1 \\
\vdots \quad \vdots \quad \vdots \\
X_T = F_1^{T-1} A^{-1} D v_1
$$

(A.10)

where $v_1 = (v_{d1} v_{s1} v_{m1})' = (0 0 \hat{\phi}_m)'$.

We consider now the issue of identifying and then deriving estimates of the structural parameters contained in matrices $A$, $D$ and $\Phi$ from the estimated variance-covariance matrix of VAR innovations, $\hat{\Psi}$. In a three-variable VAR system a maximum of six parameters, including three structural variances, can be obtained from the six distinct equations provided by the following relation, which stems from A.3:

$$
\Psi = A^{-1} D \Phi D'(A^{-1})' \\
\quad = A^{-1} D \phi \phi D'(A^{-1})' \\
\quad = \Pi \Pi'
$$

(A.11)

where

$$
\Phi = \phi \phi
$$

(A.12)
and

\[ \Pi = A^{-1} D \phi \]  \hspace{1cm} (A.13)

\( \phi \) is a diagonal matrix with \( n \) standard errors on the diagonal. We consider two distinct sets of just-identifying restrictions on \( A \) and \( D \). The first set assumes \( D = I \) and places coefficients restrictions only on \( A \). However, in the second set, coefficient restrictions are placed on both the \( A \) and \( D \) matrices. Regarding the first set of restrictions, it is assumed that aggregate demand is a function of real money balances and its corresponding structural innovations. Price change is allowed to depend on output and aggregate supply innovations. Variations in money stock are attributed to variations in price and money innovations. The second structural model results from the use of a second set of restrictions and differs from the first in its representation of demand and price behaviour. In the second model, aggregate demand is allowed to respond also to aggregate supply innovations. However, price movements are modeled as aggregate supply movements only.

The estimated contemporaneous structural relations that emerge from the imposition of the first set of coefficient restrictions on \( A \) are

\[ O = 0.06 \ (M - P) + v_d \]  \hspace{1cm} (0.40)

\[ P = -0.09 \ O + v_s \]  \hspace{1cm} (3.66)

\[ M = 0.54 \ P + v_m \]  \hspace{1cm} (1.21)
\[ \hat{\phi}_d = 0.0215 \quad \hat{\phi}_s = 0.0046 \quad \hat{\phi}_m = 0.0175 \]

Enclosed in parentheses are the t-values. They are obtained from the use of the information matrix for the likelihood problem associated with equation A.3, where the \( v \)'s are assumed to be independent normals. Estimated standard errors of the structural innovations are given by \( \hat{\phi}'s \). Impulse responses based on the estimates of \( F_1, A \) and \( \phi \) contained in A.6 and A.14 over two periods, for example, are given by

\[
\begin{pmatrix}
O_1 \\
P_1 \\
M_1
\end{pmatrix} = 
\begin{pmatrix}
0.0011 \\
-0.0001 \\
0.0174
\end{pmatrix},
\begin{pmatrix}
O_2 \\
P_2 \\
M_2
\end{pmatrix} = 
\begin{pmatrix}
0.0019 \\
0.0006 \\
0.0171
\end{pmatrix}
\]

(A.15)

If, on the other hand, identification of the model is such that the structural relations are

\[
\begin{align*}
O &= 0.05 \ (M - P) - 1.70 \ v_s + v_d \\
&\quad (0.40) \quad (3.64) \\
P &= v_s \\
M &= 0.47 \ P + \nu_m \\
&\quad (1.15)
\end{align*}
\]

\[ \hat{\phi}_d = 0.0197 \quad \hat{\phi}_s = 0.0051 \quad \hat{\phi}_m = 0.0175 \]

then, with the new estimates of \( A, D \) and \( \phi \), the impulse responses over two quarters...
are given by

\[
\begin{pmatrix}
O_1 \\
P_1 \\
M_1
\end{pmatrix}
= \begin{pmatrix} 0.0009 \\ 0.0000 \\ 0.0175 \end{pmatrix}, \quad \begin{pmatrix}
O_2 \\
P_2 \\
M_2
\end{pmatrix}
= \begin{pmatrix} 0.0017 \\ 0.0007 \\ 0.0171 \end{pmatrix} \quad (A.17)
\]

It may be noted that the values of the responses change significantly as the set of identifying restrictions is modified.

A.2 Forecast Variance Decompositions

Another way to interpret an estimated VAR system is to analyze its \(T\)-period-ahead forecast variance decompositions. Before such decompositions can be developed we need to determine the forecast variance-covariance matrix for \(X_t\). The forecast variance-covariance matrix can be computed by considering either the VAR process itself or its moving-average representation. Here we begin by generating the forecast variance-covariance matrix by using the VAR process. In order to compute forecast variances we need first to calculate the forecast errors. These are obtained by subtracting the respective forecast values of \(X_t\) from \(X_t\) for \(t = 1, 2, \ldots, T\). The forecast values of \(X_t\) are obtained by taking the expectation operator through the VAR model A.2 for each of \(t = 1, 2, \ldots, T\), conditional on standard assumptions about the VAR innovations, \(w_t\), and a given set of information up to the period in which the forecast is made.\(^1\) For example, the values of \(X\) at \(t + 1\) and \(t + 2\) are

\[
X_{t+1} = F_1 X_t + w_{t+1}
\]

\(^1\)We assume that \(w_t\) is a vector white noise process and that in forecast period \(t\) all current and past values of \(X\) are known.
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\[ X_{t+2} = F_1 X_{t+1} + w_{t+2} \]  \hspace{1cm} (A.18)

\[ = F_1^2 X_t + F_1 w_{t+1} + w_{t+2} \]

while the forecast values of \( X \) at \( t+1 \) and \( t+2 \) are

\[ EX_{t+1} = F_1 X_t \]  \hspace{1cm} (A.19)

\[ EX_{t+2} = F_1^2 X_t \]

Thus the forecast errors of \( X \) at \( t+1 \) and \( t+2 \) are

\[ X_{t+1} - EX_{t+1} = w_{t+1} \]  \hspace{1cm} (A.20)

\[ X_{t+2} - EX_{t+2} = F_1 w_{t+1} + w_{t+2} \]

Given the forecast errors, the variance-covariance matrices for \( X \) at \( t+1 \) and \( t+2 \) are

\[ E(X_{t+1} - EX_{t+1})(X_{t+1} - EX_{t+1})' = E(w_{t+1} w_{t+1}') \]  \hspace{1cm} (A.21)

\[ = \Psi \]

\[ E(X_{t+2} - EX_{t+2})(X_{t+2} - EX_{t+2})' = E(F_1 w_{t+1} + w_{t+2})(F_1 w_{t+1} + w_{t+2})' \]

\[ = F_1 \Psi F_1' \]

It can be shown that the \( T \)-period-ahead forecast variance-covariance matrix of \( X \) is

\[ W(T) = \sum_{i=1}^{T} (F_1)^{i-1} \Psi ((F_1)^{i-1})' \]  \hspace{1cm} (A.22)

or

\[ W(T) = \Psi + F_1 \Psi (F_1)' + F_1^2 \Psi (F_1^2)' + \cdots + F_1^{T-1} \Psi (F_1^{T-1})' \]  \hspace{1cm} (A.23)
Next, we use A.11 to replace $\Psi$ in A.23, obtaining

$$W(T) = \Pi \Pi' + F_1 \Pi \Pi'(F_1)' + \cdots + F_{T-1} \Pi \Pi'(F_{T-1})'$$  \hspace{1cm} (A.24)

$$= \Pi \Pi' + \Theta(\Theta)' + \Theta^2(\Theta^2)' + \cdots + \Theta^{T-1}(\Theta^{T-1})'$$

where $\Theta^l = F_1 \Pi$ for $l = 1, 2, 3, \ldots, T - 1$. The sum of the $n$th diagonal elements of $\Pi \Pi', \cdots, \Theta^{T-1}(\Theta^{T-1})'$ is the $T$-period-ahead forecast variance of the $n$th element of $Y$. The contribution of a shock in the $j$th variable to the forecast variance of the $n$th variable is given by

$$\Pi_{nj}^2 + \Theta_{nj,1}^2 + \Theta_{nj,2}^2 + \cdots + \Theta_{nj,T-1}^2$$  \hspace{1cm} (A.25)

where $\Pi_{nj}$ is the $nj$th element of $\Pi$ and $\Theta_{nj,l}$ is the $nj$th element of $\Theta$ for $l = 1, 2, \ldots, T - 1$.

$T$-period-ahead forecast variance decompositions based on the two sets of identifying restrictions considered above can be derived as follows. First, one is required to find an estimate of $\Pi$ by using the definition A.13. Second, $\Pi$ is used, along with estimated $F$, in accordance with A.24, to compute the forecast variance decomposition, as indicated by A.25. The one-period-ahead forecast variance-covariance matrix is simply

$$W(1) = \Pi \Pi'$$  \hspace{1cm} (A.26)

while the two-period-ahead forecast variance-covariance matrix is

$$W(2) = \Pi \Pi' + \Theta \Theta'$$  \hspace{1cm} (A.27)

The estimated elements of $\Pi$ based on the structural model represented by A.14
and A.16 are given by \( \hat{\Pi}_{m1} \) and \( \hat{\Pi}_{m2} \), respectively.

\[
\hat{\Pi}_{m1} = \begin{pmatrix}
0.021605 & -0.000138 & 0.001128 \\
-0.002050 & 0.004670 & -0.000107 \\
-0.001108 & 0.002525 & 0.017414
\end{pmatrix}
\]

(A.28)

and

\[
\hat{\Pi}_{m2} = \begin{pmatrix}
0.019727 & -0.008832 & 0.000943 \\
0.000000 & 0.005101 & 0.000000 \\
0.000000 & 0.002392 & 0.017468
\end{pmatrix}
\]

(A.29)

In general, \( T \)-period-ahead forecast variance decompositions for all macro variables can be computed based on equations of the form of A.25-A.29. For example, the estimated one-period and two-period-ahead forecast variance decompositions of the Canadian output are as follows:

<table>
<thead>
<tr>
<th>One-Period-Ahead Variance Decomposition of Output</th>
<th>Based on ( \hat{\Pi}_{m1} )</th>
<th>Based on ( \hat{\Pi}_{m2} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contribution of ( v_d )</td>
<td>99.72 %</td>
<td>83.14 %</td>
</tr>
<tr>
<td>Contribution of ( v_s )</td>
<td>0.00 %</td>
<td>16.67 %</td>
</tr>
<tr>
<td>Contribution of ( v_m )</td>
<td>0.27 %</td>
<td>0.19 %</td>
</tr>
</tbody>
</table>
Two-Period-Ahead Variance Decomposition of Output

<table>
<thead>
<tr>
<th>Contribution of $v_d$</th>
<th>$98.92%$</th>
<th>$79.94%$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contribution of $v_\omega$</td>
<td>$0.41%$</td>
<td>$19.53%$</td>
</tr>
<tr>
<td>Contribution of $v_m$</td>
<td>$0.67%$</td>
<td>$0.53%$</td>
</tr>
</tbody>
</table>
Appendix B

DATA

AO: American Index of Industrial Production, seasonally unadjusted.
Source: Survey of Current Business.

AP: American Consumer Price Index, all items less shelter, seasonally unadjusted.
Source: Survey of Current Business.

AM: American M1, seasonally unadjusted.
Source: Survey of Current Business.
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ER: Exchange Rate, price of an American dollar in terms of Canadian dollar, seasonally unadjusted.
Source: Cansim Variable B3400.

CO: Canadian Index of Industrial Production, seasonally unadjusted.
Source: Cansim Variable 133035.

CP: Canadian Consumer Price Index, seasonally unadjusted.
Source: Cansim Variable D484000.

CM: Canadian M1, seasonally unadjusted.
Source: Cansim Variable B2033.

COP: World Oil Prices
Source: The Oil and Gas Journal.
## APPENDIX B. DATA

<table>
<thead>
<tr>
<th>Year</th>
<th>AO</th>
<th>AP</th>
<th>AM</th>
<th>CO</th>
<th>CP</th>
<th>CM</th>
<th>ER</th>
<th>COP</th>
</tr>
</thead>
<tbody>
<tr>
<td>1970</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I</td>
<td>79.73</td>
<td>113.97</td>
<td>208.40</td>
<td>70.89</td>
<td>41.03</td>
<td>8860.33</td>
<td>1.06</td>
<td>1.95</td>
</tr>
<tr>
<td>II</td>
<td>78.37</td>
<td>115.03</td>
<td>210.97</td>
<td>66.88</td>
<td>41.27</td>
<td>9219.00</td>
<td>1.02</td>
<td>1.95</td>
</tr>
<tr>
<td>III</td>
<td>76.87</td>
<td>116.37</td>
<td>217.77</td>
<td>70.44</td>
<td>41.17</td>
<td>9414.00</td>
<td>1.02</td>
<td>1.95</td>
</tr>
<tr>
<td>1971</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I</td>
<td>78.07</td>
<td>117.47</td>
<td>219.27</td>
<td>70.98</td>
<td>41.37</td>
<td>9404.33</td>
<td>1.01</td>
<td>2.18</td>
</tr>
<tr>
<td>II</td>
<td>80.00</td>
<td>119.20</td>
<td>223.33</td>
<td>74.55</td>
<td>41.97</td>
<td>9942.66</td>
<td>1.01</td>
<td>2.39</td>
</tr>
<tr>
<td>III</td>
<td>79.23</td>
<td>120.13</td>
<td>227.03</td>
<td>72.00</td>
<td>42.57</td>
<td>10533.66</td>
<td>1.02</td>
<td>2.39</td>
</tr>
<tr>
<td>IV</td>
<td>81.10</td>
<td>120.53</td>
<td>232.40</td>
<td>77.51</td>
<td>42.87</td>
<td>11006.33</td>
<td>1.00</td>
<td>2.39</td>
</tr>
<tr>
<td>1972</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I</td>
<td>83.83</td>
<td>121.40</td>
<td>234.37</td>
<td>76.81</td>
<td>43.40</td>
<td>10890.00</td>
<td>1.00</td>
<td>2.59</td>
</tr>
<tr>
<td>II</td>
<td>87.40</td>
<td>122.40</td>
<td>237.67</td>
<td>81.43</td>
<td>43.77</td>
<td>11284.66</td>
<td>0.99</td>
<td>2.59</td>
</tr>
<tr>
<td>III</td>
<td>87.40</td>
<td>123.37</td>
<td>242.53</td>
<td>77.01</td>
<td>44.67</td>
<td>11992.33</td>
<td>0.98</td>
<td>2.59</td>
</tr>
<tr>
<td>IV</td>
<td>90.53</td>
<td>124.53</td>
<td>252.13</td>
<td>85.65</td>
<td>45.07</td>
<td>12594.33</td>
<td>0.99</td>
<td>2.59</td>
</tr>
<tr>
<td>1973</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I</td>
<td>92.03</td>
<td>126.50</td>
<td>254.07</td>
<td>88.12</td>
<td>45.93</td>
<td>12545.66</td>
<td>1.00</td>
<td>2.59</td>
</tr>
<tr>
<td>II</td>
<td>94.93</td>
<td>129.73</td>
<td>266.63</td>
<td>91.71</td>
<td>46.97</td>
<td>13644.33</td>
<td>1.00</td>
<td>2.79</td>
</tr>
<tr>
<td>III</td>
<td>95.37</td>
<td>132.70</td>
<td>259.77</td>
<td>85.97</td>
<td>48.30</td>
<td>13807.33</td>
<td>1.00</td>
<td>3.03</td>
</tr>
<tr>
<td>IV</td>
<td>95.23</td>
<td>135.53</td>
<td>266.80</td>
<td>93.21</td>
<td>49.17</td>
<td>14104.66</td>
<td>1.00</td>
<td>3.51</td>
</tr>
<tr>
<td>1974</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I</td>
<td>92.47</td>
<td>139.70</td>
<td>267.47</td>
<td>93.90</td>
<td>50.40</td>
<td>13968.33</td>
<td>0.98</td>
<td>9.22</td>
</tr>
<tr>
<td>II</td>
<td>95.10</td>
<td>143.90</td>
<td>269.80</td>
<td>94.83</td>
<td>52.03</td>
<td>14765.33</td>
<td>0.97</td>
<td>9.63</td>
</tr>
<tr>
<td>III</td>
<td>94.27</td>
<td>148.23</td>
<td>272.37</td>
<td>86.70</td>
<td>53.60</td>
<td>14848.33</td>
<td>0.98</td>
<td>9.82</td>
</tr>
<tr>
<td>IV</td>
<td>90.17</td>
<td>152.40</td>
<td>279.60</td>
<td>90.55</td>
<td>55.07</td>
<td>14937.00</td>
<td>0.99</td>
<td>10.38</td>
</tr>
<tr>
<td>Year</td>
<td>Quarter</td>
<td>USF</td>
<td>FT</td>
<td>ST</td>
<td>SF</td>
<td>IF</td>
<td>MTU</td>
<td></td>
</tr>
<tr>
<td>------</td>
<td>---------</td>
<td>-----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>-----</td>
<td></td>
</tr>
<tr>
<td>1975</td>
<td>I</td>
<td>82.57</td>
<td>154.90</td>
<td>277.17</td>
<td>85.73</td>
<td>56.27</td>
<td>15347.33</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>II</td>
<td>83.77</td>
<td>157.23</td>
<td>281.80</td>
<td>86.11</td>
<td>57.50</td>
<td>16043.00</td>
<td>1.02</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>85.73</td>
<td>160.90</td>
<td>287.37</td>
<td>80.23</td>
<td>59.43</td>
<td>17111.66</td>
<td>1.03</td>
</tr>
<tr>
<td></td>
<td>IV</td>
<td>87.13</td>
<td>163.37</td>
<td>293.67</td>
<td>87.02</td>
<td>60.67</td>
<td>18140.00</td>
<td>1.02</td>
</tr>
<tr>
<td>1976</td>
<td>I</td>
<td>89.50</td>
<td>164.87</td>
<td>292.40</td>
<td>89.48</td>
<td>61.47</td>
<td>17339.33</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>II</td>
<td>92.83</td>
<td>167.10</td>
<td>298.13</td>
<td>93.47</td>
<td>62.43</td>
<td>17590.33</td>
<td>0.98</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>93.43</td>
<td>169.70</td>
<td>301.93</td>
<td>88.33</td>
<td>63.30</td>
<td>18400.66</td>
<td>0.98</td>
</tr>
<tr>
<td></td>
<td>IV</td>
<td>94.63</td>
<td>171.60</td>
<td>311.77</td>
<td>92.59</td>
<td>64.23</td>
<td>18615.00</td>
<td>0.99</td>
</tr>
<tr>
<td>1977</td>
<td>I</td>
<td>96.33</td>
<td>174.70</td>
<td>312.97</td>
<td>94.92</td>
<td>65.63</td>
<td>18419.66</td>
<td>1.03</td>
</tr>
<tr>
<td></td>
<td>II</td>
<td>100.57</td>
<td>178.50</td>
<td>320.00</td>
<td>95.77</td>
<td>67.20</td>
<td>19066.00</td>
<td>1.05</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>101.40</td>
<td>180.73</td>
<td>326.10</td>
<td>88.31</td>
<td>68.63</td>
<td>20054.00</td>
<td>1.07</td>
</tr>
<tr>
<td></td>
<td>IV</td>
<td>101.63</td>
<td>182.40</td>
<td>337.20</td>
<td>95.05</td>
<td>70.10</td>
<td>20560.33</td>
<td>1.10</td>
</tr>
<tr>
<td>1978</td>
<td>I</td>
<td>101.07</td>
<td>185.03</td>
<td>336.73</td>
<td>96.44</td>
<td>71.40</td>
<td>20282.00</td>
<td>1.11</td>
</tr>
<tr>
<td></td>
<td>II</td>
<td>107.03</td>
<td>189.93</td>
<td>346.43</td>
<td>98.39</td>
<td>73.17</td>
<td>20779.66</td>
<td>1.13</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>108.27</td>
<td>193.57</td>
<td>354.23</td>
<td>91.42</td>
<td>75.00</td>
<td>22113.33</td>
<td>1.14</td>
</tr>
<tr>
<td></td>
<td>IV</td>
<td>109.63</td>
<td>196.77</td>
<td>364.93</td>
<td>100.78</td>
<td>76.17</td>
<td>22774.33</td>
<td>1.18</td>
</tr>
<tr>
<td>1979</td>
<td>I</td>
<td>109.83</td>
<td>201.60</td>
<td>361.67</td>
<td>103.61</td>
<td>77.90</td>
<td>21722.33</td>
<td>1.19</td>
</tr>
<tr>
<td></td>
<td>II</td>
<td>111.37</td>
<td>208.37</td>
<td>373.33</td>
<td>103.38</td>
<td>79.97</td>
<td>22471.33</td>
<td>1.16</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>110.90</td>
<td>214.33</td>
<td>383.63</td>
<td>96.97</td>
<td>81.53</td>
<td>23886.66</td>
<td>1.17</td>
</tr>
<tr>
<td></td>
<td>IV</td>
<td>110.70</td>
<td>218.87</td>
<td>391.93</td>
<td>101.75</td>
<td>83.40</td>
<td>23814.66</td>
<td>1.17</td>
</tr>
</tbody>
</table>
### APPENDIX B. DATA

<table>
<thead>
<tr>
<th>Year</th>
<th>Quarter</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1980</td>
<td>I</td>
<td>110.43</td>
<td>226.53</td>
<td>389.77</td>
<td>102.40</td>
<td>85.27</td>
<td>23341.33</td>
<td>1.16</td>
<td>26.00</td>
</tr>
<tr>
<td></td>
<td>II</td>
<td>107.13</td>
<td>233.33</td>
<td>389.37</td>
<td>97.56</td>
<td>87.60</td>
<td>23254.00</td>
<td>1.17</td>
<td>28.00</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>107.13</td>
<td>238.63</td>
<td>404.90</td>
<td>91.54</td>
<td>90.10</td>
<td>24966.00</td>
<td>1.16</td>
<td>29.00</td>
</tr>
<tr>
<td></td>
<td>IV</td>
<td>109.70</td>
<td>243.63</td>
<td>420.33</td>
<td>100.40</td>
<td>92.67</td>
<td>26059.00</td>
<td>1.18</td>
<td>31.33</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1981</td>
<td>I</td>
<td>110.33</td>
<td>250.70</td>
<td>415.87</td>
<td>103.07</td>
<td>95.67</td>
<td>24730.66</td>
<td>1.19</td>
<td>32.09</td>
</tr>
<tr>
<td></td>
<td>II</td>
<td>111.60</td>
<td>256.30</td>
<td>428.47</td>
<td>103.40</td>
<td>98.67</td>
<td>25188.33</td>
<td>1.20</td>
<td>32.00</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>113.50</td>
<td>261.60</td>
<td>431.33</td>
<td>95.51</td>
<td>101.57</td>
<td>25848.66</td>
<td>1.21</td>
<td>32.00</td>
</tr>
<tr>
<td></td>
<td>IV</td>
<td>108.60</td>
<td>265.30</td>
<td>441.83</td>
<td>98.02</td>
<td>104.07</td>
<td>25113.66</td>
<td>1.19</td>
<td>34.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1982</td>
<td>I</td>
<td>105.23</td>
<td>268.07</td>
<td>443.57</td>
<td>96.65</td>
<td>106.70</td>
<td>24598.00</td>
<td>1.21</td>
<td>34.00</td>
</tr>
<tr>
<td></td>
<td>II</td>
<td>103.80</td>
<td>271.03</td>
<td>450.47</td>
<td>90.76</td>
<td>109.97</td>
<td>25007.66</td>
<td>1.24</td>
<td>33.29</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>103.10</td>
<td>275.97</td>
<td>456.30</td>
<td>84.44</td>
<td>112.33</td>
<td>25285.33</td>
<td>1.25</td>
<td>33.32</td>
</tr>
<tr>
<td></td>
<td>IV</td>
<td>100.27</td>
<td>278.07</td>
<td>480.23</td>
<td>88.62</td>
<td>114.13</td>
<td>25929.00</td>
<td>1.23</td>
<td>33.29</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1983</td>
<td>I</td>
<td>102.40</td>
<td>278.57</td>
<td>485.50</td>
<td>93.49</td>
<td>114.83</td>
<td>26283.33</td>
<td>1.23</td>
<td>31.57</td>
</tr>
<tr>
<td></td>
<td>II</td>
<td>106.90</td>
<td>282.20</td>
<td>504.10</td>
<td>94.70</td>
<td>116.43</td>
<td>27155.33</td>
<td>1.23</td>
<td>28.54</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>113.07</td>
<td>285.57</td>
<td>514.90</td>
<td>93.17</td>
<td>118.30</td>
<td>28772.00</td>
<td>1.23</td>
<td>28.56</td>
</tr>
<tr>
<td></td>
<td>IV</td>
<td>114.47</td>
<td>287.80</td>
<td>529.27</td>
<td>102.60</td>
<td>119.33</td>
<td>28828.00</td>
<td>1.24</td>
<td>28.58</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1984</td>
<td>I</td>
<td>118.07</td>
<td>291.03</td>
<td>529.27</td>
<td>108.40</td>
<td>120.77</td>
<td>28171.00</td>
<td>1.26</td>
<td>28.50</td>
</tr>
<tr>
<td></td>
<td>II</td>
<td>121.30</td>
<td>294.03</td>
<td>542.47</td>
<td>110.88</td>
<td>121.80</td>
<td>28717.00</td>
<td>1.29</td>
<td>28.60</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>124.20</td>
<td>296.80</td>
<td>546.63</td>
<td>105.85</td>
<td>122.93</td>
<td>28816.33</td>
<td>1.31</td>
<td>28.53</td>
</tr>
<tr>
<td></td>
<td>IV</td>
<td>122.07</td>
<td>298.63</td>
<td>558.00</td>
<td>113.30</td>
<td>123.77</td>
<td>29116.33</td>
<td>1.32</td>
<td>28.23</td>
</tr>
</tbody>
</table>
### 1985

<table>
<thead>
<tr>
<th>Year</th>
<th>I</th>
<th>II</th>
<th>III</th>
<th>IV</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>121.93</td>
<td>123.79</td>
<td>125.63</td>
<td>124.03</td>
</tr>
<tr>
<td></td>
<td>300.13</td>
<td>303.50</td>
<td>304.90</td>
<td>307.13</td>
</tr>
<tr>
<td></td>
<td>563.60</td>
<td>583.47</td>
<td>603.53</td>
<td>625.17</td>
</tr>
<tr>
<td></td>
<td>117.28</td>
<td>115.50</td>
<td>110.23</td>
<td>118.30</td>
</tr>
<tr>
<td></td>
<td>125.23</td>
<td>126.63</td>
<td>127.80</td>
<td>128.93</td>
</tr>
<tr>
<td></td>
<td>28483.33</td>
<td>29113.00</td>
<td>30508.33</td>
<td>31538.66</td>
</tr>
<tr>
<td></td>
<td>1.35</td>
<td>1.37</td>
<td>1.36</td>
<td>1.38</td>
</tr>
<tr>
<td></td>
<td>28.00</td>
<td>28.00</td>
<td>28.00</td>
<td>28.00</td>
</tr>
</tbody>
</table>

### 1986

<table>
<thead>
<tr>
<th>Year</th>
<th>I</th>
<th>II</th>
<th>III</th>
<th>IV</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>123.63</td>
<td>124.63</td>
<td>126.67</td>
<td>125.27</td>
</tr>
<tr>
<td></td>
<td>307.13</td>
<td>304.93</td>
<td>306.80</td>
<td>308.03</td>
</tr>
<tr>
<td></td>
<td>628.53</td>
<td>658.73</td>
<td>685.60</td>
<td>726.27</td>
</tr>
<tr>
<td></td>
<td>120.29</td>
<td>118.86</td>
<td>110.55</td>
<td>117.54</td>
</tr>
<tr>
<td></td>
<td>130.53</td>
<td>131.57</td>
<td>133.17</td>
<td>134.53</td>
</tr>
<tr>
<td></td>
<td>30109.00</td>
<td>30110.00</td>
<td>31903.66</td>
<td>33369.00</td>
</tr>
<tr>
<td></td>
<td>1.40</td>
<td>1.38</td>
<td>1.39</td>
<td>1.38</td>
</tr>
<tr>
<td></td>
<td>28.00</td>
<td>15.60</td>
<td>12.37</td>
<td>13.76</td>
</tr>
</tbody>
</table>

### 1987

<table>
<thead>
<tr>
<th>Year</th>
<th>I</th>
<th>II</th>
<th>III</th>
<th>IV</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>125.50</td>
<td>128.40</td>
<td>132.77</td>
<td>132.60</td>
</tr>
<tr>
<td></td>
<td>311.57</td>
<td>315.77</td>
<td>319.10</td>
<td>321.53</td>
</tr>
<tr>
<td></td>
<td>726.03</td>
<td>745.60</td>
<td>745.67</td>
<td>758.53</td>
</tr>
<tr>
<td></td>
<td>122.44</td>
<td>121.93</td>
<td>116.92</td>
<td>127.18</td>
</tr>
<tr>
<td></td>
<td>135.80</td>
<td>137.67</td>
<td>139.27</td>
<td>140.23</td>
</tr>
<tr>
<td></td>
<td>33027.66</td>
<td>35364.00</td>
<td>36349.66</td>
<td>36764.00</td>
</tr>
<tr>
<td></td>
<td>1.34</td>
<td>1.33</td>
<td>1.32</td>
<td>1.31</td>
</tr>
<tr>
<td></td>
<td>17.67</td>
<td>17.52</td>
<td>17.52</td>
<td>17.52</td>
</tr>
</tbody>
</table>
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