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Abstract

This thesis presents an in-depth investigation of microwave FET device modeling

and unified DC, small-signal and large-signal computer-aided design of microwave circuits.

-

Advances in microwave FET device modeling are reviewed. The physical, analytical

and nonlinear empirical models and their relationship are discussed.

A new integrated DC and small-signal FET model parameter extraction approach
is presented which simultaneously fits the FET model responses to the DC and small-
signal measurements. Detailed formulas are derived to explore the relationship between the

nonlinear DC cquivalent circuit and the small-signal equivalent circuit linearized at given

bias points.

A large-signal FET model parameter extraction approach is introduced. The power
spectrum responses of the model are calculated employing the newly exploited harmonic
balance (HB) technique for efficient nonlinear frequency-domain circuit simulation. State-
~ of-the-art optimization tools are used to fit model responses to corresponding measurements.
Special considerations are given_to weighting factor assignment which takes into account

the wide spread magnitude of the error functions in the optimization.

The HB technique for nonlinear frequency domain simulation of microwave circuits is
discussed. The formulations of the 1iB3 equation, its Jacobian matrix and the related discrete
Fourier transformation are described. A nevr approach for constructing the multiport matrix

especially suitable for IIB based circuit optimization is presented.

it



The theoretical background of the unified DC, small-signal and large-signal cir-
cuit simulation is investigated. Derivations of the inherent consistency between DC/small-
signal simulation and general nonlinear HB simulation ace oresented. A novel circuit de-
sign concept is introduced which explores the seamless integratioﬁ of DC/small-signal and
large-signal circuit design with multi-dimensional specifications. Examples of simultaneous
DC/small-signal flarge-signal FET model parameter extraction and a small-signal broad-

band amplifier design are given to demonstrate the concept.
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Chapter 1

INTRODUCTION

Computer-aided design (CAD) of circuit systems in electrical engincering bas been
growing ever since its introduction in the late 1960’s (Temes and Calahan 1967 [67]). Today,
circuit CAD systems are applied in areas such as analog, digital, and microwave circuit
design. They cover circuits ranging from simple and lincar to sophisticated large-scale
nonlinear systems,

In microwave engineering, commercial CAD software programs have been devel-
oped. Sume of them are widely used by the microwave society, for example, the linear
microwave circuit CAD systems Touchstone by EEsof Inc., [71] and SuperCompact by Com-
pact Software Inc., [65]. Today, some of the programs offer the user a design environment
to allow the user to enter an actual circuit schematic, i.e., geometrically enter a circuit
element-by-element. The program can schematically capture the user input, convert it to a
circuit file form, analyze the circuit, and produce the final layout for manufacturing. Such
comprehensive software has substantially increased the quality and productivity of circuit
designs.

Though the comprehensiveness of those CAD tools has been improved significantly
compared with carly CAD systems, the essential requirement of a good CAD system remains
and will remain the same: accurate device models, efficient circuit simulation, and hased

upon these, powerful circuit optimization.
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The field effect transistor (FET) device is one of the fundamental active elements
- “used in microwave circuits. Analysis and modeling of the FET device has been of continuing
resoarch interest since it was intreduced by Shockley in 1952 [59}. Theoretical studies of
Lhcsilﬂ(;vicc physics have been carried out by device engineers. With physical modeling, the
behaviour of the FET device can be thoroughly analyzed. The physical model plays an
important role in understanding the device mechanism. By using the geometrical, material
and process parameters, the device characteristics can be predicted before the device is
manufactured. The critical drawback of such physical models, however, is the computatic&ial
intensity required in numerically solving field related problems. The analytical model, on
the other hand, relates the device physical parameters to equivalent circuit clements. It is
relatively simple and easy to implement. However, its a.ppiica.tidl-{ is largely limited by the
conditions under which the model is derived by simplification.

The .empirical model, namely, the FET equivalent circuit model, has been exten-
sively used in circuit design area. Its simplicity and flexibility makes it more efficient in
circuit simulation than the physical model. There are different levels of equivalent circuits
suitable for different kinds of applications. Compared with physical or analytical models,
the equivalent circuit model is usually determined after the device has been manufactured,
since the parameters of the model are identified with the aid of device measurements.

The main interest in the equivalent circuit model is in the circuit structure, the
circuit element characterization, and the way of determining the parameters of the model
clements. Several nonlinear bias-dependent FET device models have been proposed, for
example, the Materka and Kacprzak model {48]. In order to identify the model parameters
for a particular device, it is customary to determine some parameters using DC measure-
ments and others using AC (RF) small-signal measurements. Such a separate determination
procedure may not yield a reliable model, because a parameter determined solely from DC

measurements may not be suitable for microwave simulation, and the information contained



in AC measurements is not fully utilized.

For a circuit containing nonlinear elements, the small-signal response may be simu-
lated using small-signal equivalent circuit models for those nonlinear elements, and the non-
linear time-domain response using nonlinear equivalent circuit models. Recently, a highly
efficient frequency domain simulation technique, the harmonic balance (HB) technique, has
been exploited, and implemented into some commercial software products, for example,
Libra from EEsof Inc., [45] and Microwave Harmonica from Compact Software Inc., [49).
However, most of them are not coupled between small-signal simulation and large-signal
simulation, which imposes‘restrictions on possible comprehensive design of a circuit con-
taining nonlinear devices.

This thesis addresses itself to the topics of nonlinear empirical FET device modeling
and unified DC, small-signal and large-signal circuit simulation and optimization. Emphasis
will be given to nonlinear FET model parameter extraction.

In Chapter 2, we review the progress of the FET device modeling and model pa-
rameter extraction. Various approaches are reviewed, including physical, analytical and
empirical device modeling. In physical device modeling, the 2-dimensional and quasi-static
models are examined. General descriptions of analytical modeling and nonlinear empirical
device modeling are provided. Comparisons are made between those different models, and
their relationships are described.

Chapter 3 describes an approach of nonlinear FET model parameter extraction.
Compared with the conventional approaches in the literature, this approach utilizes the
functional relationship between DC and small-signal equivalent circuits of the FET model,
and extracts the model parameters by simultaneously matching the model responses to the
DC and multi-frequency small-signal measurements at many bias points. The uniqueness
and reliability of the model are improved. Popular nonlinrear FET equivalent circuit models

with practical industrial measurement data are used to demonstrate the feasibility of the
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approach.

To facilitate the nonlinear large-signal simulation, we discuss the HB technique in
Chapter 4. The concept of HB simulation is illustrated. The formulation and the Jacobian
matrix of the HB equation are provided, together with the discrete Fourier transformation
which dynamically relates the nonlinear elements simulated in the time domain and the
linear part of the circuit simulated in the frequency domain. Also, a new approach for
constructing the lincar multiport matrix is presented in Chapter 4. The approach is simple
and efficient, and can be incorporated in the HB simulation to improve “ne performance
when the 1B simulation is integrated in a circuit optimization environment.

A large-signal FET model parameter extraction technique is shown in Chapter 5,
where the parameters are determined under real (large-signal) working conditions. The
application of the powerful nonlinear adjoint-based optimization, which employs the HB
method as the nonlinear circuit simulation technique, is described. The approach simulta-
ncously processes multi-bias, multi-power input, multi-fundamental-frequency excitations,
and multiharmonic measurements to uniquely reveal the parameters of the FET model.

A new design strategy for microwave circuit design is presented in Chapter 6. The
analytical relationship between DC/small-signal and frequency domain large-signal ana-
lyzes is derived. A consistent device model is used for both small-signal and large-signal
circuit simulation and design. Unified circuit optimization can be performed with respect to
multi-dimensional specifications, such as bias, frequency, input power, temperature, etc. In
one example the nonlinear FET model parameters are extracted by simultaneously match- .
ing DC, small-signal and large-signal measurements. In the other example a small-signal
broadband amplifier is designed with its upper-end of the dynamic range expanded.

The thesis is concluded in Chapter 7 with some suggestions for future research and

development.
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5 1 e author contributed substantially to the following original developments pre-
'\ '\‘

sented in-i, s thesis:

1. Integrated nonlinear FET equivalent circuit model parameter extraction by simulta-
neously matching model responses to the DC and small-signal measurements, where

the DC and small-signal equivalent circuits are functionally related.

2. Nonlinear large-signal FET equivalent circuit model parameter extraction using a H13

based optimization technique.
3. An efficient approach to establish a linear circuit matrix for HB simulation.

4. Theoretical derivation of the consistency of DC/small-signal analysis and the fre-

quency-domain nonlinear large-signal HB analysis.
5. Presentation of unified DC/small-signal/large-signal circuit design strategy.

6. Applications of unified circuit design for FET model parameter extraction and small-

signal amplifier design.
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Chapter 2

REVIEW OF FET DEVICE
MODELING

2.1 INTRODUCTION

For circuit simulation, it is necessary to understand the behaviour of the devices
used in the circuit. Device modeling, consequently, is of fundamental importance to circuit
designs. The philosophy of device modeling is to establish a model such that it can produce
the same output as the actual device would in a working environment.

Consider the nonlinear active MESFET device. A schematic description of the
MESFET device is given in Figure 2.1. The device has wide applications in microwave en-
gineering, such as amplifiers, mixers, etc. Various MESFET modeling approaches have been
seen in the literature. A brief survey by Estreich (1987) [33] gives a schematic description of

MESFET device modeling progress for monolithic microwave integrated circuits (MMICs).

Following the pioncering work done by Shockley (1952) [59], important developments
in MESFET modeling may be divided into physical modeling, which simulates the actual
device from the internal physical inechanism, empirical modeling, which simulates the actual
device by approximating the external behaviours, and analytical modeling, which may be
considered as one betwe_en physical modeling and empirical modeling. We review hriefly

these different modeling approaches in the following sections.
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Source Gate Drain
active layer

)

(optional) buffer layer

substrate layer

Figure 2.1: A schematic diagram of a MESFET device.

2.2 PHYSICAL MESFET DEVICE MODELING

The physical modeling approach may further be separdted into 2-dimensional nu-

merical and 2-dimensional quasi-static modeling approaches.

2.2.1 2-Dimensional Numerical Model

Consider the schematic MESFET diagram shown in Figure 2.1. By applying Pois-
son’s equation and Boltzmann’s transport equation, Reiser (1973) [57] presented a 2-D
numerical mode! which simulates the MESFET device by using its geometrical and mate-
rial parameters. There are two basic partial differential equations governing the behaviour

of the device: the Poisson equation

V3= (N ) (2.1)

and the current continuity equation

on

V.Jn=q“5t_ (2.2)

where ¥ is the electric potential, ¢ is the permittivity of free space, €. is the relative

permittivity of the material, ¢ is the electron charge, N represents the doping density (61‘
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doping profile), n is the electron density distribution. These two cquations are defined for

the device active, buffer and substrzate regions.

The conducting current density can be expressed as
Jn= q(n,uE + DVa) -. _ (2.3)
where the electric field E is derived from
E=-V L. (24)

and p and D are electron mehility and diffusion coefficient, respectively. The dopi ng density
N is a function of geometric position. The electric potential ¢ and the electron density
distribution n are both functions of geometrical position and time.

The boundary conditions related to the Poisson and current continuity equations are
taken such that (1) the electric potential and the elcctron density distribution at the drain,
gate and source contacts are constant, (2) there is no current flowing through the boundary
between the surrounding space and the material excluding the contacts, in other words, the
gradient parts of either electric potential or electron density distribution perpendicular to
the surface, except for the drain, gate and source contacts, are zero.

Finite difference or finite element techniques can be applied to numerically solve
those two basic equations in time steps. The time domain solutions of the electric field E
and electron density n can be used to compute the time domain drain and gate currents

using (2.3)

Ji=Jda + coc,aa—f} (2.5)

where J; stands for total current density, from which the time domain response of the device
can be obtained.
The DC characteristic of the device can be obtained if the time-domain simulation

reaches steady state. Using a step-response calculation together with Fourier transformation
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[43], we can derive frequency domain small-signal ¥ parameters of the device at a given
bias point from the time domain simulation, i.e., a small-signal equivalent circuit for the
device can be determined and used for circuit simulation [57].

This 2-D numerical model provides detailed insight into device operation. It can
theoretically be used for circuit simulation purposes. In practice, however, the most serious
disadvantage which limits the application of this model has been the intensive computation
titme required for the time ‘doma.in simulation. Also in Reiser’s 2-D model, the velocity
overshoot phenomenon which exists in the short-gate length FET was not considered. |

Curtice et al. {1981) [25] and Snowden et al. (1987) [63] proposed a temperature
model and a energy model, respectively, to incorporate the velocity overshoot phenomenon.
Besides the electric potential and electron density distribution being considered as variables
in the simulation, the electron temperature distribution is also included as a variable and
iteratively solved together with the other two variables, i.e., 4 and n. The accuracy of the
- model is therefore improved, though at cost of even higher computational intensity.

On the other hand, an approach to approximate the effect of velocity overshoot
was proposed by Thornber (1982) [68], Kizilyalli and Artaki (1989) [39]). The principle
is based on the observation that velocity overshoot occurs at an area where the electric
field has a large gradient with respect to the longitudinal direction. Hence 2 modification

term proportional to the magnitude of the gradient of the electric field is introduced to

approximate the effect of velocity overshoot, i.e.,
0E 4
Jo=q|nuE +DVn + H#L(E)B_xm (2.6)

where L(E) is a length coefficient used to add the velocity overshoot effect to the current
densivy J,,, = is the longitudinal coordinate parallel to the gate surface, g is the unit vector
in the z direction, and £ is the Euclidian norm of E. Compared with the temperature or

energy model, this approximation approach is simple and easy to implement. However, more
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studies in this area are required, especially in the determination of the length cocfficient

L(E).
2.2.2 2-Dimensional Quasi-Static Model

In order to.take advantage of the 2-D numerical model while making it cotnpu-
tationally feasible, a simplified 2-D model has been proposed by Khatibzadeh and Trew
(1988) [38]. The so-called Trew model starts from the basic Poisson equation (2.1) and
the current continuity equation (2.2). Instead of solving the clectric potential r/:(:r, ¥) zml;l
the electron density distribution n(z,y) directly, a functional form for n(z,y) is assuned a
priori. Therefore, ¥ can be solved analytically.

Consider the active region of a MESFET used in the Trew model, as shown in

Figure 2.2. The electron density distribution n(z,y) is assumed

n(z,y) = [1+7(z — L)) T(d(x), )N (3) (2.7)

where v is a model parameter, T(d(z),y) is a transition function and N(y) is the doping

density which is assumed to be a function of y. The transition function T'(d(z),y) is defined

as

i

T(d(=)y)=1- L+ exp [y — d(m)] (2.8)

where d(z) is the effective depletion-layer depth and A is a model parameter describing the

width of the transition region.

Similar to the 2-D numerical model, this mode! accepts arbitrary doping density
N, and the drain and source currents can be calculated for given gale and drain biases.
Since the electric potential 1 can be solved analytically due to the assumed electron density
distribution n{z, y), there is no numerical method involved in solving the partial differential

equations. Thus, this model is much more efficient than tke true 2-D numerical model.



12 Chapter 2 REVIEW OF FET DEVICE MODELING
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Figure 2.2: Active region of a MESFET.

Because of its relative efficiency and the ability to simulate the device from basic geometrical
and material parameters, the model has been used in circuit designs, for example by Bandler
el al. (1990) {20].

Due to the fact that the ¢lectron density distribution n is a function of time ¢ as well
as space z and y, an accurate time domain response can not be obtained theoretically. Thus,
we term it a 2-D quasi-static model. On the other hand, the computation time required to
simulate this model is still very long compared with the empirical mode! to be discussed in

the next section.

2.3 NONLINEAR EMPIRICAL FET MODEL

‘The nonlinear empirical FET model, first proposed by Willing et al. (1978) [72],
is & model which approximates the electrical behaviour of the FET device by an empirical
cquivalent circuit. The formation of the equivalent circuit is consistent with the physical
structure and working mechanism of the FET, for instance, the circuit correspondence
described by Pucel et al. [54].

Several different nonlinear empirical FET models have been proposed since Willing's
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work. For instance, the Tajima model (1981) [66], the Materka model (1985) [48], the
Curtice model (1985) [27] and the Statz model (1987) [64]. A basic nonlinear intrinsic FET
model can be shown as in Figure 2.3, where Cy,,Cy,, Cys and Rin can all be bias dependent
as well as three nonlinear current sources iy, i4y, and ig,. Besides the slight differences
in the circuit structure, the major differences between these models are in the expressions
used to characterize the nonlinear circuit elements, most noticeably, the nonlinear current

source ig,. As an example, 14, from the Curtice model reads

ids (Ao + A1y + A2v? + Azvd) tank(qvg)

vg(t ~ 7) (1 + B(VDso — va))

(4]

where Ag, Ay, A, Aa, 3,7, T and Vpsp are model parameters, and ig, from the Statz model

is

. Blyg=Vr)? o:u,i):3
e = Tiaovpy i\ T3 ) G
3

for 0< <
(24

B(v, — Vr)? (14 Ava),

s 1+ (v, — V1)

for vg> -
where 8, Vr, b, a and A are model parameters.

Extrinsic elements of a FET model may include the bond pad effect, the contact
effect, the packaging effect, etc., for example, Ry, Ry, R,, Ly, L and L, shown in Figure 2.4.
These elements are usually considered as bias-independent, i.e., linear elements.

The determination of the parameters of a nonlinear FET model has been discussed
in the literature. The principle is to match the model responses as close to the device
responses as possible, where the device responses are normally from actual device mea-
surements, though simulation results from physical models may also be taken as simulated

measurements.
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Figure 2.3: A basic nonlinear intrinsic FET model.
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Figure 2.4: Basic extrinsic part of a FET model.
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The measurements used for nonlinear FET model parameter extraction have been
seen, in the literature, in the form of DC, small-signal S parameter, and large-signal load-pull
measurements. Because of the indeterminacy of the paraineters, different measurements are

utilized for determining different sets of the total parameters of the model. Examples are

listed as follows.

A. Utilizing DC Measurements

Fukui (1979) [34] developed a technique to extract £,, Ry and R, using DC mea-
surements. The technique first deférmines the gate barrier built-in voltage by gate forward
bias DC measurement. Then from the linear part of the DC I-V characteristics, Ry + I,
.can be obtained, as illustrated in Figure 5 of [34]. By measuring the forward gate current in
three different ground connections, i.e., source and drain combined, source only and drain
only, with applied voltages greater than the gate barrier built-in voltage, three resistance
values can be obtained, including R, + R4 and R, + R,. Thus, R;, Rq and R, can be
obtained.

The full range of DC I-V characteristics is commonly used for determining the
parameters of i4,, for example, by Curtice (1988) {28]. It has been noticed that the output
conductance of 2 GaAs FET behaves quite differently between low and high frequency
conditions. On the one hand, a series RC branch was suggested between the intrinsic drain
and source to compensate the frequency dependency of the output conductance, as shown
in Figure 2.5, by Camacho-Penalosa and Aitchison (1985) [23]. On the other hand, a special
DC measurement technique operating at relatively high frequency was proposed, e.g., by
Smith et al. (1986) [60] and Paggi et al. (1988) [51], to abtain more accurate DC [-V curves

_for high frequency purposes.

B. Utilizing Small-Signal Measurements
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Figure 2.5: High frequency compensation branch (Gg., Cz) for the FET model.

Using small-signal measurements, Willing et al. (1978) [72] first treated the model
as a linear small-signal model, and determined the small-signal parameters at various bias
conditions. Then polynomial expressions were used to approximate the nonlinear elements
of the model, and the coefficients of the polynomials were identified by matching individual
polynomials to their corresponding extracted parameter curves.

To improve the identifiability of the model parameters, Curtice ef al. (1984) [26]
divided the small-signal S parameter measurements into cold and hot circumstances. Cold
FET S parameter measurements correspond to zero drain-to-source bias conditions. The
equivalent circuit is simplified to a two-port containing no active elements as shown in
Figure 2.6, Ly, Lq, L and Cy, can be determined. Hot FET S parameter measurements
are the normal S parameter measurements and are used for extracting parameters of the

other capacitive clements.

C. Utilizing Large-Signal Load-Pull Measurements
Recently, Epstein et al. (1988) [32] proposed an approach to use large-signal load-
pull measurements for FET model parameter extraction. Besides using the Fukui technique,

DC I-V curve fitting, cold and hot S parameter measurements to extract model parameters
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Figure 2.6: FET equivalent circuit at zero drain-to-source bias voltage.

separately, the final stage is to modify the parameters of iy, Cysy Cug, Cuy and Gy, by
fitting the model power responses to the device load-pull power measurements. Harmonic

balance simulation is used.

Summing up, unlike the physical model the parameters of the empirical model ol-
ements are determined sequentially in such a way that the model response is as close to
the actual device response as possible. Because of this, the empirical model may accurately
reproduce the device responses under different bias conditions, provided that the modcl is
appropriate for the device to be modeled. Compared with the 2-D and 2-D quasi-static
models, the empirical model is particularly suitable for circuit simulation. It is the kind of
model which has been implemented in major commercial software programs, for example,
the Curtice model in Libra [45] and Microwave Harmonica [49]. Another apparent advan-
tage of the empirical model is that the model may well be suitable to different kinds of
FETs, due to the empirical modeling principle.

For the empirical model, however, it is difficull to relate the model parameters to

the device geometrical and material parameters. One empirical model may not be suitable
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Figure 2.7: Active region of a MESFET for the analytical model.

for one particular device, since the empirical expression pattern may not be able to fit
that particular device response pattern. On the other hand, the uniqueness of the model
parameters may be improved by sequential parameter extractions, but the accuracy of the

model may be hindered because of lack of freedom in fitting individual measurements.

2.4 ANALYTICAL MODEL

The analytical model can be considered as a model between the 2-D numerical
model and the empirical model. It starts from the device physics point of view, using device
physical parameters. Approximations are taken to reduce the complexity of the problem,
so that analytical expressions for the equivalent circuit elements are derived. Different
from the empirical model, the element expressions here use device geometrical and material
parameters.

A perspective description of the analytical model was given by Pucel et al. {1975)
[54]. Consider the intrinsic FET shown in Figure 2.7. The device is divided into a depletion
region and a conducting channel, where uniform doping profile N is assumed for both

regons.
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In the depletion region, the clectron dei‘m’_ﬂy distribution n = 0, and the electric
field is assumed to be transversal only, i.e., E, > Ez and thercfore E is neglected in
the depletion region. The conducting channel is divided into a linear region and saturated
region according to the value of the longitudinal electric field Er. Ey=0is assume';l in the
linear region, and constant electron density is assumed in the whole channel. |

' With those simplifications the channel current can be anai'yl.\icnlly derived [54].
Other elements in the equivalent circuit model are derived accordiugly.k

One of the basic pheromena, the velocity saturation phenomenon Wlli;ll was-not
considered by Shockley [59], was included in the model by Pucel et al. [54]. The ealculation
of the drain current, small-signal equivalent circuit parameters such as the gain g, and the
gate-to-source capacitance Cy, can be performed by closed form analytic formulas. However,
there is a condition upon which the simplifications are based, i.c., the gate length £ should
be much larger than the channel thickness W.

Ladbrooke (1989) [42] developed an analytical model by including the short gate
effect existing in submicron MESFETs which have become more popular. The active region
of the device is extended by X in the Ladbrooke model, as illustrated in Figure 2.8. An
approximate formula was given which relates the length X with device bias voltages as
well as physical parameters. Other eflects, such as the transversal field in the conducting

chanzel and velocity overshoot, were alsc considered.

The advantages of the analytical model are its relative simplicity, and closed form
analytical expressions which relate the model geometrical and material parameters to the
equivalent circuit parameters. Circuit design using device geometrical and material parame-
ters is possible. However, the simplifications required for the analytical model, for example,
the assumptions for the doping density and the electron density distribution, limit the

simulation accuracy and, therefore, the applications of the model.
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Figure 2.8: Schematic MESFET diagram for the Ladbrooke model.

2.5 RELATIONSHIP BETWEEN DIFFERENT MODELS

Examining the different FET models discussed in the previous sections, we may
summarize their relationship in Figure 2.9. It can be seen from Figure 2.9 that the 2-D
numerical, 2-D quasi-static and analytical models are directiy related to the original device.
They simulate the device using geometrical and material parameters. The empirical model,
on the other hand, relates to the device via device measurements. The model is undefined
without certain device response data which is normally from actual device measurements.
In terms of circuit simulation, the empirical model is of superior efficiency over other models.

It is natural and has been seen in the literature to connect the empirical model
to the physical parameters, i.e., to use the simulation results from the physical models
as mcasurements, and determine the empirical model parameters from those simulated
measurements, for example, the works by Reiser (1973) [57], by Ghione et al. (1989) [35],
and by Pantoja ef al. (1989) [52). Since the simulated measurements can be obtained off-
line, circuit designs can, therefore, be carried out at the physical device level. The feasibility
of such an approach, however, depends upon the simulation time of the physical model if

optimization at the device level is involved.
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Figure 2.9: Relationship between different FET device models.
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There is still another FET modeling apf.roach, the Monte Carlo particle model, for
example {50], which simulates the device down to a microscopic level, suitable for studying
the device physics. We will not discuss the Monte Carlo model, for it is out of the scope of

this thesis.

2.6° CONCLUDING REMARKS :

In this chapter, we briefly reviewed microwave MESFET device modeling. Sevqrq.l
modeling approaches were described, namely, physical, analytical and empirical modeling,
and the relationships between them were illustrated.

It can be seen that the nonlinear empirical model, though indirectly related to the
device geometrical and material parameters, is of superior efficiency in circuit simulation
programs. When we apply the simulation results obtained from other physical models as
simulated measurements to determine its parameters, the empirical model can effectively
be used to predict the designed circuit behaviour without actual device measurements.

A principal interest of nonlinear empirical FET modeling is how to efficiently and -
reliably identify the parameters when the measurements are given. This is a principal
theme in the following chapters. We will discuss nonlinear empirical FET model parameter
extiraction approaches and related circuit simulation techniques, since parameter extraction
is anc of the key aspects of appiying the empirical model in microwave engineering,.

Because of the characteristics of empirical modeling, we will not discriminate be-

tween devices in the following chapters.



Chapter 3

INTEGRATED FET MODEL
PARAMETER EXTRACTION

3.1 INTRODUCTION

In Chapter 2, we reviewed several FET modeling approaches. We showed that the
empirical model, due to its equivalent circuit format, is consistent with normal circuit sim-
ulation techniques, and therefore, is particularly efficient from the computational point of
view. In circuit design involvirlréoptimiza,tion, the circuit needs to be repeatedly simulated,
making the empirical model fundamentally iinportant. In this chapter we develop a tech-
nique of extracting nonlinear empirical FET model parameters from DC and small-signal
measurements.

Conventionally, the parameters are extracted by minimizing the difference between
the model responses and the measurements. As discussed in Chapter 2, in order to alleviate
indeterminacy as well as for simplicity, techniques have been implemented (e‘l'g., Curtice
and Ettenberg [27], Kondoh [40], Materka and Kacprzak [48]) which separate the DC,
low-frequency, and high-frequency measurements and divide the model parameters into
corresponding subsets. This defines a set of subproblems to be solved sequentially. Such
a sequentially decoupled solution, however, may not be reliable: a parameter determined

solely from DC measurements may not be suitable for the purpose of microwave simulation,

23
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and the information contained in AC measurements is not fully utilized.

Bandler, Chen and Daijavad (1986) [5] proposed a multicircuit algorithm which
can improve the uniqueness of the solution by simultaneously processing multipie sets of
S-])ara;rleter measurements made under different bias conditions. However, the authors
assumed for computational purposes that the model elements were either completely bias-
independcnt or arbitrarily bias-depeﬁdent.

‘The approach presented in this chapter by Bandler, Chen, Ye and Zhang (1988) [10]
not only attempts to match DC and AC measurements simultaneously, but also emplojs
the DC characteristics of the device as constraints on the bias-dependent parameters. This
cnables us to use more efficiently the information contained in both DC and non-zero
frequency measurements and reduce the degrees of freedom by imposing constraints on bias-
dependent parameters, thus improving the identifiability and reliability of the parameters
extracted.

In the following sections, we first demonstrate the feasibility and usefulness of in-
tegrating DC and AC modeling in one optimization problem. A simple RC circuit is used
to illustrate the integrated modeling concept. The FET model parameter extraction opti-
mization problem with both DC and AC responses is then formulated. Depending upon
different situations, both ¢; and €; optimization techniques can be used for parameter ex-
traction. The sensitivity calculation of the model responses employing adjoint analysis is
described in detail, which significantly improves accuracy and efficiency compared with the
conventional perturbation approach. Numerical examples are given to demonstrate the

modeling approach.
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3.2 FEASIBILITY OF INTEGRATED PARAMETER
EXTRACTION

3.2.1 The Identifitability of Model Parameters

To illustrate identifiability of the model parameters, we utilize the concept of analog

circuit fault diagnosis [4,5]. Consider a system with a complex-valued vector of responses

h(®) = [l(®) -+~ hu(e)]”

where ¢ = [¢y --- qb,,]T is the parameter to be identified from the response h{¢), and we

assume m > n.

It is shown by Bandler and Salama in [4] that, if
T Ty T
VAT ($) [T (¢)]

is of full rank, the parameter ¢ is locally identifiable, where V is the partial derivative

operator 3/8¢. In other words, if
T
Rank (VhT(¢) [VhT(qb)] ) =n (3.1)
¢ has unique local solution(s) when solved from the following nonlinear equations

fi—-hij(d)=0, j=1,...,m

where f; is the measured value of responsc h;(¢).
It is not difficult to see that the measure of identifiability of ¢ in (3.1) is equivalent

to testing the rank of the mn x n Jacobian matrix
. T
J= [Vh7(¢)] . (3.2)

If the rank of matrix J is less than n, then ¢ will not be uniquely identifiable from k.

Equation (3.1) also shows that by simultaneously processing DC and AC responses, we miy
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Figure 3.1: Simple RC linear circuit example.

increase the identifiability of ¢, because the dimension m of h(¢) is increased compared

with separately processing DC and AC responses.

3.2.2 A Simple RC Circuit Example

As an example to illustrate that combining DC and AC modeling is both feasible
and uscful for parameter extraction, let us examine the simple linear RC circuit shown in
Figure 3.1. The unknown parameters are ¢ = [R; R, C]T. R3 is assumed to be a known

resistor. We also assume the responses to be the DC current [, under the DC excitation

Vi = Ve, as _
Voe
I = 3.3
R+ Ry (33)
and the AC {complex) voltage V3, under the AC excitation Vj = Vjg, as
V-z VAch.RssC (3.4)

- SC(R1R2 + R\R3 + RaR3) + By + I

where s denotes the complex frequency variable. We discuss whether we can identify ¢ by

utilizing DC and/or AC measurements.

1) DC Response Only

The corresponding Jacobian matrix of the DC response (3.3) is

Toc= | ~Voo/(Ri + Ra)* Voo (Ra + R2)? 0 . (3.5)
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It is clear that rank Jp¢ = 1. Therefore By and R, are not identifiable from the DC response
I. This result is also straightforward intuitively.
2) AC Response Only

The corresponding Jacobian matrix of the AC response (3.4) can be derived as

~D[s;C(R2+ R3) + 1] D[Ri(siCR3+ 1)/Ry] D[(Ry + Ry)/C]

Jac = : : : (3.6)
—D[S,HC(RZ‘-{* R3) + 1] D[Rl(smCR;; + 1)/R2] D[(Rl + Rz)/(;]
where s;,i=1,--., m, indi(:i-ﬁ;e different frequencies, and
_ VAcRgR;;SC 3
" [sC(R1R2 + R1R3 + RaR3) + Ry + 2
Denoting the three columns of Jy¢ by Jq, J3, and J3, we can obtain
(82 + R3) R c .
—J —Ji—-s>—TJ:=0 3.7
7 2+R2 1 (R: + It2) 3 (3.7)

which means that the rank of Jy¢ is less than 3, no matter how mauy frequency points are

used. Hence we cannot uniquely determine ¢ from the response Va.

3) Combined DC and AC Responses

When we consider both DC and AC responses simultancously then, combining (3.5)

and (3.6), the Jacobian matrix becomes

~Voc/( Ry + Rp)? ~Voo/(R1 + R)? 0
Jo | “Ps1C(Re+ B3} +1] D{Ry(s1CRa +1)/Ra)  DI(Ry + Rz)/C)

—D[smC(Rz + Ra) + 1] D[R](SmCRs + 1)/1?.2] D[(R] + Rz)/C]

which is of full rank for m > 2. This indicates that ¢ is identifiable from the response

(@) = [I(¢) Va(d, 1} - Va(d,sm)]” .
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Figure 3.2: A typical nonlinear FET device equivalent circuit model.

3.3 NONLINEAR FET EQUIVALENT CIRCUIT MODEL

A typical nonlinear FET equivalent circuit model may be as shown in Figure 3.2 [70],
which is composed of linear and nonlinear elements. iy, ig, and ig; are voltage-controlled
nonlinear current sources, Cg,, Cygs and Cy, are nonlinear capacitances, R;, is a nonlinear
resistance, Ry, R4, R, and Gy, are linear resistances, Ly, Ls and L, are linear inductors.
There are various differences between various nonlinear mcdels proposed in the literature.
For example, Cy, may be considered as a linear element in some nonlinear models.

The linear and nonlinear elements in a nonlinear FET equivalent circuit are basi-
cally derived from the device physical structure. The part of the equivalent circuit which
corresponds to the intrinsic part of the device is usually considered nonlinear, and the part
which corresponds to the extrinsic part of the device linear. The parameters characteriz-
ing the clements of the circuit model are of principal interest, i.e., the goal of FET model
parameter extraction.

We will present an approach to directly extract parameters of a nonlinear circuit
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model from large-signal measurements in Chapter 5. In this chapter, we focus on an ap-
proach to extract those model parameters from simultaneous matching of DC and small-
signal measurements. In such a situation, special consideration needs to be taken in the
circuit simulation and optimization.

3.3.1 Classification of Model Parameters

v

In the case of DC and small-signal analysis, the model elements can be individ-
ually classified as bias-independent, unconstrained bias-dependent, or constrained bias-
dependent, due to the nature of DC and small-signal simulations.

We can further separate the elements that appear in both DC and AC (small-signal)
models from those appearing only in the AC model. For example, the gate resistance R,
in a FET equivalent circuit model a,pp.ea'lrs in both DC and AC small-signal models, while
the gate-to-source capacitance Cys only appears in the AC small-signal model. Therelore,
we define six subsets of model elements, denoted by 24, 24, ¢, 24, T, and x ¢, respectively,
where ¢, and z; are bias-independent, 2, and x4 are unconstrained bias-dependent, and =,
and z; are constrained bias-dependent. z, and . appear in both the DC and AC models,
whereas ), and x4 affect only the AC small-signal equivalent circuit.

We use a superscript k to indicate a different bias point and the corresponding device
model. Then, :z:’c‘ R :1:5, :1:’: and a:} belong only to the model under the kth bias, whereas z,
and =z, remain unchanged for different bias points. a:'c‘ and mﬁ are linear elements under the
kth bias and have no effect at any other bias conditions.

We express the functional dependency of . and z; on the bias condition by z¥ =
z.(a, V¥) and :I:j‘r = a:f(a,ﬁ,Vk), where @ and 3 are the coefficients of the constraints,
and V¥.= V(z,,z¥, «) denotes the DC state variables (such as the voltages and currents)
at the kth bias point. The coefficient a affects the DC equivalent circuit but 8 does not.

Table 3.1 summarizes the foregoing definitions. Note that this kind of classification
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Table 3.1:

DEFINITIONS OF THE MODEL PARAMETERS

Category- Notation ¢ Brief definition
bias-independent T4 affects DC and AC circuiis
T affects AC circuit
unconstrained zk affects DC and AC circuits at
bias-dependent : the kth bias condition =
zk affects AC circuit at the kth

- bias condition

constrained ze(a,V¥)  a affects DC and AC circuits
hias-dependent
zs{c,B,V*) B affects AC circuit only

V¥ = V(x,, 2k, a) denotes the DC state variables (such as the
voltages and currents}) under the kth bias condition.

is suitable for DC and small-signal simulations.

T'his categorization stems from the consideration of the physical device and a feasible
model. It is clear that we need =, and =z, to represent the elements which do not vary or vary
only slightly with the bias conditions, such as the package capacitance and lead inductance
of a FET. We need =¥ and % to represent those bias-dependent elements whose functional
bias dependency expressions may not be known or available; on the other hand zf:‘ and z{j
may be used to test or investigate the functional bias-dependent properties of the model
clements.

Introducing z (e, V"') and xy(c, 3, V") allows us to describe other bias-dependent
clements whose bias-dependent properties can be expressed by functions or, as we refer

to them, constraints. Such constraints may be derived from physical characteristics of the
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device. They may be introduced empirically to simulate the pattern of the DC characteristic
curves. They may also include mathematical expressions, such as polynomials. These
constraints reduce the degrees of freedom in modeling, since the parameters of the clements
z. and x, namely  and 3, are bias-independent.

In practical parameter extraction, some of the parameters may be available via
direct measurement, for example, the method by Fukui [34]. In the general case, we use ¢

to denote the variables to be determined from parameter extraction. It is obvious that

¢ € {masmfnmcvmd»aaﬁ}-
For one particular bias point and for one particular response, only some of the variables in
¢ are active while the rest have no effect on the response. For example, if T’S, € ¢, ::t'j has

no effect on responses at bias-points other than those at the Ath bias point.
3.3.2 A Practical FET Device Example

To illustrate the definitions presented in Section 3.3.1, we consider a typical non-
linear FET model of the type proposed by Materka and Kacprzak {48] which was later
modified and included in Microwave Farmonica [49]. Here we do not include packaging
effects into the model, but their consideration can be similarly taken into account. The
model and its corresponding small-signal equivalent circuit are shown in Figure 3.3 (a) and

(b), respectively.

In the Materka aad Kacprzak model [49), the intrinsic nonlinear clements arc defined

o = Pl 0] (14 672 )

(B+K pvg) g
_ _ v, . MER2
F(ug,v4) = Ipss (1 Vo + -m) tanh (Iuss(l - Kcv.q))

i

igs Igolexp(agug) —1]
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Figure 3.3: (a) The Materka and Kacprzak nonlinear FET model and (b) the corresponding
small-signal equivalent circuit.
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tey = Ipoexplap(vyy — V)]

Rin = R1o(1 = Kpv,)
Rin=10 i Kpyg > 1

Cgs = Cro(l - ]{lvg)—h'? + Chs
Cys = CroV5 + C1s if K3vg > 0.8

and

Cag = Cro(1 + Krugg)™/?
Cdg = CFU\/g if *Ii'p'vdg > 0.8

There are two other bias-dependent elements which appear in the corresponding small-signal

equivalent circuit, namely Jy; and Gys, as illustrated in Figure 3.3 (b)

Id.s - gm‘/ge_'?ur
Oigs
GdS a
Vd wy=Vgo and vy=Vy
where

Oy,
Im =

g vg=Vg and vg=Vy

and Vo and Vg are the DC solutions of 7, and vy, respectively, at a hias point.
The linear extrinsic elements are taken as Ry, Ry, R,, Gac, Ly, La, La, Cuy and Cy.
The corresponding parameters from the elements in the equivalent circuit read Ipgs,
Vpo, v, £, Kg, 51, K¢, 7, Ss, Ico, &g, IBo, @B, Vac, R0, Kr, Cro, K1, C1s, Cig and Kp
from nonlinear elements, and Ry, Ry, Ry, Gyey Lgy L, Lisy Cuas and Cy from lincar elements.
Table 3.2 gives a clear classification for all the clements and their corresponding

parameters of the Materka and Kacprzak model.
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Table 3.2:

PARAMETER CLASSIFICATIONS FOR THE
MATERKA AND KACPRZAK FET MODEL

Category Subset Element Parameters
bias- 0 =, - Ry R,
independent Ry Ry 5
R3 i R.!
Ty Lg L g
Ly Lq
L, L,
Cds Cds
Cg; CJ.‘
Gdc Gde
unconstrained T,
bias-dependent
Td
constrained T, ids Ipss,Veg,v, E,KEg, 51, Kc..-, Ss
bias-dependent igs Igo, 06
idg Ipo,ap,Vae
Ry R0, KR
T, Cgs  Cr0,K1,Cis

Cdg Cro, Kr
Ids IDSSaVPOs‘Y;EvI(E’Sl,I{GaTvsS
Gus Ipss,Vpo,v, E,Kg,5,K¢,5s

(1) The DC state variables are the DC nodal voltages.
(2) @ = [Ipss Vo7 E K 51 K Ss Ico ac Ipo ap Vac Rio Ka|T.
(3) ﬁ = [T Cio K1 013 Cro I{F]T.

(4) There are no entries in 2, and a4, though we might consider R;, as
T¢, and Cyy and Gy, as 4.
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"

3.4 MULTI-BIAS DC AND AC MODELING
OPTIMIZATION
Assume that the DC and AC measurements are Sfc and Sig(w,), respectively,
wherewy,n =1,2,...,N,is aset of frequency-points. Correspondingly, we assume Fﬁc(d))
and F{.(¢,w,) as the DC and AC model responses, respectively. Notice, as we discussed in
the previ(;us section, that a variable from an unconstrained bias-dependent element affects
model responses only at the particular bias point where the element is defined. .

The error functions corresponding to the DC model responses can be expressed as

epei(P) = wic; [F1§c:j(¢) - 55(:;'] , (3.8)

F=1,2,..., Mfs k€ Kpe

where w'ﬁcj is the weighting factor, Mf, is the number of DC measurements taken at the
kth bias point, and Kpc is the set of bias points at which DC measurements are taken. The

error functions corresponding to the AC model responses can be expre..cd as

ehoi(®rwn) = wic; [Flei(@wn) = Skei(wn)] (3.9)

i=1,2. . M n=1,2,...,N; ke K¢

where wﬁcj is the weighting factor, M, is the number of AC measurements taken at the
kth bias point, and Kjg is the set of bias points at which AC measurements are taken.

If we use K to indicate the set of all bias points, then
K = KpcU Kpe = {1,2,..., Kbias}- (3.10)

Usually Mpc¢ could be the same for different &, & ¢ Kpc, such as the number of DC current
responses at different bias conditions. Similarly M,’fc could be the same for different &,

k € Kpc, such as the number of S parameter responses.
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The integrated DC and small-signal parameter extraction optimization can be for-

mulated as

Me ’ Mie N -
min [ Y > |c§cj(¢)| + 53 3y |efcj(¢,wn)| (3.11)
QS keKpg i=1 keKpe j=1 n=1

where the optimization variable is ¢, and p = 1 or 2 corresponds to ¢; or {; optimiza-
tion, respectively. The selection of £; or £, optimization depends on different application
situations.

In order to calculate the model responses, we first solve tne nonlinear DC circuit of
the model using z,, %, and « for k € K, so that F§c(¢), if & € Kpc, can be determined.
il ke K, n:,,(a,Vk) and m;(a,ﬁ,Vk) are calculated with V* obtained from the DC

solution. Then Fii(¢,wn), n =1,2, ..., N, can be determined.

3.5 GRADIENT COMPUTATION

The calculation of the derivatives of the error functions required by the optimization
can be obtained by the perturbation method. However, since the equivalent circuit of the
device niodel is usually not very complicated, it is both feasible and efficient to get them
analyﬁically by adjoint analyses. For the gradient of the objective function (3.11), we need

to find the gradient of the model responses in (3.8) and (3.9).

3.5.1 Gradient for DC Response

Forj € Mé'c and & € Kpe, F[}'CJ- is a function of z,, =¥, and a. Applying the
nonlinear Dé adjoint analysis {24], we can analytically calculate the derivative of a DC
response with respect to a variable which affects the DC equivalent circuit.

Assume V¥ is the state variable vector of the DC circuit at the kth bias point.
Without loss of generality, we further assume that V* is the nodal voitage vector of the DC

circuit at the kth bias point. All the DC responses at this bias point are linear combinations
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of V* and independent external excitations. Therelore, it is sufficient to know the derivative
of V* with respect to (or simply, w.r.t.) a varicble.

Let the nexlinear nodal equation be

i

f(v¥) =o. (3.12)

A nonlinear equation solving technique can be employed to obtain V¥, for example, the
Newton-Raphson approach. From the classification of the parameters of the model, we
know that f is a function of =g, mif, and o, k € Ape.

To derive the derivative of V¥ w.rt. ¢; € {zq, 2F, @}, we express f as

fl¢, vy =0 (3.13)

From Equation (3.13),

Or we can write

vt (af"\" ar
d¢ —  \avr) O

Let V¥ be the nth component of V¥, and u, be a unity vector with 1 in the nth

row. Then

vk ,OVE
n _ ot ——
d; * 0¢;

(Y of

"\ov*k a¢;

i\ T Of )
- _(vn) 5 (3.14)

~ K . .
where V' is the solution of the adjoint system -

T -
(%) Vs u, (3.15)

and 8f [0¢; can be calculated either analytically or by perturbation.
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3.5.2 Gradient for AC Responses

Forje M p’fc and k € K¢, we know that the AC small-signal equivalent circuit
is lincar and the AC response’ chj is a function of zq, =, ¥, 35, = and z’}, where
z¥ = zo(a,VH), :r.f = z (e, B, VF), and Vk is determined from the solution of the DC

equivalent circuit corresponding to the kth blas pomt Symbolically, we can express the AC

small-signal response as
I’Akcj =J; (:ca,a:;,,:cf:,:ns,:r:,(a,Vk),m_((a,ﬁ, Vk)) , k€& Kye. (3.16)

Therefore, we can use the chain rule to obtain the required derivatives:

OFfy;  af; oV azkT af; | ovAT 9z oy

_ Yi . . \
d¢i - i * a¢| 8V" am’g + qu, avk oz k’ for ¢' € {maimc}
QFy Yl pci af; .
a¢| - ;?E’ for ¢; € {mb,:ﬂd}
OFfe; _ 0=iTaf;  avV*T sk 8y
0% 8¢ Ozt = Od: vV dxk
dzkT g f; v 33,:}1* 8f;
* a¢; 3:8? do; gvk amfr’ for ¢; €
OFyg; oz§ af;
d¢i  ~ 0¢T ‘é—;;'}_’ for ¢; € B

The derivative of f; w.r.t. a4, @5, =¥, @5, ., and =; for k € Kic on the right-hand side
of the foregoing equations can be obtained by standard AC adjoint analysis, whereas the
derivative of V* with respect to &4, =¥, and « for k € K¢ can be obtained by nonlinear

DC adjoint analysis as described in Section 3.5.1.

3.6 PROGRAM STRUCTURE FOR INTEGRATED
PARAMETER EXTRACTION

Without loss of generality, we select the DC response of the modeling circuit to

be the drain and/or gate bias currents, and the AC response of the modeling circuit to
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be S parameters. The program structure of a single iteration for parameter extraction

optimization follows the natural sequence of the simulation, as listed in the steps below.
Step 0: Initialization

From available measurement data, determine M,’;'c, M fc, Rpc and K. £ = KpcU

Kjpc. Determine the initial value of ¢. Set Kypp = .

This step is only executed at the beginning of the iteraiion loop.
OPTIMIZATION LOOP (Step 1 — Step 6)
Step 1: DC simulation

For k € K, find V* by solving the nonlinear DC nodal equation (3.13). At the solution,
IS . X . - .

V. in'{3.15) can be obtained, since the Jacobian matrix is available. Therefore, the
gradient of V¥ with respect 1o @ can be obtained, where 8£/d¢; in (3.14) can be

computed either analytically or by perturbation.

Step 2: DC error function and gradient calculations

If k € Kpg, form the DC error functions and the corresponding derivatives according

to Equation (3.8).
If k € Kac, go to Step 5.
Comment: The DC responses of the model are linear functions of the nodal voltages and

bias sources. By the chain rule, the gradient of a DC response w.r.t. a variable can

be easily calculated from the derivatives of the nodal voliages w.r.t. the variable.
Step §: AC simulation

First, compute a:’:‘ from & and V¥, and compute m’f‘ from a, 8 and vk,

From the small-signal equivalent circuit, form the admittance matrix Y, transform it

to an impedance matrix Z. Then transform Z to the § parameter matrix {30} The
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derivatives of individual § parameters w.r.t. small-signal equivalent circuit elements

are calculated from lincar AC adjoint analysis.

Step 4: AC crror function and gradient calculations
The AC error functions can be easily formed from the computed S parameters accord-
ing to (3.9).

The gradient calculation of AC error functions w.r.t. a variable is obtained from the
derivatives of § parameters w.r.t. the variable. Derivative computation equatighs
in Section 3.5.2 can be used, where 8f;/8¢; for ¢; € {xa, zs,z¥, 2k}, 8f;/02E and
(?f,-/am’} arc obtained from Step 3, AV [8¢; for ¢; € {za,x!,a} is obtained from
Step 1. 3zXT [OVF, 02T [0, 0T [0V, kT [8c and dz4T [0 can be calculated

cither analytically or by perturbation.

Step 5: Error function calculation control

Kimp = Kenp U {k}. If Keup # K, go to Step 1. Otherwise, set Kyop = 0.

Step 6: Optimization ileration check

If the objective function value computed from (3.11) is higher than the specified

tolerance, update the variables and go to Step 1.

Otherwise, stop.

3.7 EXAMPLES

In this section, we show examples of FET model parameter extraction using the
approach presented in the previous sections. The Materka and Kacprzak nonlinear FET
model [48,49] and the Curtice nonlinear FET model [27] are considered. The computer pro-

gram used for these examples is HarPE [36], a nonlinear CAD program which contains this
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integrated DC and small-signal parameter extraction technique. (The capability of large-
signal parameter extraction of HarPE will be discussed in Chapter 5.) An HP 9000/300

workstation and a Sun Sparcstation 1 are used for the computations.

3.7.1 Case 1 — Materka and Kacprzak Model

Consider the Materka and Kacprzak model discussed in Section 3.3.2. The nonlin-
ear FET equivalent circuit model and the corresponding smali-signal cquivalent circuit are
shown in Figure 3.3(a) and (b}, respectively. The total number of parameters character-
izing the Materka and Kacprzak model including intrinsic and extrinsic parameters, [rom
Table 3.2, is 30.

We use the DC drain current and § parameter data measured at three bias points
from Ratheyon Company [56], used by Bandler et al, [9] as the measurement data, (see
Table 3.3 for dctailed descriptions). The error functions are defined according to (3.8) and
(3.9). Here Kps = K¢ = {1, 2, 3} for three different bias points; M, =1 corresponding
to the DC measurement on the drain current; M =8 representing the real and imaginary
parts of the 5 parameters; we choose N = 9 representing 9 frequency points from 2 to
18GHz, 2GHz apart. The weighting factors w‘ﬁ'cj and wﬁcj are properly chosen to balance
the DC and AC error functions. The total number of nonlinear error functions for this

example is 219. p = 1 is chosen for £; optimization.

Under normal small-signal operating conditions, the cffects of igs and 7y, on model
responses are negligible, because, as we can see from Figure 3.3(a), iy, and iy, are used
to simulate the FET forward biasing and breakdown conditions, respectively.  In other
words, to characterize i,, and t4g, we need special measurement data, Therefore, due 1o
the measurement data we have, we sclect approximate values for /gy = 0.5 x 107104,
ag = 20V~ Igo = 0.5 x 107194, ap = V-l Vge = 20V, and treat them as constants

during the parameter extraction optimization.
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Table 3.3:
MEASUREMENT DATA SET
Bias DC drain current Small-signal S parameters
- 2,3,...,18GHz
Ve = 0.0V, Vpg =4V 0.177A S11, 821,512, S22
Vep = —1.74V, Vpg = 4V 0.002A 811, 521, Si2, S22
Vg = =3.10V, Vpg = 4V 0.037A 811, 521, S12, S22

On the other hand, we also fix the linear capacitance Cy; to be 2pF during the
optimization, for the main purpose of using C: is to provide compensation for the output
conductance between DC and AC conditions.

The total number of variables, therefore, becomes 24.

The initial values and the values at the optimization solution are listed in Table 3.4.
The DC model response at the solution is shown in Figure 3.4 and the small-signal S param-
cter responses at the three bias points are show in Figures 3.5, 3.6 and 3.7, respectively.
Excellent matches of model responses to the measurement data can be observed.

"o check whether we should consider Igg, ag, Ipp, g and Vo as variables, we
attempted further optimization which included those variables. As expected, it did not
improve the match between the model responses and the measurements.

']"hc circuit files at the starting point and final solution in HerPE accepted form are
provided in Appendix A.1.1, where the related measurement data files are also provided.

‘To test the robustness of the parameter extraction approach, we randomly perturbed
the starting point between 10 to 100 percent and restarted the optimization. In five such

starting points, most of the parameters converged to the same solution with less than 6

9#
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Table 3.4:

PARAMETER VALUES OF THE FET MODEL

Parameter Unit Start  Solution
Ry Q 0.2 0.0010
Ly nH 0.1 0.1267
Ry Q 0.7 0.3332
Ly nl 0.04 0.0630
R, 9] 0.8 0.3333
L, nli 0.015 0.0118
G 1/Q 0.001 0.0003
Cas pF 0.3 0.1920
Ipss A 0.19 0.1636
Ve \Y —4.0 —-3.7257
¥ - -0.3 —-0.1812
E - 1.2 1.4130.
Kg IFAY 0.02 0.0493
Sy 1/2 0.35 0.4172
Keg 1/V =02 ~{.1255
T pS 3.0 3.6715
Ss 1/ 0.004 0.0044
Rio Q 5.0 4.2415
Kp /v 0.05 0.0074
Cu] pF 0.4 0.59G5
K, /v 0.4 0.7325
Cis pl 0.01 0.0009
Cro pF 0.03 0.0225
Kr 1/V  -0.05 -0.1275
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Figure 3.4: DC I-V curve after parameter extraction.
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Figure 3.5: § parameters from 2GHz to 18GHz at bias Vg = 0.0 and Vpg = 4V.
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Figure 3.6: S parameters from 2GIiz to 18GHz at btas Vgp = —1.74 and Vpg = 4V.
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Figure 3.7: § parameters from 2GHz to 18G1z at bias Vo = ~3.10 and Vpy = 4V,
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percent relative errors. Large errors were observed at Ry, Gys, 51, Ko, Kr and Cy5. Due
to the very small absolute values of Gys, Kr aﬁd"'as, their effects on their corresponding
clements are negligible.

Sensitivity analyses of the model responses w.r.t. the parameters were carried out.
The results show that those parameters have relatively low sensitivities to the model re-
sponses, which means that the?are more difficult to identify.

Mathematically, we can see from the nonlinear expression of i4, that $; and Kg
are nsed for providing a correct saturation point. Since the bias points we used for this
example were taken from the well saturated region, the indeterminacy of 5, and K¢ are
expected. This phenomenon was proved by examining the DC -V curves at the solutions
reached from those different starting points: there are quite obvious differences in the linear
regions of the [-V curves, although the slopes and relative intervals of the I-V curves are
very close at the bias points where measurements are available.

A numericag_;feriﬁcation was performed to show the identifiability of §1 and Kg.
Additional DC drain currents at Vpg = 0.333,0.667,1.0 and 1.333V for Vgg = 0.0,-1.74
and —3.1V, respectively, from a DC simulation were used as simulated measurements in
addition to the measurements listed in Table 3.3. The simulated DC measurement data is
listed in Table 3.5. The same starting points obtained from the perturbation were optimized
to match the angmented measurement. All five points converged to a single solution with
relative parameter variance less than 2 percent, except for 8.2 percent for Kg anti large
errors for Kp and Cs. Appendix A.1.2 lists the extended circuit and data files.

llowever, it should be pointed out that the Materka and Kacprzak model we have
used here is modified by Microwave Harmonica [49]. It has more parameters than the
original one [48]. On one hand, it requires more measurements to uniquely identify all its
parameters than its original form; but on the other hand, it possesses more flexibility to fit

actual devices,

"
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Table 3.5:

EXTRA DC MEASUREMENT DATA FOR CASE 1

Drain Current (A)

Vpe(V) Vgg =00V Vg =-1.74V Vg = -3.1V

0.353 0.095 0.0536 0.0164
0.667 0.145 0.0708 0.0205
1.000 0.160 0.0749 0.0226
1.333 0.164 0.0771 0.0245

3.7.2 Case 2 — Curtice Model

In this example we demonstrate the parameter extraction approach for another
popular nonlirear FET model, the Curtice model {27]. The cquivalent circuit model is

shown in Figure 3.8, where the intrinsic nonlinear elements are characterized as, [36]

igs = (Ao+ Ayvg + Az07 + Asvd) tanh{yvy)

v = v(t—1)(1+ B(Vpso — va(t))

v
( Isexp (Ngﬁ - 1) + Grinvg for vy > —5Nw,
igs = ¢ —Is+ Gpminyg for ~ Vpnp + 50v, < v, < =ONv,

—Is [exp (—yﬂlvtl@—n) + 1] + Guminvg for vy € —Ver + 50y,

. Vad
( Isexp (qu_t - 1) + GMINVg for vgg > —5Nw,
iy = { ~Is+GuiNvy for — Vagr + 50v, < vy < 5N,

Vi
—Ig [exp (—Egd-.:—ta-@-) + 1] + Garinvge for vy € —Vpp + 50v,

w = k-Tolq
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Figure 3.8: The Curtice and Ettenberg nonlinear FET model.
r _ v, -0.5
o - | Caso (1 ng) for vy < FeVpy
"o Cgsoll - Fc)_n‘s (l 4 vy = FoVpr ) for v, > FcoVa;
{ 2Vgi(1 - Fc) 7=
r c Uod =0.5 f FaV
o - GDo(l"VQB—’ or vy < FoVpr
A Y ved — FoVpr
Cepo(l — Fe)™ % (1+ Warll = Fo for v,q > FoVpi

where v, &~ 0.026V is the thermal voltage, (x = 1.38 x 10~% is the Boltzmann’s constant, Tp

is the absolute temperature, and ¢ = 1.6 x 1071°C is the electron charge), .Ag, A1, A2, A3, |

8,4, 7, Vpso, Is, N, Gmin, VBr, Caso, VB, Fc, as well as Cgpo are model parameters.

The linear circuit elements are Ry, Ra, Ry, Ly, L, Ls, Gae, Czy Cas, Cge and Ce.

We apply measurement data provided by Texas Instruments [69]. DC drain current

and small-signal S parameter measurements from 1GHz to 15GHz at three bias points are
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available, where the bias points are

I

(VGB =0.361V,Vpp = '.?.V),

(Ves

—-0.667V,Vpg = 4V),

(Ves = —1.062V, Vpp = 6V).

We used the DC drain current and S parameter measurements from 1GHz to 15GHz with
2GHz apart at the three bias points, respectively, for the parameter extraction. £, opti-
mization is applied. See Appendix A.1.3 for circuit and data files.

Because of the very small scnsitivities of the parameters fg, Gpsrn and Vgp to
the model responses, we fix them at certain values during the parameter extraction, i.c.,
Is = 1.0x 107YA, Garv = 1.0 x 10-7 1/© and Vgp = 30V.

Table 3.6 illustrates the starting point and the solution of the parameter extraction
optimization. The DC I-V curves are shown in Tigure 3.9, and the S parameter fits at all
three bias points are depicted in Figures 3.10, 3.11 and 3.12, respectively. The fits of the
model responses to the device measurements are very good.

This example demonstrates that in case of empirical device modeling we can choose
different equivalent circuit models. One particular model may suit some devices but may
not suit others, In practice, experiments should be carried and the optimum model should

be selected for the particular device.

3.7.3 Selection of Starting Point for Optimization

The integrated parameter extraction optimization presented in this chapter is a
nonlinear optimization problem. Usually, we expect to reach a local solution instead of a
global minimum. Therefore choosing a good starting point is crucial for finding a good

solution.
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Table 3.6:

PARAMETER VALUES FOR CASE 2

Parameter Unit _Start Solution

R, Q 4.0 5.7407
Lg nl 0.3 0.3525
Ry Q 0.5 0.0100
Lq nH 0.2 0.3062
Rs Q 2.0 3.6041 .
Ls nll 0.08 0.0774
Gae 1/Q 0.0002  0.0022
Cz pl 1.5 1.8842. -
- Cus pF 0.1 0.0977
Coe pF 0.01 0.0038
Cye pF 0.01 0.0050
Ag A 0.15 0.0957
Ay AV 0.15 0.0969
As A/V? —0.02  -0.0101
Az A/VE —0.02  -0.0251
¥ ITAY 1.0 1.0698
Jéj - 0.03 0.0383
T pS 3.0 3.1821
Vpso \% 2.0 1.7816
N - 1.0 1.0060
Caso pF 0.5 0.6144
Vi A% 0.8 0.7991 .
Fo - 0.7 0.7000

Ceno pF 0.092  0.0783
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Figure 3.9: DC J-V curve at the solution of Case 2.
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Figure 3.10: S parameter fits at the solution of Case 2 at bias point Vg = —0.361V and

Vpg = 2V.
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There are several options we have used as guidelines for selecting starting points

and optimization strategy.

1. Select extrinsic parameters in their usual value range. The parameters of the nonlinear
clements can also be selected from their normal range, for example Ipss in the Materka

and Kacprzak model should be close to the saturated current when v, = 0.

2. Perform first DC or AC measurement fit, and then adjust the partial solution as a

starting point for the integrated parameter extraction optimization.

3. Perform sensitivity analysis for all the model parameters first. Choose Lhe parameters
which have higher sensitivities to the model responses as optimization variables and
fix the others at their usual values. (Sce sequentiad model building by Bandler et «l.

in [10]).
3.8 CONCLUDING REMARKS

By introducing DC constraints and formulating the modeling process as a com-
plete and integrated optimization problem, i.e., including simultancously the DC and AC
responses, we have improved the uniqueness and reliability of the extracted madel param-
eters. Powerful £; and {2 optimization techniques have been employed. All the required
gradient can be provided through efficient adjoint analyscs.

Practical FET models have been considered. FET modeling examples using the
Materka and Fazrrzak mnodel and the Curtice model have been described in detail. They
clearly demonstrate the feasibility of the new approach.

It should be noted, however, that when DC characteristics are used as constraints,
they should be compatible with the actual device to be modeled; otherwise inappropriate
DC constraints could cause large intrinsic discrepancies between the model responses and

measurements. On the other hand, a more sophisticated model may meet the requirements
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of more devices, but more uncertainties are also introduced which may cause some difficulties

in the parameter extraction.

As to the prospects of the approach proposed in this chapter, we can see that

1. Because the model is in a nonlinear form, it can be used directly by the harmonic
balance method, an efficient nonlinear frequency domain simulation technique which

will be discussed in the next chapter.

2. We can establish a more reliable small-signal model when DC constraints are consid-

cred.

3. The approach is applicable to other device modeling problems since the proposed

modeling principle is general.



Chapter 4

UTILIZING THE HARMONIC
BALANCE TECHNIQUE

4.1 INTRODUCTION

For large-signal nonlinear circuit designs with active FE'T devices, we need accurate
nonlinear large-signal FET device models. A logical way to characterize the nonlinear
FET model is to extract model parameters usiI'Ig measurements taken in actual working
environment. This means that we need to simulate the model for large-signal operating
conditions. Due to the fact that large-signal measurements are practical for powers at
different harmonics, an cfficient frequency domain nonlinear circuit simulation technique is
required.

To calculate the steady-state nonlinear circuit responses, we may use Lime domain
simulation to obtain the time domain response of the model, and then transform it into the
frrquency domnain. This approach is, however, very time consuming, and is not appropriate
for frequency domain optimization.

The harmonic balance (HB) technique described h; Kundert and Sangiovanui-
Vincentelli (1986) {41] has offered an efficient way to simulate a nonlinear circuit in the
frequency domain. The approach separates a nonlinear circuit into linear and nonlinear

parts according to the nature of the circuit elements. The linear part of the circuit may

cn
[S54]
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be simplified to a multi-terminal circuit and can be simulated efficiently in the frequency
domain. The nonlinear part of the circuit, on the other hand, is simulated in the time do-
main, The connection between the simulations of Iir_lga.r and nonlinear paris of the circuit
is through the discrete Fourier transformation. Because of its efficiency in nonlinear circuit
simulation, the HB technique has been su!(-':cessfully used in nonlinear circuit optimization,
e.g., by Bandler, Zhang, Ye and Chen in 1989 [12].

In this chapter, we give a brief description of the HB simulation method with its
for:nu‘l:i!.Iou, Jacobian matrix, and discrete Fourier transformation. ﬁ\’e also introduc‘:-e' 2
simple approach of constructing the linear multiport matrix for HB simulation by BandleI:,
Yec and Song [15]. The approach is particularly useful if nonlinear circuit optimization is
employed where the linear multiport matrix may nreed to be updated in every iteration,
especially if partial perturbation is employed for gradient calculations.

The application of the HB simulation technique will be discussed in the following

chapters.

4.2 NONLINEAR CIRCUIT SIMULATION USING THE
HB METHOD

Consider a nonlinear‘ circuit illustrated in Figure 4.1, where L represents the linear
part of the circuit and Ny, ¢ = 1,...,m, the nonlinear parts of the circuit. Assume that
the independent sources are connected to linear elements, and that the nonlinear circuit
contains only voltage-controlled nonlinear elements. Also for simplicity, we assume that
there are no nonlinear inductors in the circuit. Table 4.1 illustrates the convention of the
notation used for HB simulation, which is consistent with the notation used by Kundert

and Sangiovanni-Vincentelli {41] and Bandler, Zhang and Biernacki [11].
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4.2 Nonlinear Circuit Simulation Using the H3 Method

Table 4.1:

NOTATION AND DEFINITION

Notation Definition
ke harmanic indices
" " number of harmonics
t,w time, radian frequency
T,x ~ time domainr variable and its vector form
X, X frequency domain variable and its complex

vector form
X(k), X(k) the kth harmonic component of X and X
X
¥ | x)
| x(n)

[ X"(0)
X"

- -}.r'“(n)
X X(0)
x!(1)

| X0y |

The index 0 represents the DC component, and the su-
perscripts R and [ stand for real and imaginary parts of
a complex number, respectively.
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Figure 4.1: Diagram for illustrating circuit simulation using the HB technique.

‘ollowing {41] and [11], the HB equation can be expressed as

F(V,k) = I(V,k) + jR(E)Q.(V, k) + Y(R)V (k) + I(k) =0, (4.1)

E=0,1,...,H

where k is the harmonic index representing the kth harmonic, I is the number of harmonics
considered in the B simulation, I,, represents the current from the nonlinear current

sources,
(k) = diag{wy, wi, --., Wi},
Q,, represents the charge from the nonlinear capacitors,
T T T, gy]°
v =[vT©) vT() ... vI(H)]

is the voltage vector to be solved for, Y stands for the multiport admittance matrix of the
lincar subeircuit, and I, is the equivalent current excitation from the external excitation

sources. wy = 0 corresponds to the DC component in the HB equation.
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We can express Equation (4.1) in the compact form

!

where

I.(V)

Q.¥)

it

2 = diag{£2(0), £2(1), ...

The Jacobian matrix of (4.2) is

diag{Y (0), Y(1), ..

F(V) = I(V) +i2Q,(V)+ YV + I, =0,

(v, 0 I5(v,1) ... IZ,‘(V,H)]T,
[@I(v.0) @I(v.y ... @L(v. 1],
o B o]
, .Q(-H)},

., Y{I)}.

_ {aFTYT  (arEv)\T . (0QI (V)"
J—-(—av—“)-—av— TR\ Y
[ aIT(V.0) oIT(V.1) artev.mn 17
avV(0) av (o) av (0)
aIT(v.0y aIt(v,) arT(v.in
_ av (1) v (1) av (1)
aIT(V,0) aIt(V)Y) AL (V1)
aV(H) aV(H) AV (H)
[ 9QI(V.0) aQL(V.1)
20) SV (0 av(0)
Qv Qv
£2(1) v (D) av(i)
+ j _ .
2UN 1 aQT v aQl(v.)
| Tav(D) av (i)
Y (0)
Y(1
. (1)

Y (Il

(4.2)

aQI(V i1 ]
av{o)

QT (Vi)
av(n)

aQrv.in
—av{m)

(4.3)
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In practice, we solve the HB equation (4.2) by reorganizing it into a scalar form:

Fv,0) ]
F}v,1)

:7-'"(V,H)
FH{v,0)
Fiv, 1

:'F’(V,H) |

Y ;(0)

(1)

I
Il(0)
1)

i ;rf(u)

[ I7%(0) "

Y!

i v, i ]

v,0) ]
v

w, i)
IHv,0
I(V,1)

2(H)

-$2(0)

—12(1)

-Y!(0)

YR(H)

(1)

YR(0)

Y(H)

-Y'(1)

Y1)

Rv,0)
QNv,1)

' /v, H)
QiL(V,0)
QL(V,1)

—$2(H)

bi(v,H) |
vi()
;V"(H)

Vi)
v

-Y(H)

LYy

Y *(H)

. V’R(O) -

). |

(4.4)
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or, simply

FV)=I(V)+2Q,(V)+ YV +I, =0 (4.5)
where the superscripts' R and [ represent real and imaginary parts of the corresponding
complex component, respectively. The corresponding Jacobian matrix can be derived as

- _ T - T, -~ T

. 1L (v - (8QI (v _
J(V) = (# +p (M) o (4.6)
X av
Powell’s algorithm for solving nonlinear equations [37,55] can be applied to solve

(4.5), where the variable is V. The algorithm is stable and has a good convergence rate.

4.3 DISCRETE FOURIER TRANSFORMATION FOR
HB SIMULATION.

In the HB equation (4.2), I, and @,, are expressed in the frequency domain. The
computations of I, @, and their derivatives with respect to V', however, need to be in the
time domain. The discrete Fourier transformation (DFT) is required to transform relevant
quantities between time and frequency domains [41]. In this section, we discuss the discrete

Fourier transformation used in solving the B equation.
ayl .
g{n(_vz"'_)_

Consider first the calculations of I,(V,k) and VT

Define

1 k=20
“(k)’_‘{-z k#0

The calculation of I,(V, k) can be implemented in the following procedure.

Step 1: Compute v(t) samples from the inverse DFT (IDFT) of V

H

1 .
ty = —V({)eint, (4.7)
° l.—.z_:n a(l)
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Comment: The relationship between the Fourier series coeflicients and the phasors is dis-

cussed in the appendix of Maas [47]. V(=1) = V*(I), since v(t) is a real function,

wlhere the asterisk represents complex conjugation.

Step 2: Compute the i,(t) samples from the v(t) samples.
AR
W

Comment: i,(t) can consist of nonlinear functions of v(t).

Step 3: Compute I,(V,k) from the DFT of the i,,(t) samples

I(V,k) = “(’") Zzn(fAT)e‘J’“"‘mT (4.8)
el !_'v

where N7 > 2H +11is the number of samples in the time domain, AT = 1—"3;—, T= 2w—1,

and w, is the fundamental frequency.

AIL(V, k)

The calculation of the term A%0) can be derived from (4.7) and (4.8)as

i

oIT(V,k) _ a(k) ”TaT(eAT) JEeEes
av() ~ Nr > av (i)

a(k) 2% 8T (LAT) 8L (¢AT) e
Nr & oV(l) 8v(IAT)

We know, from (4.7), that

B‘UT(t) eﬂw;t
av(l) — a(l)
and the time sample form
dv7 (eAT) = L tnear
NA40) a(l)
I S
N

Hence, we have

ALL(V.k) _ (k) 1 SRO(IAT) jmede s
av(l) o) Nr Z 9o(¢AT)

L ak) 1 Nr, azT(EAT _J(L ~nez
T o) Nr & Z Ju((AT) (49)
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where %t fﬁ% can be derived and computed in the time domain.

1y

, - ‘
The ca.lqgla.tions of Qa{V,k) and %ﬁl can be similarly derived. Let gq,(¢)

be the time domain charge expression which can consist of nonlinear functions of v(t).

Q.(V,k) can be derived as

and

Qv = )an(m‘) s (4.10)

3QT(V.E) _ a(k) 1 Zaqu(mr) ithnede

V() - () Nr & Do(tAT) (4.11)

Therefore, the entries of the Jacobian matrix (4.3) can be determined.

The calculations of the corresponding scalar forms of the HB equation (4.5) and its

Jacobian natrix (4.6) can be similarly obtained. See Kundert and Sangiovanni-Vincentelli

for details [41].

4.4 AN EFFICIENT MULTIPORT MATRIX

CONSTRUCTION APPROACH

In the HB equation (4.1} we need to construct the admittance matrix Y(k) which

- corresponds to the linear part of the circuit. We can consider Y (k) as a multiport admit-

tance matrix where a port may have several terminals.

In circuit optimization the values of designable parameters change in every iteration.

This in turn updates the circuit in every iteration. An cfficient way to set up the multiport

circuit matrix corresponding to the linear part of the circuit, or the linear subcircuit, is

desirable. Diflerent ways of constructing the matrix are available, e.g., the partial elimi-

nation of the internal nodes from the general nodal matrix of the circuit by Chau and Lin

[24], etc. An altérnative‘is to use a multiport matrix which takes into account Kirchhoff’s

current law (KCL) and eliminates one simulation variable for each nonlinear subcircuit or
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port, therefore speeding up the simulation [12]. This approach is much simpler than the

general approach in [24). B

4.4.1 Multiport Matrix

Consider the general circuit in Figure 4.1, where without loss of generality we assume
that N; and Ny, 1 # [ i,l = 1,...,m, do not have any common node. We use subscripts
ij Lo .indicatc the jth node connecting N; to the linear subcircuit L, and i0 the relative
reference node of N;. Since the treatnient of external excitation sources is the samé ‘as
for the individual nonlinear subcircuit, we consider them as if they were from additional
nonlinear subcircuits. The same assumptions for the nonlinear subcircuit are also applied
to such source subcircuitls, and we extend the index m to m;, where m; = m+ (number of
source subcircuits). In the rest of this section, only one harmonic is considered, since the
derivations for other harmonics are similar. Thereforé, the harmonic index & corresponding
Lo wy. is omitted to simplify the notation.

Let the internal nodes of L be numbered rj, j = 1,...,b. The indefinite nodal

cqualion can be writien as

V1o Io
Viu In
Vao I
Vo In
Yina | - =

" Vi I
Vm,l Im,l
vrl 0

Ve ] L0
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or

Yindvnode = ‘fhodc

where Y ing is the indefinite nodal matrix.

First, we express Y inqg in its column vector form

Yind=[Y10 Yiu - Y Yq

From Equation (4.12} we can get

Vio

Vl 1= Vl 0

Vag

Vo — Vg

YI
Vm,O
Vm,l - Vm,U

Y'vi=r

| Vi
or
where

Y'“—"[Z_,'Ylj Yu - ;Y9 Yy

Ym,l

T
I

I

Iy

Im._.(]

Im,l

ZJ Ym,j Ym,l

le

65

(4.12)

Yo |. (4.13)

(4.14)

Yrb }1

22; Yij is the summation over all the columns corresponding to Ny, and I' = I.
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Sccondly we rewrite (4.14) with Y in its row vector form

- -

¢
Yl(]

1
11

i
20

]
21

Vi=r

Y. o

My

Y! 1 &

Ty

]
rl

'
rb

From Kirchhoff’s current law {KCL), it is clear that
YoIij=0 i=1,2,...,m,
3

where the summation is over all the terminals of N;. Therefore, we can obtain

i Yo 0
1 I
Y Yo 0
21 I
: , :
sy |V =0
3+ m,0
Y:l’l.l Imal
" 0
Y, 0]

or

Y”V” = Iﬂ' . (4.15)
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where 3°; Y':-j is the summation of all the rows corresponding to N;, i = 1,2,...,m,, and
VH' _ Vf

Then the multiport matrix can be obtained by the following steps.

Step 1: Select a ground node to reduce Y to a full rank matrix. If m,0 is selected to be
the ground node, i.e., V0 = 0, we delete the row and column in Y corresponding

to m;0.

Step 2: Similar to the Gauss elimination method, eliminate columns in Y* corresponding to
i0,i=1,2,...,ms—L,and rj, 7= 1,...,0b, by using diagonal clements corresponding

to the columns to be eliminated in Y.

Step 3: Delete rows and columns in Y corresponding to 3, ¢ = 1,2,...,m — 1, and rj,

i=1.2,...,b

The detailed matrix manipulation is explained via an example in the next subscction.

The final form of the extended multiport matrix equation reads

Vi1 = Vio In 1
Viz — Vio Ia
Va1 — Vao Iz
Yar | Va2 - Vao = | f2 |. (4.16)
Vm.l - Vm,[l Im,l
Vm,? h Vm,D_ Im.2

where Y ps stands for the extended multiport matrix which includes entries corresponding
to external sources.
In order to derive the multiport matrix Y, voltage V' and the equivalent excitation

I required in the HB equation (4.2}, we rewrite (4.16) by partitioning the actual multiport
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and external excitation part as

Yop Yo Ve || Tp . (4.17)
ch Yce Vc Ic

where subseripts p and e are used to indicate the actual multiport part and the external

source part, respectively.

(1), V. is the external source vector

If V. is the external source vector, we can easily obtain

(2), 1. is the external source veclor

If I. is the external source vector, it is not difficult to derive that

= Ypp_chYc_eIYep:
= Vpa

I,

It

Y Y.

(3), the external sources have both vollage and current types

We rewrite (4.17) to include both voltage and current excitations

YPP YP=1 YPC: VP IP
Yclp Yc; e] Yq 4] Vc1 = IC! . (4-18)
YC?P Yc'.’cl YC2C2 V¢2 Icz

where we assume V., and I, are voltage and current sources, respectively.
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1t can be derived that

= Y- Yr)th“l Yeun

cae2

vV = V,,

I, = (Yo = YeaYihYao) Ve + Yo YL L,

€2e2 €2

Usually the number of external sources is very small. Therefore the computation of
Y- may not be of concern.

On the other hand, to simplify the calculation of circuit responses, we can formulate
the multiport matrix by including zero voltage source(s) for current response(s) and for zero

current source(s) for voltage response(s).

4.4.2 An Example

To illustrate the approach for constructing the multipori matrix, let us consider a
simple circuit example, which has one current excitation ; and one two-terminal nonlinear

element Iz, as shown in Figure 4.2,

Step 1: The indefinite nodal matrix of the linear part of the circuit is

[ Vi+Ys 0 -V 0 ~Y, ]
0 Y, 0. -V 0
Yina = -Y; 0 Y3+ 0 ~Ys
0 -Y 0 14+ Yy ~Y
| Y 0 -Ys3 -Y2 Yo+Ys+Y, |
Step 2:
[ Vi+Ys 0 ~ Y 0 -Y, ]
Y1 Y, -¥ -¥ 0
Y' = ~Ys 0 s+ Y5 0 -¥
- -1 Y+ Yi+Ya ~Y,
B S B T A S R
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1 1
J SN | ! | I |
I, Y, DY 5
(a)
I,
21} 20
g
. a—
11
L) L
10
(b)

Figure 4.2: (a) Circuit diagram where I; and I, correspond to a circuit excitation and a

nonlinear clement in the circuit, respectively. (b) Diagram after separating the linear and
nonlinear parts.
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Step 3:
[ Vi+Yi+Ys Y, ~Y, — Vs -¥ Y, ]
Y. ¥ -Y; -¥ 0
Yi=| -Yi-¥s -1 +4Y%2+Y+Y Vi4¥e -¥2-Yy
v, -" 1+Y, 1+ Y2 ~-Y2
| =Y, 0 ~Yo — Y5 -Y, 2+ Y5+ Y ]

Step 4: Select 10 as the ground, therefore delete the row and column corresponding to node

10 from Y“,

Yi -¥ ~Y 0
-1 Vi+Y2+¥5+Ys Y1+ -Yo-Y3
-¥ 1+ Y, Yi+Ye -Y,

0 ~Yo-Y3 -Y: Yo+ ¥+ Y,

Step 5: Eliminate the column corresponding to node 20

Vi{Ya+Ya4Vs 0 _h(Yat¥s _h(¥a+Vs
Ay Ay Ay
-¥ T+ Y2+ Ya 4N 1+% ¥, - Y
_h(¥s+¥%) 0 (MY} (¥a+Y) MY~ ¥s)
Al A] 61
_h(¥2+Ys) (M¥5-15Vs) (Y24 ¥ ) (Y1 4+1%)
A1 0 Al ﬁl +Y‘

where Ay =Y + Y2 + Y5 + ¥, and then eliminate the column corresponding to rl

i1 0 Y12 0
-1 At Yat+h4Ys i+Y: Y=Y
Yn 0 Y22 0
_h(¥413) 0 hn-nh) e+hih +Y"‘)+Y
Ay g 4, 4, !
where \
= Yi(Ya+ Ya+ Y5)/A = i(Ya + Ya)/ D)2/ D2
2 = =Y (Ya+ Ys5)/A +[(Y1Ys = Y2¥s)/A)[Yi(Ya + Ya) A/ Ay

Y21 = Y12
2 = (Vi +Yo)Ya+¥5)/A = [(V1Ys = YaYs) A1/ A

Ay = (Ya+Y3)(N +Ys)/A) + Ya.
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R
Ao
VA

AL

Step 6: The extended multiport matrix equation is
Vi1 — V; I
hi N2 11 10 _ 11 (4.19)
yn Y2 Vay = Vo I

Compared with (4.17), we obtain

where Vig = 0.

Ypp = wn

Yoo = w2

Yo, = -
Yee = y2

Vo = V-V

Ve = Vo=V

I, = In

I. = Iy

from which we can establish the HB equatjon.

4.4.3 Discussion

Woe presented a simple approach to construct a multiport matrix for nonlinear circuit
simulation by the IIB method. The approach is efficient, for it only needs certain matrix row
and column additions, and &+ m, — 1 matrix column eliminations, where the order of the
matrix is & + (total number of terminals between the linear circuit and m; external ports).
The approach is simple and therefore easy to program. It was successfully impleinented
in a large-signal parameter extraction program to be discussed in the next chapter,‘which

exploits the HB technique as the nonlinear circuit simulation method.

4.5 CONCLUDING REMARKS

In this chapter, we described the implementation of the HB method, the recently
exploited effective frequency domain nonlinear circuit simulation technique. The formula-

tions of the HB equation were given, together with the computation of the corresponding
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Jacobian matrix. An efficient approach to construct the multiport matrix for the linear part
of 2 nonlinear circuit was proposed and illustrated by an example. The approach should
be particularly useful in the case of circuit optimization where the lincar multiport matrix

needs to be updated in every iteration.

In the next chapter, we will utilize the IIB technique as the simulation tool for
nonlinear large-signal FET model parameter extraction, where the model parameters are
identified under practical (large-signal) working conditions. In Chapter 6 we will further

explore the properties of the 1B equation.
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Chapter 5

LARGE-SIGNAL FET MODEL
PARAMETER EXTRACTION

5.1 INTRODUCTION

In Chapter 3, we presented a noulinear FET model parameter extraction approach
which simultaneously matches the model responses to DC and small-signal § parameter
measurements. Compared with other conventional parameter extraction approaches which
normally determine model parameters by sequentially fitting DC and small-signal measure-
ments, the integrated DC/small-signal parameter extraction approach presented in Chapter
3 can provide more reliable model parameters.

However, when the model parameters are extracted solely from DC and small-signal
measurement data, the model may not be accurate enough for high-frcq.uuucy large-signal
applications, though the model may provide accurate results under DC and/for small-signal
operating conditions. |

Parameter extraction employing large-signal power measurements has been seen in
the literature. For example, Epstein et al. (1988) [32] used load-pull measurements Lo
characterize GaAs MESFE'T devices. The approach modifies part of the model parameters,
namely, the parameters of the nonlinear current source and nenlinear capacitive elements

which have been obtained from DC and small-signal measurement fits, by fitting the mnodel

75
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response to the large-signal load-pull measurements. It offers an alternative to obtain a
Inod;I suitable for large-signal applications. However, as we know, when the model is work-
ing under large-signal conditions, higher harmonics inevitably exist in the model response
and contain important information of the nonlinearities of the device. The a.pproad{ pro-
posed by Epstein et al. [32] does not distinguish individual harmonics.

In this chapter, we present a nonlinear large-signal FET parameter extraction pro-
cedure by Bandler, Zhang, Ye and Chen [12] which utilizes spectrum measurements, includ-
ing DC bias information and power output at different harmonics, under practical working
conditions [46]. Besides multi-bias and multi-frequency excitations used in the approach
presented in Chapter 3, multi-power input is introduced for large-signal parameter extrac-
tion. The harmonic balance (HB) simulation technique discussed in Chapter 4 is employed
for fast nounlinear frequency domain simulation in conjunction with £; [6] and £; optimiza-
tion for extracting the parameters of the nonlinear elements in the large-signal FET model.
Powerful nonlinear adjoint analysis for sensitivity computation [11] is implemented with
attendant advantages in computation time.

Numerical experiments will be discussed to show that all the parameters can be
identified under practical large-signal conditions, and that including higher harmonics in
large-signal parameter extraction is crucial to the reliability of the model. We will also
show numerical results obtained in processing actual measurement data provided by Texas
Instruments [69]. Good agrecment between the measurements and the model responses is

teached, demonstrating the feasibility of this parameter extraction approach.
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Figure 5.1: Circuit setup for large-signal multiharmonic FET measurement.

5.2 LARGE-SIGNAL MEASUREMENTS

Consider a FET model and its measurement environment shown in Figure 5.1, where
Y, and Yo,u: are input and output 2-ports, and Y, and Yy are gate and drain bias 2-
ports, respectively. A large-signal power input P, is applied to the circuit. The responses
including DC and several harmonic components are measured.

In addition to the multi-bias, multi-frequency concept pioncered for small-signal
parameter extraction by Bandler, et .al. [5,10], we allow the circuit to be excited at different
input power levels. The multi-harmonic measurements are taken at various combinations of
bias points, fundamental frequencies and input power levels, contributing to the information
needed for real large-signal parameter extraction. In the following discussion we use the
term bias-input-frequency combination to indicate the modeling circuit working at a bias

point with a particular input power level and at a particular fundamental frequency.

5.3 OPTIMIZATION FOR LARGE-SIGNAL
PARAMETER EXTRACTION

Assume that for the jth bias-input-frequeney combination, 7 = 1,2,..., M, the
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Jacobian matrix. An efficient approach to construct the multiport matrix for the linear part
of 2 nonlinear circuit was proposed and illustrated by an example. The approach should
be particularly useful in the casc of circuit optimization where the lincar multipert matrix
needs to be updated in every iteration.

In thg next chapter, we will utilize the HB technique as the simulation too} for
nonlinear large-signal FET model parameter extraction, where the model parameters are
identified under practical (large-signal) working conditions. In Chapter § we will further

explore the properties of the HB equation.
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Chapter 5

LARGE-SIGNAL FET MODEL

PARAMETER EXTRACTION

5.1 INTRODUCTION

In Chapter 3, we presented a nonlinear FET model parameter extraction approach
which simultaneously matches the model responses to DC and small-signal S parameter
measurements. Compared with other conventional parameter extraction approaches which
normally determine model parameters by sequentially fitting DC and small-signal measure-
ments, the integrated DC/small-signal parameter extraction approach presented in Chapter
3 can provide more reliable model parameters.

However, when the model parameters are extracted solely from DC and small-signal
measurement data, the model may not be accurate enough for high-frequency large-signal
applications, though the model may provide accurate results under DC and for small-signal
operating conditions.

Parameter extraction employing large-signal power measurements has been seen in
the literature. For example, Epstein et al. (1988) [32] used load-pull measurements to
characterize GaAs MESFET devices. The approach modifies part of the model parameters,
namely, the parameters of the nonlinear current source and nonlincar capacitive elements

which have been obtained from DC and small-signal measurement fits, by fitting the model
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resporse to th"'l‘e__‘largé-s;igna.l load-pull measurements. It offers an alternative to obtain a
model suitable for large-signal‘applications. However, as we know, when the model is work-
ing under ]argc-éigna.l conditions, higher harmonics ingvit_ably" exist in the model response

| and contain important information of the nonli:f;é;ri-ties of the- device. The approach pro-
posed by Epstein et al. [32] does not distinguish individual harmonic:.

In this chapter, we present a nonlinear large-signal FET parameter extraction pro-
cedure by Bandler, Zhang, Ye and Chen [12] which utilizes spectrum measurements, includ-
ing DC bias information and power output at different harmonics, under practical working
couditions [46]. Besides multi-bias and multi-frequency excitations used in therlappr:oa.ch
presented in Chapter 3, multi-power input is introduced for large-signal pa.ramet;r extrac-
tion. The harmonic balance (HB) simulation technique discussed in Chapter 4 is employed
for fast nonlinear frequency domain simulation in conjunction with £; [6] and £2 optimizu-
tion for extracting the parameters of the nonlinear elements in the large-signal FET model.
Powerful nonlinear adjoint analysis for sensitivity computation {11} is implemented with
attendant advantages in computation time. |

Nurmerical experiments will be discussed to show that all the parameters can be
identified under practical large-signal conditions, and that including higher harmonics in
large-signal parameter extraction is crucial o the reliability of the model. We will also
show numerical results obtained in processing actual measurement data provided by Texas

Instruments [69}. Good agreement between the measurements and the model responses is

reached, demonstrating the feasibility of this parameter extraction approach.
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Tigure 5.1: Circuit setup for large-signal multiharmonic FET measuremest.

5.2 LARGE-SIGNAL MEASUREMENTS

Consider a FET model and its measurement environment shown in Figure 5.1, where
Yin and Y., are input and output 2-ports, and ¥, and Y; are gate and drain bias 2-
ports, respectively. A large-signal power input P, is applied to the circuit. The responses
including DC and several harmonic components are measured.

In addition to the multi-bias, multi-frequency concept pionecred for small-signal
parameter extraction by Bandler, et al. [5,10], we allow the circuit to be excited at different
input power levels. The multi-harmonic measurements are taken at various combinations of
bias points, fundamental frequencies and input power levels, contributing to the information
needed for real large-signal parameter extraction. In the following discussion we use the
term bias-input-frequency combination to indicate the modeling circuit working at a bias

point with a particular input power level and at a particular fundamental frequency.

5.3 OPTIMIZATION FOR LARGE-SIGNAL
PARAMETER EXTRACTION

Assume that for the jth bias-input-frequency combination, j = 1,2,..., M, the
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measurecment is
S; = [55(0) Siwi) ... Si(wier)]” | (5.1)

where M is the number of bias-input-frequency combinations, S;(0) is the BC component
of the measurement, S_,-(wjk); k=12,...,H, is the kth harmonic component at the jth
bias-input-frequency combination, and H’ is the number of harmonics contained in the
measurements. §;(0) can be taken as the bias-related DC voltage or current, which varies
at different fundamental frequencies and input levels even at a fixed bias point. When
using power spectrum measurements, 5;j{w;k) denote;;the kth harmonic of the output power
spectrum measured at the jth bias-input-frequency combination. {The equivalent output
voltage with phase information might also be employed [46]).

Corresponding to (5.1), the model response F';(¢) can be expressed as
Fi(9) = [F($,0) Fi($yws) --- Fi(@win)]” (52)

where ¢ stands for the parameters of the model to be determined. The parameter extraction
problem can be formulated as the following optimization problem:
M H'
min ) | (‘wjo |Fi(¢,0) — S;(0)F + 3wy | Fy(dywik) — S,-(w,-k)[”) (5-3)
¢ =1 k=1
where wjo and wj. are weighting factors for DC and nonzero frequency error functions,
respectively, and p = 1 or 2 corresponds to £; or £, optimization, respectively. Here we
single out the DC error function to emphasize the difference between the DC measurements
and the nonzero frequency measurements.
The criterion of optimization in (5.3) is to simultaneously match the model responses
to the measurements at DC and several harmonics. It is clear that the usefulress of this pa-
rameter extraction approach depends on the effectiveness of calculating the model responses

Fi(#), 7 =1,2,...,M, and their derivatives. Due to the efficiency of the HB simulation
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technique discussed in Chapter 4, such a nonlinear large-signal FET model parameter ex-
traction is computationally feasible.

The maguitude of the circuit ;QS[)OHSQS varies widely at different bias-input-frequency
combinations and different harmonics. A balanced weight selection algorithm was devel-
oped to improve robustness and enhance convergence speed [12]. It will be discussed in
Section 5.5. On the other hand, if harmonic measuremenis are made with cutput powers,
th= conditioning of the optimization problem can be {urther improved by converting output

powers to equivalent output voltages. -

5.4 NONLINEAR CIRCUIT SIMULATION AND
GRADIENT CALCULATION

Let the nonlinear circuit for parameter extraction be partitioned into linear and
nonlinear subcircuits, as illustrated in Figure 5.2. Assume that the multiport matrix ¥ of
the linear subcircuit can be established, all the nonlinear elements are voltage-controfled,
and there is no nonlinear inductor inside the intrinsic FET model. In the rest of this
chapter, we will focus our discussions on the jth bias-input-frequency combination, therefore
the corresponding subscript j will be omitted to simplify the notation. Other bias-input-

frequency combinations can be treated similarly.

5.4.1 Nonlinear Circuit Simulation Using the HB Method

Fullowing the definitions and the discussions in Chapter 4, the HB equation can be

expressed as

F(o,V(e),k) =
In(¢, V(9), k) + i20k)Qu(9, V(¢), k) + Y (8, )V (&, k) + I(¢, k) = 0, (5.4)

k=0,1,..., 0
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i || Nonlinearpart | o |
( Intrinsic FET)

Linear part

_l_ -

Figure 5.2: Block diagram for illustrating circuit simulation using the HB method.

where k is the harmonic index indicating wy, ¢ represents the optimization variables, i.e., the
parameters to be determined including parameters of both linear and nonlinear elements,
and I is the number of harmonics used in the HB simulation. It should be noticed that
H > I, ( H' is the number of measured harmonics in (5.1) ), and H can be different for
different bias-input-frequency combinations. For higher accuracy H could be greater than
i,

The scalar form for the HB equation similar to {4.5) is

F($,V(9)) = (6, V() + A&, V(#) + ¥(@)V() + L(#)=0. (55

Note that in solving this HB equation (5.5), ¢ is constant and V(¢) is the variable. See
Chapter 4 for solving the B equation (5.5).
After the solution for V() is reached, the model response F(¢) can be obtained

F(¢,wr) = a7 (9, k)V($,k) + b7 (,K)E(k), k=0,1,.... 1 (5.6)

where a(¢@, k) and b(¢, k) are complex valued vectors determined from the linear subcircuit,

and E(k) corresponds to the external sources including the input power source and DC bias
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sources.

5.4.2 Gradient Calculation by Nonlinear Adjoint Sensitivity Analysis

Let K'n be an index set indicating the total number of interfacing ports between the

linear and nonlinear parts of the circuit, and un;(k) and u,2(k) be unit vectors such that

Va(d, k)

VR, k) + iV, (@, k)

= (k) + juna (k)T V(¢), forn € Kn.

The circuit response F(¢,wy) from (5.6) can be rewritten as

F(down) = 3 aa(@,k) (una(k) + juna(k)T V() + b7 (¢, HIE(R).  (5.7)

nelh'y

The derivative of F(@,w) w. . t. ¢ € ¢ is then

@) 5~ el (o1, 4y 4 july () V(9)

d¢i LR, 9%
’ oy OV b7 (o, k
£ e (08 + ) T EEBB By, (5
neKy t i

To realize the foregoing derivative, we first derive from (5.5) that

oV ($) _

F-1 X/ 85:(‘351‘}(({’))
e A

d;

where the Jacobian matrix

(6. V T T T
@@= (i&%ﬁ) 8 (%ﬂ‘)) +¥(9)

whick is available at the solution of the HB equation, and

aF($, V() _
i B
(9, V(9) | ~8Q.(¢V(s) , ¥ (F) ah(da))l
+ 82 + Vio)+ ——
( 9¢: 0¢: O¢i @ i V (¢)=const.
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Multiplying both sides of (5.9) by uZ,(k), we get

BB o v () PG 10

where ‘ :
Vh@ = [(Theo) (he) . (Vaen)

(Vi60) (Vhe) . (VD) ]

and is determined by solving the adjoint system

374, V(@)V () = um(k). (5.11)

The actual computation will be simplified if we distinguish linear and nonlinear

clement parameters. For ¢; € {lincar element parameters},

IF (9, V(#)) _ [amz) 31,(¢)]
ddi 0¢ 0 V (¢)=const.

For ¢; € {nonlincar element paramecters},

V(¢)+

OF (4, V(¢)) _ [3In(¢,V(¢)) 92(9; V(¢))]
0¢; d¢é; a¢i V (¢)=const.
____aa,})(i,k) = 0, ne Ky
and
ab(¢, k)
——3q5,' 0.

It is proved by Bandler et al. in [11] that if ¢; is a parameter of an element at

branch b, then (5.10) becomes

7 OV
uii(k)jg‘?l =
M Real [Vb(qﬁ.£)I@‘(¢,£)G;;(¢,€)] if b € {lincar clements)
~ 4o Real [V,t,(d) OG (¢, E)] if b € {nonlincar current sources}

- il o Imag [Vb(eﬁ,f)Gb‘(qb,E)] if b € {nonlinear capacitors}
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where Vi(¢,£) and Vi(¢,£) are the voltages of branch & at harmonic £ and are obtained
from ff,u(d),ﬁ) and V(¢,£), respectively, the superscript * stands for complex conjugate,
and Gi(@, £) denotes the sensitivity expression .of the element containing ¢;. 'l‘rhe compu-
tation of Gy, £) for various circuit elements is listed in Table II of {11]. For nonlincar
elements, Gpi(¢,£) is the £th Fourier coefficients of the partial derivative of the branch

current i3(¢,v(t)) w.r.t. ¢;. For example, if branch b is the gate-to-source diode with

characteristic

(¢, v(t)) = Igolexp(agu(t)) - 1)
and ¢; = ag, we will have

%&:(‘)) = leovs(t) explagu(t))

and

Ne-1 4.

1N 9ii( o(mAT)) - jtmas

G, ) = — e’ Nt
bt(¢ ) NT ,2 a¢'

where discrete Fourjer transformation is used, Ny > (24 + 1) is the number of samples in

the time domain within one period T, AT = T/N¢, and T = 1/(fundamental frequency of

this particular bias-input-frequency combination).

Since un; and u,q are similar unit vectors, the derivations in (5.10) and (5.11) can

be similarly applied to

OV(8) _ _oT  0F($,V(4) .
uly(k) dor = " Vm(®) g (5.12)

where
T (¢, V(@) 2($) = wna(k). (5.13)

However, from the software implementation and development point of view, it is

inflexible to hard-code exact derivative terms for cach individual nonlinear clement. The
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FAST technique proposed by Bandler et al. (1989) [13] can be employed to solve this
problem. Instead of using exact analytic formulas, the FAST technique uses peljturbation
to calculate
oF (9, V(9) . F(&V(e)— F($,V(8))
d: Ag;
F(¢', V(e))
A

where F(¢, V(¢)) = 0 at the HB sclution, ¢ equals ¢ except that ¢; is perturbed to ¢; +
Ad;, and V() is fixed at the HB solution. The derivative term in (5.10) can be calculated,
still taking advantage of the adjoirt analysis. Only direct function value computation is
required for the perturbation.

Summi‘n-g up, we can see that the gradient of the nonlinear circuit response F(¢)
w.r.t. ¢ can be calculated by nonlinear adjoint analysis which utilizes the existing Jacobian
matrix from the solution of the IIB equation to complete all the adjoint analysis. The
cquivalent conductances at the linear or nonlinear clement level, such as Gyi(¢,£), or the

perturbation of

OF(,V(9))

a¢i » ¢'ie¢1

are the same for different adjoint systems, and therefore only need to be calculated once.
Compared with the full perturbation method for gradient computations which requires
solving one nonlinear circuit for each optimization variable, the nonlinear adjoint analysis
not only provides the accurate gradient of the objective function, but more importantly, it
significantly reduces the computation time and makes our parameter extraction approach

computationally practical {11,13].
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5.5 WEIGHT ASSIGNMENT PROCEDURE

In the large-signal parameter extraction approach presented in Section 5.3, the
model response is optimized to match several harmonics at various bias-input-frequency
combinations. Two difficulties must be overcome to optimize the objective function in
(5.3): the magnitude differences between different harmonic n;;:a.qurexllellts, and the dif-
ferences between different bias-input-frequency combinations. Suitably chosen weighting
factors can balance these differences and improve the convergence of the optiniization. This
weight assignment procedure assumes that (a) the possibility of having large measurement
errors is small, (b) the power measurement has been converted to the n.lzlgnitud.e'of the out-
put voltage, and (c) we want one harn:onic in a bias-input-frequency combination to have
the same opportunity to influence the objective function as the same harmonic at another

bias-input-frequency combination.

A. Balance of a Harmonic between Different Bias-Input-Frequency Combinalions
In {5.1) of Section 5.3, we ha.,ve defined the kth harmonic measurement Sj(w;r),
where j € {1,2,...,M} corresponds to the jth bias-input-frequency combination. Let S
be the mean value of the kth harmonic measurement over M combinations:
_ 1 M
S = -M—J;s,-(w,-k), k=0,1,...,010". (5.14)

Since the measurement will not be zero, we can balance the kth harmonic by

why = Sk
* 7 Siwik)”

Minimum and maximum bounds can be imposed on w}k, for example, a simple linear
mapping can be used within the kth harmonic if some w;-k,j = 1,...,M, lics outside the

bound(s). A graphical description of a linecar mapping is shown in Figure 5.3, where, for
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!
Wmin /

L
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/

I"i'min S Jk §mu
Figure 5.3: Linear mapping for balanced weight assignment.

illustration purposes, w};, and wp,, denote minimum and maximum bounds, respectively,
. ) 5.
Spin = min k ,
7 | S5(wik)

— i
Smax - mJax{SJ(ka)}’

. = Sk
T Siwik)

17,1

B. Balance between Different Harmonics

In practicc we may want to emphasize some harmonics over others, e.g., the lower
harmonic measurements may be emphasized due to their larger magnitudes and therefore
higher measurement accuracy. This requires adjustment between different harmonics. Let
Wi be the weight adjustment factor for the kth harmonic. Then the weighting factors for

the optimization problem (5.3) can be expressed as

Wi = Wkw;-k k=0,1,...,. ' (5.16)

ut §
Sy’

where we take the mean value of the first harmonic measurement as a reference. As an
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example, if we want to have equal emphasis on the DC and fundamental harmonic mea-
surements and lower emphasis on higher harmonic measurements, we can choose Wy = 1

for k = 0 and 1,and Wy = B~* for k=2,...,H' where B > 1.

5.6 PROGRAM STRUCTURE FOR LARGE-SIGNAL
PARAMETER EXTRACTION

The key part of the program for large-signal parameter extraction is the error func-
tion and its gradient computation section inside the optimization loop for a given ¢. This
section consists basically of three parts: the HB simuiator, the error function and its gradi-
ent formulations.

For each bias-input-frequency combination, HB simulation is first applied to the
modeling circuit. The scalar form of the HB equation (5.5) is formed and V is solved by
Powell’s nonlinear equation solving technique [55]. With the 1B solution V, the model
response F' defined in (5.6) can be obtained.

The error function at the bias-input-frequency combination is formed by the differ-
ence between F' and the corresponding measurement data S. See (5.3).

To calculate the gradient of the error function, we first extract the the Jacobian
matrix used in solving the HB equation. After LU factorization, consecutive forward and
backward substitutions are applied to obtain all the adjoint voltages. See (5.11) and (5.13}
for wn; and ung for all » € K. On the other hand, the FAST technique may be utilized

to determine

8F (6, V(4))
0 V(¢)=const.
Thus, the gradient described in {5.8) can be realized, where, if ¢; is a parameter of the
linear elements,

Ran (¢, k)
3¢i_ -
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ob(¢, k)
a¢:

can be obtained by simple perturbation on the linear part of the circuit, though they may

be available when 9F (@, V(¢))/8¢: is computed.

5.7 NUMERICAL EXAMPLES

Three cases are discussed in this section. In Case 1, we will show the theoretical as-
pects of this large-signal parameter extraction approach, i.e., the robustness, reliability and
efliciency. Case 2 describes a numerical experiment of matching the Materka and Kacprzak
FET model [49] to th‘e"-:Curtice FET model [27]. In Case 3, we will use measurement data
from Texas Instruments [69] to extract the large-signal FET model parameters, where we
use the Curtice FET model. Exact gradient computation is applied in Case 1 and Case 2.

FAST is used in Case 3 for gradient computation.

5.7.1 Case 1 — Test of Robustness, Reliability and Efficiency

In this case, we use the Materka and Kacprzak model discussed in Section 3.3.2
as the nonlinear FET model. All the nonlinear elements of the model were described in
Section 3.3.2. The modeling circuit is illustrated in Figure 5.4.

In order to better demonstrate the properties of the large-signal parameter extrac-
tion approach, we assume that the linear elements of the model have been determined by
other methods, for instance, by small-signal § parameter matching. We use the parameter

values of the lincar elements from Case 1 of [12]:

(R, Ly Ry Ls Ry Ly Cas Gae Cz] = {0.01199 0.1257nH 0.37402 0.0107nH

0.0006% 0.0719nH 0.1927pF 0.0023 1/Q 1.5pF]
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Z=50
E-50
F-20GHz  25pP

Figure 5.4: Modeling circuit for Case 1 and Case 2.

The parameters to be identified, i.e., the optimization variables, are

¢ = [IpssVpoy E Kg Sy K¢ 7 S5 Icu ag Ipo 0

Ry KR Cio K1 C1s Cro Kr)T . (5.17)

Notice that the model parameter Ve is not included in the variable list, because it is not
independent (see proof in Appendix B).

In the HB equation, the voltage-controlled nonlinear capacitors are represented by
voltage-controlled nonlinear charge expressions. The derivalions of g, and gy, from Cy,
and Cy,, respectively, are illustrated in Appendix C.

During the optimization the nonlinear circuit is solved using the B method, where
the excitation of the circuit is the available input power Pi,, which can be converted to an

equivalent input voltage source Vi, by

|2
P, = _____|;’Rnl (5.18)

where Ry = 5082 is the source impedance.

First, we assume that the solution of the model, ¢, is known. Such a solution is

found in Table 5.1 under Case 1.
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Table 5.1:

PARAMETER VALUES OF THE INTRINSIC PART OF
THE MATERKA AND KACPRZAK FET MODEL

Parameter values

Parameter Unit Casel Case 2
Ipss A 0.1888 0.0521
Vo \Y% —4.3453  —1.267
¥ = -0.3958  —0.0877
E - 2.0 1.269
Kg 1/V 0.0 -0.3224
5 /@ 0.0072 0.0731
Kg 1/V  —-0.1678  —0.6482
T pS 3.654 5.322
Ss 1/Q@ 0.0 4.462 x 1073
Igo A 0.5x 102 8.782x10°°
ag 1/V 200 34.04
Ino A 0.5 x 10~° 5.960 x 10~12
ag /v 1.0 4.245
Vae \Y 0.0* 20.0"
Rio Q 4.4302 0.0361
Kp 1/V 0w 9.892 x 10~3
Cm pF 0.6137 1.066
K 1/V  0.7686 1.531
Cis pF 0.0 0.0314
Cro pF 0.0416 1.321
Kp 1/V 0.0 1.638

*: the value is fixed during optimization
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The circuit is simulated at four bias points:

Vo = —0.5V Vpg =2V,
Vep = 2.0V Vpg =2V,
Vgg = 0.5V Vpg =5V,
Vo = —2.0V Vpp = 5V.

At each bias point three input power levels
FPin = 5,10,15dBm,
and two fundamental frequencies
f1 = 1,2Gliz

are applied, respectively. There are a total of 24 bias-input-frequency combinations. Six
harmonics are considered in the HB simulation. The output power P,y and the DC voltage
Vpc of the simulation results are then used as the simulated measurements. This corresponds
to the situation of no model deficiencies.

To examine the robustness of tie approach, we generated several starting points by
uniformly perturbing the assumed solution by 20 to 40 percent and optimized them with
the £; norm, i.e., p = 1 in (5.3). The circuit response F'j(¢) in (5.2) was computed using
six harmonics (H = 6).

When there is no measurement error, i.e., the exact simulation results obtained at
the assumed solution are used as the measurement data, optimization from all the starting
points converged to the known solution exactly when we included the first three, two or one
harmonics {plus DC) in the objective function, i.e., /I’ = 3, 2, or 1 in {5.3), respectively.
However, it has been observed that the speed of convergence is usually faster when more
harmonics are considered in the optimization.

To simulate a real measurement environment, we added 10 percent normally dis-

tributed random noise to the simulated measurements. The same starting points were
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Table 5.2:

MATCH ERRORS BETWEEN THE MEASUREMENTS
AND MODEL RESPONSES FOR CASE 1

P,y matching errors (%)

Harmonic match (H'=1) (H'=2) (H' =3)

First harmonic -0.53 —0.84 —-1.08
Second harmonic 21.32 7.58 6.77
Third harmonic —37.48 —~14.36 -9.31

' =1, 2, or 3 corresponds to the nuniber of har-
monics included in the objective function (5.3), and
the comparisons here are made at bias point (Vgg =
-2V, Vpg = 2V), available input power P, =
10dBm and fundamenta! frequency f; = 1GHz.

optimized with the £, norm, i.e., p = 2 in (5.3), and the same conditions were tested. When
' = 3 or 2 in (5.3), all the starting points converged to virtually one solution close to
the assumed solution and gave a very good match to the measurements with noise. When
H'" = 1, however, we did not achieve convergence to a single solution close to the assumed
solution. At these solutions, the matches to the measurements with noise at DC and fun-
damental harmonic are better than those achieved when H’ = 3 or 2, but poor matches at
the second, third and/or higher harmonics exist. Table 5.2 shows the matching errors at
onc of the bias-input-frequency combinations at the solutions obtained when H' =1, 2 and

3 in Lthe objective function.
From these experiments, we can see that with this approach which uses large-signal

measurement data the nonlinear parameters can theoretically be determined even when

11" = 1 in (5.3). In practice when the model is not perfect and the measurements contain
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errors, it is necessary to include higher harmonic measurements in the nonlincar large-signal
model parameter extraction. This. not only improves convergence, but more imnportantly, it
results in a more reliable model.

Two different starting points were used to compare the CPU execution time with
and without nonlinear adjoint analysis for gradient computation. To reach thé £; objective
function value of about 1.0 x 10~2 for another example having 16 bias-input-frequency
combinations, 20 variables and 64 error functions, the Fortran program with the adjoint
analysis runs approximately 10 times faster than that without adjoint analysis (about 200

sec. vs 2000 sec. on a VAX 8650 computer.)

5.7.2 Case 2 — Fitting to the Curtice Model

Here we use a set of data generated by the Curtice model [27] which was discussed
in Section 3.7.2. The circuit is similar to that of Figure 5.4 except that the intrinsic FET is
replaced by the intrinsic part of the Curtice model. Some of the paranmeters of the Curtice
model are taken from [28, Figure 13]. See Table 5.3. The parameters in the linear part of
the circait are the same as those in Case 1.

We selected 32 bias-input-frequency combinations, as shown in Table 5.4. The first
three harmonics were assumed as measurement data. Any output signal below -30dBin was
discarded. There were 111 error functions in total.

To extract the parameters of the Materka and Kacprzak FET model, £; optimnization
was applied and the result is listed under the Case 2 column in Table 5.1. Figure 5.5 illus-
trates the modeling results at a bias point other than those considered in the optimization.
Excellent agreement is observed.

As for Case 1, parameters at the solution were perturbed uniformly by 20 to 40
percent and reoptimized. Of six starting points, four converged to the samc solution with

little variances in Rjo and Kp. The other two converged to different Jocal solutions with
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Table 5.3:

PARAMETERS OF THE CURTICE MODEL USED FOR CASE 2

Parameter Unit

Value

Ao A
Ay AV
A A/V?
Aj A/V3
B _

v /v
T pS
Vpso \'

Is A

N _
GMIN 1/Q
Ver Vv
Caso plf
Vay v

Ic -
Ceoo pF

0.05185
0.04036
—0.009478
—0.009058
0.04062

1.608

5.0
4.0
1.05 % 10~°
1.0
0.0
20
1.1
0.7
0.5
1.25

see Curtice [28]




5.7 Numerical Examples

Table 5.4:

INPUT LEVELS USED WITH DIFFERENT FUNDAMENTAL
FREQUENCIES AND DIFFERENT BIASES FOR CASE 2

Py (dBm)

(Ves,Vpg) fi=05GHz f,=1.0GHz f, =15GHz f, =2.0GHz

(-0.3, 3) 0, 4 0,4 0,4 0, 4
(-0.3,7) 0, 4 0,4 0, 4 0, 4
(-1.0, 3) 0 0 0 0
(-1.0,7) 0 0 0 0
(~0.5, 3) - 8 8 -
(~0.5, 7) 8 8 8 8

fi denotes the fundamental frequency
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higher final objective function values.

Figure 5.6 shows the characteristics of the drain-to-source nonlinear current sources
of the Curtice model and the Materka and Kacprzak model, and again we have reached an
oxcellent match. Notice that only six bias points are used in the optimization, even less
than the total number of parameters for this current source. However, since we modeled
under actual large-signal conditions, employing higher harmonic measurements, a much
larger range of information has been covered than individual points on the DC I-V curve

can provide.

5.7.3 Case 3 — Processing Measurement Data from Texas Instruments

Actual GaAs FET large-signal power measurement data was obtained from Texas
Instruments {69], from which the measurements taken at 12 bias-input-frequency combina-
tions were used for nonlinear parameter extraction. Figure 5.7 depicts the modeling circuit
where we select the Curtice nonlinear FET model {27] as the intrinsic FET described in
Scction 3.7.2. Table 5.5 illustrates the bias-input-frequency combinations in detail. At each
combination, the DC bias current and up to three RF harmonic output power measurements
are available.

Optimization with the & norm was performed to extract the parameters. The

) modeling circuit is simulated using four harmonics. There are 24 optimization variables
including parameters of lincar and nonlinear elements. Because of the very low sensitivities
to the circuit responses, the parameters Is, Gpsrn and Vgp are not considered as optimiza-
tion variables, so as to improve the condition of the optimization. Appendix A.2.1 gives the
circnit and data files in HarPE format.

Table 5.6 lists the initial starting point and the solution. Figure 5.8 shows the match
at the solution between the model responses and measurements at one of the bias points

taken into account in the optimization, while Figure 5.9 shows the match at a bias point
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Figure 5.5: Agreement between the (Materka) model response and the simulated measure-
ments (using the Curtice model) at Vgg = —0.5V and Vpg = 5V in Case 2. Solid lines
represent the computed model response. Circles denote the simulated measuremaents al
fundamental frequency 0.5GHz and triangles the simulated measurements at fundamental
frequency 1.5GHz. {a) Fundamental component, (b) second harmonic compouent, (c) third
harmonic component and (d) DC component of the output.
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Figure 5.6: Agreement between the DC characteristics of the Materka and Kacprzak model
and the simulated measurements {from the Curtice model) for Case 2.

Intrinsic FET
Ry L, R Ra Ly .
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Cds__. C
T Iy

ge Cae
v, R T V)
GB T 3 R; T DB

Figure 5.7: Modeling circuit for Case 3.
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Table 5.5:

BIAS-INPUT-FREQUENCY MEASUREMENT COMBINATIONS
FOR CASE 3

Fp = ~15,-5,5dBm

fi =02GHz fi; = 6.0GMz

Bias 1 (Vgg, VD) (-0.373,2) (-0.372,2)
Bias 2 (Vgg,Vpg) (—1.072,6) (—1.073,6)

f1 means fundamental frequency

not included in the optimization. Good agreement at botl bias points is observed.
Figure 5.10 depicts the -V characteristics of the drain-to-source nonlinear current
source at the solution. Notice that this set of curves is obtained from large-signal parameter

extraction, not from typical DC I-V curve fitting.

5.8 CONCLUDING REMARKS

An accurate nonlinear large-signal parameter extraction approach has been pre-
sented in this chapter, where not only DC bias and fundamental frequency, but also higher
harmonic responses have been used. The HB method for nonlincar circuit simulation, ad-
joint analysis for nonlinear circuit sensitivity calculation and state-of-the-arl oplimizalion
methods have been applied. Improvements to the convergence of the optimization process,
such as balanced weight assignment, have been discussed. Numerical results have demon-
strated that the method is both theoretically and computationally feasible, i.c., the method
can reliably and efficiently determine the parameters of the linear and nonlinear elements of

the FET models under actual large-signal operating conditions. Numerical results have also
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Table 5.6:

PARAMETER VALUES OF THE CURTICE MODEL
FOR CASE 3

Parameter values

Parameter Unit Start Solution
R, Q 4 4.0272
L, nH 0.3 0.2178
Ry Q 0.5 1.5447
Ls nl 0.2 0.3726
R Q 2 0.7019
L, nH 0.08 . 0.0449
Gde /9 0.0002 0.0018
C: pF 1.5 5.4350
Cus pF 0.1 0.2441
Cye pF 0.01 0.0104
Ce pF 0.01 0.0109
Ag A 0.15 0.0729
Ar A/V 015 0.0714
Ag AfVZE  —0.02 -0.0010
As AV -0.02 —0.0108
v 1/V 1.0 1.5937
i, - 0.03 0.0379
T pS 3.0 3.1637
Vbso Vv 2.0 1.8984
Is A 1.0x 104> 1.0x1071~
N - 1.0 1.3807
Gumin 1/w 1.0x10°7* 10x10~7*
Venr A 30" 30
Caso pF 0.5 0.6362
Ve v 0.8 0.8987
Fe - 0.7 0.7580
Capo pF 0.092 0.0838

*#: the value is fixed during optimization
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Figure 5.10: DC characteristics_ of the Curtice model after the optimization to match the
large-signal measurement data provided by Texas Instruments. Vg = —0.361,-0.667 and
—1.062, and Vp is from 0 to 8V.

shown that under multi-bias, multi-power input and multi-frequency excitations, spectrum
measurements can effectively ruflect the nonlinearities of the model and improve model

reliability when used in nonlinear large-signal model parameter extraction.



Chapter 6

UNIFIED CIRCUIT
SIMULATION AND DESIGN

6.1 INTRODUCTION

For the purpose of circuit analysis, the conventional DC/small-signal simulation
technique has been widely used for circuits operating under small-signal conditions. The
approach is simple and efficient from the computational point of view. In the case of
nonlirear frequency domain steady-state circuit simulation, the harmonic balance (HB)
technique [11,41] has become increasingly accepted. Besides improved accuracy, the HB
technique dramatically improves the efficiency of the simulation compared with the time-
domain simulation technique which derives the frequency domain responses from time-
domain responses. Some available CAD software can offer both DC/small-signal and HB
simula.tioﬁs. However, these two parts are disjoint, making optimum consistent circuit
design recults tedious to attain.

In this chapter, we explore the inherent analytical relationship between DC/small-
signal analysis and HB analysis as initiated by Bandler, Biernacki, Chen, Song, Ye and
Zhang [21]. Based on the descriptions of the HB analysis in Chapter 4, we verily that
DC/small-signal analysis is, in fact, a special case of IIB analysis for sufficiently small input

signals. Consistent device models can then be used and other factors aflecting the hehaviour

103
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of circuits such as bias, temperature, ctc., can be simultaneously taken into account during
circuit simulation, and hence circuit optimization.

A numerical example is used to illustrate the theoretical derivations. Two other
application examples demonstrate that consistent results can be achieved which meet design
specifications both for small and large signals. The approach offers superior results with
respect to those obtained by considering small- and large-signal operations independently

=

from each otlle.;;

6.2 UNIFIED CIRCUIT SIMULATION
6.2.1 Harmonic Balance Simulation Under Small-Signal Conditions

From Chapter 4, we know that the IIB equation for nonlinear circuit simulation can

be expressed as (4.1), i.e.,

F(V,k) = TV K) + i2(KIQu(V, ) + YRV (8) + (k) = 0, (6.1
k=0,1,....,H
or,
F(V)=I,(V)+ji0Q.(V)+YV +1,=0,
where
v o= [V vTQ) ... v,
Lv) = [Ev,0) Bw,) .. 5yv,m|,
Q.(v) = [@f(v.0) QI(v,1) ... @IV, )|,
L = [170) FQ) ... 2],

2 = diag {£2(0), 2(1), ..., 2(H)},

e
I

diag {Y(0), Y(1), ..., Y(H)}.
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V is the variable vector to be solved for in the B cquation, usually the node voltages
at the nodes connecting the linear and nonlinear parts of the circuit, I u( V) represents
the current of nonlinear resistive elements and voltage controlled nonlinear current sources
in the circuit, Q,(V') the charges of nonlinear capacitors, £2 contains all the harmonic
frequencies included in HB simulation, Y is the multiport admittance matrix describing
the linear part of the circuit, and I, contains the equivalent current excitation sources.
Using inverse discrete Fourier transformation, we have, from (4.7),
H 1

v(t)= Y mV(l)cjl”‘t (6.2)
I=—H

where a(!) is defined as

1 =0
a(lj =
2 [#0

w is the fundamental frequency, and V(=1) = V*({), since v(t) is a real function. ‘The

time invariant and variant parts can be separated as

v(t) = V(0) + Av(1) (6.3)
where
1| 2 . H )
Av(t) = o 3o vetat+ 3 vt (6.4)
{==H =1

The nonlinear current vector in the time domain z,(t) is

in(t) = in(v(1)).

Under small-signal operation, i.e., ||Av(t)|| = 0, 2.{t) can be expressed using the first-order
Taylor series approximation

diz (v(1))

T
ta(t) = ‘Ln(V(G)) + (Bv—(t)) Av(l) . - {6.5)

(1)=V (0)
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Since we know from (4.8)

Ny B -
(v, k) = B 5 earye
Nr o

under small-signal conditions I,(V, k) becomes

a(k) ¥z |. il (o))" ke
L(V,E)= =23 {:,,(vm))+ (-———) Av(EAT)| 77" (6.6)
Nr = 20 7 le-vi0)
k=0,1,...,H.
For k=0,
i7 T Nt
L(V,0) = in(VO)+ 7 (9—3%) S Av(AT)
T o(t)=V(0) =1
= i (V(0) (6.7)

where, according to (6.4),

1 [ & S st g & tneaT
ZAv(EAT) T S vy e +3 vy e
T I=—H =1 =1 =1

1

[ -1

[I=—H =1 =1

For k # 0,

V(k) (6.8)

LV = (az'f(v(t)))T
(t)=V (0)

av(t)

wlcre we have used

N
2 T —:
——~Ze e 0, for k #0,

" =1

and

N
2 T _ipan
-2 3 Av(eaT)e ¥ -
IVT =1
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9 Nt _ike2n
= 23" (V(0) + Ao(eaT)) e
=1

Nt
2 ik
= — o(tAT)e 7 *r
NT!:I ( )

=V(k),  k=1,..,H.
It is important to notice from (6.7) that I,(V,0) is determined by V(0) only, and from
(6.8) that I.(V,k), k # 0, is determined by V(&) as well as V(0).
Similar conclusivas can be obtained for g,(t) and Q,(V), i.c,
Q.(V,0) = ¢.(V(0) (6.9)
and

V(k) fork#0 (6.10)
where q,(1) = ¢,(v(t)) is the time-domain expression of Q (V).

T (v T
o = ()

We have derived that the HB equation (6.1) under small signals, or simply HBSS,
has such a property that (V,0) depends only on V(0), and F(V,k) for k € {1,... I}
depends on V(0) and V(k). This suggests that we should be able to solve the 11BSS

equation by first solving F(V,0) for V(0), and then F(V,k) for V(k), k€ {1,..., [ }.

6.2.2 Jacobian Matrix For HB Simulation Under Small-Signal Condi-
tions {HBSS)
Consider first the derivative of I,(V,k) w.r.t. V(). It is clear from (6.5) that

8il(t) _ 9il(v(1))
du(t) . ov(d)

= conslant.

The derivative of I,,(V,k) w.r.t. V(I) can be obtained from (4.9),

IT(V.E) _ a(k) 1 8L(x(t))
av(l) = o) Nr ov(D)

NT ; 2r
e-g(i.-neﬁ;

‘U(t):V(O) =1
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k=1, ki=0,1,....,H

aiTn!vgt[‘!
= av(t)  |u(t)=V(0) - (6.11)
0 k#1, kI=0,1,....H

Similarly, the derivative of @, (V') is

, k=1, k1=0,1,...,.H
2(1)=V(0) (6.12)

kAL kd=0,1,...,H

dql(v(1))
QA (V.k) _ Bv;’t)
v .

The Jacobian matrix in (4.3) of Chapter 4 is then simplified to

arf(v)\”T v\ T
" aIT(V 0
-#éwl 0 o |
0 It (V1) 0
_ av(y
0 0 IT(V H)
aV(H)
F 9QT(V,0) o o T
£2(0) oV (0) Ty
8QT (V1)
v (1) . 0 EAH) 0
2(H) ' ' P Tlv,H
0 0 VIR
Y(0)
Yl
n (1) } _ (6.13)
Y (H)

It is obvious that under small-signal conditions the Jacobian matrix tends to be block
diagonal, i.c.,

J(V) = diag{J(V,0), J(V,1), ..., J(V,H)} (6.14)

where



j
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T AT T AN T
J(v,k)=(ag“—‘f,‘(’k!)"_)) + 5 0(k) (ﬁ%‘%) FY(R), k=0,1,...H (6.15)

It is also clear from (6.11), (6.12) and (6.15) that J(V,k), for £ = 0,1,...,1H, depends

only on V'(0). In other words, when V'(0) is given, J(V,k), for k= 0,1,..., [, becomes a

constant matrix. This is consistent with the conclusion of the previous subsection,

6.2.3 Consistency of DC/Small-Signal /Large-Signal Analysis

With the derivations in the previous two subsections, we discuss the solution of the
HB equation under small-signal condition (IIBSS).

First, we can solve for V(0) from

F(V,0) = I{V,0)+ Y(0)V(0) + I,(0) =0 (6.16)

where £2(0) = 0 is considered.

By substituting I',(V,0) = 1,{V(0)) into (6.16), we obtain
i (V(0)) + Y(0)V(0) + I,(0) =0 (6.17)

which is the rormal DC equation characterizing the DC steady state of the nonlinear circuit.

With the solution of V(0) from (6.17), V() can be sequentially solved from
F(V, k) = L(V, k) + 1RV, ) + YRIV(E) + L() =0 (6.18)

for k = 1,..., H, because F(V,k) depends only on V(k) as well as V(0) which is already
available. Applying (6.8) and (6.10), (6.18) becomes

. T T
(azﬂv(t))) V) + 5200 (aq:{(v(t)))

3o (1) Jo(l) vkt

o(1)=V (0)
Y(K)V(k) + I,(k) = 0

2(1)=V (0)

i.e.
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(355(9(3)))T + i) (3q§(vt(t)))rl +Y(k) .V(k)+I_,(k) =0
")/ |y0=v(0) ° J |yp=vio) 619
where
(aii(v(t)))T
9 ] - yp)-v(0)
and
(aqztv(t)))T
W ] lowy=vio)

are small-signal parameters of the nonlinear elements %, and g, computed at bias point
V(0), respectively. It is not difficult to see that (6.19) is the small-signal analysis equation
of the small-signal equivalent circuit derived from the nonlinear circuit.

Equations (6.17) and (6.19) verify that DC/small-signal analysis is a special case
of 1IB analysis with sufficiently small input signals, and hence the inherent consistency
between DC/small-signal and the HB analyses. It should be emphasized, however, that
while there exist techniques for DC/small-signal simulation that do not require explicit AC

excitations, an AC excitations is indispensable to use HB for small-signal simulation.

6.2.4 Numerical Verification

As an example to illustrate the consistency of DC/small-signal analysis and the
B analysis, consider the single FET circuit shown in Figure 6.1 which was discussed in
Section 5.7.3, where the Curtice nonlinear FET model [27] is used as the intrinsic FET.

508 source and load resistances are used to provide matched conditions.

In order to utilize the available software system HarPE[36], we calculate | S31] by the

conventional DC/small-signal analysis, and on the other ha.nd calculate the fundamental

harmonic power output for different input power levels using the HB analysis. Then |53
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Intrinsic FET

g Rg Ly
AN \TWL It
Gde Pom‘ 50
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Figure 6.1: Single FET circuit with the Curtice nonlinear intrinsic FET model.

is compared with the square root of the matched transducer power gain [44] of this cireuit,
i.e., m, where Pj, is the power available from the source and Py is the power
absorbed by the load. A brief description of the relationship between |Soq] and /Pour /i
is given in Appendix D.

The HarPFE circuit file is listed in Appendix A.3.1. Four harmonics, the defanlt in
the program, are used in‘t‘he nonlinear simulation. Comparison is performed at fundamental
frequency f; = 10GHz and bias point Vgg = =0.6V, Vpg = 4V.

Figure 6.2 illustrates the relative error of \/Poy/Pin w.r.l. |S21], while the corre-
sponding power spectrum response is shown in Figure 6.3. It is obscrved that when the
input power F;y is small enough the high harmonics are negligibly small compared with the
fundamental harmonic and the relative error show in Figure 6.2 is close to zero. The error
increases with the increase of the input power level. On ihe other hand, however, when the
input power becomes too small, the error increases as well. This is because as the jnput
power becomes too small, numerical errors inherent in the B analysis become dominant,
as shown in Figure 6.3. The good approximation range is more than 40dB. This example

clearly demonstrates the foregoing theoretical derivations.
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Figure 6.2: Relative error between the matched transducer power gain calculated by HB
and | Sa;| by small-signal analysis with respect to different available input power levels. The
bias point is Vgg = —0.6V and Vpp = 4V, and the fundamental frequency is 10GHz.
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Figure 6.3: Spectrum response of the single FET circuit. The bias point is Vgp = —0.6V

and Vpg = 4V, and the fundamental frequency is 10GHz.



6.3 Unified Circuit Design 113

6.2.5 Remark

In this section, a detailed derivation has been given to show the inherent relationship
between the conventional DC/small-signal analysis and HB analysis. A single FET circuit
example is used to illustrate the theoretical derivations.

In the foregoing manner, we have unified DC, small-signal ':url.d steady-state large-
signal circuit simulation. Consistent device models can be used for both small- and large-
signal circuit design, implying that a circuit design can be carried out with specifications

ranging from small-signal to targe-signal domains.

6.3 UNIFIED CIRCUIT DESIGN

Assume that Spg, Sac and Sig are DC, small-signal and large-signal specifica-
tions, respectively. Let corresponding circuit responses be Fpe(@), Fac(¢) and Frs(¢),
respectively, where ¢ is the design variable consistent for DC, small-signal and large-signal
domains. ¢ can include not only usual variables such as resistors, capacitors, transmission
lines, etc., but also other possible parameters such as temperature, bias voltages, ctc.

Let epc(¢), eac(d) and ers(¢) be error functions in the DC, small-signal and large-
signal domains, respectively. The error functions can be formulated from the differences
between Spg and Fpg(d), Sac and Fye(¢), and Sis and Frg(¢), depending on different
applications [1,8]. The circuit design problem can then be expressed as a single optimization
problem, i.e., the minimization of

enc(P)

e(p) = | enc(d) | - (6.20)
eps(¢)

The distinctive feature of the formation of (6.20) is that the circuit under design can be

optimized to meet multi-dimensional specifications simultancously. This is realized because
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the circuit can now be simulated in a multi-dimensional space spanned seamlessly by fre-
quency, input power, bias conditions, and/or other possible quantities such as température,
etc. |

For example, in-a device model parameter extraction case, Spe, Sac and Sig rep-
resent the DC, small-signal and large-signal measurements of the device, respectively. And
Foc(@), Fac($) and Frs(o) represent the corresponding DC, small-signal and large-signal
responses, respectively. The objective is to make the model responses as close to the mea-

surements as possible. Therefore, we choose

epc(@) = Woe(Foc(¢) ~ Soc) (6.21)
eac(P) = Wac(Fac(@) — Sac) (6.22)
ers(@) = Wis(Frs(4) — Sis) (6.23)

where Wpe, Wae and Wis are diagonal weighting matrices with diagonal weighfing fac-
tors wpci, wac; and wigy for DC, small-signal and large-signal responses/measurements,
respectively. The model parameter ¢ is to be optimized to minimize the ¢; or £ norm of
the error functions e(¢).

The circuit simulation and optimization procedure can be briefly explained in I'ig-
ure 6.1. Here we‘: ;:oxlsider one bias point, since multiple bias points can lne treated in the
cimilar way. When a circuit is given, there are two simulation branches available: DC /small-
signal simulation and the HB simulation. (We will not discuss time-domain simulation here.)
Depending on the simulation requirements or optimization specifications, we choose one or
both from the two.

In the DC/small-signal simulation branch, we first solve the DC equivalent circuit
of the nonlinear bias-dependent circuit. The DC responses and the DC quiescent point

are determined from the DC solution. The bias-dependent small-signal parameters can be
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computed. The AC small-signal simulations can be subsequently performed.

In the HB simulation branch, the nonlinear steady-state frequency-domain circuit
responses are calculated, provided that the circuit input power or voltage level and the
fundamental frequency are given. The output of the HB simulation can be voltages and/for
powers of different harmonics at different nodes and/or ports.

Obviously we need B simulation for the circuit response Frs. To calculate Fpg
andfor Fyg, we can use either DC/small-signal simulation or the HB simulation, because,
as we have shown in Section 6.2, they are equivalent. However, if the magnitude of the
input is of no importance, using DC/small-signal simulation is preferable to HB simulation,
because the DC/small-signal simulation is a decoupled version of the HB simulation and,
thgrcfore, more efficient. But the HB simulation becomes indispensable when the dynamic

range of the circuit is of concern even for a small-signal circuit design.

6.4 EXAMPLE 1 — FET MODEL PARAMETER
EXTRACTION

We apply the unified circuit optimization concept to extract the FET model param-
cters by simultaneously matching DC, small-signal and large-signal measurements provided
by Texas Instruments [69]. The circuit diagram is the same as Figure 6.1, where we use the
Curtice nonlinear intrinsic FET model [27]. As we discussed in Section 3.7.2, there are 27

variables in total. The parameters from the intrinsic part of the equivalent circuit are
{ Ao, A1, Az, A3, B, 7, T, Vso, Is, N, Gumin, Var, Coso, Vi, Fo, Cono }
and the parameters from the extrinsic part
{R_,,, Ry, Ry, Ly, La, Ly, Gaey Cr, Cus,s Cyer Cie }-

However, due to the very low sensitivities of the parameters Is, Gpin and Vag to the

model responses, we fix them during the parameter extraction: Ig = 1.0x 107A, Gmn =
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1.0 x 1077 1/9 and Vg = 30V.

DC and small-signal measurements at three bias points, and spectrum measurements
at two bias points are used for parameter extraction. The details are listed in Table 6.1.

Corresponding to (6.20), epg represents the 3 error functions between measured and
modeled DC drain bias current, ej¢ the 192 error functions between measured and modeled
S parameters, and ers the 48 error functions between measured and modeled harmonic
cutput powers. The total number of error functions is 243.

The circuit files before and after parameter extraction optimization are listed in
Appendix A.3.2. Table 6.2 lists the results reached after £; optimization, where for compar-
ison purposes we also list the solutions from Section 3.7.2 and Section 5.7.3. The solution
from Section 3.7.2 is listed under ‘DC/Small’, obtained by simuitaneously matching the DC
and small-signal parts of the measurements. The solution from Section 5.7.3 is listed under
‘Large’, reached by matching the large-signal part of the measurements only. Three cases
are discussed in the following to compare the DC, small-signal and large-signal fits by the

solutions listed in Table 6.2.

A. DC Response Comparison
The DC simulations from the three solutions are shown in Figures 6.5, 6.6 and 6.7,
respectively, where the measurement data is represented by circles. The matching to the

DC measurement is included in all three cases, and the DC fits are all good, though more

DC measurements would be preferable.

B. Smali-Signal Response Comparison
The comparison is made at the bias point Vgg = —0.667V and Vpg = 4V, and at
15 frequency points from 1GHz to 15GHz with 1Gllz apart. Figures 6.8, 6.9 and 6.10

illustrate the S parameter fits from the three solutions, respectively. The fit achieved by
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MEASUREMENT SETS USED FOR PARAMETER

Table 6.1:

EXTRACTION IN EXAMPLE 1

DC measurements

response type

bias conditions

drain current

Ve = —0.361V Vpg =2V
Veg = —0.667V Vpg =4V
Ve = ~1.062V Vpg =6V

Small-signal measurements

response types

bias conditions

frequencies (GHz)

magnitudes and phase of 4
S parameters

Vg = —-0.361V Vpg =2V
Vgg = ~0.667V Vpg = 4V
Vg = —1.062V Vpg = 6V

1,3,5,7,9,11,13, 15

Large-signal measurements

response types

bias conditions
(f1 = 0.2GHz)

bias conditions

(f1 = 6.0GHz)

input power (dBm)

DC drain current, output powers
at the fundamental, second and

third harmonics

Vep = —0.373V Vpg =2V
Vag = -1.072V Vpg =6V

Veg = —0.372V Vpg =2V
Vep = —1.073V Vpg = 6V

~15,-5,5
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Table 6.2:

SOLUTIONS OF THE PARAMETER EXTRACTION IN EXAMPLE 1

Para. Unit Start DC/Small Large DC/Small/Large
R, Q 4.0 5.7407  4.0272 4.9820
L, nH 0.3 0.3525  0.2178 0.2782
Ry Q 0.5 0.0100  1.5447 0.0210
L nH 0.2 0.3662  0.5726 0.3545
R, Q 2.0 3.6041  0.7019 3.7562
L, nH 0.08 0.0774  0.0449 0.7386
Gee 1/ 0.0002 0.0022  0.0018 0.0026
Ce pF 1.5 1.8842  5.4350 2.5872
Ciss  pF 0.1 0.0977  0.2441 0.0932
Cge pF 0.01 0.0038  0.0104 0.0062
Cis pF 0.01 0.0050  0.0109 0.0053
Ag A 0.15 0.0957  0.0729 0.0940
A AJV 0.15 0.0969  0.0714 0.0968
A, A/VE —0.02 —-0.0101 -0.0010 -0.0021
Az AV —0.02 —-0.0251 -0.0108 —-0.0176
5 IFAY 1.0 1.0698  1.5937 1.2926
i) - 0.03 0.0383  0.0379 0.0324
T pS 3.0 3.1821  3.1637 2.5460
Vposs V 2.0 1.7816  1.8984 1.2716
N - 1.0 1.0000  1.3807 0.6938
Cese pF 0.5 0.6144  0.6362 0.6707
Ver V 0.8 0.7991  0.8987 1.1354
Fe - 0.7 0.7000  0.7580 0.6928
Cepe pF 0.092 0.0783  0.0838 0.0736
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Figure 6.5: DC agreement between model and measurements at the solution obtained from
PC/small-signal measurement fitting.
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Figure 6.7: DC agreement between model and measurements at the solution obtained from
simultaneous DC/small-signal and large-signal fitting.

DC/small-signal measurement matching is excellent, as shown in Figure 6.8. A very good fit
can also be seen in Figure 6.10 obtained by simultaneous DC/small-signal and large-signal
measurement matching. A poor fit shown in Figure 6.9, however, can be observed at the

solution by large-signal measurement matching.

C. Large-Signal Response Comparison

This comparison is made at the solutions from the large-signal measurement fit and
the simultancous DC/small-signal and large-signal measurement fit. {We do not include
the solution from the DC/small-signal measurement fit, since not enough DC measurement
data is available to characterize the nonlinear drain-to-source current source in the model.)
The two solutions are simulated at a bias-frequency combination which was not included
in the parameter extraction optimization. IMigures 6.11 and 6.12 show the modeled power

spectra and measured power spectra. Close fits from both solutions can be observ..d.
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Figure 6.10: Agreement between model responses and S paramelers at bias Vg = —0.667V

and Vpg = 4V. The model is obtained from simultaneous DC, small- and large-signal
measurcment fitting.
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responses of the model extracted from simultaneous DC, small-signal and large-signal mea-
surement fitting.
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It has been shown from the above comparisons that simultancous DC, small-signal
and large-signal device modeling can offer a good result when a comprehensive device model

is required and the model parameters have effects on both small- and large-signal perfor-

marnce.

6.5 EXAMPLE 2 — SMALL-SIGNAL AMPLIFIER
DESIGN

We design a single FET smali-signal broadband amplifier [53]. The circuit diagram
is shown in Figure 6.13. The Curtice nonlinear FET model is used whose parameter values

are taken from Example 1 of [21], as listed in Table 6.3. We assume the specifications for

the amplifier to be

GAIN =84 0.5dB
{Snul <04
| S22 < 0.4
[512] £0.15

at frequencies 4, 5, 6, 7 and 8GHz. The FET model parameters are fixed, and the design
variables are 11 element parameters in the matching network. The two bias voltages are
allowed to be optimized by introducing another 2 resistors in the bias network. The circuit

file is listed in Appendix A.3.3. Minimax optimization {3] is employed in the circuit design.

First, we design the amplifier by the conventional small-signal approach at a pre-
determined bias point selected approximately in the middle of the FET DC I-V curve. All
the specifications can be met at the optimal solution under small-signal conditions. Then,
we exploit our new design strategy to include the upper-end of the dynamic range of the
amplifier in addition to the small-signal specifications. Specifically, we add specifications

to extend the gain of the amplifier at input available power levels —10, —5 and 0dBm, and
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Table 6.3:

FET MODEL PARAMETER VALUES FOR EXAMPLE 2

Parameter Unit Values

R, Q 4.8135
Ly nH 0.2836
Ry Q 0.0100
Ly nH 0.3421
R, Q 2.9178
L, nH 0.0818
Gye 1/Q 0.0026
Cz pF 2.1167
Cda pF 0.0885
Coe pF 0.0062
Ce pF 0.0052
Ao A 0.0867
Ay AV 0.0871
A; AfV? —0.0020
Az AV —0.0154
¥ A 1.2618
B - 0.0307
T pS 3.0186
Vpse \'% 1.4366
Is A 1.0105 x 10~
N - 0.7459
GMmIN 1/Q 1.0003 x 10~7
Var \'% 29.9266
Caso pF 0.5614
Va1 Vv 1.4918
Fo - 0.6983

Ceapo pF 0.0754
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Via o Vpg

Figure 6.13: 4-8GHz small-signal broadband amplifier.

enforce second and third harmonic output power levels to be at least 40dB below the funda-
mental output power. All small- and large-signal specifications result in 85 error functions.
We also allow the bias circuits to be optimized. All small-signal/large-signal specifications
are met at the solution. The circuit file at the solution of the unified small- and large-signal
design is also provided in Appendix A.3.3. The starting point and the solutions reached by
small-signal design and combined small- and large-signal design are listed in Table 6.4.

Figures 6.14 and 6.15 show the results. In Figure 6.14, the gain response surfaces
are depicted over fundamental frequency 2 to 10GHz and input available power —35 to
5dBm. It can be seen that the gain surface in Figure 6.14(b) which corresponds Lo the
combined small- and large-signal optimization solution is flatter and provides a wider arca
which meets the gain specification.

Figure 6.15 depicts the second harmonic error surface over the same range. Any
excursion above the flat part of the surface means that the second harmonic output power
is less than 40dB below the fundamental output power. From Figure 6.15(a), we can sce
that the error becomes nonzero when the input power becomes higher than -10dBm, while
in Figure 6.15(b) the zero error area extends to 0dBm input power, the area upon which

we have imposed additional specifications.
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Table 6.4:

SOLUTIONS OF THE SMALL-SIGNAL AMPLIFIER DESIGN IN EXAMPLE 2

Para. Unit Start Small  Combined Small/Large

In nH 038 2.10029 3.43241
Ly nH 0.8 0.966804 1.00777
Lj nH 146 4.57303 5.74427
L nH 0.6 1.86403 0.959309
Ls nH 25 5.66217 6.55463
Lg nH 0.8 0.683743 0.891978
Ci pF 083 0.669520 0.543859
Cs pF 5.0 11.6326 10.3448
Cs pF 185 0.243977 0.294873
Cs . pF 05 0.332975 0.497582
Iy Q 500  214.343 175.224
Rgs 20 20° 37.7326
Rps R 50 30* 48.4858

*: the value is fixed during the optimization.
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Figure 6.14: (a) The gain response surface simulaied at the solution obtained by small-signal
design. (b) The gain response surface simulated at the solution obtained by sitnultancous
small- and large-signal design. Contours indicate the specification of 8 £ 0.5d1.
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error (dB)

(b)

Figure 6.15: The error surfaces of the second harmonic output power with respect to the
design specification. (a) Simulation at the solution obtained by conventional small-signal
design. (b) Simulation at the solution by simultancous small- and large-signal design.
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6.6 CONCLUDING REMARKS

In this chapter, we have presented the theoretical derivation demonstrating the
inherent consistency between DC, snn-‘a,ll-signa.l and large-signal simniations. We have shown
that DC/small-signal simulation is a special case of the HB simulation. The theoretical basis
has been established for simultaneous DC, small-signal and large-signal circuit oplimization.
Possible applications of the unified circuit design approach have been demonstrated through
a FET model parameter extraction example and a small-signal amplifier design example.

To sum up, we can see that

1. The unification of small- and large-signal analyses and optimization gnarantoees designs

which simultaneously meet DC/small-signal/large-signal specifications.

2. An expanded set of design variables is permitted. Besides linear elements, design
variables can include nonlinear elements, controllable operating paraneters, such as

bias, etc. Therefore, the nonlinearity of the circuit at different levels can be effectively

exploited.

3. Design specifications can be expanded from the traditional frequency dimension into
a multidimensional space [2] spanned by frequency, bias, input power, and/or other

possible quantities such as temperature, etc.

4. For parameter extraction, the DC, small-signal and large-signal data are explicitly

traded off resulting in a model suitable for both small-signal and large-signal applica-

tions.
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Chapter 7

CONCLUSIONS

This thesis has presented the application of powerful optimization techniques in
microwave device modeling and circuit design. Specific attention has been paid to noulin-
ear circuit simulations. The formulation of the optimization problem has been addressed,
including objective functions and their gradient calculations.

In device modeling, or more specifically, nonlinear empirical FET model parame-
ter extraction, we have introduced two new approaches. Different from the conventional
approach which extracts model parameters sequentially, the new integrated parameter ex-
traction approach presented in Chapter 3 formulates the modeling process as a complete
and integrated optimization problem, simultaneously fitting the DC and small-signal RF
responses of the model to the corresponding device measurements. The uniqueness and
reliability of the device model have been improved, though an appropriate mathematical
form of the nonlinear expressions for the nonlinear FET device model is important to insure
a good fit.

The FET model parameler extraction approach presented in Chapter 5 utilizes large-
signal multiharmonic measurements. Not only the DC bias and fundamental frequency, but
also the input power level are combined to provide measurement data which lully explores
the nonlinearity of the FET device. Because the model parameters are extracted from

practical nonlinear large-signal operating conditions, the approach is particularly suitable

133
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for nonlinear circuit applications. The success of this large-signal parameter extraction
depends on the effectiveness of the nonlinear fréquency-doma.in circuit simuia.tion. To that
purpose, we have successfully employed the harmenic balance (HB) simulation technique
for this large-signal parameter extrac;ion. ‘

The HB simulation technique as reviewe-d in Chapter 4 has been considered as a
highly cfficient nonlincar frequency-domain simulation technique. It is particularly suitable
for nonlinear microwave circuit simulation, because there are usually a few nonlinéar active
devices in the circuit and only a few harmonics need to be considered in the simulation.
The formulation of the HB equation has been reviewed, and the formation of its Jacobian
matrix bas been illustrated. As part of the HB simulation, a simple approach has been
proposed for constructing the linear multiport matrix of the linear part of the circuit. It
is efficient and casy to implement, especially useful when the linear matrix needs to be
repeatedly updated in circuit optimization.

Another important contribution of this thesis is in the unification of DC/small-
signal and the HB nonlincar (large-signal) simulation. As presented in Chapter 6, the
inherent relationship between DC/small-signal simulation and the HB nonlinear frequency-
domain simulation has been derived in detail. It has been shown that the DC/small-signal
simulation is a special case bf the HB simulation when the input signal level is sufficiently
small. The significant implication of this unification is that consistent device models can be
used for DC, small-signal and nonlinear large-signal simulations. Therefore, we have opened

~a new stage that the circuit can be designed to meet multidimensional specifications, i.e., a
single optimization problem can be formulated with error functions from DC, small-signal
and large-signal circuit responses. For example, specifications can be expanded from the
traditional frequency dimension to dimensions of bias, frequency, input power, temperature,
eLe. |

"Two examples have been discussed in Chapter 6 to demonstrate the application of
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the unified circuit simulation and optimization. The first one is FET model parameter
extraction where the FET model is optimized to fit simultaneously DC, sn;all-signa.l and
large-signal measurements. The model extracted showed good agreement with all DC,
small-signal and large-signal measurements, which means a more reliable and comprehensive
model for circuit designs. The second example shows the usefulness of the unified circuit
design. A small-signal broadband amplifier has been designed using the unified small- and
large-signal circuit design concept. The specifications correspondingly were given in both
small- and large-signal domain. The upper-end of the dynamic range of the amplifier was
effectively extended.

The theoretical results presented in this thesis have been demonstiated by circuit
examples and implemented in the microwave CAD system HarPE which is being used
by the microwave industry. Though the examples shown in this thesis are limited, the
principles pioneered in this thesis can be applied to gencral situations, such as nonlinear
model parameter extraction for devices other than FETs. It is felt that this thesis can
contribute substantially to the subject of microwave device modeling, of great interest to
microwave engineers. It is also felt that a new beginning will be opened for microwave
circuit design which employs the higher level design strategy based on the unified circuit
simulation and optimization concept.

A number of problems related to the topics in this thesis are worth further research

and development.

1. In Chapter 2, we have reviewed physical device modeling of MESFETSs. Physical de-

vice medeling simulates the device behaviour from device geometrical, material and
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pracess parameters. In contrast with parameter extraction, this approach can char-

. acterize the device before it is actually manufactured. In other words, the control-

lable physical parameters of the device could be design variables in circuit optimiza-
tion. This is of particular importance to the monolithic microwave integrated circuit
(MMIC) design. Considering the quasi-static nature of the present Khatibzadeh and
Trew model [38] and the extremely computationally intensive 2-dimensional physical
model, it would be of great interest to microwave engineers that a sufficiently accu-
rate and computationally efficient physics based FET model be developed. It may be
achieved either by a new model, a novel implementation to achieve efficiency, advances
in computer technology, or the combination of them. With such a model, a circuit
design would not only be able to optimizable linear elements, but also active devices.

Therefore we would have more flexibility to achieve an optimum design.

. Yield-driven or cost-driven circuit design has become increasingly important. To per-

form yield- or cost-driven circuit design, we must have valid statistical device models.
For example, statistical FET models at the equivalent circuit level and measurement
data level have been seen in the literature. However, such approaches either have diffi-
culty to correctly reflect the statistical behaviour of the device or need a very large data
base to keep all the individual equivalent circuit models or samples extracted from the
measurement data sets. Further, there is no obvious connection between the model
and the physical parameters where the statistics occur. Initial investigations have
been conducted by Bandler, Biernacki, Chen, Song, Ye and Zhang [22] to employ a
physics based MESFET model for statistical device modeling. Promising results have
been obtained. It would be valuable to continue the research on physics based statis-
tical device modeling, including active and passive devices, to substantially improve

the design quality and provide useful information for the manufacturing process. One
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crucial question in this research direction is that reliable and efficient physical device

models should be developed, such that the model could be employed for practical

circuit design.

3. Another aspect of FET device modeling is its noise modeling. In microwave circuit
design, low noise is an important feature to pursue. The noise figurc of a FET device
depends not only on its model parameters but also on its operating conditions, i.c.,
the noise madel should be bias and {requency dependent. An accurate nonlinear
bias/frequency dependent noise model would be necessary to reach an optimuin low
noise figure for the circuit. Furthermore, it would be desirable to relate the the -
device noise properties with the device physical parameters. There is literature on

this subject. But further investigation is nceded.

4. In Chapter 6 we have theoretically deseribed the unified circuit simulation. With
such a consistent simulation and, therefore, optimization capability, a much more
comprehensive circuit design can be achieved. The potential of the circuit can be
fully exploited to reach the optimum, especially for circuiﬁts with nonlinear active
devices. In the Example 2 of Chapter G, we demonstrated a small-signal broadband
amplifier design, where we used the harmonic output power to express the gain of
the circuit. It would be of interest to further explore the application of this unified
circuit design. Accurate device models which might be bias, frequency, or temperature
dependent would be employed. It would be very useful to derivate formulas of various

specifications expressed in different working environments.

5. The IIB technique has received great interest. llowever, research to improve the 1B

technique is still a very important subject to microwave engincering. For example,

¢ it should be possible to apply sparse matrix techniques to reduce the memory



138

Chapter 7 CONCLUSIONS

requirement and improve efliciency;

we may apply the uniﬁec’l’_’iDC, small-signal and large-signal simulation concept
to assure a good startiﬁé point for HB simulation, because we may start from
DC and multiharmonic small-signal simulation, and sequentiaily extrapolate the
solution when we increase the input power. It would be of interest to investigate
the el’l‘ecl_;§ of different extrapolation schemes on the HB equation convergence,

clc.



Appendix A
CIRCUIT AND DATA FILES

In preparing the numerical examples used in the thesis, we have used HarPE [36].

The circuit files and data files presented here are in HarPE accepted forms.-

A.1 CIRCUIT AND DATA FILES FOR EXAMPLES IN
CHAPTER 3

A.l.i Case 1

A. The Circuit File Before Optimization

Example exl11_p2.ckt

nonlinear FET model parameter extraction using DC and S parameter
measurements with DC constraints.

Model used: Materka and Kacprzak nonlinear FET model.

Extrinsic2 12345

LG: 70.1NH? RG
LD:  70.04NH? RS
GDS: 70.0017 cx

70.001 0.2 107 RD: 70.001 0.7 107
70.001 0.8 107 LS:  70.015NH?
2.0PF CDS: 70.3PF 7;

TR TERT]

FETM 123

IDSS: 70.197 VPO: 7-4.07 GAMMA: 7-0.37

E: 71.27 KE: 70.027 SL: 70.357

KG: 7-0.27 TAU: 73.0ps? G§S: 70.004%

1G0: 0.5E-10 ALPHAG: 20 IBO: 0.5E-10 ALPHAB: 1 VBC: 20
R10: 75.07 KR: 7 0.057

C10: ?0.4PF7 K1: 7 0.407 C1S: 70.01PF7

CF0: T0.03PF? KF: 7-0.057%;

2por 4 53
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end
Data

ginclude "spar_1.dat"
end

Swaecep
! S-parameter simulation

FREQ: from 2GHZ to 18ghz step=lghz VG: 0.0 -1.74 -3.1 VD: 4;
! DC IV simulation

VG: 0.0 -0.44 -0.88 -1.32 -1.74 -2.2 -2.65 -3.1 VD: from ¢ to 6 n=30;
end

Specification
! AC specification

FREQ: from 2GHZ to 18GHZ step 2GHZ VG: 0.0 VD: 4
RS11 IS11 RS21 IS21 RS12 IS12 RS22 IS22;

FREQ: from 2GHZ to 18CGHZ step 2GHZ VG: -1.74 VD: 4
RS11 IS1t RS21 I521 RS512 IS12 RS22 IS22;

FREQ: from 2GHZ to 1BGHZ step 2GHZ VG: -3.1 V¥D: 4
RS11 IS11 RS21 IS21 RS12 IS12 RS22 I522;

! DC specification
VG: 0.0 ~1.74 -3.1 ¥D: 4 ID W=25;

end

B. The Circuit File After Optimization

! Erxample exll _p2.11

! nenlinear FET model parameter extraction using DC and § parameter
! measurements with DC constraints.

! Model used: Materka and Kacprzak nenlinear FET model.

]

Madel
Extrinsic2 12345
LG: 70.126737NH? RG

LD: 70.0629551NH? RS
GDS: 70.0002629947 CX

70.001 0.001 107 RD: 70.001 0.333231 107
70.001 0.383313 107 LS: 70.0117648KH? -
2.0FF CDS: 70.191975PF 7;

EUE T I

FETM 123

IPSS: 70.1636327 VPO: 7-3.72577 GAMMA: 7-0.1811577

E:r 71.41297 ? KE:  70.049267 SL: 70.4171977

KG: 7-0.1255497 TAU: 73.67149ps? S5: 70.004431117

1Go: 0.5E-10 ALPHAG: 20 IBO: O.5E-10 ALPHAB: i1 VBC: 20
R10: 74.241467 KR: 7 0.007436497

C10: 70.596486PF7 Ki: 7 0.7325017 C15: 70.000902093PF7
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2por

end

CF0: 70.0225464PF7 KF: 7-0.1274947;

Data
#include “"spar_1i.dat"

end

Sveep
! S-parameter simulation

4

5;

FREQ: from 2GHZ to 18ghz step=ighz VG: 0.0 -1.74 -3.1 VD: 4;

! DC IV simulation

VG: 0.0 -0.44 -0.88 -1.32 -1.74 -2.2 -2.65 -3.1 ¥D: from 0 to 6 n=30;

end

Specification

! AC specification

FREQ: from 2GHZ to 18GHZ step 2GHZ VG: 0.0

vD:

R511 IS11 RS21 1521 RS12 IS12 RS22 IS22;
FREQ: from 2GHZ to 18GHZ step 2GHZ VG: -1.74 VD: 4
RS11 IS11 RS21 IS21 RS12 IS12 RS22 IS22;
FREQ: from 2GHZ to 1BGHZ step 2GHZ VG: -3.1 VD: 4
RS11 IS11 RS21 IS21 RS12 IS12 RS22 IS22:

{DC specification

VG: 0.0 -1.74 -3.1 VD: 4 ID W=25;

end

C. Data File {56)

! FILE: SPARL.DAT

! SEPT. 30/88

! 4V VDS/OV VGS/17THA 1DS
!

parameter vg=0 wvd=4;

S-PARAMETERS

format freq(GHz) MS11 PS11 MS21 PS21 MS12

O ONTOO R WN

10

12
i3

0.9546
0.9392
0.8944
0.8789
0.8598
0.8460
0.8388
0.8340
0.8350
0.8326
0.8326
0.8196

-46.72
-66.98
-83.2¢
~97.95
-108.88
-120.97
~127.78
~137.66
~143.32
-149.51
~185.26
-161.01

4.0405
3.6149
3.3323
2.9539
2.6428
2.2946
2.0989
1.9225
1.7984
1.59510
1.5106
1.3838

145.54
129.27
118.50
102.85
95.28
82.85
78.94
67.49
58,95
56.35
46.49
40.82

0.0291
0.0388
0.0458
0.0507
0.0518
0.0517
0.0503
0.0505
0.0525
0.0499
0.0507
0.0473

PS12
62.95
52.47
42.58
33.91
28.76
18.44
18.99
12.84
10.51
12.37
6.11
8.76

4

M522
0.6010
0.5808
0.5718
0.5701
0.5808
0.5683
0.5845
0.5867
0.6089
0.6166
0.6360
0.6427

P522;

-21.
-32.
-39.
~48.
-54.
-63.
-68.
-75.
~79.
-83.
-91.
-93.

43
82
93
94
82
42
54
58
69
21
66
39
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14 0.8301 -166.19 1.2945 34.54 0.0466 4,40 0.6633 -101.10
15 0.8242 -172.00 1.1615 24.82 0.0442 3.98 0.6718 -106.42
16 0.8332 -174.63 1.1335 23.98 0.0436 7.27 0.6845 -108.67
17 0.8190 -179.96 0.9365 11.88 0.0408 5.08 0.7045 -113.75
18 0.8394 -180.64 0.9688 8.12 0.0420 6.08 0.7098 -115.22

parameter vg=-1.74 vd=4;

format freq(GHz) MS11 PS11 M321 PS21 MS12 Ps12 MS22 PS22;
2 0.9585 -36.75 3.1389 150.53 0.0408 66.80 0.5439 -23.91
3 0.9457 -54.12 2.8906 135.84 0.0567 56.58 0.5303 -36.95.
4 0.9004 -67.99 2.7296 125,90 0.0688 47.28 0.5204 -4£.35
5 0.8847 =-82.22 2.4969 111.25 0.0787 37.84 10,5232 -55.70
6 0.8597 -92.49 2.2895 103.05 0.0836 32.18 0.5309 -52.13
7 0.8375 -104.76 2.0371 91.36 0.0868 21.53 0.5177 -71.76
8 0.8262 ~111,74 1.8851 86.36 -0.0873  20.33 0.5312 -76.63
9 0.8144 -122.27 1.7462 75.87 0.0896 12.49 0.5321 -84.21

10 0.8145 -128.60 1.6536 66.69 0.0951 9.33 0.5543 -88.84
11 0.80B0 -134.73 1.4918 64.58 0.0906 7.99 0.5883 -92.92
12 0.8023 -141.64 1.4118 53.94 0.0942 0.67 0.5692 -99.86
13 0.7920 -146.83 1.3213  49.51 0.089% 0.20 0.5759 -102.41
14 ¢.8003 -153.41 1.2339 42.40 $.0905 -5.70 0.5958 ~109.06
15 0.7885 -169.07 1.1325 33.85 0.0856 -8.18 0.6067 -114.76
16 7,/926 -162.96 1.0965 32,61 ©.0857 -9.30 0.6098 -115.86
17 0.7871 -167.84 0.9808 21.65 0.0811 -13.31 0.6270 -121.67
18 0

7972 -169.40 0.9671 20.98 0.0793 -14.38 0.6318 -12Q.02

parameter vg=-3.1 vd=4;

format freq(GHz) MS11 PS11 MS21 PS21  MS12 DSi2 ME22 PS522;
.9614 -32.46 2.54%4 152,25 .0491 68.66 .5383 -24.26
.9450 -48.34 2.3749 138.14 .0691 58.95 .5287 -37.94
.9026 -60.84 2.2681 128.46 .0853 49.75  .5227 -46.46
.8840 -74.37 2.1038 114.14 .0993 40.23  .5285 -57.50
.8604 -84.23 1.9597 105.74 .1070 34.70 .5312 -64.10
8324 -96.28 1.7474 93.93 .1124 23.84 5203 -74.58
8145 -103.10 1.6293 88.90 .1147 22.02 .5292 -~75.12
.7972 -113.68 1.5213 78,38 .1191 13.54 .5331 -87.56
10 .7953 -120.22 1.4587 68.97  .1275 9.82 ,E479 -91.61
11 .7859 -126.03 1.3230 66.72 .1225 8.00 .5523 -96.66
12 .7767 -133.54 1.2602 55.70 .1286 .46  .5566 -102.75
13 .7621 -138.24 1.1803 51.49 .1214 -1.44 .5631 -108.18
14 .7681 -145.50 1.1179 44.23 .1252 -7.09  .5876 -111.68
15 .7587 -161.00 1.0290 35.72 .1211 -10.03  .5938 -117.61
16 .7610 -155.48 1.0001 33.95  .1213 -12.09  .5907 -118.18
17 .7S70 -160.04  .B9ST 23.17 .1145 -16.18  .5972 -123.92
18 .76594 -162.61 .8860 21.81 .1139 -18.16 .6233 -121.86

[T- - B B I S R

format vg vd  id;
0.0 4.0 0,177
-1.74 4.0 0¢.092
-3.10 4.0 0.037

A.1.2 Case 1 — Extended with Siimulated Data

A. The Circuit File Before Optimization

! Example ex21 _p2.ckt
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nonlinear FET model parameter extraction using DC and S parameter
measurements with DC constraints.

Model used: Materka and Kacprzak nonlinear FET model.

Model
Extrinsic? 12345
1G:  ?0.1NH? RG : 70.001 0.2 107  RD: 70.001 0.7 107
LD: 70.04NH? RS : 70.001 0.8 107  LS: 70.015NH?
GDS: 70.0017 CX : 2.0PF CDS: 70.3PF 7;
FETM 123
IDSS: 70.197  VPO: 7-4.G:i GAMMA: 7-0.37
E: 71.2 7 KE: 70.027 SL: 20.357
KG:  7-0.27  TAU: 7?3.0ps? SS: 20.0047

IGO: 0.SE-10  ALPHAG: 20 IB0: 0.5E-10 ALPHAB: 1 VBC: 20
R10:  7?5.07 KR: 7 0.057

C10: 70.4PF7 Ki1: 7 0.407 C15: 70.01PF7

CFO:  70.03PF? KF: 7-0.0567;

2por 4 5;
end
Data
#include "SPAR_2.DAT"

end

Seeep
! S-parameter simulation

FREQ: from 2GHZ to 18ghz step=ighz VG: 0.0 -1.74 -3.1 VD: 4;

! DC IV simulation

VG; 0.0 -0.44 -0.88 -1.32 -1.74 -2.2 ~2.65 -3.1 VD: from 0 to 6 n=30;

end

Specification
! AC specification

FREQ: from 2GHZ to 1B8CHZ step 2GHZ VG: 0.0 VD: 4
RS11 IS11 RS21 IS21 RS12 IS12 RS22 IS22;

FREQ: from 2GHZ to 18GHZ step 2GHZ VG: -1.74 VD: 4
RS11 IS11 RS21 1521 R512 IS12 HS22 1S822;

FREQ: from 2GHZ to 18GHZ step 2GHZ VG: -3.1 VD: 4
RS11 ISi1 RS21 IS21 R512 IS12 RS22 I522;

! DC specification
VG: 0. VD: 0.333 0.667 1.0 1.333 4 ID W=25;
¥G: -1.74 VD: 0.333 0.667 1.0 1.333 4 1D W=25;
VG: -3.10 VB: 0.333 0.667 1.0 1.333 4 ID W=25;

end
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B. The Circuil File After Optimization

! Example ex21_p2.11

! nonlinear FET model parameter extraction using DC and S parameter
! measurcments with DC constraints.

! Model used: Materka and Kacprzak nonlinear FET model.

)

Model
Extrinsic2 12345
LG: 70.128019NH? RG : 70.001 0.00100004 107 RD: 70.001 0.386245 107
LD: 70.0630276KH? RS : 70.001 0.377397 107 LS: 70.0117225KH7
GDS: 70.0002415327 CX : 2.0PF Chs: 70.191869PF 7;
FETM 123

IDSS: 70.1631837 VPO: 7-3.725917 GAMMA: 7-0.1825447

E: 71.40776 7 KE: 70.047447 SL: 70.4188587 .

KG: 7-0.1278577 TAU: 73.61612ps? SS: 70.004447287

IGO: 0.5E-10 ALPHAG: 20 IBO: 0.5E-10 ALPHAB: 1 VBC: 20
R10: 74,366057 KR: 7 2.89814e-057

C10: 70.593941PF7 K1: 7 0.7370717 C1S: 70.00176953PF7
CFO: 70.0225293PF7 XF: 7-0.126737;

2por 4 5;
end
Data
#include "SPAR_2.DAT"

end

Seeep
! S-parameter simulaticn

FREQ: from 2GHZ to 18ghz step=lghz VG: 0.0 -1.74 -3.1 YD: 4;
! DC IV simulation

¥G: 0.0 -0.44 -0.88 -1.32 -1.74 -2.2 -2.65 -3.1 VD: from 0 to 6 n=30;
end

Specification
! AC specification

FREQ: from 2GH? to 18GHZ step 2GHZ VG: 0.0 VD: 4
RS11 IS11 RS21 IS21 RS12 IS12 RS22 IS22;

FREQ: from 2GHZ to 1BGHZ step 2GHZ VG: -1.74 VD: 4
RS11 1S11 RS21 IS21i RS12 IS12 RS22 Is22;

FREQ: from 2GHZ to 18GHZ step 2GHZ VG: -3.1 VD: 4
RS11 IS11 RS21 1§21 R512 IS12 RS22 I522;

! DC specification

VG: 0. VD: 0.333 0.667 1.0 1.333 4 ID W=25;
VG: -1.74 ¥D: 0.333 0.667 1.0 1.333 4 ID W=25;
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Lt
VG: -3.10 ¥D: 0.332 0.667 1.0 1.333 4 ID W=25;

end

C. Data File [506)

FILE: SPAR_2.DAT
SEPT. 30/88
4V VDS/0V VGS/177TMA IDS

parametexr vg=0 vd=4;
format freq(GHz) MS11 PS11 MS21 PS21 MS12

0.9546
0.5392
0.8944
0.8789
0.8558
0.8460
0.8388
0.8340
0.8350
0.8326
0.8326
0.8196
0.8301
0.8242
0.8332
0.8190
0.83%4

~46.72

-66.98

-83.24

-97.95
~108.88
-120.97
-127.78
-137.66
-143.32
~149.51
-155.26
-161.01
-166.19
-172.00
-174.63
-179.96
-180.64

parameter vg=-1.74
format freq(GHz) MS11 PS11 MS21 PS21 MS12

4.0405
3.6148
3.3323
2.9539
2.6428
2.2946
2.0989
1.922%
1.7984
1.5910
1.5106
1.3838
1.2545
1.1615
1.1335
0.9365
0.9688

vd=4;

S-PARAMETERS

145.54
125.27
118.50
102.85
95.28
82.85
78.94
67.49
58,95
56.35
46.49
40.82
34.54
24,82
23.98
i1.88
8.12

0.0291
0.0388
0.0458
0.0507
0.0518
0.0517
0.0503
0.0505
0.0525
0.0499
0.0507
0.0473
0.0466
0.0442
0.0436
0.0408
0.0420

2 0.9585 -36.75 3.138% 150.53 0.0408
3 0.9457 -54.12 2.8906 135.84 0.0567
4 0.9004 -67.99 2.7296 125.90 0.0688
G 0.8847 -82.22 2.4969 111.25 0.0787
6 0.8597 -92.49 2,2895 103.05 0.0836
7 0.8375 -104.76 2.0371 91.36 0.0868
8 0.8262 -111.74 1.8851 86.36 0.0873
9 0.8144 -122.27 1.7462 75.87 0.0896
10 0.8145 -128.60 1.6536 66.062 0.0951
11 0.8080 -124.73 1.4918 64.58 0.0906
12 0.8023 -141.64 1.4118 53.94 0.0942
13 0.7920 -146.83 1.3213 49.51 0.08%
14 0.8003 -153.41 1.2339 42.40 0.0905
15 0.7885 -159.07 1.1326 33.85 0.0856
16 0.7926 ~162.96 1.0965 32.61 0.0857
17 0.7871 -167.84 0.9808 21.65 0.0811
18 0.7972 -169.40 0.9671 20.98 0.0799

parameter vg=-3.1 vd=4;

format freq(GHz) MS11 PS11 MS21 P521

b WK

.9614
.9490
.9026
.8840
.8604

=-32.46
-48.34
-60.84
-74.37
-84.23

2.5494
2.3749
2.2681
2,1038
1.9597

152.25
138.14
128.46
114.14
105.74

M512
.0491
.0691
.0853
.0993
.1070

P§12
62.95
52.47
42.58
33.91
28.76
18.44
i8.99
12.84
10.51
12.37
6.11
8.76
4.40
3.98
7.27
5.08
6.08

PS12
66.80
56.58
47.29
37.94
32.18
21.53
20.33
12.49
9.33
7.99
0.67
0.20
~5.70
-8.18
-9.3%
-13.31
-14.38

PS12
68.66
58.95
49,75
40.23
34.70

H522
0.6010
0.5808
0.5718
0.5701
0.5808
0.5683
0.5845
0.5867
0.6089
0.6166
0.6360
0.6427
0.6633
0.6718
0.6845
0.7045
0.7098

MS22
0.5439
0.5303
0.5204
0.5232
0.5309
0.5177
0.5312
0.5321
0.5543
0.5553
0.5692
0.5759
0.5958
0.6067
0.6098

G.6270

0.6318

M322
.5383
.5287
.5227
5255
.5312

PS22;
-21.43
-32.82
-39.93
-48.94
=-54.82
-63.42
-68.54
-75.58
-79.69
-83.21
-91.66
-93.39
-101.10
~106.42
-108.67
-113.75
-115.22

P522;
-23.91
-36.95
-45.35
~55.70
-62.18
=71.76
-76.63
-84.21
-88.84
-92.92
-99.86
-102.41
-109.06
-114.76
«115.86
~121.67
-120.02

PS22;
-24.26
-37.94
-46.46
-57.50
-64.10
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T .8324 -96.28 1.7474 93,93 .1124 23.84 .5203 -74.55%
g8 .8145 -103.10 1.6293 88.90 .1147 22,02 .5292 -79.12
g .7972 -113.68 1.5213 78.38 .1191 13.54 . .5331 -87.56
10,7953 -120.22 1.4587 68.97 .1275 9,82 .5479 -91.61
11 .7859 -126.03 1.3230 €6.72 .1225 8.00 .5523 -96.66
12 .7767 -133.54 1.2602 55.70 .1286 .46  .5566 -102.75
13 .7621 -138.24 1.1803 61.49 .1214 -1.44 .5681 -108.18
114 .7681 -145.50 1.1179 44.23 .1252 ~-7.09  .5876 -111.68
15 .7587 -151.00 11,0290 35.72 .1211 -10.03 .5939 -117.61
16 .7610 -155.48 1.0001 33.95 .1213 -12.09  .5907 -118.18
17 .7S70 -160.04 .8957 23.17 .1145 -16.18 .5972 -123.92
18 .7594 -162.61 .8860 21.81 ,1139 ~-18.16  .6233 -121.86

format vg vd id;
0.0 4.0 0.177
-1.74 4.0 0.092
-3.10 4.0 0,037

HarPE Version 1.4 for HP 9000/300 sorkstaticns

Circuit File: /users/shen/harpe/thesis/ex11/exil_p2.11
Thu Sep 27 20:43:51 1990

DC Data (I-V Characteristics)

PARAMETER VG=0V;
FORMAT VD(V} ID(mA);

] 0.0000 0

0 0.1667 0.052
0 0.3333 0.C95
0 0.5000 0.126
0 0.6667 0.145
0 0.8333 0.155
0 1.0000 0.160
0 1.1667 0.163
0 1.3333 0.164

! PARAMETER VG=-1.74V;
! FORMAT ¥D{V) ID{mA);

~1.74 0.0000 00

-1.74 0.1667 0.0313
~-1.74 0.3333 0.0536
-1.74 0.5000 0.0654
-1.74 0.6667 0.0708
-1.74 0.8333 0.0734
-1.74 1.0000 0.0749
-1.74 1.1667 0.0761
-1.74 1.3333 0.0771

{ PARAMETER VG=-3.1V;
| FORMAT VD(V) ID(mA);

-3.1 0.0000 00

-3.1 0.1667 0.0104
=-3.1 0.3333 0.0164
-3.1 0.5000 0.0191
=-3.1 0.6667 0.0208
~3.1 0.8333 0.0216
3.1 1.0000 0.0226
-3.1 1.1667 0.0235

-3.1 1.3333 0.0245
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A.1.3 Case 2
A. The Circuit File Before Oplimization : <

Example small.ckt

nonlinear FET model parameter extraction using DC and S parameter
measurements with D¢ constraints.

Model used: Curtice nonlinear FET model.

e aw rm bk pe s

Model
Extrinsic2 12345
1G:  70.3NH? RG: 70.01 4 107 RD: 70.01 0.5 107
Li: 0.2RH? RS: 70.01 2 107 LS: 70.08NH?
GDS: 70.2e-37 CX: ?71.5PF7 CDS: 70.1PF?
CGE: 70.01PF7 CDE: 70.01PF7;
FETC 123
A0: 70 ©.15 0.37 Al: 7T 0.15 7
A2: 7 =0.027? A3: 7-0.027
GAMMA: 71 7 BETA: 70.037 TAU: 73PS5?
¥DS0: 70 2 67 IS: le-14 N: 717
CGS0: 7 0.5PF7? CGDO: 70.0392PF7 FC : 70.7 7
GMIN: 1.CE-07 VLI: 70.87 YBR: 30 ;
2por 4 5;
end
Data
#include "spar_3.dat"
end
Sweep

! S-parameter simulation

FREQ: from 1GHZ to 15ghz step=1ghz VG: -0.361 VD: 2;
FREQ: from ighz to 15ghz step=1ighz VG: -0.667 VD: 4;
FREQ: from 1ghz to 1Sghz step=ighz VG: -1.062 VD: 6;

! DC IV simulation
VG: -1.062 -0.667 -9.361 vD: from 0 to B n=20;
end

Specification
! AC specification

FREQ: IGHZ 3ghz Sghz 7ghz 9ghz 11ghz 13ghz 15GHZ VG: -0.361 VD: 2
RS11 IS11 RS21 IS21 RS12 IS12 RS22 I522;

FREQ: 1GHZ 3ghz 5ghz Tghz Sghz 11ghz 13ghz IGCHZ VG: -0.667 VD: 4
RS11 ISit RS21 IS21 RSi2 IS12 RS22 IS22;

FREQ: 1GHZ 3GHZ S5GHZ TGHZ 9GHZ 11GHZ 13GHZ 15GHZ VG: -1.062 VD: ¢
AS11 IS11 RS21 IS21 RS12 IS12 RS22 IS22;
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t DC specification
¥G: -0.361 VD: 2 ID w=20;

VG: -0.667 ¥D: 4 ID w=20;
¥G: ~1.062 VD: 6 ID w=20;
end

3. The Circuil File After Oﬁtimization

Example small.l2

Appendix A CIRCUIT AND DATA FILES

nonlinear FET model parameter extraction using DC and § parameter

Model used: Curtice nonlinear FET model.

!
!
1
{ peasurements with DC constraints.
!
!

Meodel

Extrinsic2 12345
LG:
LD:
GDS:
CGE:

70.352492NH7
70.3062220H7
70.002183667
70.00375491PF?

CX:
CDE:
FETC 123

AO:
A2:

70 0.0957286
7 -0.01014847
GAMMA: 7 1.06983 7
¥DS0: TO 1.78158 67
CGS0: 7 0.614364PF7
GMIK: 1.0E-07

0.37

2por 4 5;

end
Data
ginclude "spar. 3.dat"

end

Swveep
! S-parameter simulation

FREQ: from iIGHZ to 15ghz step=lghz VG:
FREQ: from 1ghz to 15ghz step=ighz VG:
FREQ: from ighz to 15ghz step=lghz VG:

' DC IV simulation

70,01 5.7407 107  -b:
70.01 3.60413 107 . LS:

70.01 0.01 107
70.0774401NH?

71.88423PF7 cDS: 70.0977131FF?
?0.00495952PF7;

Al: 7 0.0969376 7

A3: 7-0.02511317

BETA: 70.03826147 TAU: 73.1B21PS7
IS: le-14 N: 717

CGDO: 70.0783114PF7 FC : 70.7 7

VBI: 70.7990767 VBR: 30 ;

-0.361 ¥D: 2;
-0.667 VD: 4;
-1.062 VD: 6;

VG: -1.062 -0.667 -0.361 VD: from 0 to B n=20;

end

Specification
! AC specification
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FREQ: 1GHZ 3ghz Sghz 7ghz 9ghz 1ighz 13ghz 15CHZ VG:

RS11 IS11 RS21 IS21 RS12 IS12 RS22 1822;

FREQ: 1GHZ 3ghz 5ghz 7ghz 9ghz 11ghz 13ghz 1SGHZ VG:

RS11 IS11 RS21 IS521 RS12 1512 RS22 IS22;
FREQ: 1GHZ 3GHZ SGHZ TGHZ 9GHZ 11GHZ 13CGHZ 15GHZ VG: -1.062 VD: 6
RS11 IS11 RS21 IS21 RS12 IS12 RS22 IS22;

! DC specification .
¥G: -0.361 VD: 2 ID w=20;
¥G: ~0.667 VD: 4 ID w=20;
VG: —-1.062 VD: 6 ID w=20;

end

C. Data File [69]

! File: spar_3.dat
! S-parameter and DC measurement at 3 bias points
1

PARAMETER VG =-.361

FORMAT FREQ M511 PS11

1.000GHZ
2.000GHZ
3.000GHZ
4.000GHZ
5.000GHZ
6.000GHZ
7.000GHZ
8.000GHZ
9.000GHZ
10.000GHZ
11.000GHZ
12.000GHZ
13.000GHZ
14.000GHZ
15.000GHZ
'16.000GHZ
'17.000GHZ
118.000GHZ
119.000GHZ
120.000GHZ

.979
.934
.878
.807
.762
.700
.666
.629
.609
.605
.608
.612
.624
.637
.631
.636
.620
.607

~-22.5
~42.2
-58.9
-75.3
=-91.2
-106.8
-122.3
-138.8
-1563.6
-168.7
179.¢0
166.9
167.9
149.9
143.8
139.0
134.3
130.7

.594 123.9

.569

119.3

VD=2 ;

M521
5.0751
4.7006
4.2603
3.9184
3.6107
3.3358
3.0926
2.8748
2.6407
2.4540
2.2632
2.0907
1.9134
1.7770
1.6584

1.5500

1.480%

1.4068

1.3722

1.3164

PARAMETER VG = -~.667 VD=4;
FORMAT FREQ MS11 PS11

1.000GHZ
2.000GHZ
3.000GHZ
4.000GHZ
5.000GHZ
6.000GHZ
7.000GHZ
8.000GHZ
9.000GHZ
10.00LGHZ
11.000GHZ

.983
.945
.898
.830
787
.723
.683
.638
.609
.598
.597

-20.2
=-38.1
-53.4
-68.4
-83.2
-97.8
-112.8
-128.7
=-143.9
~159.5
-172.7

M521

5734
L2792
.9170
.6557
.4163
.2070
.0142
2.8536
2.6537
2.5056
2.3270

W W W W Wb

pPs21
162.3
146.2
132.1
118.0
107.5
96.2
86.1
75.5
66.5
57.5
48.9
41.3
33.4
27.6
20.3

15.7

9.

7
5.3
-7

=-5.0

ps21
163.5
148.5
135.0
122.4
111.1
100.0
90.0
79.4
70.1
60.6
51.5

MS12
. 0256
.0469
.0629
L0773
.0885
.0987
.1063
.1128
.1182
-1230
.1267
.1315
. 1351
.1419
.1481
.1588
L1710
.1872
.2078
.2320

M312
.0187
.0344
.0459
.0574
L0657
L0734
.0791
.0846
.0891
.0935
L0960

P312
749.0
67.9
60.0
52.4
47.
41.
3.
33.
30.
26.
24.
22.1
20.1
18.7
17.9
17.2
16.8
16.0
15.6
13.3

=00 B nOo YW

PS12
80.2
70.4
63.3
56.4
52.4
47.4
44.4
40.9
3g.8
36.7
35.0

MS22 P522
.545 -11.8
.523 =-22.9
.503 -28.3
470 -37.1
434 -41.9
.396 -48.8
.356 =53.5
.308 -62.2
.272 -68.7
.224 -80.3
.198 -92.9
.180 -111.8
.178 -123.9
.188 ~144.4
.218 ~146.9
.217 -158.3
.257 -157.6
.240 -159.4
.268 -161.7
.251 -161.4
MS22 PS22;
.675 -B.7
.656% ~-17.1
.642 -21.%
.623 -28.4
.592 -32.0
.568 =-37.1
.534 -40.7
.497 -46.3
.465 =51.1
.423 -57.3
.390 -65.5

-0.361 VD: 2

-0.667 VD: 4

1449
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12.000GHZ .601 174.7 2.1758 43.3 . 1024 34.0 .362 -75.3
13.000GHZ .614 165.1 2.0045 35.0 .1063 33.4 .351 -B4.4
14.000GHZ .627 157.2 1.8696 28.6 .1134 32.5 .329 -97.2
15.000GHZ .622 151.0 1.7376 20.6 .1216 31.7 .367 -106.5
116.000GHZ .625 146.2 1.6303 15.8 .1331 31.9 .349 -113.8
117.000GHZ ~ .611 141.6 1.5467 9.2 1456 32.0 .401 ~120.8
'18.000GHZ .596 138.0 1.4606 5.0 1644 31.9 .396 -121.7
119 000GHZ .58B2 132.6 1.4213 -7 1852 32.2 .425 ~126.9
120.000GHZ .554 127.7 1.3582 -4.8 2130 30.0 .418 -127.7
PARAMETER VG=-1.062 VD=6;

FORMAT FREQ MS11 PS11 MS21 P521 K512 PS12 MS22 PS22;
1.000GHZ .585 -17.0 3.1547 165.5 0170 80.8 LTt -7.2
2.000GHZ .95%9 -32.4 3.0073 151.8 .0318 72.6 .702 =-14.8
3.000GHZ .928 -45.8 2.8134 139.2 . 0433 65.6 .691 -18.8
4.000GHZ .873 -59.5 2.6908 126.9 0545 58.9 .681 -25.5
5.000GHZ .B40 -73.1 2.5725 116.0 0633 54.5 .654 -29.0
6.000GHZ .783 =-86.7 2.4720 104.9 .0718 49.3 .638 -34.5
7.000GHZ .744 -100.7 2.3723 94.7 LOT77 45.9 .608 =37.9
8.000GHZ .698 -115.6 2.2970 83.8 . 0840 41.7 57T -43.7
9.000GHZ .661 -130.3 2.1698 73.9 .0882 38.7 .550 -4B.4

10.000GHZ .638 -145.6 2.0892 64.0 .0921 36.3 .515 -54.,1

11.000GHZ .629 -159.1 1.9755 54.2 .0943 34.3 .485 -61.7

12.000GHZ .619 -172.5 1.8688 45.4 .0987 33.2 .460 -70.2

13.000GHZ .625 176.3 1.7409 26,2 .1016 31.7 .447 -78.4

14.000GHZ .631 166.7 1.6368 28.8 1384 30.7 .421 -89.2

15,000GHZ .630 159.1 1.5321 20.3 .1138 31.0 .454 -98.3

'16.000GHZ .633 153.2 1.4356 14.6 .1232 31.8 .430 -105.6

'17.000GHZ .624 147.9 1.3622 7.5 1335 31.8 .478 -113.8

'18.000GHZ .610 143.3 1.2863 2.8 1499 3z2.4 .473 -116.4

'19.000GHZ .600 136.3 1.2522 -3.6 1689 33.2 .498 -122.7

+20.000GHZ .574 130.8 1.1922 -7.9 1938 31.9 .499 -124.9

FORMAT VG VD ID(MA):

-.361 2 45.3
-.667 4 30
-1.062 6 15

A.2 CIRCUIT AND DATA FILES FOR EXAMPLES IN

CHAPTER 5

A.2.1 Case 3

A. The Circuit File Before Optimization

Example

spectrum mecasurements.
Model used: Curtice nonlinear FET model.

Model

larg

e.ckt

]
!
! nonlinear FET model parameter extraction using large-signal power
1
1
[}
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Extrinsic2

-~ LG 70
Lb: 70
GDS: 70
CGE: %0

FETC 12

i

Data Files for Examples in Chapter 5

12345
.3NH? RG: 70.01 4 107 RD: 70.01 0.5 107
.2NH? RS: 70.01 2 107 LS: ~70.08BNH?
.2e-37 CX: 71.5PF7 CDS: 70.1PF?
+01PF? CDE: 70.01PF7%; :

3

AO: 70 0.15 0.37 A1: 7 0.15 7

A2: 7 -0.027 A3:  7-0.027

GAMMA: 7 1 7 BETA: 70.037 TAU: ?3PS?
VDSO:; 70 2 67 IS:  le-14 N: 7?17
CGSC:. ? 0,SPF? CGDO: 70.092PF? FC : 70.7 7
GMIN: 1.0E-07 VBI: =0.87 VBR: 30 ;

2por 4 5;
end

Data

! pover spectrum measurement data
#include "fetb_02.dat"

#include "fetb_2.dat"

#include "fetb_6.dat"

end

Sweep
! HB simulation

FREQ: 0.2GHZ PIN: from -15DBM to 10DBM step=5DBM VG: -0.373 VD:
FREQ: 0.2GHZ PIN: froxz -15DBM to 10DBM step=bDBM VG: -0.674 VD:
FREQ: 0.2GHZ PIN: from -15DBM to 10DBM step=GDBM VG: -1.072 VD:
FREQ: 2GHZ PIN: from -15DBM to 10DBM step=5DBM VG: -0.363 VD:
FREQ: 2GHZ PIN: from -1SDBM to 10DBM step=5DBM VG: -0.667 VD:
FREQ: 2GHZ PIN: from -15DBM to 10DBM step=5DBM VG: -1.070 VD:
FREQ: 6GHZ PIN: from -1i5DBM to 1CDBM step=5DBM VG: -0.372 VD:
FREQ: 6GHZ PIN: from -15DBM to 10DBM step=5DBM VG: -0.673 VD:
FREQ: 6GHZ PIN: from ~15DBM to 10DBM step=5DBM VG: -1.073 VD:

1 DC IV simulat
¥G: ~1.062 -0
end

Specification

-t Wt W4 wE me ws

RN LR B Y.

ion

.667 -0.361 VD: from 0 to 8 n=20;

! Power spectrum specification

FREQ: 0.2GHZ
FREQ: 0.2GHZ
FREQ: 6GHZ

FREQ: 6GHZ

PIN: -15DBM -5DBM SDBM VG: -0.373 V¥D: 2
IDO POUT1 POUT2 POUT3;
PIN: -15DBM -SDBM 5DBK VG: -1.072 VD: 6
IDO POUT1 POUT2 POUT3;
PIN: -15DBM ~5DBM SDEM VG: -0.372 VD: 2
ID0 POUT1 POUTZ POUT3;
PIN: -15DBM -5DBM SDBM VG: -1.073 VD: 6
IDC POUT: POUT2 POUT3;

. 151



end

Appendix A CIRCUIT AND DATA FILES

. The Circuit File After Optimization _

Example large.l2

nonlinear FET model parameter

Model used: Curtice nonlinear

!
!
!
! spectrum measurem
!
!

Model

ents.

Extrinsic2 123456

LG: 70.21776
LD: 70.3726%
GDS: 70.00181

INH? RG:
1NK? RS:
8567 cX:

CGE: 70.010269PF7 CDE:

FETC 123

AD: 70 0.0729183

A2: ? -0.001002157

GAMMA: 7 1.59

vDpso: 70 1.

CGSO: 7 0.63

GMIN: 1.0E-0
2por 4 5;

end

Data

368 7
89835 67
6163PF7?
7

ertraction using large-signal powver

FET model.

70.01 4.02715 107 RD: 70.01 1.54468 107
70.01 0.701857 107 LS: 70.04489098H7
?75.43504FPF7 CDS: 70.244114PF7
70.0109153PF7;

N

0.37°.Al: 7 0.071381 7

A3: ?7-0.010B3667

BETA: 70.03790717 TAU: 73.16368PS7T
15: le-14 N: 71.380717
CGDO; 70.0837511PF? FC : 70.758025 7
VBI: 70.8986897 VBR: 30 ;

! pover spectrum measurement data
tinclude "fetb_02.dat"

ginclude "fetb_2.dat
#include "fetb_6.dat
end

Sweep
! HB simulation

FREQ: 0.2GHZ FIN:
FREQ: 0.2GHZ FIN:
FREQ: %5.2ZGHZ PIN:
FREQ: 2GHZ PIN:
FREQ: 2GHZ PIN:
FREQ: 2GHZ  PIN:
FREQ: 6GHZ PIN:
FAEQ: 6GHZ PIN:
FREQ: 6GHZ PIN:

' DC IV simulation
VG: ~1.062 -0.667

end

"

from -15DBM
from -15DBM
from -15DBM
from -15DBM
from -15DBH
from -15DBM
from -15DBM
from -15DBM
from -15DBM

2

to 10DBM step=GDBM VG: -0.373 VD:

to 10DBM step=5DBM VG: -0.674 VD:.
to 10DBM step=SDBM VG: -1.072 VD:
to 10DBM step=5DBM VG: -0.363 VD:
to 10DBM step=SDBM VG: -0.667 VD:
to 10DBM step=5DBM VG: -1.070 VD:
to 10DBM step=5DBM VG: -0.372 VD:
to 10DBM step=SDBM  VG: -0.673 VD:
to 10DBM step=SDBM VG: -1.073

DN D e o
we wt mb Wt wr ms ma

-
o

-0.361 VD: from 0 to 8 n=20;
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Specification
! Power spectrum specification

FREQ: 0.2GHZ PIN: -1SDBEM -5DBM SDBM VG: -0.373 VD: 2
IDO POUT1 POUT2 POUT3;
FREQ: 0.2GHZ PIN: -1S5DBM -5DBM SDBM VG: -1.072 VD: 6
. IDO POUT1 PQUT2 POUT3;
FREQ: 6GHZ PIN: -15DBM -SDBM SDBM VG: -0.372 V¥D: 2
IDO POUT1 POUT2 POUT3;
FREQ: 6GHZ PIN: -15DBM -5DBM 5DBM VG: ~-1.073 VD: 6
IDO POUT1 POUT2 POUT3;

end

C. Data Files [69]
fetb_02.dat

! File: FETB_02.DAT

! FET power spectrum measurement data
! fundamental freq is 0.2 GHz

1

PARAMETER VG = -0,373 VD = 2 FRER = 0.2GHZ;
FORMAT PIN(DBH) POUT?(DBM) POUT2(DBM) POUT3{DBM) IDO(MA);

+10.0 +15.8 +0.4 +3.0 36.5
+5.0 +15.1 =3.0 -1.7 K)o
0.0 +13.1 -13.6 ~10.2 42.6
=5.0 +9.3 =-31.1 -28.3 44.5
-10.0 +4.3 -36.6 -46.2 44.8
-15.0 - ~0.8 -46.6 -59.9 45.0

PARAMETER VG = -0.674 VD = 4 FREQ = C,2CHZ;
FORMAT PIN(DBM) POUT1(DEM) POUT2(DBM) POUT3(DBM) IDO(MA);

+10.0 +20.1 +3.3 +5.9 49.7
+5.0 +17.6 +3.0 -11.0 39.9
0.0 +12.9 -6.2 -23.5 33.0
-5.0 +8.3 -16.4 -37.1 30.8
-10.0 +3.3 ~26.4 -50.9 30.2
-15.0 -1.7 -36.8 -95.9 30.0

PARAMETER VG = ~1.072 VD = 6 FREQ = 0,2GHZ;
FORMAT PIN(DEM) POUT1{DBM) POUT2(DBM) POUT3(DBM) IDO(MA):

+10.0 +19.9 +11,2 -9.3 43.9

+5.0 +15.0 +4.2 -24.3 26.9

0.0 +10.1 -4.2 -37.7 19.3

=5.0 +5.0 -13.7 -50.9 16.4

-10.0 0.0 -23.7 -99,9 15.4

-15.0 -5.2 -33.7 -99.9 15.0
fetb_2.dat

! File: FETB_2.DAT

! FET power spectrum measurement data
! fundamental freq is 2 GHz
¢

PARAMETER VG = -0.363 VD = 2 FREQ = 2GHZ;
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FORMAT PIN(DEM) POUT1{(DBM) POUT2(DBM) POUT3(DEM) IDO(MA);

+10.0 +14.5 +6.8 oo=1.1 26.1
+5.0 +13.9 +4.1 -4.3 29.7
0.0 +12.3 -0.5 -8.1 37.9
-5.0 +9.8 -11.5 -17.7 43.1
-10.0 +5.6 -26.5 -37.1 44.7
-15.0 +0.2 ~-38.5 -54.7 45.3

PARAMETER VG = -0.667 VD = 4 FREQ = 2GHZ;
FORMAT PIN(DBM) POUT1(DEM) POUT2(DBM) POUT3(DEM) TIDO(MA);

+10.0 +19.3 +3.0 +5.6 35.1
+5.0 ‘+1B.1 =3.0 -2.4 34.1
0.0 +15.0 -9.6 ~23.6 32.0
-5.0 +10.3 -19.6 ~37.7 30.3
-10.0 +5.3 -29.7 -52.3 -30.1
-15.0 ~0.2 -40.6 -67.6 30.1

PARAMETER VG = -1.07 VD = 6 FREQ = 2GHZ;
FORMAT PIN(DBM) POUT1(DBM) POUT2(DEM) POUT3{DBM) IDO(MA);

+10.0 +21.4 +6.3 -0.3 36.8

+5.0 +17.1 +1.4 -20.3 25.2

0.0 +12.3 -6.7 © =30.9 18.8

-5.0 +7.3 -16.0 -44.0 16.2

-10.0 +2.3 -25.9 ~56.6 15.3

-15.0 -3.3 -36.9 -99.9 15.0
fetb_6.dat

! File: FETB_6.DAT

! FET power spectrum measurement data
! fundamental freq is 6 Gilz
:

'PARAHETER VG = -0.372 VD = 2 FREQ = 6CGHZ;
FORMAT PIN(DBM) POUT1(DBM) POUT2(DBM) POUT3(DEM) IDO(MA);

+10.0 +15.1 +2.4 -5.7 38.9
+5.0 +13.0 -5.2 ~11.9 42.3
0.0 +9.6 ~19.5 -27.3 44.3
~5.0 +4.9 -32.4 -45.6 44.7
~10.0 0.0 -42.7 -60.1 44.9
~15.0 ~5.2 -52.8 -99.9 45.1

PARAMETER VG = -0.673 VD = 4 FREQ = 6GHZ;
FGRMAT PIN(DBM) POUT1(DBM) POUT2{DBM) POUT3(DBM) IDO(MA);

+10.0 +18.1 -1.5 -7.3 42.8
+5.0 +13.9 -10.7 -22.1 34.0
0.0 +3.5 -21.2 -36.1 31.0
=-5.0 +4.6 -31.5 -49.9 30.2
-10.0 -0.3 -41.4 -62.1 30.0
-15.0 ‘«5.5 ~54.4 =-99.9 30.0

PARAMETER VG = -1.073 VD = 6 FREQ = 6CHZ;
FORMAT PIN(DBM) POUT1(DBM) POUTZ(DBM) POUT3(DBM) IDO(MA};

+10.0 +16.1 +1.9 -10.2 31.2
+5.0 +11.7 -5.8 -20.86 21.3
0.0 +7.3 -14.8 -33.5 i7.1
=5.0 +2.4 -24.6 ~47.8 15.86
~10.0 -2.6 -34.4 -61.1 15.1
-15.0 -7.8 -46.9 -99.9 15.0
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A.3 CIRCUIT AND DATA FILES FOR-EXAMPLES IN
CHAPTER 6

A.3.1 Circuit File for the Example in Section 6.2.4

! Example 1

! Demonstration of the consistency of DC/small-signal analysis
! and nonlinear harmonic balance analysis.

! Hodel used: Curtice nonlinear FET model.

]

EXPRESSICHN
POWER_RATIO= SQRT(POUTW1/PINW);
END
MODEL
EXTRINSIC2 12345
LG:  0.3NH RG: 4 RD: 0.5
LD: O.2NH  RS: 2 LS: 0.08NH
GDS: 0.2E-3 CX:  1.SPF CDS: 0.1PF
CGE: 0.01PF  CDE: 0.01PF;
FETC 123
A0:  0.15 Al: 0.15 A2:  -0.02 A3:  -0.02
GAMMA: 1 BETA: 0.03 TAU: 3PS
vDS0: 2 1S:  1E-14 N: o1
€GS0: 0.5PF CGDO; 0.092PF  FC : 0.7
GMIN: 1.0E-07  VBI: 0.8 VBR: 30 ;
2P0R 4 5;
END
SWEEP

! HB SIMULATION
FREQ: GGHZ PIN: FROM -15CDBM TO 30DBM STEP=2DBM VG: -0.6 VD: 4
POWER_RATIO;
FREQ: 10GHZ PIN: FROM -150DBM TO 20DBM STEP=2DBM VG: ~0.6 VD: 4
POWER_RATIO;
! 5-PARAMETER SIMULATION

FREQ: FROM 1GHZ 70 15GHZ STEP=1GHZ VG: -0.6 VD: 4;
END '
A.3.2 Example 1

A. The Circuit File Before Optimization
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! Simultaneous DC/small-signal/large-signal optimization to
' fit DC, 5 parameter and poser spectrum measurement.

! Model used: Curtice nonlinear FET model.

! Starting point

1

Hodéi
Extrinsic2 12345
LG: T0.3NH? RG: 70.01 4 107 RD: 70.01 0.5 107
LD: 70.2KR? RS: 70.01 2 107 LS: ?0.08NH?
GDS: 7T0.2e-37 cx: ?71.5PF? , CcDS: 70.1PF7
CGE: 70.01PF? CDE: 70.01PF?;
FETC 123
AO: ?0 0.15 0.37 Al: 70,157
A2: 7 -0.027 A3: ?-0.027
GAMMA: 7 1 7 BETA: 70.037 TAU: 73P57
vDsSo: 70 2 67 1s;: le-14 N: 717
€GS0: 7 0.5PF7 CGDO: 70.092PF7 FC : 70.7 7
GMIN: 1.0E-07 VBI: 70.87 VBR: 30
2por 4 5;
end
Data

! pouer spectrum measurement data

#include "“fetb,02.dat"
#include "fetb_2.dat" .
#$include "fetb_6.dat”
#include "spar_3.dat"

end

Sweep
! HB simulation

FREQ: 0.2GHZ PIN: FROM -15DBM TO 10DBM STEP=5DBM VG: -0.373 VD: 2;
FREQ: 0.2GHZ PIN: FROM -150BM TO 1ODEM STEP=SDBM VG: -0.674 VD: 4;
FREQ: 0.2GHZ PIN: FROM ~15DBM TO 10DBM STEP=5DBM  VG: -1.072 VD: 6;
FREQ: 2GHZ PIN: FROM -15DBM TO 10DBM STEP=5DBM  VG: -0.363 VD: 2
FREQ: 2GHZ  PIN: FROM -15DBM TO i0DBM STEP=5DBM VG: -0.667 VD: 4;
FREQ: 2GHZ PIN: FROM -15DBM TO 10DBM STEP=5DBM VG: -1.070 VD: 6;
FREQ: 6GHZ PIN: FROM -15DBM TO 10DBM STEP=GDBM VG: -0.372 VD: 2;
FREQ: 6GHZ PXIN: FROM -1SDBEM TO 10DBM STEP=5DBM VG: -0.673 VD: 4;
FREQ: GGNZ PIN: FROM -15DBM TO 10DBM STEP=SDBM  VG: -1.073 VD: 6;

! S-parameter simulation
FREQ: FROM 1GHZ TO 15GHZ STEP=1GHZ VG: -0.361 VD: 2;
FREQ: FROM 1GHZ TO 15GHZ STEP=1GHZ VG: -0.667 VD: 4;
FREQ: FROM 1GHZ TO 15GUZ STEP=1GHZ VG: ~1.062 VD: 6;

' DC IV simulation

¥G: ~1,062 -0.667 -0.361 VD: FROM O TO 8 N=20;
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end
Specification

FREQ: 0.2GHZ PIN: -15DBM -5DBM SDBM VG: ~0.373 VD: 2
IDO POUT1 FOUT2 POUT3;
FREQ: 0.2GHZ PIN: -15DBM -GDBM SDBM VG: -1.072 VD: 6
IDO POUT1 POUT2 POUT3;
FREQ: 6GHZ PIN: -1SDBM -5DBM SDBM VG: -0.372 VD: 2
IDO POUT1 POUT2 POUT3;
FREQ: 6GHZ PIN: ~15DBM -5DBM S5DBM VG: -1.073 VD: 6
IDO POUT1 POUT2 POUT3;
FREQ: 1GHZ 3GHZ 5GHZ TGHZ 9GHZ 11GHZ 13GHZ 15GHz VG: ~-0.361 VD: 2
R511 IS11 RS21 IS21 RS12 IS12 RS22 1522;
FREQ: 1GHZ 3GHZ S5GHZ TGHZ 9GHZ 11GHZ 13GHZ 15GHZ VG: -0.667 VD: 4
RS11 IS11 RS21 IS21 RS12 1512 RS22 XS22;
FREQ: 1GHZ 3GHZ SGHZ 7TGHZ 9GHZ 11GHZ 13GHZ 1SGHZ VG: -1.062 VD: 6
RS11 IS11 RS21 IS21 RS12 1512 R522 1522;
VG: -0.361 VD: 2 ID;
VG: -0.667 VD: 4 ID;
VG: -1.062 VD: 6 ID;

end

B. The Circuit File After Optimization

Simultaneous DC/small-signal/large-signal optimization to
fit DC, § parameter and power spectrum measurement.
Model used: Curtice nonlinear FET model.

_ Dptimization solution

= tm see sm ot e

!Expression
1
Model
Extrinsic2 12345
LG: 70.278213NH7? RG: 70.01 4.98203 107 RD: 70.01 0.0210134 107
LD: 70.35449NH7 RS: 70.01 3.75622 107 LS: 70.0728567THU?
GDS: 70.002595037 CX: 72.6872PF7 CDS:70.09319PF7

CGE: 70.00620253PF7 CDE: 70.00533742PF7;

FETC 123

AQ: 70 0.0940242 0.37 Al: 7 0.09634 7

A2: 7 -0.002062757 A3: 7-0.01756597
GAMMA: 7 1.29258 7 BETA: 70.03238237 TAU: 72,54601P57
VDS0: 70 1,27158 67 IS5: le-14 N: 70.6937817
CGS0: 7 0.670685PF7 CGDO: 70.0735939PF7 FC : 70.652801 7
GMIN: 1.0E-07 VBI: 71.135387 VBR: 30 ;

2por 4§ 5;

end



158 " Appendix A CIRCUIT AND DATA FILES

Data
! power spectrum mcasurement data

tinclude "fetb_02.dat"
include "feotb_2.dat”
ginclude “fetb_6.dat"
#include "spar_3.dat"
end

Sucep
! HB simulation

FREQ: 0.2GHZ PIN: FROM ~15DBM TO 10DBM STEP=5DBM VG: -0.373 VD: 2;
FREQ: 0.2CHZ PIN: FROM -15DBM TO 10DBM STEP=5DBM VG: -0.674 VD: 4;
FREQ: 0.2GHZ PIN: FROM -15DBEM TO 10DBM STEP=5DBM VG: -1.072 VD: 63
FREQ: 2GHZ PIN: FROM -15DBM TO 10DBM STEP=5DBM VG: -0.363 VD: 2;
FREQ: 2GHZ PIN: FROM —1i5DEM TO 10DBM STEP=SDBM VG: -0.667 VD: 4;
FREQ: 2GHZ PIN: FROM -1SDBM TO 10DBM STEP=5DBM VG: -1.070 VD: 6;
FREQ: 6GHZ PIN: FROM -15DBM TO 10DBM STEP=5DBM VG: -0.372 VD: 2;
FREQ: 6GHZ PIN: FROM -~15DBM TO 100BM STEP=5DBM VG: -0.673 VD: 4;
FREQ: 6GHZ PIN: FROM -15DBM TO {CDBM STEP=5DBM VG: -1.073 VD: 6

! S-parameter simulation

FREQ: FROM 1GHZ TG 15GHZ STEP=1GHZ VG: -0.361 VD: 23
FREQ: FROM 1GHZ TO 15GHZ STEP=1GHZ VG: -0.667 VD: 4;
FREQ: FROM 1GHZ TO 15GHZ STEP=1GHZ VG: -1.062 VD: 6;

! DC IV simulation

VG: -1.062 -0.667 -0.361 VD: FROM ¢ TO 8 N=20;
end
Specification

FREQ: 0.2GHZ  PIN: -15DBM -SDBM SDBM VG: -0.373 VD: 2
IDO POUT1 POUTZ2 POUT3;
FREQ: 0.2GHZ PIN: -15DBM -5DBM SDBM VG: -1.072 V¥D: 6
ID0 PGUT1 POUT2 POUT3;
FREQ: 6GHZ PIN: -15DBM -5DBM SDBM VG: -0.372 VD: 2
ID0 POUT! POUT2 POUT3;
FREQ: 6GHZ PIN: -15DBM -5DBM SDBM VG: -1.073 VD: 6
ID0 POUT1 POUT2 POUTS3;
FREQ: 1GHZ 3GHZ SGHZ 7GHZ 9GHZ 11GHZ 13GHZ 15CGHZ ¥G: -0.361 VD: 2
RS11 IS11 RS21 1521 RS12 IS12 RS22 1522;
FREQ: 'GHZ 3GHZ SGHZ TGHZ 9GHZ 11GHZ 13GHZ 15GHZ VG: -0.667 VD: 4
RS11 IS11 RS21 IS21 RS12 1S12 RS22 IS522; .
FREQ: 1GHZ 3GHZ 5GHZ 7GHZ 9GHZ 11GHZ 13GHZ 1SGHZ Vi: ~1.062 VD: 6
RS11 IS11 RS21 IS21 RS12 IS12 RS22 I522;
VG: -0.361 VD: 2 ID;
VG: -0.667 VD: 4 ID;
VG: ~-1.062 VD: 6 ID;

end
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C. Measurement Data Files

The measurement data files are the same as those listed in Appendices A.1.3 and

A2.1.

A.3.3 Example 2

A. Circuit File Before Optimization

Example 2

Small-signal broadband amplifier design.
Model used: Curtice cubic symmetrical model.
Only small-signal optimization.

Expression

t 1521 in dB. Upper spec and lower spec for |S$21]

! ghere {S21| is calculated equivalently by power ratio.
Pover_Ratiol = 20+loglQ0(sqrt( POUTW1 / PINW });

Power R_U = sqrt(POUTWI / PINW) - 2.6607;
Power_R_L = 2.3714 - sqrt(POUTW1 / PINW);
1 Is11i <= 0.4

M1 = MS11 - 0.4;

1 1s21| in dB
M2 = 20+log10(MS21);

! Upper and lower spec for |S521]

! equivalent to 7.5dB <= ]521 <= 8.5dB.
M21= MS21 - 2.6607;
M22= 2.3714 - MS21;

! 1812| <=10.15
M3 = MS12 - 0.15;

! 822] <= 0.4

M4 = MS522 - 0.4;
end
)

Model

SRL Qint_gat. Ggate =4.81347 L=0,283635NH;
SRL @int_drain @drain R=0.01 L=0.342137NH;
SRL @int_source ©ground R=2.91775 L=0.0818002NH;
SRC Qint_drain €int_source R=383.82 (=2.11667PF;
CAP Qint_drain ¢int_source ¢=0.0885082PF;

! bias circuits

SRL dQgatel Qgate RH=l L=1000NK;
! RES @gate_bias @gatel R=20; ! if bias VGB is fixed.
RES f€gate_bias @gatel R=7207; ' if bias VGB is variable.

RES Ogatel Oground R=20;
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if bias VDB is fixed.
if bias VDB is variable.

! SRL edrain_bias @drain R=30 L=1000NH;
SRL €drain_bias @drain R=?7507 L=1000NH;

p-

! input/output circuits

CAP eface_g @gate C=25PF7;
CAP @face_d @drain C=71.85PF7;

! matching network for input

SRL ¢face_g Oinput R=0.01 L=70.8NH?;
SRL ¢face_g Oground R=0.01 L=71.46NH?;
SRL @input @ground R=0.01 L=70.38NH7?;
CAP @input GOground C=70.83PF7;

! matching network for output

RES e©face_d e€ground R=75007;

SRL e¢face_d €match_1 R=0.01 L=70.6NH7;
SAL Omatch_1 Oground R=0.01 L=72.5NH?;
SRL Omatch_1 €@match_2 R=0.01 L=70.8NH?;
CAP dOmatch_2 Qoutput C=70.5PH?;

FETC Qint _gate €int_drain Qint_source
AQ: 0.0866824 Al: 0.0870791
A2: -0.00199355 A3: ~0.0153648
GAMMA: 1.26183 BETA: 0.0307202 TAU: 3.01859PS
VD50: 1.43656 IS: 1.01059e-14 N: 0.7459356
CGS0: 0.561425PF CGDO: 0.0754285PF FC : 0.698336
GMIN: 1.00034e-07 VBI: 1.49176 VBR: 29.9266;

2BIASPORT @gate_bias @ground €drain_bias @ground;
2POR  @input Qoutput;

end

Data

! pover spectrum measurement data

! This data file is only used for display purposes.
finclude "apct3.dat™

end

Specification

freq: from 4ghz to 8ghz step=ighz pin: -10dbm vg: -0.8 vd: 7
pout2 < -42dBm pout3d < -42dBm Power_ R_U <0 Power_R_L <0;

freq: from 4ghz to 8ghz step=ighz pin: -5dbm vg: -0.8 vd: 7
pout? < ~37dBm pout3 < -37dBm Power_R_U <0 Power R_L <03

freq: from 4ghz to 8ghz step=ighz pin: Odbm vg: -0.8 vd: 7
pout2? < -32dBm pout3 < -32dBm Power_R_U <0 Power_R_L <0;

freq: from 4ghz to 8ghz step=ighz vg:-0.8 vd:7
M1 <0 M21 <0 M22 <0 M3 <0 M4 <0;

cnd
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Swveep
! HB simulation

freq: from 3ghz to 10ghz step=0.5ghz PIN: -20dbz

pover_ratiol Power_R_U Power_R_L;

freq: from 3ghz to 10ghz step=0.5ghz PIN: -10dba

pover_ratiol Power_ R_.U Power_R_L;

freq: from 3ghz to 10ghz step=0.5ghz PIN: -5dba

pover_ratiol Pover_R_U Pover_R_L;

freq: from 3ghz to 10ghz step=0.5ghz PIN: Odbm

power_ratiol Power_R_U Power_R_L;

freq: from 3ghz to 10ghz step=0.5ghz PIN: Sdbm

power_ratiol power R_U Power_R_L;

S-parameter simulation

freq: from 1ghz to 20ghz step=0.5ghz vg: -0.8

end

B. Circuit File after Combined Small- and Large-Signal Optimization

!
!
!
!
1

Example 2
Small-signal broadband amplifier design.
Model used: Curtice cubic symmetrical medel.

vg=-0.8 vd=T harm=5
vg=-0.8 vd=7 harm=5
vg=-0.8 vd=7 harm=5
vg=-0.8 vd=7 harm=5

vg=-0.8 vd=7 harm=5

Vd: 7 M1 M2 M3 Ma;

Combined small-signal and large-signal optimization.

Expressicn
iS21] in dB. Upper spec and lower spec for |S2tl
where |S21| is calculated equivalently by power ratie.

Power_Ratiol

Power_R_U = sqrt(POUTW1 / PINW) - 2.6607;
Power R_L = 2.3714 - sqrt(POUTWL / PINW);
! |s811] <=0.4

M1 = M511 - 0.4;

1s21] in dB

M2 = 20slogl0(MS21);

Upper and lower spec for [521}
equivalent to 7.5dB <= |821 <= 8,5dB.
M21= MS21 - 2.6607;

M22= 2,3714 - MS2t;

15121 <= 0.156
M3 = MS12 - 0.15;

1s22| <= 0.4
K4 = M522 - 0.4;

20%1og10(sqrt{ POUTW! / PINV ));

end
1

Model

SRL @int_gate

L
SRL WQint_drain ddrain R=0.01 L
SRL @int_source Qground L

Qgate R=4.81347

0.283635NH;
=0.342137NK;
=0.

R=2.91775

0B818002NH;

161
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SRC @int_drain @int_source R=383.82 C=2.11667PF;
CAP @int_drain @Qint_source C=0.0885082PF;

! bias circuits

SRL @gatel QOgate R=1 L=1000NH;
RES #@gate_bias @gatel R=737.73267;
RES @gatel Gground R=20;

SRL 4¢drain_bias €drain R=?748.48587 L=1Q0CONH;
! input/output circuits

CAP &face_g GCgate C=710.3448PF7;
CAP 4@face_d €drain C=70.294873PF7;

! matching network for imput

SRL. Q@face_g @input R=0.01 L=71.00777NH?;
SRL €face_g @ground R=0.01 L=75.74427NH?;
SRL @input @ground R=0.01 L=73.43241NH7;
CAP @input Cground C=70.543859PF7;

! matching network for output

RES @face.d Oground R=7175.2247;

SRL @face_d @match_1 R=0.01 L=70.959309HH7;
SRL @match_i ¢ground R=0.01 L=76.55463NH7;
SRL @match_1 €@match_2 R=0.01 L=70.891978NH?;
CAP Omatch_2 €output C=70.497582PH?;

FETC eint_gate €int_drain €int_source
AQ: 0.0866824 Al: 0.0870791
A2: -0.00199355 A3: -0.0153648 .
GAMMA: 1.26183 BETA: 0.0307202 TAU: 3.01859PS
VDS0; 1.43656 Is: 1.0105%9e-14 N: 0.745935
CGS0:  0.561425PF CGDO: 0.0754285PF FC : 0.698336
GMIN: 1.00034e-07 VBI: 1.49176 VBR: 29.9266;

2BIASPORT ¢gate_bias Q@ground @drain_bias €ground;
2POR  Qinput Qoutput;

end

Data

! pover spectrum measurement data

! Thias data file is only used for display purposes.
#include “spct3.dat®

end

Specification

freq: from 4ghz to 8ghz atep=ighz pin: -10dba vg: -0.8 vd: 7
pout2 < -42dBm pout3 < -42dBm Power_R_U <0 Power_R_L <0;

freq: from 4ghz to Bghz atep=ighz pin: -5dbm vg: -0.8 wd: 7
pout2 < -37dBm pout3 < -37dBm Power R_U <0 Power_R_L <0;

freq: from 4ghz to 8ghz step2ighz pin: Odba vg: -0.8 vd: 7
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pout2 < -32dBm pout3 < -32dBm Power_ R_U <0 Power_R_L <0;

freq: from 4ghz to 8ghz step=ighz vg:-0.8 vd:7
M1 <0 M21 <0 M22 <0 M3 <0 M4 <0;

end

Sweep ..
! HB simulation
freq: from 3ghz to 10ghz step=0.5ghz PIN: -20dbm vg=-0.8 vd=T harm=5
pover_ratiol Power_R_U Power_R_L;
freq: from 3ghz to 10ghz step=0.5ghz PIN: -10dbm vg=-0.8 vd=7 harm=5
power_ratiol Power R.U Power_R_L;
freq: from 3ghz to 10ghz step=0.5ghz PIN: -5dbm vg=-0.8 vd=7 harm=5
power_ratiot Power_R_U Powmer_R_L;
freq: from 3ghz to 10ghz step=0.5ghz PIN: 0Odbm vg=-0.8 vd=7 harm=5
pover_ratiol Pover R_U Power_ R_L;
freq: from 3ghz to 10ghz step=0.5ghz PIN: 5dbm vg=-0.8 vd=7 harm=5
power_ratiol power R U FPower R_L;

! S-parameter simulation
freq: FROM 1ighz TO 20ghz STEP=0.5GHZ vg: -0.8 vd: 7 ml m2 m3 m4:

end

C. Data File for Example 2

This data file is only used for display purposes, i.c., to give references Lo the responses

of the amplifier.

PARAMETER VG = -0.8 VD = 7 FREQ = 3GHI;

FORMAT PIN(DBM) POUT1(DBM) POUT2{DBM) POUT3(DBM) IDO(MA);
=30.0 ~22.0 -62 -62 30.0

PARAMETER VG = -0.8 VD = 7 FREQ = 4GHZ;

FORMAT PIN(DBM) POUT1{DEM) POUT2(DBM) POUT3(DBM) IDO(MA);
=-30.0 -22.0 -62 -62 30.0

PARAMETER VG = -0.8 VD = 7 FREQ = S5GHZ;

- TORMAT PIN(DBM) POUT1(DBM)'POUT2{DBM) POUT3(DBM) IDO{MA);

=30.0 -22.0 r-62 -62 30.90

PARAMETER VG = -0.8 VD = 7 FREQ = 6GHZ;

FORMAT PIN(DBM) POUT1(DBM) POUT2(DBM) POUT3(DBN) IDO(MA);
=30.0 -22.0 -62 -62 30.0

PARAMETER VG = -0.8 VD = 7 FREQ = 7GHZ;

FORMAT PIN(DEM) POUT1(DBM) POUT2(DBM) POUT3(DBM) IDO(HMA);
=30.0 -22.0 -62 -62 30.0

PARAMETER VG = -0.8 VD = 7 FREQ = 8GHZ;

FORMAT PIN(DBM) POUT1(DBH) POUT2({DBM) POUT3(DBM) IDQ(MA);
-30.0 =22.0 -62 -62 30.0

PARAMETER VG = -0.8 VD = 7 FREQ = 10GHZ;

FORMAT PIN(DBM) POUT1(DBM) POUT2(DBM} POUT3(DBM) IDO(MA);
=30.0 =22.0 -62 -62 30.0
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PARAMETER VG = -0.8 VD = 7 FREQ = 3GHZ;

FORMAT PIN(DBM) POUT1(DBM) POUT2(DBM) POUT3(DBH} IDO(MA);
-20.0 -12.0 -52 -52 30.0

PARAMETER VG = -0.8 VD = 7 FREQ = 4GHZ;

FORMAT PIN(DBM) POUT1(DEM) POUT2(DBM) POUT3(D8M) IDO(MA);
-20.0 -12.0 -52 ~52 30.0

PARAMETER VG = ~0.8 VD = 7 FREQ = 5GHZ;

FORMAT PIN(DBM) POUT1(DBM) PGUT2(DBEM) POUT3(DBM) IDO(MA);
~20.0 -12.0 -52 -52 30.0

PARAMETER VG = -0.8 VD = 7 FREQ = 6GHZ;

FORMAT PIN(DBM) POUT1(DBM) POUT2(DBM) POUT3(DBM) IDO(MA);
-20.0 -12.0 -52 -52 30.0

PARAMETER VG = -0.8B VD = 7 FREQ = 7GHZ;

FOAMAT PIN(DBM) POUT1(DBM) PGUT2(DBM)} POUT3(DEM) IDO(MA);
~20.0 ~-12.0 -52 -52 30.0

PARAMETER VG = -0.8 VD = 7 FREQ = 8GHZ;

FORMAT PIN(DBM) POUT1(DEM) POUT2(DBM) POUT3(DBM) IDO{MA);
-20.0 -12.0 ~52 -52 30.0

PARAMETER ¥C = -0.8 VD = 7 FREQ = 10GHZ;

FDRMAT PIN(DBM) POUT1(DBM) POUT2(DBM)} POUT3(DBM) IDO(MA);

~20.0 -12.0 -52 -52 30.0

PARAMETER VG = ~0.8 VD = 7 FREQ = 3GHZ;

FORMAT PIN(DBM) POQUT1(DBM) POUT2(DBEM) POUT3(DEM} IDO(MA);
~10.0 -2.0 ~42 -42 30.0

PAHRAMETER VG = -0.8 VD = 7 FREQ = 4GHZ;

FORMAT PIN(DBM) POUT?(DBM) POUT2(DEM) POUT3(DBM) IDC(MA);
-10.0 -2.0 -42 -42 30.0

PARAMETER VG = -0.8 VD =7 FREQ = 5GHZ;

FORMAT PIN(DBM) POUT1(DBM) POUT2(DBM) POUT3(DBM) IDO(MA);
-10.0 =-2.0 -42 -42 32.0

PARAMETER VG = -0.8 VD = 7 FREQ = 6GHZ;

FORMAT PIN(DBM) POUT1(DBM) POUT2(DBM) POUT3(DBM) IDO(MA);
-10.0 -2.0 ~42 -42 32.0

PARAMETER VG = -0.8 VD = 7 FREQ = TGHZ;

FORMAT PIN(DBM) POUT1(DBM} POUT2(DBM)} POUT3(DBEM) IDO(MA);
-10.90 -2.0 =42 -42 32.0

PARAMETER VG = -0.8 VD = 7 FREQ = BGHZ;

FORMAT PIN(DBM) POUT1(DEM) POUT2(DBM) POUT3(DBM) IDO(MA);
-10.0 -2.0 ~-42 -42 32.0

PARAMETER VG = -0.8 VD = 7 FREQ = 10GHZ;

FORMAT PIN(DBM) POUT1(DBM) POUT2(DBM) FOUT3(DBH) IDO(MA);
-10.0 -2.0 -42 -42 32.0

PAHAMETER VG = -0.8 VD = T FREQ = 3GHZ;

FORMAT PIN(DBM) PCUT1(DBM) POUTZ(DBK) POUT3(DEM) IDO(MA);
~5.0 3.0 =37 -37 30.0

PARAMETER VG = -0.8 VD = 7 FREQ = 4GHZ;

FORMAT PIN{DBM) PQUT1(DEM) POUT2(DBM) POUT3(DBM) IDO(MAR);
~5.0 3.0 =37 -37 30.0

PARAMETER VG = -0.8 VD = ¥ FREQ = S5GHZ;

FORMAT PIN(DBM) POUT1(DBM) POUT2(DBM) FOUT3(DBM) IDO(MA);
-5.0 3.0 =37 =37 32.¢0

PARAMETER VG = -0.8 VD = 7 FREQ = 6GHZ;

FORMAT PIN(DBM) POUT{(DBM) POUT2(DBM) POUT3(DBM) IDO(MA);
=5.0 3.0 -37 -3ar 32.0 '

PARAMETER VG = -0.8 VD = 7 FREQ = 7GHZ;

FORMAT PIN(DBM) POUT1(DBM) POUT2(DBM) POUT3(DBM) LDO(MA);
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-5.0 3.0 <37 -37 32.0
PARAMETER VG = -0.8 VD = 7 FREQ = BGHZ;
FORMAT PIN(DBM) POUT1(DBM) POUT2(DBM) POUT3(DBM) IDO(MA);
-5.0 3.0 -37 =37 32.0
PARAMETER VG = -0.8 VD =7 FREQ = 10GHZ;
FORMAT PIN(DBM) POUT1(DHM) POUT2(DBM) POUT3(DBM) IDO(MA};
~5.0 3.9 -37 ~37 32.0

PARAMETER VG = -0.8 VD = 7 FREQ = 3GHZ;

FORMAT PIN(DBM) POUTL1(DBM) POUT2(DBM) POUT3(DBM)} IDD(HA)
10.0 i8.0 =22 =22 30.0

PARAMETER VG = -0.8 ¥D = 7 FREQ = 4GHZ;

FORMAT PIN(DBM) POUT1(DBM) POUT2(DBM) POUT3(DBM) IDO(MA);
10.0 18.0 ~22 -22.0 30.0

PARAMETER VG = ~0.8 VD = 7 FREQ = 5GHZ;

FORMAT PIN(DBM) POUT1(DEM) POUT2(DBM) POUT3(DBM) IDO(MA);
10.0 18.0 =22 -22.0 0.0

PARAMETER VG = -0.8 VD = 7 FREQ = 6GHZ;

FORMAT PIN(DBM) POUT1(DBM) POUT2(DBM) POUT3(DBM) IDO(MA);
10.0 18.0 -22 -22.0 30.0

PARAMETER VG = -0.8 VD = 7 FREQ = TGHZ;

FORMAT PIN(DBM) POUT1{DBM) POUT2(DBM} FOUT3(DBM) IDO(MA):
10.0 18.0 -22 -22.0 30.0

PARAMETER VG = -0.8 VD = 7 FREQ = 8GHZ;

FORMAT PIN(DBM) POUT1(DBM) POUT2{DBM) POUT3(DBM} IDO(MA);
10.0 18.0 =22 =22.0 30.0

PARAMETER VG = -0.8 VD =7 FREQ = 10GHZ;

FORMAT PIN(DBM) POUT1(DBM) POUT2(DBM)} POUT3(DBM) IDO(HA).
10.0 18.0 =22 -22 30.0

PARAMETER VG = -0.8 VD = 7 FREQ = 3GHZ;

FORMAT PIN(DBM) POUT1(DBM) POUT2(DBM} POUT3(DBM) IDO(MA);
c.0 8.0 ~-32 -32 30.0

PARAMETER VG = -0.8 VD = 7 FREQ = 4GHZ;

FORMAT PIN{DBM) POUT1(DBM) POUT2(DBM) POUT3({DBEM) IDO(MA);
0.0 8.0 =32 -32.0 30.0

PARAMETER VG = -0.8 VD = 7 FREQ = 5GHZ;

FORMAT PIN(DBM) POUT1(DBM) POUT2(DBM) POUT3(DBM) IDO(MA);
0.0 8.0 -32 -32.0 30.0

PARAMETER VG = -0.8 VD = 7 FREQ = 6GHZ;

FORMAT PIN(DBM) POUT1(DBM) POUT2(DBM) POUT3(DBM) IDO(MA);
0.0 8.0 =32 ~32.0 30.0

PARAMETER ¥G = -0.8 VD = 7 FREQ = 7TGHZ;

FORMAT PIN(DBM) POUT1(DBM) POUT2(DBM) POUT3(DBM) IDO(MA):

. 0.0 8.0 -32 -32.0 30.0

PARAMETER VG = -0.8 VD = 7 FREQ = BGHZ;

FORMAT PIN(DBM) POUT1(DBM) FOUT2(DBM) POUT3(DBM) IDO(MA);
¢.0 8.0 =32 .=32.0 30.0

PARAMETER VG = -0.8 VD = 7 FREQ = 10GHZ;

FORMAT PIN(DBM) POUT1{DBM) FOUT2(DBM) POUT3(DBM) IDO(MA);
0.0 8.0 =32 =32 30.0

PARAMETER VG = -0.8 VD = 7 FREQ = 3GHZ;

FORMAT PIN(DBM) POUT1(DBM) POUT2(DBM} FPOUTS(DBM) IDO(MA);
5.0 13.0 -27 =27 30.0

PARAMETER VG = -0.8 VD = 7 FiEQ = 4GHZ;

FORMAT PIN(DBM) POUT1(DBM) POUT2(DBM) POUT3(DBM) IDO(MA);
5.0 13.0 =27 =27.0 30.0
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PARAMETER VG = -0.8 VD = 7 FREQ = SGHZ; ' ° =L
FORMAT PIN(DBH) POT1(DBK) POUT2(DEM) POUT3(XEM) IDOCHA);
5.0 4.0  -271  -27.0 ° 300 "

PARAMETER VG ='-0.8 VD = 7 FREQ = 6GHZ; -

FORMAT PIN(DBM) POUT1i(DBM) POUT2(DBM) POUT3(DBM) IDO(MA);
5.0 13.9 -27 -27.0 30.0

PARAMETER VG = -0.8 VD = 7 FREQ = TGHZ;

FORMAT PIN(DBM) POUT1(DBM) POUT2(DBM) POUT3(DBM) IDO(MA);
5.0 13.0 =27 ~27.0 30.0

PARAMETER V¢ = -0.8 VD = 7 FREQ = BGHZ;

FORMAT PiN(DBM) POUT1(DBM) POUT2(DBM) POUT3(DBH) IDO(HMA);
5.0 13.9 -27 -27.0 30.0

PARAMETER VG = -0.8 VD = 7 FREQ » 10GHZ;

FORMAT PIN(DBM) POUT1(DBM) POUT2(DBM) POUT3(DBM) IDO(MA);
5.0 13.0 =27 =27 30.0

PARAMETER VG =-0.8 VD=7 ;
FORMAT FREQ MS11 PS11  MS21 P521 M512 PS12 MS22 PS22

3.000GHZ .35 -58.9 2.5119 132.1 .1 60.0 .35 -28.3
4.000GHZ .35 ~58.9 2.5119 132.1 .1 60.0 .35 -28.3
5.000GHZ .35 -58.9 2.5119 132.1 .1 60.0 .35 =-28.3
6.000GHZ .35 -58.9 2.5119 132.1 .1 60.0 .35 -28.3
7.000GHZ .35 -58.9 2.5119 132.1 .1 60.0 .35 -28.3
8.000GHZ .35 -58.9 2.5119 132.1 .1 60.0 .35 -28.3
9.000GHZ .35 -58.9 2.5119 132.1 .1 60.0 .30 =-28.3

10.000GHZ .36 -58.9 2.5119 132.1 .1 60.0 .35 -28.3
11.000GHZ .35 -58.9 2.5119 132.1 .1 60.0 .35 =-28.3
12.000GHZ .35 -58.9 2.5119 132.1 .1 60.0 .35 -28.3
13.000GHZ .35 -58.9 2.5119 132.1 .1 60.0 .35 -28.3
14.000GHZ ,35 -58.9 2.5119 132.1 -1 60.0 .35 -28.3
15.000GHZ .35 -58.9 2.5119 132.1 .1 60.0 .35 =28.3
16.000GHZ .35 -58.9 2.5119 132.1 .1 60.0 .35 =-28.3



Appendix B

RELATIONSHIP BETWEEN Iy,
AND Vg, IN THE MATERKA
MODEL

For the drain-to-gate diode of the Materka and Kacprzak FET model (sce Figure 3.3

(a)), we have

14y = Ipo exp lap(vy, - Vac)). (B.1)
This can be rewritten as
tdg = Igoexp (andg) -exp (—apVpe) ‘ (13.2)
or
idy = I exp (at5v4y) (13.3)
where
Igy = Ipoexp (—apVae). (B.4)

For a given value of 1;30 there is no unique solution for fgg and Vge. In other words,
only one of the two parameters Igg and Vg is independent. Therefore, we can fix Ve and

optimize /gy during parameter extraction.
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Appendix C

NONLINEAR CHARGE
EXPRESSIONS FOR THE
MATERKA MODEL

In Chapter 3, we discussed the Materka and Kacprzak nonlinear FET model. The

nonlinear capacitors Cg, and Cyy are characterized by the expressions

{ Cys = Cro(1 — K1v,)" 2 + Cys

C.1
Cgs - Clo\/g-l*- C]s if I\';‘Ug 2 0.8 ( )
and
Cig=Cro{l+ 1'\"pvdg)'1/‘2 ‘
. (C:2)
Cyg = CroV/B if =K pvg, > 0.8 :

In the harmonic balance simulation procedure we use charge expressions for the
nonlinear capacitors instead of capacitance expressions. From the definition of the nonlinear

capacitor we know that

C(v) = %. (C.3)
Therefore,
a(v) = f C(v) dv. (C.4)
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Appendix C

NONLINEAR CHARGE
EXPRESSIONS FOR THE
MATERKA MODEL

In Chapter 3, we discussed the Materka and Kacprzak nonlinear FET model. The

nonlinear capacitors Cys and Cy, are characterized by the expressions

{ Cas = Crall = Kyvy)Y2 4 Cis

C.1
Cys = Ci0v5 4+ Cis i Ky, 2 0.8 (C.1)
and
Cag = Cro (1 + Kruy,)™'/?
(C.2)
Cdg = CFO\/'-F) if —I(pvdg Z 0.8

In the harmonic balance simulation procedure we use charge expressions for the
nonlinear capacitors instead of capacitance expressions. From the definition of the nonlinear
capacitor we know that

C(v) = d‘fi(:)

. (C.3)

Therefore,

q(v) = /C(v)dv. (C.4)
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t-

‘_{/

Consider the nonlmear capacitor Cg,. For Kiv, <08,

Goa(s) = [ Cuoll = Kvug) ™/ doy + Casvg + Cas
—2161:10(1 — I(lvg)ln + Cisvg + Cas (C.5)
1
and for Kyv, 2 0.8,
Qgs('ug) = (CID‘/g‘l' C]S) vy + Cis (CG)

where Cys and Cas are constants to be determined.

Suppose gg-. = 0 when v§ = 0. Then from (C.5), we get

2C
q.l?-‘(o) == I(:O =0

2C
Cas = Ki".

Substituting Cas back into (C.5), we obtain

2C
ges(vy) = Ixm (1 -(1- Ky, )” ) 4 Cisvg

20 1—(1- Kyvg)
- X c
Ky 1+ (1= Ko)il2 T 15"

s 2C10
= : (1 T = Krog) e + CIS) Vg

Cas can be determined from the continuity assumption of ggs. Consider the situation

when Kyv, = 0.8, or v, = 0.8/ K. By combining (C.5) and (C.6),

20:0
I\]

-08)% 4 Cls— +Cos = (Cm\/_ + CIS) — +Css
from which Cszg can be solved as

Cs=-Cf-(2 2102 - osf)

N



i

Therefore,

2C
gys(vg) = ( 0 +CIS) Vg

14 (1 — Kyv,)1/2

for Kyvy < 0.8, and

‘Jgs('l-?_g) = (CIO\/E + CIS) vy + Cys

for Kjv, > 0.8, where

Cas = 210 (2 - 2v0.2~0.8V5).
1\1

Similar derivations can be applied to Cyy. The result is

qag(vag) = 2Cro Y
dg\ Vdg 1+(1+I(FU,[9)”2 dg

for ~Kpvy, < 0.8, and

9dg(vdg) = CFo\/gvdg-i-Cm

for —Kpugy > 0.8, where

(©7)

(C.8)

(C.9)

(C.10)
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Appendix D

POWER SPECTRUM
EXPRESSION FOR |5

Consider a general two-port circuit as shown in Figure D.1. Assume ihat Z, =
Zy = R, and Zp, = Zgs = Ry, which corresponds to the malched transducer power gain

condition {44]. By definition of S parameters,
by = Sna; + Sizaz

bz = 5q1a; + S2zaz

where
Vl+ v2+
a) = = g = =
Zo1 i Zoz
V- V.
Zm Zo2

S91 can be determined by

Sn = — (D.1)

ay

= jho Ve
a2=0 ZU? ‘/|+

From the assumption that Z;, = Zga = Ry, we have V;5 = 0 and V™ = V4, and from

+_
Vit =n

Zs = Zoy = N and the definition of the available input power, Vﬂ' = V,/2. Therefore,
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Z o1 2 -port

Sn=27 - (D.2)
L

On the other hand, the output power measured at Ry is

AL
Poe = 2L (D.3)
and the available input povrer from the source is
7 1912
Pin = Ilgfl (D.4)

Therefore, we obtain the relationship between §2; and Pin and P,y by relating

(D.2 - D.4)
Pout

|S211 = -P:

(D.5)

under the conditions Z, = Zpy = R, and Zj, = Zg2 = Ry.
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