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ABSTRACl

lhe management area includes a large class of pattern

recognition (classification) problems. Traditionally, these problems

have been solved by using statistical methods or expert system~. In

practice, however, statistical assumptions about the probability

distributions of the pattern variables are often not verifiable, and

expertise concerning th~ correct classification is often not

explicitly available. These obstacles may make statistical methods

and expert system techniques difficult to apply. Since the early

1980s neural network techniques have been widely used in pattern

recognition, especially after Rumelhart's back propagation learning

algorithm was ~dapted to the solution of these problems. The

standard neural network, using the back propagation learning

algorithm, requires no statistical assumptions but uses training

sample data to generate classification boundaries, allowing it to

perform pattern recognition.

In this dissertation the neural ~etwork's behavior in

classification boundary generation is analyzed. Based on this

analysis, three models are developed. The first model improves the

classification performance of neural networks in managerial pattern

recognition by modifying the training algorithm through the use of

monoton~city. Using simulated and real data, the developed model is

tested anrl verified. The second model solves bias problems caused by

small sample size in neural network classification results. The

third model develops multi-architecture neural networks to supply
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decision makers with more natural pattern recognition information,

based on fuzzy theory.
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CHAPTER ONE

INTRODUCTION

1.1. GENERAL DESCRIPTION OF NEURAL NElVORXS

For our purposes, artificial neural networks are defined as

massively parallel interconnected networks of simple (usually

adaptive) elements and their hierarchical organizations, which are

intended to react to information o~ the objects of the real world in

a manner analogous to biological nervous systems [Kohonen 1987).

Neural networks or simply "neural nets" may also be referred to as

connectionist models, parallel distributed processing models, and

neuromorphic systems [Lippmann 1987J.

Neural network architecture may be described in various

ways, depending upon its desired function [Lippmann 1987, Hecht

Nielsen 1987}. The most general topology of a neural network is

shown in Figure 1.1.

The neural network system carries ou~ the information

processing operation as a mathematical mapping ~ of vector X to

vector Y so that Y-¢(X) , where X is the vector of external inputs to

the network, and Y is the vector of outputs. Units ("neurons")

within the network may receive input signals and/or lateral feedbacks

1








































































































































































































































































































































































































































































