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ABSTRACT

Interstitial Laser Photocoagulation (ILP) is a minimally invasive cancer
treatment technique whereby optical energy from an implanted optical fiber is
used to destroy smail, solid tumours. In this work, an optical diffusion
approximation and heat transfer equations were used to develop dynamic models
of interstitial laser heating. Modifications in the thermophysical and optical
properties due to tissue coagulation (T = 60°C) and vaporization of tissue water
(T 2 100°C) were incorporated into the physical description. In addition, the effect
of different blood perfusion approximations on temperature distributions for an
in vivo liver model was explored. The calculational results presented indicate the
necessity to include dynamic modifications in the tissue biophysical and blood
perfusion properties in future parametric investigations of the potential of ILP in
variou§ tissues. A quasi-linear model of tissue charring during single fiber ILP
was derived. The increase in optical .absorption at the fiber tip due to the
browning/charring process was modelled as a linear continuous shift in energy
deposition from a point optical source to a point heat source. The tissue charring
temperature was estimated by placing experimentally measured charring
dimensions on calculated temperature profiles. The potential for combining on-
line thermometry with dynamic thermal modelling to reconstruct complete tissue
temperature distributions during ILP was also investigated. Features of an on-line
temperature reconstruction system have been identified and the physical and

technical limitations explored.
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CHAPTER 1. Introduction

1.1 Interstitial Laser Heating

Small unresectable tumors can be destroyed thermally using interstitial
laser heating. This minir;mlly invasive technique, first described by Bown (1983),
involves coupling continuous-wave laser energy to optical fibers implanted in a
tumor volume. The distribution of optical energy is governed by the scattering
and absorption properties of the tissue. Once absorbed, it is converted into heat
which propagates through the tissue as determined by the thermophysical
properties and blood perfusion patterns. A schematic depiction of the treéitment
features is shown in Fig. 1.1 and will be discussed later.

As with most cancer therapy techniques, the goal of interstitial laser
he'éxt'ing.is to-destroy a targeted tumor volume while sparing surrounding norma!l
tissues. Temperétures may be monitored (typically by -implanted
microthermocouples) or tl}grmal lesions imaged (ultrasound for example) during
theropy. The tumor ten;ﬁ-.;r;{ture may be raised to a hyperthermic level of ~ 41-
45°C (Daikuzono et al. 1988, Castren-Persons et al. 1992) or, more commonly, to
above 60°C, the threshold for protein denaturation (Jacques et al. 1992, Dachman
et al. 1990, Matsumoto et al. 1992). The latter results in thermal coagulative

1
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Figure 1. Schematic depiction of the treatment features of interstitial laser -
S photocoagulation.
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necrosis (Thomsen 1991) and has been become known as interstitial laser
photocoagulation (ILP) (Wyman et al. 1992, Amin et al. 1993a).

When plane-cut optical fiber tips are used, ILP is performed typically by
delivering from each fiber a power of 1.5-2.5 W for 500-1000 s from a continuous
Nd:YAG laser operating at 1064 nm or from laser diodes emitting near 800 nm.
After irradiation, the small volume of damaged tissue is absorbed or isolated by
the body. Clinically, ILP has been used to destroy small unresectable tumors in
brain (Roux et al. 1992), head and neck (Castro et al. 1992, Ohyama et al. 1988),
liver (Amin et al. 1993a, Steger et al. 1989, Hahl et al. 1990, Dowlatshahi et al.
1992a) and breast (Harries et al. 1994).

Over the past decade investigation into the potential of ILP has been
substantial. Research has proceeded on four major fronts: 1) understanding the
pathologic efféct of laser-tissue thermal interactions, 2) correlation between
irradiation parameters and induced lesion dimensions in various mammalian
tissues, 3) development of physical and thermal models for dosimetry and 4)
development of on-line temperature and image monitoring systems. These will

be discussed in order.

1.2 Photothermal Injury
Photobiological effects of laser-tissue interactions are divided into three
mechanistic categories: photomechanical, photochemical and photothermal

(Boulnois 1986). During fast-pulsed laser irradiation, production of plasma
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generates a shockwave which disrupt cells, a photomechanical effect. During
photodynamic therapy (PDT), production of toxic reactive species from light
initiated chemical reactions is a photochemical effect. During interstitial laser
heating, the conversion of optical energy to heat produces photothermal effects.

The investigation into the cellular, subcellular and physiological
mechanisms by which heat elicits a biological response is an area of active
research. The extent of the thermal injury has been shown to depend on the
temperature-time history as specified by the Arrhenius damage integral and
quantified by thermal rate kinetics (Henriques 1947, Birngruber 1979, McKenzie
1990). A detailed discussion follows in section 2.3. A cross section of a typical
thermal lesion is shown in Fig. 1.2. The lesion is characterized by a central area
of charred tissue (zone 1) surrounded by zones of desiccated tissue (zone 2) and
coagulated tissue (zone 3) extending from the optical fiber (center of lesion).
Beyond the coagulation region there is an area of lesser temperature the:"mal
injury (zone 4).

In zone 4 tissue temperatures are in the 43°C to approximately 60°C range
where thermal injury may or may not be visible to the naked eye immediately
after irradiation depending on the tissue type, but is observed a few hours later
as tissue edema brought about by damage to the vascular and cellular membranes
(Thomsen 1991). In liver, zone 4 is hemorrhage, which is clearly visible
immediately (Malone et al. 1994b). At temperatures greater than approximately

60°C (zone 3) the thermal injury is due to denaturation of proteins and possible



zone 1

Zone 2

zone 3.

zone 4

10 mm

Figure 1.2, Diagrammatic representation of a typical thermal lesion in cross-
section, perpendicular to the fiber axis.
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membrane rupture and is observed immediately as coagulation or “whitening" of
the tissue. Observed histopathological changes include cell shrinkage,
hyperchromasia, partial or complete loss of birefringence in muscle and collagen
(Thomsen 1991) and cells with pyknotic nuclei (Judy et al. 1993).

Wyman et al. (1994) observed that a coagulation lesion continues to grow
long after thermal equilibrium has been established, indicating that some
coagulative necrosis is not immediate but determined by temperature-time
history. Therefore the temperature at the boundary between zones 3 and 4 may
be substantially less than 60°C for protracted exposures. Using thermal kinetic
constants for basal epidermis of porcine skin from Henriques (1947), McKenzie
(1990) determined that, for a constant temperature exposure, increasing the
exposure duration from 100 5 to 1000 s decreased the threshold temperature for
coagulative necrosis by 5°C. This suggests that the temperature required to
produce coagulative necrosis depends only weakly on time.

At temperatures above 100°C (zone 2), cell water vaporizes and the tissue
appears desiccated. Histopathological examination reveals that this region has a
sponge-like appearance (vacuolation) due to the formation of steam (Mihashi et
al. 1976, van Hillegersberg et al. 1994). It is generally accepted that carmelization
and carbonization (production of opaque char) (zone 1) follows quickly after
vaporization and is concomitant with smoke production (includes CO and COy)
(Thomsen 1991). However, exact temperatures of onset of carmelization and

carbonization are still unclear. It has been suggested that they are intermediates
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in thermal ablation, occurring at temperatures greater than 100°C (McKenzie 1986)
or between 300°C and 1000°C (Thomsen 1991). Histopathological examination
reveals that, when the center of the thermal lesion is a vaporized core, charring
and/or carmelization typically are found at the periphery of the core (Judy et al.

1993).

1.3 Controlling the Extent of I’hototimrmal Injury
1.3.1 Practical Considerations

Confining the lethal thermal effects to a tumor volume requires
spatiotemporal control of the therapeutic temperature elevation. The tumor
temperature distribution and resulting thermal lesion depend on irradiation and
biophysical parameters. The former include wavelength (typically 800 nm - 1320
nm), delivered power (typically, 1.0 W - 25 W of continuous-wave optical
energy), optical fiber tip construction (plane-cut, spherical diffuser, cylindrical
diffuser) and geometry (single fiber, multiple fiber), and exposure duration
(typically 500 s - 1000 s).

When destroying tumors using ILP, the target is generally much larger
than the penetration of optical energy, so that optimal lesion formation relies on
thermal conduction, This contrasts, for example, with the treatment of portwine
stains where the target is a microvessel in the skin, In that case, pulsed optical
energy is required with pulse durations sufficiently short (0.3 ps) so that

negligible thermal conduction takes place during irradiation (Parrish et al. 1983).
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Investigations into the potential of ILP often aim to optimize the
irradiation parameters, given the tissue’s known and/or estimated biophysical
parameters, namely the thermophysical and optical properties, and blood
perfusion patterns, in order to obtain the desired thermal lesion. The problem is
made difficult due to insufficient data on blood perfusion patterns and in vivo

optical properties of tumors,

1.3.2 Optimization of Irradiation Parameters

Optimization of the irradiation parameters has been assessed in various
ex vive and in vivo animal models (Wyman et al. 1994, van Hillegersberg et al.
1994, Amin et al. 1993b, Judy et al. 1993). These studies are predominantly
parametric investigations into the dependence of coagulation lesion dimensions
on the irradiation parameters, with no emphasis placed on temperatures. A
review of ILP at 1064 nm in mammalian tissues by van Hillegersberg et al, (1994)
demonstrates that coagulation lesion dimensions are strongly dependent on the
choice of irradiation parameters. Generally, for a given tissue type and
wavelength, lesion size increases with increasin-g power and exposure duration.
It has been suggested that to be clinically useful, an ILP technique must be able
to create thermal lesions at least 8 mm in diameter (Wyman et al. 1994).

The optimal wavelength for ILP has attracted much attention recenily. The
Nd:YAG laser operating at 1064 nm has generally been preferred for ILP because

of the maximal penetration of optical energy at near infrared wavelengths
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(Svaasand 1989). It was assumed that maximizing the optical penetration would
maximize volumes of coagulative necrosis.

However, Wyman et al. (1992) reported that point optical sources produce
smaller thermal lesions than point heat sources of the same power, suggesting
that maximal optical penetration may not be advantageous. In fact, less
penetrating wavelengths, such as those near 800 nm produced by laser diodes
(Amin et al. 1993b, Jacques et al. 1992) make larger thermal lesions than 1064 nm
because they invariably produce charring at the fiber tip. The formation of opaque
char effectively transforms the point optical source into a point heat source for the
remainder of the exposure. Wyman and Whelan (1994) later established a
theoretical basis for ILP which showed that a thermal diffusion temperature
profile (point heat source) is flattened and reduced when optical diffusion is
added.

Charring appears to have the advantage of producing larger lesions but
at the expense of smoke production. Intravascular gas microbubbles have been
observed under ultrasound imaging during hepatic ILP (Malone et al. 1994a).
Although the significance of iﬁtravascular gas production remains unclear, it is
generally accepted that it should be avoided, because of the potential for air
emboli in the circulatory system. Attempts to minimize the potential for charring
havg’ge:etrfmade by air cooling the bare fiber (Dowlatshahi et al. 1992b) and by
@?i“g spherical or cylindrical diffusing fiber tips (van Hillegersberg et al. 1994,

AN

Bettag et al. 1991) which reduce optical power densities. Cooling the tissue surface
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using fluid irrigation has also been shown to prevent or delay tissue charring
(Anvari et al. 1994a).

If multiple fibers are positioned such that the thermal lesions produced by
each fiber overlap, substantially larger volumes of tissue can be destroyed than
with a single fiber (Davies et al. 1989, Steger et al. 1992, Wyman 1993). Steger ot
al. (1988) coupled 1.5 W of 1064 nm optical energy to each of four fibers placed
at the corners of a square (15 mm side) in normal canine liver, A 500 s exposure
induced a 35 mm by 30 mm coagulation lesion in cross-section. For single, bare-
tip fiber irradiations, maximum coagulation lesions in liver are approximately 15
mm in diameter. Distributing optical power to multiple fibers may also reduced

the potential for charring,

1.3.3 Thermal Modelling

Thermal and physical models of heat transfer have been developed to
investigate the potential of interstitia! laser heating in various soft tissues (Davies
et al. 1989, Dowden et al. 1987, Svaasand et al. 1985, Anvari et al. 1994b). The
prediction of steady-state temperature distributions may be sufficient in some
instances, but not in others. Temperatures have been used as! :an index.for tissue
damage based upon thermal rate kinetics (Prapavat et al. 1996, Beacco et al. 1994,
Davies et al. 1989).

By performing pretreatment calculations ("treatment piaiining“), the

clinician can test a variety of irradiation parameters in an attempt to optimize the
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protocol. Accurate prediction of the complete temperature field requires an
accurate description of the optical and thermal processes involved, characterized
principally by the thermophysical and optical properties, and blood flow patterns
of the tissue.

The thermophysical properties of various normal and diseased mammalian
tissues are not well known in vive. Comprehensive compilations of the
thermophysical properties of ex vivo tissues have been published by Bowman et
al. (1975) and Duck (1990). The optical properties of mammalian tissues ex vivo
have been measured and are published in a review by Cheong et al. (1990).
However, the optical properties of in vivo tissues are not well determined. Blood
perfusion in tissues is highly variable and can range over an order of magnitude
within a tumor volume (Feldmann et al. 1992), making a priori prediction of the
thermal field difficult. Modelling the detailed vasculature has thus far proved
mathematically intractable. However, approximating blood flow as a non-
directional heat sink (Pennes 1948) or as an enhanced tissue conductivity
(Weinbaum and }iji, 1985) have proven more amenable to solution.

During ILP the exact onset of coagulation is difficult to predict and
coagulation has been shown to cause significant increases in optical scattering
{Derbyshire et al. 1990, Pickering et al. 1994, Rastegar et al. 1992). Accurate
models of light distribution in tissues would include optical property changes
during heating, but most current models of ILP do not. The onset of vaporization

~ and resulting decrease in thermal conductivity is also difficult to predict and



12

quantify. The effect of these phase changes on temperature distributions is not
well determined. Therefore thie full potential of a priori prediction of the induced
thermal field has yet to be realized.

Recently, there has been interest in quantifying the temperatures required
to induce certain histologic changes in tissue so that these changes could be used
to indicate the tissue temperature reached (Thomsen 1991). Such histologic

temperature markers would prove useful in evaluating mathematical models of

ILP.

1.3.4 On-Line Temperature Monitoring

On-line temperature monitoring (thermometry) provides a direct means
of controlling temperature elevations in tissue. Temperature-based control systems
generally rely on measured temperatures at a few locations using temperature
sensors, usually microthermocouples, implanted percutaneously. The number of
implant sites, typically 2 to 5, is limited by patient discomfort and tumor location,
Strategically placed sensors can, in principle, provide both minimum tumor
temperatures and temperatures at nearby critical structures. However, the
majority of the tissue temperature is unknown, making it difficult to assess the
efficacy of the treatment. Maximizing temperature information while minimizing
invasiveness can be achieved using linear sensor arrays comprised of 5 to 10
microthermocouples (Gerig et al. 1992, Anhalt and Hynynen 1992).

Theoretical bases for controlling minimum or maximum turnor
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tem[;eratures have been developed using temperature feedback to adjust power
deposition patterns (Doss 1985, Babbs et al. 1990). Wyman et al. (1991) developed
an adaptive control method, using multiple fiber/sensor arrangements. The first
computer controlled temperature feedback system was designed by Daikuzono
et al. (1988), in which a single probe coupled to an Nd:YAG laser and a single
thermocouple were placed in contact with the skin surface.

During ILP, temperature measurements from implanted
microthermocouples generally contain errors arising from thermal conduction
smearing (Samulski et al. 1985), averaging over the finite sensor volume, and
uncertainty in sensor location (typically £+ 1 mm). Near the source, large
temperature gradients (typically 100-500°C/mm) potentiate all 3 types of error.
Temperature measurements can thus be highly inaccurate.

With the growing potential of magnetic resonance imaging (MRI), it was
realized that some of the physical variables accessible to MRI are sensitive to
temperature changes. This noninvasive form of in vivo thermometry exploits the
temperature sensitivity of the 11 relaxation time (Parker 1984, Dickinson et al.
1986) or the molecuiar diffusion coefficient (LeBihan et al. 1989, Clegg et al. 1995)
The former parameter exhibits minimal temperature sensitivity and large
sensitivity to artifacts related to field inhomogeneities (Delannoy et al. 1990)
thereby limiting its potential. The latter parameter exhibits greater temperature
sensitivity and is virtually insensitive to field inhomogeneities. However, diffusion

weighted imaging requires very fast acquisition and cannot be performed in
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tissues with a short T2, such as liver, since signal intensity is too low to identify

temperature induced signal changes (Gewiese et al. 1994).

1.3.5 On-Line Lesion Imaging

Due to the problems with temperature measurement described above,
there has been strong interest in image-based control systems, which bypass
temperature measurement. These in vive control systems monitor the growing
extent of coagulative necrosis using on-line radiological imaging modalities such
as ultrasound in liver (Amin et al. 1993c, Malone et al. 1994b) and MRI in brain
(Tracz et al. 1592, EI-Ouahabi et al. 1993).

Ultrasound images of thermal lesions appear ta rely on the difference in
acoustic impedance between surrounding normal tissue and gas (presumably
microbubbles) produced during charring (Malone et al. 1994a). Therefore, images
are generated reliably only in cases when charring is observed on the fiber tip
post-illumination (Malone et al. 1994b, Lofberg et al. 1994). It has been observed
during ILP in porcine liver that the necrosis diameter measured with ultrasound
is a slight overestimation of the true diameter from histopathology (Malone et al.
1994b). Preliminary results indicate that ultrasound monitoring may be a useful
tool for monitoring hepatic ILP,

Magnetic resonance images generally rely on temperature induced contrast

between coagulated and viable tissues. T1-weighted dual-echo images of rat brain

+(El-Ouahabi et al. 1993) and T2-weighted spin-echo images of cat brain (Tracz et
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al. 1992) during ILP exhibit signal loss around the fiber tip corresponding

approximately to regions of coagulative necrosis. The signal loss is likely a result
of vaporization and altered mobility of tissue water. Acquisition times for spin-
echo techniques are long (5-20 minutes) which enhances the potential for motion
artifacts when imaging moving organs. Faster techniques such as rapid acquisition
with relaxation enhancement (RARE) (Matsumoto et al. 1992) and Tl-weighted
turbo fast low-angle shot (FLASH) (~ 5 s) (Gewiese et al. 1994) sequences are

currently being evaluated for on-line monitoring of ILP.

1.3.6 Temperature Reconstiuction by Parameter Estimation

The discrete nature of on-line thermometry makes it difficult to determine
accurately the temperature distribution in the entire target volume. Because of this
difficulty, numerical techniques have been applied to infer complete temperature
distributions from a set of measured temperatures.

The heated tissue system is represented by a bioheat transfer model.
Typically, measured temperatures are used to direct an iterative parameter
estimation algorithm that varies one or more unknown biophysical parameters
until measured and model-predicted temperatures at sensor locations agree,
Tissue ihhomogeneity can be modelled by dividing the tissue spatially into zones,
This parameter estimation is an inverse problem which is inherently ill-
conditioned given, the limited spatial temperature information available (see

section 1.3.4).
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The potential for combining thermometry with thermal modelling was
investigated for simulated hyperthermia treatments by estimating the blood
perfusion pattern, assumed to be the only unknown biophysical parameter
(Kleinman and Roemer 1983, Clegg and Roemer 1985a, Clegg and Roemer 1985b,
Liauh et al. 1991, Liauh and Roemer 1993). Divrik et al. (1984) modelled six
perfusion zones in 50 mm of canine muscle. Reconstructed and experimentaily
measured one-dimensional steady-state temperature profiles showed reasonable
agreement when a microthermocouple was placed at the center of each modelled
perfusion zone. It was also reported that complete three dimensional temperature
fields could be accurately reconstructed (error < 1°C) from noisy measurements
provided that a sensor was placed in each of seven perfusion zones and sensor
sampling was optimized (Liauh et al. 1991). However, optimal sampling was
shown to depend on the perfusion pattern and magnitude.

Presently, only final temperature distributions have been reconstructed for
a post-treatment evaluation of the completed therapy. The potential for combining
on-line thermometry with thermal modelling to reconstruct transient temperature
distributions has yet to be investigated. The problem is particulatly difficult for
ILP treatments due to the large temperature gradients induced and tissue phase

transitions which occur during treatment.

1.4 Scope of the Thesis

Most current thermal models of ILP assume temporally invariant optical
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and thermal properties. This assumption is poor, because the thermally-induced
phase transitions during [LP are substantial. Coagulative necrosis has been shown
to increase optical scattering (Pickering et al. 1994, Splinter et al. 1991, Jaywant et
al. 1993) while vaporization of tissue water decreases thermal conductivity
(Thomsen 1991). Tissue browning has been shown to increase optical absorption
and char is opaque. These effects need to be considered when using models to
~help determine treatment protocols.

The general goal of this thesis is to determine how thermally-induced
phase transitions affect tissue temperatures during ILP and to incorporate these
effects into thermal models of ILP. To this end, three related investigations are
undertaken.

Part 1: This is a theoretical investigation of ILP at 1064 nm in liver. The
influence on -temperature distributions of blood perfusion and increased scattering
due to tissue coagulation is assessed. Irradiation parameters are chosen to keep
the maximum tissue temperature below 100°C, which avoids vaporization,
charring and smoke production. Lesion formation is assessed based on the time-
temperature history of tissues.

Part 2: The dynamics of tissue charring are assessed. Charring at the fiber
tip is centrally important to ILP because it influences both lesion size and image
characteristics. Yet the time of onset and temperature of charring, T, have not
been investigated. T,,,. cannot be t}r\easured directly during ILP because steep

temperature gradients always exist near the fiber tip. A determination of Tear
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based on both measurement and modelling of transient temperature distributions
for Nd:YAG (1064 nm) and diode (800 nm) laser irradiations with a plane-cut

fiber tip is undertaken,

Part 3: A feasibility study of on-line temperature reconstruction during ILP
is undertaken for the case where the thermophysical and optical properties and
blood perfusion patterns of tissue are unknown and may change temporally. A
parameter estimation algorithm is developed to obtain estimates of the
biophysical properties and thereby reconstruct complete temperature profiles at
discrete intervals during treatment. Simulated temperature measurements for
Nd:YAG (1064 nm) laser irradiations are used as input data. The performance of
the reconstruction algorithm is evaluated by comparing the estimated parameters
and reconstructed temperature profiles with those used to simulate the input
temperature measurements. The parameter estimation algorithm is also tested ex

vivo in lean bovine muscle,



CHAPTER 2. Background Theory

2.1 Optical Propagation in Tissue

Optical propagation in random or turbid media is characterized by the
absorption and scattering of light. In soft tissues, the absorption of light in the
visible (300 nm to 700 nm) and near-infrared (700 nm to 1100 nm) is influenced
principally by the presence of water and endogenous chromophores (pigments)
such as melanin and hemoglobin (Svaasand et al. 1985, Boulnois 1986). At optical
wavelengths, experimental evidence shows that soft tissues are highly scattering
with a strong forward scattering component. Multiple scattering diffuses the
optical energy through the tissue and is influenced by various morphological
features such as changes in the refractive index at cell boundaries and the
presence of intracellular organelles. The size of these structures relative to the
wavelength of the incident light determines the scaitering angle.

Microscopic tissue inhomogeneities make the problem of solving the
angularscattering distribution mathematically intrzictable. Scattering is considered
to be due to refraction from objects of sizé?qual to or greater than the
wavelength of the incident light and can be approximately modelled using Mie
theory (Kerker 1969).

19
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The propagation of light in tissues can be described in terms of the
transport of neutral particles which are absorbed and scattered (without energy
loss). The radiative transport equation used to describe optical distributions in
highly scattering tissues is the one-speed approximation to the linearized
Boltzmann Transfer Equation, derived by balancing the various mechanisms by
which particles are gained or lost from an arbitrary volume (Weinberg and
Wigner 1958). For continuous-wave optical energy the time-independent equation
is

dn (rQ'-Q)

QI

1rQ") + S(r.Q) (2.1)

QVIrQ=-{nn) e fio!
dn

where I(r,Q) (W/cm®-steradian) is the radiance, defined as the optical power per
unit area per unit solid angle, r is the spatial coordinate, Q is the unit direction
vector (dQ is a solid angle), p, (em™) is the linear absorption coefficient defined
as the probability per infinitesimal pathlength that a photon will be absorbed, p,
(cm™) is the linear scattering coefficient defined as the probability per infinitesimal
pathlength that a photon will be scattered and S (W/em?) is a source term. The
left side of (2.1) represents the net leakage per steradian of photons into ot out of
a small volume. The first term on the right side of (2.1) represents the loss of
photons travelling in the direction, , due to absorption or scattering in the
volume. The second term represents photons scattering into, Q, from direction,

€Y. The last term represents source photons generated with direction, €.
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In the above description of photon transport, dp(rQ'—»Q)/dQ' is the
differential scattering cross-section, defined as the probability per infinitesimal
pathlength that a photon at r initially moving in the direction, €, will be
scattered into a new direction, Q. Dividing the differential scattering cross-section
by the linear scattering coefficient yields a normalized quantity known as the
phase function (a probability density function), defined as the angular distribution
of light per scattering event. In random media, the phase function depends only
on the cosine of the angle between the incident and scattered radiation. The mean
cosine, g, of this scatter angle is often used as a single, lumped index of the
forwardness of scatter. Scattering is predominantly backward when g<0 and
forward when g>0. For isotropic scattering, g=0. Experimental evidence shows
that scattering in soft tissues in the visible range is anisotropic with a strong
forward component, characterized by g values of 0.70 to 0.98 (Cheong et al. 1990).
The effects of anisotropic scattering can be incorporated approximately into the
radiative transport equation by multiplying the scattering coefficient by (1-g)
(Arnfield et al. 1988). The scattering coefficient is then replaced by this reduced
scattering coefficient, p,’ = (1-g)p,, with the phase function taken as isotropic.

The sum of the absorption and reduced scattering coefficients is

defined as the total transport coefficient, y,, given by

B, = u o+ (2-gin, 2.2)

The ability of the optical energy to penetrate tissue is determined by the inverse
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of n,, which is the optical mean free path. ILP is generally performed using
optical energy in the near infrared (700 nm to 1100 nm) because of maximal tissue
penetration at these wavelengths. Above 1300 nm optical penetration is greatly
reduced due to increased absorption by water. Below 700 nm, tissue
chromophores limit optical penetrati::n, as indicated by the absorption spectrum
in Fig. 2.1.

In the near infrared, the absorption and scattering coefficients for soft
tissues range from approximately 0.02 - 5 cm” and 10 - 200 ¢m”, respectively.
Heavily pigmented tissues such as liver or highly scattering tissues such as brain
will, by definition, have low optical penetration. The optical penetration depth of
1064 nm light in soft tissues ranges from 3 to 8 mm (Svaasand et al. 1985).

Exact solutions to (2.1} are difficult to obtain due to the integro-differential
nature of the equation. However, for many medical applications, solving for the
radiance is not essential. Given that the absorption of light is independent of the
direction of propagation, a more important quantity in dosimetry is the integral

of the radiance over 4r solid angle, known as the irradiance (W/cm?)

o) = ﬁ(r,n)dn 2.3)
dx .

The irradiance describes the optical power passing through an infinitesimal
sphere per cross-sectional area of that sphere.

For simplified geometries, such as an isotropic point optical source of
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Figure 2.1. The absorption spectrum for various biological substances expressed
as a molar extinction coefficieni {from Anderson 1991). The discontinuity at 700
nm is a result of a shift in the magnitude of the coefficient values labelled on the
y-axis, with magnitude reductions labelled on each plot (i.e. HbO, = 100, refers
to the y-axis labels being reduced by 2 orders of magnitude).
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power ¢, in an infinite homogeneous tissue medium with anisotropic scattering,

an exact solution to (2.1) is given by (Weinberg and Wigner 1958)

(2.4)

- [e'“’ pe "t
4 = 4::]_ r Dr }

where the optical diffusion length, L, (cm), the diffusion coefficient, 1 (cm) and
the attenuation parameters p and i’ (cm™) as modified by Amfield et al. (19885)

for anisotropic scattering are given by

[ 0.4n .
L,x~—0t 1+ "},D=uﬂL

opt vpl.
VETRTN B
(2.5)
o | L s
w2 | 4

The first term in (2.4) describes the uncollided component of the irradiance which
decays exponentially and with inverse square of distance from the source. The
second term describes the scattered or diffusg component of the irradiance.

More commonly, it is assumed that thg radiance is only weakly dependent
on direction. This gives rise to an approximation of (2.1) known as the steady-
state diffusion equation (Duderstadt and Hamilton 1976)

-V-DVo(r) + ndr) = S (2.6)

This equation is more amenable to solution and is most valid in scatter dominated
media (n, << ) such as soft tissues in the visible and near infrared. However,

the underlying assumption limits the accuracy of the solution within a few mean
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frec paths, 1/u,, from sources and boundaries where the radiance certainly
depends on direction. Diffusion theory has been used extensively to solve for
optical distributions in soft tissues with applications in optical imaging and
spectroscopy (Paulsen and Jiang 1995, Pogue et al. 1995, Arridge et al. 1993) and
therapeutic laser heating (Dowden et al. 1987, Davies et al. 1989, Anvari et al.

1994b).

2.2 Heat Transfer in Tissue

The conversion of optical energy into thermal energy involves the
absorption of a photon by a target molecule (i.e water, hemoglobin, melanin). The
target molecule, now promoted to a vibrational-rotational excited state, transfers
energy to nearby molecules via inelastic lscattering (Boulnois 1986, Welch 1984)
The process is efficient in soft tissues due to the large number of vibrational states
in biomolecules and large collision cross-sections. As photons are absorbed in
tissue the optical energy is converted into a distributed heat source.

The propagation of heat is determined by the mechanisms of thermal
storage, conduction and convection. Thermal storage and conduction properties
of soft tissues depend principally on tissue composition (Duck 1990), Soft tissues
are composed primarily of water, protein and fat, with water representing 75-85%
of the tissue.

The processes by which tissue accommodates energy inputs in the form

of heat are governed by the laws of thermodynamics. The application of heat
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transfer theory to living tissues necessarily involves the description of heat
exchange between tissue and blood. Generally, heat transferred to blood is
removed by blood flow. Quantifying this cooling effect requires knowledge of the
vascular architecture and blood flow rates. A comprehensive review of modelling
heat transfer in blood perfused tissues is given by Arkin et al. (1994).

Heat exchange can be separated into large vessel (diameter > 1 mm )
cooling, which is localized and should be modelled as a distinct cooling term
(Lagendijk 1982, Whelan et al. 1995, Kolios et al. 1995) and cooling from a
continizum of small vessels. Accurate prediction of the latter effect poses a
difficult problem because modelling the complex microvascular architecture has
thus fer proved mathematically intractable. Approximate models have been
developed and can be divided into single equation and 3 equation descriptions.

The first of the single equation descriptions was proposed by Pennes

(1948) and is called the Bio-Heat Transfer Equation (BHTE)

pc .%; =V kT + Q, + Q +we (T, - (2.7)

where p (g/cm“)- is the tissue density, c (J/g/°C) is the tissue heat capacity, k
(W/em/°C) is the tissue thermal conductivity, w, (g/cm’/s) is the average
volumetric blood perfusion rate, defined as the mass of blood perfusing through
a unit volume of tissue per unit time, c, is the blood heat capacity and T, is the

arterial temperature.

The first two terms in (2.7) comprise the ordinary transient heat
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conduction equation and represent the rate of change of stored thermal energy
in the volume and heat conducted into and out of the volume, respectively. Q,,
(W/cm’) represents the thermal energy generated from metabolic processes and
Q; (W/cm’) represents the total energy absorbed in the volume from a source.
The last term represents the net thermal energy transported out of the volume by
blood in the microvasculature. Pennes assumed that heat exchange between blood
and tissue occurs only in the walls of capillaries (diameter < 2 pm) where blood
velocity is low. The Pennes model proposed that arterial blood enters the capillary
bed and equilibrates with the surrounding tissue, thus entering the venous
circulation at tissue temperature, T. The thermal energy carried away by the
venous blood could then be modelled as a volumetric isotropic heat sink. Thus,
convective cooling from a continuum of small vessels is implicit in the BHTE.

The Pennes model was generally accepted until the late 1960’s when
renewed interest in therapeutic hyperthermia spawned the need for a better
understanding of blood cooling. Wulff (1974) criticized Pennes’ scalar treatment
of the convective heat transport by blood in (2.7). However, any attempt to
specify a blood velocity vector at the microscopic level was marred by the
complex nature of the vascular system.

It appears that Chen and Holmes (1980) were the first to predict
theoretically the thermal equilibration lengths of blood vessels. Defined as the
length of blood vessel for which the temperature difference between blood and

heated tissue is reduced to 1/e of the initial value, the thermal equilibration
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length, 1, is a measure of the heat exchange efficiency between blood and tissue.
If 1. <1, the true vessel length, the blood in the vessel will heat to thermal
equilibrium with the surrounding tissue, thereby carrying away thermal energy.
Chen and Holmes (1980) reported that thermal equilibrium occurs not in the
capillaries, as assumed by Pennes, but in vessels that were greater than 50 pm in
diameter (arterioles and venules). Based on these findings, a single equation
description known as the Chen/Holmes (CH) model was developed with two
additional heat exchange terms incorporated into (2.7), However the CH model
requires knowledge of vessel dfameter and orientation making its application
more difficult than the Pennes model.

Later it was recognized that, in tissues, arterial and venous vessels are
frequently in close proximity to each other, with blood flowing in opposite
directions. Jiji, Weinbaum and Lemons (1984) proposed a three equation model
(WJL model) which coupled the countercurrent heat transfer that occurs between
paired arterial and venous blood flows with that of tissue. The WIL model also
required knowledge of the vessel diameters and orientation. The WJL model
predicted that significant countercurrent heat exchange occurred in the vessels in
the 50 pm to 300 pm diameter range. A recent investigation by Zhu and
Weinbaum (1995) indicated that the critical diameter range is 80 pm to 200 pm.

The difficulty of applying the three coupled equation model to practical
vascular architectures led Weinbaum and Jiji (W]) to develop the simplified and

easily solvable W] model (Weinbaum and Jiji 1985). The derivation of the WJ
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mode! was based on the microvascular architecture in skeletal muscle where most
vessels with diameters greater than 50 nm (“thermally significant”) occur in
countercurrent pairs. It was assumed that all heat conducted out of the arterial
wall is conducted through the venous wall such that the increase in tissue
temperature between vessels is negligible. It is further assumed that the tissue
temperature can be approximated by the average temperature of the closely
spaced countercurrent pair. These assumptions facilitated simplifications to the
original WJL model producing a single equation description known as the

Effective Thermal Conductivity Equation (ETCE)

o g - V& VT + Q,, + 0, 2.8

where k,, the effective thermal conductivity (W/em/°C), describes the
enhancement in thermal conductivity due to incomplete countercurrent heat
exchange between paired vessels and the local blood perfusion, and is given in

scalar form by

e
k.=k|1+ nrk2pe? (2.9)
& [ 4k " ]

where k; is the thermal conductivity of blood, o is a shape factor related to the
cross-sectional vessel geometry, n is the number density of vessel pairs per unit
area, r, is the artery radius and Pe is the dimensionless Peclet number =
2pyc,t,v/k, which cha{;acterizes the flow of blood of velocity, v. The W] model

predicted that the thermal conductivity was enhanced by factors of 1.05 and 3.5
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in muscle with 50 pm and 300pum diameter vessels, respectively.

The applicability of the W] and Pennes’ models depends on the blood
vessel diameters modelled (Charney et al. 1990). It has been suggested that the
W] model is applicable in tissues containing blood vessels with diameters < 200
um and 1./1 < 0.2 (Song et al. 1995). Recent studies by Song et al. (1995) and Zhu
et al. (1995) indicate that ky,/k differs from unity only for vessel diameters > 100
um and increases with increasing vessel diameter up to 1.3 and 1.6 for ex vivo
preparations of rat spinotrapezius and cremaster muscles, respectively, The
Pennes model éppears to be valid only in tissues with vessel diameters < 300 um
and a 1./1 < 0.6 (Xu et al. 1991). The domain of accuracy of these models
continues to be investigated.

Despite concerns expressed about the validity of the W] and Pennes
models, they continue to be used extensively to model in vivo temperature
distributions in various soft tissues including liver (Beacco et al. 1994, Kolios et
al. 1995), kidney (Xu et al. 1991) and prostate (Anvari et al. 1994b, Yuan et al.
1995), most likely because of their simplicity.

Thus, the Pennes and W] models were used to determine the transient
temperature calculations presented in this thesis. The corresponding model
equations, (2.7) and (2.8), were combined into a single compact expression which

will be referred to as the BHTE-ETCE
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-

o %’; = V- k9T + Q + we(T, - T) (2.10)

where, for deposition of optical energy, Qs = u,9. Note that Q; is the term that
links the mathematical descriptions of heat transfer (2.10) and optical propagation
(2.4-2.6). During therapeutic heating the Qy term is generally negligible compared
to Qs and is therefore omitted from (2.10).

The penetration of heat in blood-perfused tissues has been characterized
by Svaasand et al. (1985) for one-dimensional problems based on the Pennes
model at steady-state. If one assumes a point heat source immersed in an infinite
blood-perfused medium, the characteristic thermal penetration depth, d,, is the
distance at which the temperature is reduced to 1/e of the maximum value at the
source {origin) and is given by

k 1/2
d, = |— 211)
pew,

where w,’ (s) is defined as the volume of blood flowing through a unit volume
of tissue per second. Eq. (2.11) assumes that the density and specific heat of tissue
and blood are similar. Estimated thermal penetration depths as a function of
perfusion rate for various tissues are shown in Table 2.1.

The thermal conductivity and specific heat for soft tissues range from ~
0.0030 - 0.0055 W/cm/°C and ~ 3.2 - 4.0 ]/g{"C, respectively (Bowman et al.
1975). The density range is ~ 0.99 - 1.2 g/cm® (Duck 1990). The ratio of k/pc in

(211) is defined as the thermal diffusivity and depends principally on water



Table 2.1. Thermal penetration depths in various soft tissues {from Svaasand et

al, 1985).

Tissue

Kidney
Brain cortex
Skin

Muscle

Fat

w, (s
5-10 (x 10?%)
7-20 (x 10%)
2-7 {x 10%)
3-20 (x 10
1-3 (x 10Y

d, (mm)

1.1-1.5
2.54.0
4-7
7-20
20-35
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content. Cooper and Trezek (1971) derived a set of empirical equations for the
thermophysical properties of tissues with a 71%-84% water content based on the

mass fractions of water (m,,), protein (m,) and fat (m,)

-
§

= p*10°7 [0.628mu_ +0.117m + 0.231mf]

1

¢ =42m, + 1.09m_ + 2.3mf (2.12)

p = [mw +m /154 + mf/0.815]_’
Values of m,, m, and m; for various soft tissues have been published in a
compilation of tissue properties by Duck (1990).
In soft tissues, the optical penetration is generally much less than the
thermal penetration, such that the pattern of absorbed radiation determines the

pattern of temperature increases (McKenzie 1990).

2.3 Thermal Damage Prediction
Models predicting the accumulation of thermal damage are based on a
seminal paper by Arrhenius (1889) who quantified the effect of heat on the

chemical rate kinetics in sugar solutions by the reaction rate constant

C = Aexp-2E 2.13)
RT

where A (s") is a frequency factor, AE (J/mole) is the reaction’s activation energy,
R (J/mole/°K) is the universal gas constant and T{(°K) is the temperature,

The extent of thermal damage in tissues has been shown to depend on the
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time-temperature history (Dewey et al. 1976, Overgaard and Suit 1979) and can

be determined by integrating (2.13) over time (Birngruber 1979)

t
Qlrh = Afex _AE dap (2.14)
: RT(rt"

Equation (2.14) is known as the Arrhenius damage integral and describes the loss
rate of undamaged target molecules,

The values of A and AE in (2.14) depend on tissue type and biological
endpoint. These reaction coefficients have been measured experimentally for
thermal denaturation of skin (Henriques 1947) and liver (Hillenkamp 1979),
Beacco et al. (1994) reported good agreement between measured coagulative
necrosis and that predicted by (2.14) in rat liver in vivo. However, evaluation of
(2.14) is computationally intensive given the nonuniform transient temperature
fields induced during ILP.

Sapareto and Dewey (1984) reported that published values of A and AE
for various in vitro and in vivo tissues exposed to hyperthermic temperatures
suggested that the exponential in (2.14) can be well approximated by .0.25 at
temperatures below 43°C and by 0.5 at temperatures between 43°C and 50°C. This
was used to derive a threshold thermal dose approximation to the integral in
(2.14) which converts thermal exposures to the equivalent-time at 43°C. In other
words, the time required to produce an isoeffect at temperature T is converted to

the time required to produce the same effect at 43°C, t,,, given by



35

l-.lﬂ_‘ o
{0.25, T < 43°C 2.15)

43 -7 : =
f“:‘ = Z C" ‘JA’ wll‘h Cn = 0.5' T > 430C

i=1

where T,,, is the average temperature during the time interval, At. During rapid
temperature changes, one must increase the frequency of temperature
measurements to improve the accuracy of the calculated thermal dose. The
threshold value of t,,, for thermal damage depends on tissue-type. Experimental
evidence for protracted exposures at hyperthermic temperatures indicates that a
ti of 1 hr (3600 s) induces nectosis in a variety of tissue-types (Sapareto and
Dewey 1984).

Eq. (2.15) may not be a good predictor of thermal damage at high
temperatures such as induced during ILP. However, a threshold thermal dose
model similar in form to (2.15), in which a 1°C increase in temperature halves the
time required to induce necrosis, has been validated in vivo in canine bladder up
to 60°C (Linke et al. 1972). Furthermore, using (2.15) :or a threshold thermal dose
of 44°C for 3600 s, Davies et al. (1989) predicted reasonably the dimensions of
laser-induced thermal necrosis in canine liver observed by Steger et al. (1988).

£q.(2.15) is therefore used to predict thermal lesion formation in this thesis.

2.4 Parameter Estimation Formalism
Parameter estimation techniques are used to estimate the unknown

parameters of a system. The system is represented by a mathematical model with
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unknown parameters estimated by manipulation until the model agrees with
measured data. Problems of this type, fitting models to data, are generally solved
using the method of nonlinear least squares (Gill et al. 1993). This method has
been employed to estimate tissue properties including blood perfusion (Wei et al.
1995, Liauh et al. 1993) effective permeability (Laible et al. 1994), thermal
conductivity and specific heat (Ouyang 1992), optical absorption and scattering
(Paulsen and Jiang 1995, Pogue et al. 1995).

A dynamic parameter estimation procedure has been developed to
estimate the biological properties of soft tissues during interstitial laser heating,
Measured temperatures at discrete locations in the tissue are used to inverse-solve
for the biophysical properties (parameters) of the heated tissue system, Parameter
estimates are then used to solve the direct forward problem for temperature,
thereby reconstructing temperatures in the entire thermal field. The presented
estimation formalism allows for transient temperature response.@ata to be used

to estimate and update the biophysical properties during heating,

Denote the temperature measured by the m* of M sensors at the s* of §

discrete times by T, .. The resulting (MS)-vector of temperature measurements

is represented by

N

=[T

mens.] Tm.! Tlrmuﬂ TnmsM]T

(2.16)

meas

where
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T =T T .T - TF (2.17)

s
Lo tr ] measar o measnt mems,m Hirdts m

and T refers to the transpose of the matrix.

Let the desired model-predicted temperature function be represented by
Tea(P) where P is the vector of unknown biological propetties (parameters) to be
estimated. Denote the estimate of the n™ of N biological parameters in the z* of
Z discretized spatial zones by P,% The total number of unknown parameters to

be estimated is represented by the (NZ)-vector
P= [pl P, P, P ]T (2.18)
where

P, =[Pl p2. p:.. PZ] (2.19)

Ly n - H

The least-squares objective function to be minimized is the difference
between the measured and model-predicted temperatures at all sensor locations

and times s

M
FPy = LSS (P - T

muc.c.m)
2 sel me]

(2.20)

where T . are generated from the model-predicted temperature function,
Tiw(P), and take the same vector form as (2.16) and (2.17). The 1/2 is included
in (2.20) to avoid the appearance of a factor of two in the derivatives.

Assume that F(P) is a smooth multivariate function which can be closely

approximated by a quadratic function in a small neighbourhood about the current
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estimate of parameters, P,. Then a 3-term Taylor-series expansion of F(P) about
P; can be used as a basis for developing an iterative parameter updating

algorithm (Gill et al. 1993)

F(P) = F(P) + g"(P)AP + %APTH(P,)AP @2.21)

where AP=P-P, is a step change in the neighbourhood of P, with the local
gradient, g(P,), and the local Hessian H(P), of the least-squares objective function

(2.20) given generally by

oF(P) 5 ) oT ;m (P)

= T: (P -T* i {2.22)
g;( R e
a—p(p) s G:T;NM(P)
(P) -T: )T
(2.23)
aT? (P aT? (P)
oP ap

F(P) in (2.20) is then minimized by setting to 0 the partial derivatives, 8F/AP in

(2.21), which gives

HAP = -g 224)

Substituting (2.22) and (2.23) into (2.24) produces

\
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&T* (Py oT*, (P)6T* . (P)
s _7s pred.m pred.m predm™" =
}: 2 (TP - T2, ) S — i }F

mt=] ae]

(2.25)
or’ , (P)

M S
YT P - T;m)%

nral am]

The minimizing algorithm given by (2.25) is an application of the
multidimensional Newton’s Method with AP being the Newton direction.
Least-squares parameter estimation methods are typically based on the
premise that the first-order term will dominate the second-order term in the
Hessian of F (see (2.23)). This assumption is valid if the residuals tend to zero as
P approaches the solution and facilitates an approximation to Newton’s Method

known as the Gauss-Newton Method (Gill et al. 1993)

u S oT:, (P)OT?, (P)
b fo-

(2.26)
M S aT? (P)
- Py - T, | fom
2 R (TP 3
Equation (2.26) is expressed in matrix form as
TP =T, - T, ) (2.27)

where AP is an (NZ)-vector of the same form as P in (2.18) and (2.19) and J is the

Jacobian matrix of T, given by the (MS) by (NZ) vector
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with submatrices of the form
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The error matrix, (T, - T,,,), is given by
B T-:m.x

I K

)
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(2.30)
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AP = ‘UTI)-IIT(Tpmi - mm:) (2.31)

The quantity(J7y"J" is called the pseudo-inverse of J when J is rectangular. In

parameter estimation problems, J is generally referred to as the "sensitivity"r
matrix. For this case, 6T,/ 3P, represents the change in the model-predicted

temperature at the m™ sensor location and s* time due to an elemental change of

the n™ parameter in the z* zone.

Solutions to (2.31) can be unstable for ill-conditioned problems, when
small changes in the measured temperature data effect large changes in the
converged solutions. [ll-conditioning is a common feature of nonlinear least-
squares problems. Previous investigators of temperature reconstruction by
parameter estimation (Liauh et al. 1991, Liauh and Roemer 1993) compensated for
ill-conditioning using Tikhonov regularization (Tikhonov 1963). This method
recognizes that the diagonal elements in the inverted matrix, (J7))", set the scale
for the incremental parameter changes. By adding a scalar, A, to the diagonal
terms one can control or stabilize the scale of the increment. Liauh et al. (1991)
reported that temperature distributions could be accurately reconstructed
provided the proper choice for the regularization parameter was made. However,
the optimal regularization parameter depended on the perfusion pattern and
magnitude, factors which are generally unknown a priori.

Therefore a different aﬁproach, the Levenberg-Marquardt method

(Bevington 1969), is employed here. This iterative technique automatically selects
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the optimal value for the regularization parameter. Thus, the updated parameter
vector at the &+1™ iteration, based on (2.31) with Levenberg-Marquardt

regularization, is expressed as

P =Py [(I"I )T - Tm,)r (2.32)

pred

Within each & interation, the internal Levenberg-Marquardt loop optimizes A
based on the reduction of the objective function (2.20), If A is large the iterative
parameter change, AP, is scaled down. Solving (2.32) for the new estimate of the
parameter vector, P*', requires knowledge of J evaluated at the present estimate
of the parameter vector, P*. The elements of the Jacobian matrix, the sensitivity
coefficients, were estimated numerically using the influence coefficient method
(Liauh et al. 1993). This method involves perturbing the latest estimate of a
parameter by a factor ¢ and then solving for the new temperature using the

forward finite difference

aTk
T N T

(2.33)

Tt umPPor{PLP2, P, P2 ,...pN)] /eP?

& was chosen to be 0.001. The iterative parameter estimation procedure given by
(2.32) forms the basis of the temperature reconstruction algorithm presented in the

next chapter,



CHAPTER 3. Materials and Methods

3.1 Ex vivo Bovine Muscle Heating Experiments

Interstitial laser photocoagulation was performed ex vivo in lean bovine
muscle using the experimental system shown in Fig. 3.1. The energy source was
either an Nd:YAG laser, maximum power of 20 W (Model C100 C.V.L Lzaser
Corporation, Albuquerque, NM, USA), or a diode laser, maximum power of 2 W
(Laser Diode Inc., New Brunswick, NJ, USA), emitting continuous wave optical
energies at 1064 nm or 800 nm, respectively.

For Nd:YAG irradiations, the emergent 2 mm diameter 1064 nm
multimode beam, with 3.0 mrad beam divergence, was deflected 90° by a
reflecting mirror towards a focusing lens which produced a narrow 200 pm
diameter beam for coupling to the polished end of a plane-cut 400 pm optical
fiber (Model 4410 Laser Therapeutics Inc., Buellton, CA, USA). The optical fiber
rested in a fiber chuck held by an x,y,z translator. All components of the light
delivery system were fixed to the top of an optical bench.

Coupling efficiency was optimized using an infrared sensor card (Model
Q-42-R, Quantex, Rockville, MD, USA) for gross positioning cf the fiber and then
by adjusting the translator screws until the power, measured by a laser power
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Figure 3.1 Apparatus for ex vivo heating experiments in bovine muscle.
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meter (Ophir Model DG, Optikon, Waterloo, ONT, Canada) at the cutput end of

the fiber, was maximal. The maximum coupling efficiency was approximately
80%.

For diode irradiations, a four channel diode laser treatment unit designed
and built at the Hamilton Regional Cancer Centre was used. In each channel a
maximum of 2 W of optical energy at 800 nm emerged from a diode fiber coupled
to the laser diode by the manufacturer. The diode fiber rested in a fiber chuck,
fixed to the front plate of the unii. A small portion of the diode fiber extended out
from the front plate for coupling to the polished end of a plane-cut 400 pm
applications optical fiber (Model 4410 Laser Therapeutics Inc., Buellton, CA, USA).

The applications fiber rested in a fiber chuck held by an X,y.z translator
also fixed to the front plate of the unit. The diode and applications fiber were
coupled by adjusting the screws of the translator until the two fibers were ~ 1
mm apart (visually). Fine horizontal and vertical adjustment continued until the
power, measured by a Ophir laser power meter at the output end of the fiber,
was maximal. A blow brush was used to remove dust from the face of the two
fibers to prevent local absorption and then the two fibers were butted together
using only axial adjustment. The maximum coupling efficiency was approximately
70 %.

The thermometry system was comprised of 0.009" diameter teflon coated
copper/constantan (type T) microthermocouples (Model IT-18 Sensortek Inc.,

Clifton, NJ, USA). Linear 5-channel and 6-channel microthermocouple arrays were
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built by aligning axially microthermocouples spaced 2 mm apart, then securing
them in position with 5-0 silk sutures (Model 1022-21, Cyanamid, Montreal, PQ,
Canada). The microthermocouples were connected to a data acquisition and
control system (Labmate series 7000, Sciemetric Instruments Inc. Nepean, ONT,
Canada) which housed 16 channels for analog input. The Labmate was interfaced
to an AST 286-16 MHz personal computer. Temperatures were calculated using
least-squares curve fitting software (Level1-QB LL v. 3.0) based on the American
National Standards Institute (ANSI) tables of thermoelectric voltage as a function
of temperature.

A cubic lucite box of side length 10 cm was built to house tissue samples,
Channels 1 mm thick were machined down the sides of the box to provide sites
for positioning the optical fiber and microthermocouple array. A ~ 15 mm thick
tissue section was placed onto the bottom of the box. The plane-cut end of the
applications fiber was placed on the surface and near the center of the tissue. A
linear array of microthermocouples was placed 1 mm from the fiber tip as shown
in Fig. 3.2. A second tissue section of equal thichness was placed on top of the
devices followea by a top plate and a 500 g mass to ensure good contact between
the two tissue sections.

Fiber and microthermocouple atray positioning were measured before and
after each experiment and remained consistent within 0.5 mm. Laser power

measurements were performed before and after each experiment.
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Figure 3.2 Optical fiber and microthermocouple array geometry for ex vivo heating
experiments in bovine muscle.
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3.2 Sotutions to Heat Transfer and Optical Propagation Equations
3.2.1 1-D Homogeneous Tissues (Quasi-Analytical Solution)

In highly scattering tissues a plane-cut optical fiber is accurately modelled
as being an isotropic point source. Therefore, for homogeneous tissues we
consider an analytical solution to the Boltzmann radiative transfer equation for
which the irradiance, ¢(r), from an isotropic point source in an infinite
homogeneous tissue medium with anisotropic scattering is given by (2.4).

Our application of the 1-D homogeneous description requires a solution

to (2.10) for w,=0, the W] model, expressed in spherical coordinates as

aTeh _ Ky a[ 20T 3.1
S e i LA

Solutions to (3.1) can be obtained using standard Green’s function methods, as
employed by Vyas and Rustgi (1992). For a steady power source of unit power

(1 W)atr', the solution to (3.1) is the Green’s function (Carslaw and Jaegar, 1958)

1 !
T (r-t' ) = e (3.2)
o 47| 'ﬁ{L,,,(t)]

where r =|r| is the radial distance from the source, erfc() is the complementary
error function and L, is the thermal diffusion length given by (4k,t/pc)"/% The
temperature increase at time t is a convolution of the steady optical source and

Te given in spherical coordinates by

]

ot
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w n

= ’ o 12a: vt 3 A 3t 33
T(r,t) f f '!u"&t:(r)Tﬁ(ir F' L sin0’d/do’ dr (3.3)

Substituting (2.4) into (3.3) and evaluating the integrals gives

+

L
T(r, h = uu¢puml th _
rr- er

Smkr % n (3.4)

i’ [r=r'|} | rer’ r+r! gy
[L.,.m i ol M v ko] R

Equation (3.4) was evaluated numerically using a 21-point Gauss-Kronrod rule

o [ B] R =)

(Stroud and Secrest 1963).

3.2.2 1-D Inhomogeneous Tissues (Finite Difference Solution)

For 1-D inhomogeneous tissues we consider finite difference solutions to
the two coupled equations, (2.6) and (2.10), for an interstitially implanted optical
fiber delivering a steady power Ppore (W) from its plane-cut tip into higﬁly
scattering inhomogeneous tissue. Eqs. (2.6) and (2.10) are expréssed in’ spherical

coordinates with radially dependent coefficients

10 od(r) _
- 25[ 2D(r) ]+ R0 = ¢80 (3.5)
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|
oT(rt) _ 1 a[_k “6T(r,t)
Bt

plrie(r) = rl_ .

+ pNg(r) +

3.6)
w N T, - T(r.h)

where 5(r) is the 3-dimensional Dirac delta (cm™).

Finite differencing was used to solve the two coupled equations, (3.5) and
(3.6), for irradiance, ¢(r), and temperature, T(r.t), respectively. Spatial derivatives
were approximated using the energy balance formulation (Becker 1986). The
spatial finite differencing scheme is shown in Fig. 3.3, The temporal derivative
was forward differenced, and the temperature specification was otherwise implicit
with respect to time.

For spherical geometry, energy balance is maintained, by multiplying (3.5)
and (3.6) by 4nr® and integrating from r,,,,, to r.,,,», with the assumption that

tissue properties are constant over the interval n

“4n f 10l rD(r) a¢(r)]dr + dn [ rip i =

2 a I' Toan
(3.7
P4, () dr
arn frzp(r)c(r) T 4y - 4n f 21 a ’k‘ﬂ( )6T(r,t)J
LT Tean (3.8)

Fasist

4n frzuﬂ(r)d:(r) dr + 4n frfw,,(r)c,,(r)(Tu - T(r,f)) dr

LERT LT
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Figure 3.3 Finite differencing scheme.
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where 1., = 1/2(r, + r,,,). Each time step in this transient problem involves
solution of a static problem given that properties and sources are constant over
the time interval. Time integration is handled by evaluating spatial derivatives at
the beginning of a time interval which is valid if small time intervals (1-5 s) are
used. The time derivative in (3.8) was approximated using the forward finite
difference, (T(t+Ab-T(1))/At = (T,*' - T,)/At. Larger time intervals may require
averaging over the time step, as described by the Crank-Nicholson method
(Becker 1986).

Solving the integrals in (3.7) and (3.8) results in difference expressions of

the form

, | |
- [An-l ]¢‘u-| * [Anq YA '?" (r:m - r:?-uz)}’n - [Aml]‘bn‘l: 5, (39

$e 1 P"C" i 5o
[Bu-l ] Toi = [Bml + B, * E[T * w:f,,cr-,,] Moz ™ ":-uz)] T+

(3.10)

Tl
[BmI] Ton = - ’;’[unn¢n rw,, T, + P,,:;.; "](r w2 =T :-uz)

where the coefficients A,,, and B,,, are given by

A = 2r:tlll Dantl (3.11)
! Ar Dﬂ + Dntl

= 2r:tllz k‘fnk'fntl

B
ntl Ar k’” + qu N

(3.12)




53
In 39), 5, = ¢ee/dn at r=0and S, = 0 at r > 0. When n = 0, the tissue

properties defired at "n-1" are set to zero. Thus the original differential equations
are replaced by sets of simultaneous difference equations. The sets are tridiagonal
which allows for easy solution even if the number of unknowns is large. At each
time interval (3.9) and (3.10) are solved for ¢, and T,**', respectively, using

Gaussian elimination with backward substitution.

3.23 2-D Inhomogeneous Tissues (Finite Element Solution)

The finite element method (FEM) is based on the concept of
mathematically discretizing a region of a function into elements and using a
simple interpolation procedure .5 generate a solution function. A comprehensive
review of finite element analysis is given by Zienkiewicz and Taylor (1987). There
is an advantage to using finite element formulations over finite differences when
modelling inhomogeneous tissues. For clinically baseéi appllicatiox?s.__anatomical
complexities characterized by irregular external and internal boundaries are
accounted for in a general way in the basic finite element all‘lgorithm. However the
algorithm is of greater complexity with potentially large matrix storage
requirements.

In this section we develop a finite element model for solving the two
coupled equations, (2.6) and (2.10), for a point optical sog\n'ce in an infinite 2.D
inhomogeneous tissue medium. This 2-D application is equivalent fﬂ{g infinite

line optical source in an infinite 3-D medium. For a steady power, ¢,.. (W/em),
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(2.6) and (2.10) are expressed in Cartesian coordinates

- 2 D& 9 iy B8y
o oy Y (3.13)
+ pedlxry) = ¢, Sxy)

oT(x,y, 4
ot

plxy)cle,y) artxy.h

arix,y.t) . __B_A (e

d
B Ekfﬂ( ) ox ay

(3.14)
weye&yT, - Teyh) + plepdtey)
where 8(x,y) is the 2-D Dirac delta (cm?).

The two most common procedures for generating finite element solutions
are variational methods (Rayleigh-Ritz) and weighted-residual methods, We
employ the weighted residuals method which has been used extensively to solve
both optical propagation and thermal propagation models. An approximate
solution to (3.14) is generated by minimizing the integral over the domain, A, of
the assumed solution in the differential equation (minimization of the residual).
This is expregsed mathematically as

}!.m(x,y) l:[ .‘%k 'ﬂ'g\? + _a.k o . we, - pL‘% T(x,y,t) +

3y Toy (3.155

RGdxy) + w,,chﬂ] dA = 0

where o (xy) is a suitable vector of weighting functions which satisfy the same

boundary conditions as T.

For 2-D problems the simplest form of discretizing the tissue is



55

triangulation (see figure 3.4). The temperature, T(x,y.t), in (3.15) is defined as an
expansion in terms of spatially varying basis functions and nodal temperature
values. We assume that the temperature within each triangular element (e) is

well represented by the piece-wise linear interpolation function

3
TNy = Y e e)T W) (3.16)
i=]

where T(t) and «,(x,y) are the temperature and linear interpolation ("shape")

function at node i in element (e)

oy =a, + bx + cy (3.17)
with the coefficients a, b, and ¢; being nondimensional functions of the nodal
coordinates of element (e). The shape functions given by (3.17) are zero at all
points in A except those of element (e} and have a value of 1 at node i and values
of 0 at nodes j=i. The accuracy of the assumed solution 'giiven by (3.16) and (3.17)
depends on the behaviour of the solution of the differg;riltial equation in element
{e).

An accurate form of the weight residuals method is Galerkin’s method
where the weight function, w(x,y), is of the same form as the interpolation
function, oy(x,y). Substifuting the temperature expansion, (3.16), into (3.15) for all

NN nodes in the spatially discretized domain A yields
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Figure 3.4. Triangular element, (e), with nodal temperatures and associated shape
functions.
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For constant k, within an element the second derivatives in (3.18) are zero. This
problem is avoided by integrating the second order terms in (3.18) by parts and
employing Green’s Theorem (Arfken 1985). The resulting finite element
formulation is known as the weak formulation of the problem and is expressed

in matrix form as
K + WT + c% -Q+r (3.19)
where

T = [T 0T 0] (3.20)

da(x,y) Bo(x,y) . da(xy) dolx,y) dA

K.= [k (3.21)
W f T ox  ox oy oy

W, = [otateymeda ” (3.22)

&
A

C; = [ oy trypcda (3.23)
A
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Q= faj(x,y) [u"(x.y)tb(.\',y) + whchT“] dA (3.29)
A
_ . | T "y 1) L ATy
r = i Xk | ——= " ABA) (3.25)

where n, and n, are unit vectors on the boundary 3A. The line integral, T,
describes the boundary conditions and will be nonzero only for points (x,y") on
AA.

The standard method for handling the temporal variation is to use a finite

difference scheme to integrate (3.19) over a time interval s — s+1

t 14 t
el (] aT anl
K+ W||Tdt + C| —dt = ||Q + I"'ldt (3.26)
| ]J f o ﬁ

The time differential is approximated by a forward finite difference at s and a

backward finite difference at s+1

aTs - aT.-s-l i} Ts-l - Tx
of ot Al

{3.27)

Each time step in this transient problem involves solution of a static problem
given that properties and sources are assumed to be constant over the time
interval. Assuming a weighted trapezoidal integration rule for (3.26) we obtain

(Zienkiewicz and Taylor 1987)
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0K + OW + Ll + |1-0K + a-oow - L ¢l =
Al At (3.28)

ot + ) + (1-0)Q" + )

where the time weighting parameter, 0, controls the finite difference
approximation of the time interval. Values of 0 can range from 0 (explicit scheme)
to 1.0 (implicit scheme) with an intermediate value 0.5 known as the Crank-
Nicholson scheme. Values of 0 = 0.5 - 1.0 result in unconditionally stable
algorithms.

The same finite element formalism was used to generate an approximate
solution to the time-independent diffusion equation, (3.13), for an isotropic point
source at (x’,y’). The resulting finite element " weak" formulation is expressed in

matrix form as

[D+Ujp=85+1 (3.29)

here & = [pbymnthn] (3.30)
D, - :!-D aug;c,y) aa::(;,y) . aa::;;,y) aa:;;,y)] JA (331)

u, = !a,.(x,y)a,.(x,y)u,m (3.32)

§; = fu’.{x,y) ¢, 50-x'y-y')dA (3.33)

A
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) 3y . Ay
r; = ¢ alxyD ==, * % n, [ 4@A) (3.34)

4

The set of 3 by 3 element matrices K*, W, C*, D* and U is generated
for each element by carrying out the integrations in (3.21)-(3.25) and (3.31)-(3.34)
over the elemental area, A. The thermophysical and optical properties values are
assigned to each element and are, therefore, incorporated as coefficients in the
element matrices. The element matrices are assembled into global matrices of
order NN by NN. The global matrices are sparse and have nonzero entries only
when «; and o, are nodes of the same element. The global matrices are symmetric
and diagonally banded of width WD, The node numbers are ordered so as to
minimize WD, The original global matrices can then be replaced with WD by NN
matrices, reducing storage requirements.

The set of 1 by 3 element matrices Q' and S*' are assembled into global
matrices of order 1 by NN. Generally, S, is nonzero only when j is a node of the
element containing the source. In our application, the source is at the origin,
(x=0,y=0), which corresponds to a node common to four surronnding elements.
Evaluation of (3.33) yields S=c(0,0)4;,.. Therefore, in generating the matrices, S,
for the four elements surrounding the origin, 1/4 of the total optical line power
is used for the origin node in each of the four element matrix evaluations.

We assume the Dirichlet condition at the boundary A, T(8A,)=0 and

#(@A)=0, which implies that I" and I'” in (3.19) and (3.29), respectively, are zero,
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This is achieved by adding a large factor (10° was used) to the diagonal elements
of K, W, C, D and U for the boundary nodes, a technique known as the Paynes-
Iron method (Zienkiewicz and Taylor 1987).

A 2-D square mesh of equally sized triangular elements was generated. A
high resoJution mesh, corresponding to a node spacing of 1 mm, is shown in Fig.
3.5. Egs. (3.28) and (3.29) are solved for T and ¢, respectively, using Gaussian
elimination, with forward and back substitution, for bandwidth reduced matrices.

All nodes in the mesh are fixed (inelastic tissue medium).

3.3 Modelling of Phase Changes during Interstitial Laser Photocoagulation
To model ILP accurately, important optical and thermal events should be
considered in the physical description of tissue heating. As tissues are heated to
beyond approximately 60°C, they appear "whitish" due to protein denaturation
(coagulation). Splinter et al. (1991) reported that ex wivo coagulated canine
myocardium had a reduced scattering coefficient two to three times greater than
normal canine myocardium at 1064 nm, whereas the absorption coefficient was
unaffected by coagulation. Pickering et al. (1994) reported a twofold increase in’
the reduced scattering coefficient of ex vivo rat liver, at 1064 nm, heated from 23°C
to 60°C. Jaywant et al. (1993) reported a sixfold increase in the reduced scattering
coefficient of ex vivo bovine muscle, at 810 nm, heated from 30°C to 70°C, whereas
the absorption coefficient decreased only slightly. In our description of ILP, tissue

coagulation is modelled as a step increase in the reduced scattering coefficient in
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Figure 3.5 2-D square grid mesh used to generate finite element solutions to (3.29)
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tissues where the predicted temperature exceeds a 60°C threshold. Empirical data
suggest that tissues elevated to 60°C coaguiate within a few seconds ‘McKenzie
1990). Therefore, it is assumed that coagulation is instantaneous at 60°C.

It has been reported by Duck (1990) that k, ¢ and p for soft tissues remain
quasi-constant at temperatures below 100°C. Above 100°C, modifications of the
thermophysical properties due to vaporization of tissue water are not well
determined, although water loss may reduce the thermal conductivity (Thomsen
1991, Spells 1960) and specific heat of tissues (Thomsen 1991). Equation (2.12)
suggests that the thermal conductivity and specific heat are directly proportional
to the mass fraction of water and would, therefore, decrease as tissue water is
vaporized at temperatures above 100°C. The rate of vaporization of tissue water
during interstitial laser irradiation is not clearly determined. In our description of
ILP, vaporization is modelled as an instantaneous and complete loss of water in
tissues where the predicted temperature exceeds a 100°C threshold. The thermal
conductivity, specific heat and density in the vaporized zone are approximated
using (2.12), assuming that the residual material is composed of 50% fat and 50%
protein. Activation energies for these phase transitions (coagulation and

vaporization) are discussed in Results (Chapter 4).

3.4 Modelling In Vivo ILP in Liver
Transient temperature distributions during in vivo ILP in liver were

predicted by solving the 1D inhomogeneous finite difference expressions for



64

irradiance and temperature given by (3.9) and (3.10), respectively, for the Pennes
description (kg = k in (2.10) and (3.12)). The influence on temperature
distributions of increased blood perfusion and coagulation-induced increases in
optical scattering is assessed. Total laser power and irradiation time were chosen
to keep the maximum tissue temperature below 100°C, a desirable clinical result,
reducing the potential for tissue charring.

Tissue coagulation was modelled as a step incrcase in b, extending from
the source, at r = 0, to Ry the nearest "r,,,,." radial distance correspénding to
a model-predicted temperature of 60°C. The values for Rg Were updated at cach
At interval during transient temperature calculations. The effect of different step
increases in 1’ on model-predicted temperatures was assessed. The tissue
properties, k, ¢, p and p, remain at their initial values during transient
temperature calculations. The extent of thermal necrosis is approximated using,

(2.15).

3.5 Modelling Tissue Charring/Browning: Estimating Charring Temperature
During ILP, temperature measurements from implanted sensors such as
mictothermocouples generally contain errors arising from thermal conduction
smearing, averaging over the finite sensor volume, and uncertainty in sensor
location (typically £ 1 mm). Near the source, large temperature gradients
(typically 100-500°C/mm) potentiate all 3 types of error. Temperature

measurements can thus be highly inaccurate.
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In this work, the strategy for determining T,,, involved measuriag
temperatures during ILP, but avoiding large measurement errors by extracting
only the times at which temperature-time profiles displayed certain interesting
changes (discussed later). These times were used to guide mathematical modellin g
calculations of temperature. The temperature at the periphery of any char region,
presumably T, was estimated at the time of beam off by placing observed
charring dimensions on calculated temperature-distance profiles after illumination.

The ILP was performed ex vivo in lean bovine muscle by delivering 1.50
+ 0.05 W of continuous-wave 1064 nm Nd:YAG or 800 nm diode laser energy
from a 400 pm core diameter, plane-cut optical fiber. Tissue phantom preparation
and microthermocouple array and optical fiber positioning were described in
section 3.1. Experiments were repeated at each optical wavelength,

The model for tissue charring presented here differs fundamentally from
that of McKenzie (1986), who assumed that charring occurred at 100°C. In highly
scattering tissues, such as bovine muscle, a plane-cut fiber tip is accurately
approximated as being a point isotropic source. Therefore, optical distributions
during ex vivo ILP in bovine muscle were determined by solving the 1-D
inhomogeneous finite difference expression for irradiance given by (3.9). During
ILP, tissue charring increases optical absorption, converting the point optical
source into effectively a point heat source for the remainder of the exposure
(Wyman et al. 1992). This is modelled as a transient change in the spatial energy

deposition, Q, in (2.10), expressed as a weighted interpolation, w(t), between
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energy deposition from a point optical source, Qrai(r). and a point heat

(charring) source, Q, (1)

Qrp = w(BQ, (N + [1-u®IQ,_ (D (3.35)

where

Q i = NG, Qo) = 4,50 (3.36)
and 3(r) is the 3-dimensional Dirac delta (cm™).
Transient temperature distributions were predicted by solving the 1D

inhomogeneous finite diffrence expression for temperature, as derived in section

3.3.2 with modification to the source given by (3.35) and (3.36)

re3 1 pIICﬂT’: a
(B ,...] T = - g[m(l‘)l.l“"d]" rw, e, T, v ](rj[l 2= M) - (1= m((r;)gﬁ)

In this work, two separate descriptions of tissue charring are presented. The first

description assumes a sudden onset of opaque char at time t,, so that
olt) = (3.38)

The second description is a continuously progressive and variable "browning"
process with browning commencing at time ¢, and culminating in opaque char at
time t.. This continuous browning model is consistent with gross observations of

carmelization (Thomsen 1991) and temperature changes observed in this study
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(see Chapter 4, section 4.2). According to this model,

1, t<t,
{t -1)
=J1_'__ , h<t<t (3.39)
0 , t<t

Prior to browning, Qs is strictly optical. After opaque char is attained, Q, is a
point heat source. In each description of tissue charring, the total power, Docint
remains constant. The weighting functions given by (3.38) and (3.39) act to
distribute ¢, between point optical and point heat sources at r=0.

Tissue coagulation was modelled as a twofold step increase in p,
extending from the source, at r = 0, to a radial distance R, where the model-
predicted temperature is 60°C. The effect of different step increases in 1.’ on the
model-predicted charring temperature, T,,,, was also assessed.

Tissue vaporization was modelled as a step decrease in the thermophysical
properties extending from the source, at r =0, to a radial distance R,,,,,, where the
model-predicted temperature is 100°C. Values for R, and R,.px were set to the
nearest "r,,, 2" radial distances corresponding to temperattres of 60°C and 100°C,
respectively, and were updated at each 15 interval during transient temperature
calculations,

The temperature profiles measured ex vivo were used as timers for the

onset of browning and/or charring (both descriptions of charring were used). In
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any profile, sudden nonspurious temperature increases reported by a
microthermocouple were taken as indicating t, or t, for that profile, to be used in
the calculational model. As described above, Tau: was estimated by placing
observed charring dimensions post-illumination on calculated profiles.
Uncertainty in T,,, was estimated from the variation in T, values derived rom
different experiments and using different descriptions of charring (continucus

browning, sudden charring).

3.6 Temperature Reconstruction Algorithm

The parameter estimation formalism in section 2.4 was used to test the
feasibility of multiple-parameter estimation in laser heated tissues and gain
insight into some of the practical limitations of this inverse problem. Computer
simulations of interstitial laser heating were used to generate the input
temperature data because they provided a controllable set of known tissue
parameters and complete true temperature profiles, difficult to obtain
experimentally.

Depending on the spatial distribution of biophysical properties to be
modelled, both forward and inverse simulations of ILP were determined using
either the quasi-analytical, finite difference or finite element solutions described
in section 3.3. In each simulation, measured temperature data were generated
using the same thermal and optical models utilized in the parameter estimation

algorithm, In all applications the W] Model (w,=0 in (3.6) and (3.14)) was used
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based solely on its reduced number of required tissue parameters compared to the
Pennes model. The number of unknowns was further reduced by lumping p and
¢ into a volumetric heat capacity, ¢,=pc. Thus, optical and temperature
distributions depend on 4 fundamental tissue parameters: ky, c,, p, and p.".
Equation (2.32) forms the basis of the iterative temperature reconstruction
algorithm summarized in Fig. 3.6. The algorithm begins wx;th an initial
homogeneous guess parameter vector and a A of 0.001. The objective functional,
F, is evaluated and new parameter estimates determined using (2.32). A negative
parameter estimate or failure to reduce F prompts an order of magnitude increase
in A and then re-estimation of parameters (Levenberg-Marquardt regularization
loop). If F was reduced the iterative estimates were accepted and the process

continued until the following convergence criteria were both met (Gill et al. 1993)

Cl. |F*' - Fi <t (1 + |FY)) (3.40)

C2. IP*' - Pl <yt (1 + P
where t determines the number of correct digits desired in F (x = 10?). For small
N, the Euclidean norm is used to evaluated C2. For well-scaled problems,
satisfying C1 implies satisfying C2. For ill-conditioned problems, failure to meet
C2 indicates some or all of the parameter increments are still relatively large.
Once F was minimized, the parameter estimates were then used to solve the
direct forward problem for temperatures at all points in the thermal field.

All simulations were performed on a VAX 4400, in double precision,
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Figure 3.6. Iterative temperature reconstruction algorithm.
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utilizing an Internal Mathematical Subroutine Library (IMSL) routine, based on
QR factorization (Gill et al. 1993), to solve the inverse (J7] + A" from (2.32).
For minimally invasive clinical treatments, maximizing the temperature
information may require the use of microthermocouple arrays (Gerig et al. 1992,
Anhalt and Hynynen 1992). In all reconstructions simulated temperature sensors
were in a linear array. Temperature measurement data depended on array design,
characterized by the number of sensors (M) and spacing between sensors, and on
array-source distance. S is the number of times a sensor is sampled per
reconstruction interval, At.. The biophysical parameters were estimated and
complete temperature distributions reconstructed at user defined reconstruction
intervals during simulated treatments. The transient temperature reconstruction

scheme is shown in Fig, 3.7,
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Figure 3.7 Transient temperature reconstruction scheme. Sensors are sampled
during the interval, At,, and input into the temperature reconstruction algorithm
for estimation of P for the interval. T(t) represents the reconstructed temperature
profile at the end of the interval.



CHAPTER 4. Results
4.1 In Vivo ILP Simulations in Liver

Single fiber ILP at 1064 nm in normal liver was simulated. The
thermophysical properties and blood perfusion rate of norma! human liver, used
in the calculational model, are shown in Table 4.1. The optical properties for
human liver at 1064 nm are not available in the literature. Optical properties of
normal bovine liver at 1064 nm were used, and are shown in Table 4.1. The finite
difference solutions for a sphere of radius 30 mm with 0.1 mm node spacing and
a 5 s temporal step agreed exactly with the analytical solution for an isotropic
point optical source in an infinite homogeneous medium given by (3.4) (see Fig
4.1). This agreement provides the basis for using finite difference solutions for
generating optical and temperature distributions in this thesis. The effects of
blood perfusion patterns and coagulation-induced increases in the reduced
scattering coefficient on temperature profiles were assessed.

Given the range of experimentally measured coagulation-induced increases
in scattering reported in the literature, a parametric assessment was undertaken
in which the reduced scattering coefficient for coagulated liver, (M) o 18
approximated as either a 2, 4 or 6 fold increase in the reduced scattering

coefficient for normal liver, (1),
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Table 4.1. Thermophysical and blood perfusion properties (Duck 1990) and optical
properties (Cheong et al. 1990) used in the calculational model.

Tissue Thermal! Conductivity (human liver)
Specific Heat of Tissue (human liver)
Tissue Density (human liver)

Blood Perfusion Rate (human liver)

0.00520 W/cm /°C
3.60])/g/°C
1.06 g/cm®

100 = 90 m1/100 g/min

Specific Heat of Blood 3.84 J/g/°C
Blood Density 1.06 g/cm?®
Absorption Coefficient (bovine liver) 0.53 em™
Reduced Scattering Coefficient (bovine liver) 1.76 cm™

m

i)
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Figure 4.1. Homogeneous sphere of radius 30 mm, with biophysical properties
from Table 4.1. Analytical calculations (Eq.(3.4)) and finite difference calculations
with Ar=0.1 mm and a time step of 5 s are plotted. Finite difference solutions
were constant over the ranges Ar=0.1-0.25 mm and At=1-5 s.
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The calculated thermat history at a radial distance of 1 mm from the
source, for a 600 s irradiation of 3 W, is shown in Fig. 4.2(a). A uniform perfusion
rate of 100 ml/100 g/min was used in calculating temperatures. Transient
temperature profiles are identical prior to the predicted time of onset of
coagulation, ~ 70 s. At t > 70 s, temperatures increase nonlinearly with increasing
(1o However, the thermal histories for a constant and a twofold increase in
the reduced scattering coefficient are similar. Thermal equilibrium is reached early
in the irradiation, ~ 100 s for the homogeneous case ()= D @N 38
delayed with increasing (") counge

Radial temperature profiles at the end of the irradiation are shown in Fig,
4.2(b). The maximum tissue temperature increases by ~ 4°C, 17°C and 47°C for
(M deaus/ M norm OF 2, 4 and 6, respectively. Fig. 4.2(b) shows that increasing ( M deng
affects negligibly temperatures at points beyond ~ 2 mm from the predicted
coagulation boundary, 60°C. This suggests that in order to detect the presence -of
coagulation in highly perfused liver using on-line thermometry, a sensor must be
within ~ 2 mm of the coagulation boundary.

The temperature differences observed in Fig. 4.2 are a result of differing
energy deposition patterns. The predicted coagulation diameter as a function of
time and (1,')oag- is shown in Fig. 4.3(a). It should be restated that Rz determines
the radial extent of the increase in the reduced scattering coefficient. Prior to the
onset of coagulation, R, is zero. At 70 s the model-predicted temperature at the

first radial node, r=0.01 cm, has exceeded 60 °C. For t > 70 s, the time rate of
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Figure 4.2. Effect of coagulation induced increases in the reduced scattering
coefficient on the temperature distributions in liver for a 600 s irradiation at 3 W,

(@) Calculated thermal history at 1 mm from the source. (b) Calculated radial
~ temperatures at 600 s. A uniform perfusion rate of 100 ml/100 g/min was used

in calculating these results.
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increase in the coagulation diameter depends greatly on the value of (1), At
600 s, the model-predicted coagulation diameter is 0.95 mm, 1.15 mm, 2.15 mm
and 3.95 mm for (1)), /(M. Joem Of 1, 2, 4 and 6, respectively.

Calculated radial energy deposition profiles for (1), = 400 )sorm a5 2
function of irradiation time are shown in Fig. 4.3(b). Energy deposition is
normalized to the- maximum value for the homogeneous case (1 )ww; = (1, Dnorms
prior to the onset of coagulation, t <70 s. Fig. 4.3(b) shows that coagulation leads
to a broadening of the irradiance distribution. For t > 70 s, energy deposition
inside the expanding coagulation radius increases, inducing higher temperatures,
which in turn further increases the coagulation zone, as observed in Fig, 4.3(a).
Since all photons emitted by the source are absorbed somewhere, the spatial
integral of p,¢(r) must be equal to ¢, for all (1o, Modelled. Therefore an
increase in the irradiance near the source is accompanied by a decrease away
from the source. This was measured by Matthewson et al. (1987) as a decrease in
light transmission in rat liver during single fiber ILP.

Figs. 4.2 and 4.3 indicate that, in the absence of vaporization and charring,
coagulation-induced increases in scattering in liver affect temperatures
substantially and should be considered when modelling ILP. However if
temperatures exceed 100 °C, vaporization and charring are likely to occur and
tissue temperatures are no longer influenced by optical scattering.

The effect of blood perfusion on temperature distributions, for a 600 s

irradiation at 2.5 W, is shown.in Fig. 4.4. It was assumed that the blood perfusion
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radial temperatures at 600 s as a function of perfusion rate. (b) Differences in
radial temperatures for no perfusion and for a perfusion rate of 100 ml/100
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was uniform and '(11")“1 = 4B ). It is Observed in Fig. 4.4(a) that increased
blood perfusion reduces radial temperature pronies. The difference in predicted
temperature profiles over the range of uncertainty for the blood perfusion rate
suggests that pretreatment calculations may prove useful only in cases when the
perfusion rate has been measured. Fig. 4.4(a) also shows that the temperature
sensitivity to perfusion, dT/dw,, decreases with increasing perfusion. For w, >
100 ml1/100 g/min, the maximum tissue temperature remains below the threshold
for coagulation. Increasing the perfusion raie from 100 mi1/100 g/min to 180
ml/100 g/min influences minimally the temperature profile.

The difference in calculated temperatures between perfused (w, = 100
m1/100 g/min) and non-perfused liver is shown in Fig. 4.4(b) and indicates that
the cooling effect of blood perfusion is more pronounced at longer irradiation
times. The model predicts that coagulation, with its associated increase in optical
scattering, is induced only for the non-perfused case. The curves in Fig. 4.4(b)
thus differ in shape from those reported by Anvari et al. (1994b) for homogeneous
scattering,.

The results presented so far assume uniform perfusion which is an
approximation of real tissue behaviour. We consider two additional
approximations described in Fig. 4.5. In the tumor perfusion model (Divrik et al.
1984), we consider a idealized spherical tumor of radius, R,,,,,, characterized by
a central non-perfused core, r<R,,. surrounded by a zone of intermediate

perfusion, Ry,.< r < R;,, and maximal perfusion at the periphery, R < r SR,
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Figure 4.5. Static and dynamic approximations for blood perfusion patterns in

tissue during ILP. R,(t), determined by (2.15), increases from an initial value of
zero during the irradiation.
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In the lesion perfusicn model, we consider a radially expanding zone of non-
perfused necrotic tissue bounded by R,(t), the thermal lesion radius, defined as
the radius of tissue exposed to an equivalent time at 43°C of 3600 s and
determined by (2.15).

Consider a 10 mm spherical tumor Rumer =5 mm, R, =3 mmand R,
=1 mmj) irradiated for 600 s at a laser power of 2.5 W. The effect of perfusion
pattern, for w,=100 mi/100 g/min, on temperature distributions and thermal
damage dimensions is shown in Figs. 4.6 and 4.7, respectively. Calculated radial
temperatures at the end of the irradiation for (M Venag = (1) are shown in Fig,
4.6(a). The uniform perfusion model predicts the lowest temperatures. The
temperatures predicted by the lesion perfusion model are greater than those for
the tumor perfusion model. However the maximum temperatures predicted by
all three perfusion models differ by only 8 °C.

If we assume a scattering increase of (1 eong = 4, Ve the calculated
radial temperature profiles at the end of the irradiation, shown in Fig. 4.6(b), are
markedly different. The calculated temperatures for the uniform perfusion model
in Figs. 4.6(a) and (b) are identical, because the threshold temperature for
coagulation is not reached. The maximum tissue temperatures predicted by the
lesion and tumor perfusion models in Fig. 4.6(b) differ by 25 °C, compared to 5
°C in Fig. 4.6(a). This suggests that temperatures are more sensitive to
coagulation-induced increases in scattering than to differing perfusion patterns.

The predicted diameter of thermal damage for the three perfusion models
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these results.
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for the case of a scattering increase is shown in Fig. 4.7(a). As expected, the
thermal damage predicted with tumor perfusion always exceeds that with
uniform perfusion. Interestingly, the diameters of thermal damage for the uniform
and lesion perfusion approximations are similar up to ~ 90 s, the latter model
predicts w, =0 at r < 1.5 mm. Fig. 4.7(a) indicates that the thermal damage based
on a lesion perfusion model will continue to expand at longer irradiation times
due to the perfusion patterns temperature-time dependence. Therefore thermal
equilibrium can only be approximated.

The diameters of thermal damage predicted by the tumor and lesion
perfusion approximations cross at 6 mm, corresponding to the static 3 mm
intermediate perfusion radius, R,,, assumed in the tumor perfusion model. If R,,
in the lesion perfusion approximation is greater than R, in the tumor perfusion
approximation, the former will predict greater thermal damage. This also accounts
for the difference between final temperature distributions for the lesion and tumor
perfusion models observed in Fig. 4.6(b).

The corresponding equivalent times at 43°C, t,, at the end of the
irradiation are shown in Fig. 4.7(b). A t,; of 3600 s, as indicated on the figure, was
used as an index of thermal damage. Fig. 4.7(b) indicates that the demarcation
between damaged (necrotic) and viable tissues is sharp. |

Maximum transient temperature profiles, defined as the temperature at 0.1
mm (the first radial node), and thermal damage dimensions based on the lesion

perfusion approximation (w,=100ml1/100 g/min) with (W )eoeg = 41 )orm are
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shown in Figs. 4.5(a) and (b), respectively, as a function of total laser power. In
Fig. 4.8(a) for a power of 2.5 W, coagulation occurs at ~ 125 s, causing a rapid and
substantial increase in the maximum tissue temperature. Prior to the onset of
coagulation, the maximum tissue temperature increases almost lirearly with
increasing laser power. For a 3.0 W irradiatior tissue temperatures exceed 100°C.
Included in Fig. 4.8(a) is the thermal history for the 2.5 W irradiation at r=5 mm,
where the effect of coagulation au temperatures is observed to be greatly reduced.
This suggests tﬂat controlling laser power by temperature feedback at practical
sensor locations (i.e r=5 mm) may fall short of preventing the onset of
vaporization and carbonization.

The corresponding thermal damage dimensions are shown in Fig. 4.8(b)
and indicate that the diameter of thermal damage increases almost linearly with
increasing laser power from 1.5 W to 3.0 W. However, for a 3 W irradiation,
predicted tissue temperatures, in Fig. 4.8(a), exceed 100°C early in the irradiation.
Vaporization of tissue water above 100°C, not accounted for in the model, would
result in higher temperatures near the source due to the associated reduction in
thermal conductivity. The nonflat asymptote observed in Fig. 4.8(b) is consistent
with experimental evidence in liver (Malone et al. 1994b).

Maximizing tissue damage while maintaining temperatures below 100°C,
is a laser power and exposure optimization problem, Maximum coagulation a.nd
thermal damage in human liver for a 600 s irradiation, based on the lesion

perfusion approximation, with (11, )e = 41, )om is Shown in Fig. 4.9. The
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=100 m1/100 g/min was used to calculate temperatures.
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maximum predicted tissue temperature for all simulations ranged from 100.2°C
to 100.5°C.

As expected, the predicted thermal damage diameters are larger than the
coagulation diameters, given that the former includes accumulated low
temperature damage, The predicted temperature at the boundary of thermal
damage ranged from 47.6°C - 47.8°C. As blood perfusion increases the optimal
power increases but coagulation and thermal damage are reduced. This is
expected given the thermal response to increased perfusion observed in Fig.
4.4(a). Furthermore, the thermal damage diameter exceeds the coagulation
diameter by ~ 6.5 mm and 3.0 mm at 20 m1/100g/min and 100 m1/100g/min,
respectively. Using a similar cqagulation model, Prapavat et al. (1996) reported
differences between thermal dan%age and coagulation diameters of ~ 2 mm for in
vitro liver simulations for P = 2.0 - 46 W at 850 nm.

For a mean blood perfusion rate of 100 ml/100 g/min, Fig. 4.9 indicates
that single fiber ILP at an optimal power of 2.55 W for 600 s will produce
coagulation and damage diameters of 5.6 mm and 9.6 mm, respectively. This is
consistent with in vive liver simulations reported by Prapavat et al. (1996)
whereby a 10 mm damage diameter could not be induced for P < 3.0 W. Thesi
results suggests that vaporization and possibly carbonization is required to
produce in vivo lesions greater than ~ 10 mm, consistent with experimental
evidence in liver (van Hillegersberg et al. 1994). Precharring of the fiber tip has

been shown to produce larger thermal lesions (Wj}man et al. 1994, Amin et al.
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1993b).

The approximation to the Arrhenius damage integral given by (2.15) is
based on average hyperthermic cell killing in various tissue types. However,
Davies et al. (1989) demonstrated that (2.15) provided a reasonable estimate of
thermal damage formation in canine liver, exposed to temperatures exceeding
100°C. The thermal damage model could be improved using tissue-specific
reaction coefficients, A and AE, for denaturation. Given that coagulation also
depends on the temperature-time history, the 60°C threshold model used in this
study may underestimate true coagulation dimensions at steady-state.

Generally laser power remains constant during ILP such that tissue
temperatures are maximum at the end of the irradiation. If higher tissue
temperatures could be induced earlier in the irradiation, could greater damage be
produced? Consider the maximum tissue temperature histories in liver (w,=100
ml/100 g/min) for a constant optimal power of 2.55 W (from Fig. 4.9) and a
transient laser power scheme (see Fig. 4.10) shown in Fig. 4.11(a). A power
scheme of 50 W for 30 s, 3.0 W for the next 30 s and then 25 W for the
remainder of the irradiation attempts to maintain maximal: heating below the
100°C temperature threshold. l

Thermal damage formation for the different power séhemes is shown in
Fig.4.11(b). Final damage diameters at 600 s differ by only 0.5 mm. However, Fig.
4.1,f(%) indicates that greater thermal damagg can be realized earlier in the

irradiation by using a transient power scheme. For example, an 8 mm damage
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with w, = 100 m1/100 g/min was used to calculate temperatures.
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diameter is predicted at 200 s for transient power compared to 350 s for constant
power. This may be important in clinical settings where there is a potential for
optical fibers and temperature sensors to be displaced during treatment.

The results presented do not consider modifications in y, due to the
presence of blood as indicated by Wilson (1991). Marchesini et al. (1994) observed
that the absorption spectrum for human colon ex vivo from 300 nm to 800 nm
resembled the hemoglobin absorption spectrum, indicating that optical absorption
may be dominated by blood. The absorption coefficient for hemoglobin in the
near infrared is approximately constant and is well approximated by 2.54 cm™ at
960 nm (Cheong et al. 1990). This is approximately 5 times that of normal bovine
liver ex vivo. For highly perfused tissues such as liver, it therefore seems
reasonable to assume that, at 1064 nm, p, may increase by as much as twofold in
vive. The effect on thermal damage formation in liver of increased optical
absorption due to the presence of blood, for the lesion perfusion approximation
(w, = 100 m1/100 g/min) is shown in Fig. 4.12. We assume that a |, increase is
limited only to viable perfused liver as determined by R, (t). It is observed in Fig.
4.12 that there is a nonlinear increase in damage diameter with increasing optical
absorption. A twofold increase in p, increases the predicted damage diameter by
2.8 mm (33%).

The optical properties of in vivo tissues are not well determined and,
therefore, quantifying the increase in optical absorption has yet to be realized.

Furthermore, blood perfusion in tissues is highly variable (Feldmann et al. 1992)
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calculate temperatures with increased p, limited to r > R, (t).



9%

and any increase in optical absorption would most certainly be coupled with the

perfusion rate.

4.2 Estimation of Tissue Charring Temperature Ex vivo

Photocoagulation was performed ex vivo in bovine muscle at either 1064
nm or 800 nm. Preliminary experiments showed that illuminating with 1.5 W at
1064 nm required an exposure duration of 300 s to produce char. For the same
optical power at 800 nm, a 1200 s exposure was required for char production.
Measured ex vivo temperature profiles for 300 s illuminations of 1.5 W at 1064 nm
in bovine muscle are shown in Fig. 4.13. Temperatures were acquired at 5 s
intervals. Measured temperature profiles in Figs. 4.13(a) and (b) are unremarkable
up to approximately 200 s. At t > 200 s, temperature increases in Fig. 4.13(a) are
much larger than in Fig. 4.13().

Measured ex vivo temperature profiles for 1200 s illuminations of 1.5 W at
800 nm in bovine muscle are shown in Fig. 4.14. Measured temperature profiles
at 5 mm and 7 mm in Figs. 414(a) and (b) are unremarkable. At 3 mm
temperature increases in Figs. 4.14(a) and (b) differ slightly. This may be a result
of slight differences in the local tissue properties of each sample. The temperature
reduction reported at 3 mm at 900 s, in Fig. 4.14(a), is likely a result of damage
to the fiber tip, observed post-illumination, brought about by tissue charring.
Generally, measured temperatures for 1064 nm illuminations are greater than

those for 800 nm illuminations. This will be discussed in section 4.3,
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Figure 4.13. Measured temperature profiles in lean bovine muscle illuminated by
1.5 W-5€ continuous-wave 1064 nm Nd:YAG laser energy for 300 s. (a) Trial 1 and

(b) Trial 2; t; and t," are times of sudden temperature changes at 3 mm from the
source.
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Figure 4.14. Measured temperature profiles in lean boviie muscle illuminated by
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The measured char diameter for each ex vivo illumination at 1064 nm was
2.0 £ 0.3 mm, whereas at 800 nm each char diameter was 2.5 + 0.3 mm.
Measurement uncertainty was dominated by geometric irregularity. Given the
heat of vaporization of water to be 2255 ] /g, the energy required to vaporize the
small volume of tissue water in the charred regions for the 1064 nm and 800 nm
illuminations was estimated to be 8 ] and 19 ], respectively. This is equivalent to
~ 1% of the exposure for each experiment and was, therefore, not incorporated
into the thermal model. In Fig. 4.13 there is no significant flattening of the
measured temperature profiles at or neéf 6(;\;’C. Therefore the change in enthalpy
for the coagulation transition was also not modelled. |

Each profile in Figs. 4.13 and 4.14 exhibits a sudde.n- change in the rate of
temperature increase at times t,” and t,” as reported by a microthermocouple
positioned 3 mm away from the optical fiber. The choice of t," in Figs. 4.13(b}_and
4.14(b) is less arbitrary than may appear, this is discussed later. Once the charring
process begins at the source fiber, there is a time delay given by tyay = Ppc/3k
(Chapman 1987) before this event will register as a sudden temperature change
r mm away. Thus, t, and t,’ values were corrected using this siné]e delay time,
~ according tot, =¢," - tseuy Defore being input into the calculational model.
These temperature changes were interpreted 3 different ways:
1) sudden onset of opaque char at t, = t,,
2) sudden onset of opaque char at t, = t,,

3) onset of a continuous progressive browning at t, = t, culminating in
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opaque charat t = t,

The optical and thermophysical properties used in the calculational model
are shown in Table 4.2. Initial properties are shown in the last column. The
absorption and reduced scattering coefficients are valid for bovine muscle at 1064
nm (Cheong et al. 1990) and at 810 nm (Jaywant et al. 1993). Initial
thermophysical properties were determined using (2.12), assuming that bovine
muscle is composed of 80% water, 10% fat and 10% protein, consistent with
published values (Duck 1990). For coagulated tissue, r < Ry, (t), we assume a
twofold increase in p.” whereas u, remains at the initial value. For vaporization
of tissue water, r < R, (1), the thermophysical properties are determined using
(2.12) assuming that the residual material after vaporization is composed of 0%
water, 50% fat and 50% protein.

Calculated transient temperature profile; (see section 3.5) at 1 mm and 3
mm from the source for each charring/browninlg interpretation, generated using
t, and t, determined for each 1064 nm experiment in Fig. 4.13, are shown in Figs.
" 4.15 and 4.16, respectively. For the initial thermophysical properties in Table 4.2,
oy ~20 s At r =3 mm.

At 1 mm from the source, Fig. 4.15, sudden onset of opaque char causes
the temperature to rise rapidly. The time it takes for the temperature to rise to
within a factor 1/e of the steady state temperature (time to shoulder of curve) is
~ 155, and in general depends on the thermal diffusion time, L(t) = (4kt/pc)"?

(Chapmah 1987). The model for tissue browning in Figs. 4.15(a) and (b) has at all
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Table 4.2. Optical and thermophysical properties used in the calculational model.
m

Absorption Coefficient (cm™) r<R.., r> R,

at 800 nm 0.12 0.12

at 1064 nm 1.2 1.2

Reduced Scattering Coefficient (cm™)

at 800 nm 8.0 4.0

at 1064 nm 5.6 2.8
r<R,., r>R,.

Tissue Thermal Conductivity (W/em/°C) 0.00186 0.00548

Tissue Density (g/cm?) 1.07 1.02

Specific Heat of Tissue (J/g/°C) 170 3.70
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Figure 4.15. Calculated thermal history at r = 1 mm for the 1064 nm illuminations,
using t, and t, determined from Fig. 4.13 as timers for the onset of tissue charring
and/or browning. (@) t, = 1255, t,= 175 sand M) t, = 95 5, t, = 270 s; sudden
onset of opaque charat t, = t, (—) oratt, = t, (—), browning at t, = t, culminating
in opaque char at t. = t, (—).
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Figure 4.16. Calculated thermal history at r = 3 mm for the 1064 nm illuminations,
using t; and t, determined from Fig. 4.13 as timers for the onset of tissue charring
and/or browning. (@) t, = 1255, t, = 175 s and (b) t; =95s, t; = 270 s; sudden
onset of opaque char at t = t, (—), orat t, = t, (), browning at t, = t,
culminating in opaque char at t, = t, (—).
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points an approximate linear increase in temperature from t, to t.. The bumpiness
of the calculated curves in Figs. 4.15 and 4.16 is a result of our threshold
vaporization model and the discrete nature of its solution on a finite difference
grid. As node spacing is decreased, the curves can be further smoothed.

Prior to tissue charring or browning, measured (Fig. 4.13) and modei-
predicted temperatures at 3 mm (Fig. 4.16) for each 1064 nm illumination show
only qualitative agreement. The differences can be attributed to the 1.0 mm
uncertainty associated with microthermocouple array position, showing clearly
the rationale for using measured temperatures only as timers. Calculated
temperature profiles at 3 mm in Fig, 4.16 for sudden onset of opaque char exhibit
a temperature decrease immediately following t,, characteristic of a delay in the
arrival of thermal energy from a heat source at r=0. The model for tissue
browning in Figs. 4.16(a) and (b) produces, however, an approximate linear
increase in temperature from t, to t., consistent with the measured temperature
profiles at 3 mm in Figs. 4.13(a) and (b). This suggests that temperature increases
in lean bovine muscle for Nd:YAG illumination are consistent with a tissue
browning model. Fig. 4-.71‘3 also indicates that the time over which charring
develops can differ substantially between samples of the same tissue type. The
sudden and rapid measured temperature increase at t, in Fig. 4.13(a) could not
be accounted for in either description of tissue charring.

The choice of t,” in Figs. 4.13(b) and 4.14(1;.‘) was based on prior

observations of the shape of transient temperature profiles associated with laser
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illuminations without browning or char production. This shape is illustrated in
Fig. 4.16(b) for the case of a strictly optical source (~-) up to t=270 s. Measured
temperature profiles at 3 mm in Figs. 4.13(b) and 4.14(b) begin to deviate from
this shape at t,".

The calculated char temperatures at the char radius for each 1064 nm and
800 nm illumination and each interpretation are shown in Table 4.3. All calculated
char temperatures at 1064 nm agree to within 14°C, except for sudden onset of
opaque char at t, from Fig. 4.15(b), where the shoulder of the calculated
temperature profile was not reached at the end of the illumination. Calculated
char temperatures for the 800 nm illuminations were determined by linear
interpolation between model-predicted temperatures at 1.2 mm and 1.3 mm and
agree to within 8°C. The ~ 92°C and 62°C uncertainties in individual estimates of
T at 1064 nm and 800 nm, respectively, were determined by the calculated
temperatures corresponding to a + 0.3 mm error in the char diameters. These
uncertainties are a result of the extremely large predicted thermal gradients, ~
610°C/mm and ~ 410°C/mm, at the measured char boundaries for 1064 nm and
800 nm illuminations, respectively.

The average T, values for each wavelength investigated differ by ~ 59°C,
but agree within estimated uncertainties. Given that the continupus browning
model is most consistent with temperature changes observed in this study, Tg,,
was determined using the four results obtained using this model (last column of

Table 4.3). The mean of these estimates of T, is 389 + 77°C, using quadrature



Table 4.3. Estimates of tissue char temperature, Ta., based on
interpretations of Figs. 4.13 and 4.14.
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three different

Timers determined from

Sudden Sudden Browning
ex vivo observations onset of onset of at t,,

in Figs. 413 and 4.14 opaque char | opaque char opaque

at t at t, char at t,
1064 nm: (t,=125 5,t,=175 s) 429+ 92°C | 419+ 92°C | 426 + 92 °C
1064 nm: (t,=95 s,t,=270 s5) 427 £92°C | 369 £ 90 °C | 415+ 92 °C
| 800 nm: (t,=430 s,t,=590 s) 361 £62°C | 361 +£62°C | 361 £ 62°C
800 nm: (t,=220 s,t,=560 s) 353 +£62°C | 353 +62°C | 353 £ 62°C
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summation for the combined uncertainty.

The effect of different step increases in the reduced scattering coetficient
on the calculated charring temperature, T,,, is shown in Fig. 4.17. Char
temperatures were generated using the browning model for the 1064 nm
illumination with t, and t, from Fig. 4.15(b). Step increases in the, reduced
scattering coefficient at r < R, up to an order of magnitude increased the model-
predicted T, by only 4.5°C (~ 1%). A similar result was observed for 800 nm
illuminations. In the absence of tissue water vaporization and carbonization,
temperatures are sensitive to coagulation-induced changes in scattering as
observed in Fig. 4.2. It was observed in this study that calculated temperature
distributions are more sensitive to changes in the thermal conductivity than to
changes in the reduced scattering coefficient. Therefore, Fig. 4.17 indicates that if
charring occurs, final tissue temperatures are effected minimally by coagulation-
induced increases in scattering.

The optical model presented here is likely more valid for spherically
diffusing fiber tips, than for plane-cut fiber tips which emit optical energy in the
forward direction. In some instances, plane-cut fibers produce ellipsoidal lesions
around and centered ahead of the fiber tip (Matsumoto et al. 1992). Given that the
char diameters were measured orthogonal to the plane-cut fiber tip, our
approximation would, therefore, likely overestimate T, . Additionally, increased
optical absorption in the browned region was modelled as a power spike at the

fiber tip (r=0 in the model). With this approximation, optical diZiusion in the
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Figure 4.17. Calculated T,,, using the tissue browning model for the 1064 nm
illumination, with t, and t, from Fig. 4.15(b), as a function of the step increase in
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browned region is removed and, thus, predicted temperﬁmre profiles near the
source are steepened. However, T,, was insensitive to coagulation-induced
increases in optical scattering, indicating that changes in optical diffusion during
browning should not strongly influence temperature distributions after the onset
of opaque char.

Following the production of opaque char, the thermophysical properties
in the charred region were assumed to be the same as the vaporized region.
McKenzie (1986) estimated the thermal conductivity of tissue char to be 5.0x10°*
W/cm/°C, approximately 2 crders of magnitude smaller than that of bovine
muscle ex vivo o1 the estimate for the water vaporization region. Our assumption
would, therefore, likely underestimate temperatures within the measured char
radius.

Despite these limitations, our estimate, T,,, = 389 + 77°C, agrees with a
published value of ~ 425°C for carbonization (charring) of porcine aortae
illuminated by Nd:YAG optical energy (LeCarpentier et al. 1989). Calculated
temperature profiles at 1 mm for continuous browning, Fig. 4.15, agree
qualitatively with the thermographically measured post-ablation surface
temperature profiles in that study. This indicates that tissue charring is likely the
endpoint of a tissue browning process, characterized by increased optical
absorption.

By determining T,,, current mathematical models of ILP can be extended

to provide estimates of the char boundary, similar to the way 60°C is used to
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estimate the coagulation boundary (Whelan et al. 1995). This work also provides
a useful insight into the time over which charring develops. It is uncertain how
blood perfusion would affect the time or temperature at which charring occurs
in vivo. The removal of heat by blood flow could delay the onset of charring.
Conversely, significant absorption by hemoglobin (Boulnois 1986, Cheong et al.

1990) might quicken the onset of charring,

4.3 Photocoagulation in Bovine Muscle Ex Vivo at 800 nm and 1064 nm

Photocoagulation was performed ex vivo in bovine muscle at either 800
nm or 1064 nm. The choice of irradiation parameters required to induce a 10 mm
coagulation lesion was assessed. The fiber tip was cleaned before each
experiment. Coagulation lesions for 1.5 W irradiations at 800 nm are shown in
Fig. 4.18. Lesions were elongated parallel to the fiber tip and central charring was
observed. Lesion widths, measured orthogonal to the fiber tip, for 800 nm and
1064 nm irradiations are shown in Table 4.4.

For 1.5 W irradiations at 800 nm coagulation width increased with
increased exposure, Central charring was observed for 1000 s and 1200 s
exposures.

At 1064 nm central charring was absent in all 1.0 W irradiations and
present in all 1.5 W irradiations. The 400 s coagulation width was anomalously
small, likely a result of intersample variation in the tissue optical properties,

Table 4.4 shows that a 10 mm lesion can be produced in bovine muscle by
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of 800 nm optical energy. (a) 1000 s exposure, (b) and (c) 1200 s exposures.
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Table 4.4 Measured coagulation widths for ILP in bovine
muscle at 800 nm and 1064 nm.

Delivered Power  Exposure Duration  Coagulation Width

W) (s) {mm)
800nm
1.2 600 0
1.5 600 3.0
1000 6.0"
1200 9.5 (2)
1064 nm
1.0 100 3.0
200 4.0
400 2.0
1.5 300 9.0 (2)
600 10.0° (2)

* Denotes the presence of char in the lesions. () Denotes the
number of repeated irradiations. The measurement uncertainty
for each coagulation width is 0.3 mm. For average widths

the combined measurement and statistical uncertainty is 1.0 mm.
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depositing 1064 nm optical energy at 1.5 W for 600 s. Switching to 800. nm
requires an approximate twofold increase in the exposﬁre duration. This indicates
that for the same power and exposure, 1064 nm ILP lesions in bovine muscle ex
vivo are larger than 800 nm lesions. The difference may be explained in terms of
the optical properties at the different wavelengths. Recently, Wyman and Whelan
(1994) established a theoretical basis for ILP suggesting that lesion si;g increases
with decreasing optical penetration, a result supported by experimental
observations (Wyman et al. 1992). Using published values for the optical
properties of uncoagulated bovine muscle ex vivo at 810 nm (Jaywant et al. 1993)
and 1064 nm (Cheong et al. 1990), the corresponding optical penetration depths
are 0.831 ecm and 0.295 cm, respectively. The results presented are, therefore,
consistent with the above hypothesis. In terms of heating, increased optical
penetration reduces energy deposition near the fiber tip, as shown in Fig. 4.19.
These results contradict reports that 800 nm optical energy produced by
laser diodes is, in fact, less penetrating in vivo than 1064 nm (Amin et al. 1993b,
Jacques et al. 1992). This might be explained in terms of the differences between
ex vivo and in vivo optical properties. Marchesini et al. (1994) observed that the
‘absorption spectrum for human colon ex vivo from 300 nm to 800 nm resembled
the hemoglobin absorption spectrum, indicating that optical absorption may be
dominated by blood. The absorption coefficient for hemoglobin is approximately
20 and 2 tﬁnes greater than the absorption coefficient for bovine muscle ex vivo

at 810 nm and 1064 nm, respectively. This suggests that optical penetration in
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bovine muscle would be reduced in vivo compared to ex vivo. It also suggests that
the presence of blood may effect a greater decrease in optical penetration i vivo

at 810 nm than at 1064 nm.

4.4 Temperature Reconstruction During Simulated ILP
4.4.1 1-D Homogeneous Test Cases

Initially we simplify the formulation to a linear description of interstitial
laser photocoagulation for uniform optical and thermophysical propertics,
Simulated temperature measurements were generated using (3.4) with P = 2.0
W. The thermophysical (Bowman et al. 1975) and optical {Cheong et al. 1990)
properties investigated are typical of mammalian tissues irradiated by 1064 nm
optical energy and are represented by P, in Table 4.5. The value for the effective
thermal conductivity in Table 4.5 assumes a small blood perfusion contribution,
enabling an assessment of the algorithm’s performance for the difficult case where
induced temperatures near the source are large, Estimations of larger k,, values,
which reduce radial temperatures, are presented later.

Stability of the algorithm was improved using relative sensitivity
coefficients derived by multiplying (2.29) by P,, reducing substantially the
condition number of the inverse matrix in (2.31). The resulting relative parameter
increments were converted to absolute increments at the end of each iteration.
Reconstructions are presented as "Temperature Error”, T, (°C), distributions, the

difference between reconstructed and true radial temperature profiles. The effects
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Table 4.5. True and 2 sets of initial guess parameter vectors used, respectively,
to generate simulated temperature measurements and start the parameter
estimation algorithm.

e e —

P, P, P,

gl Y

Effective thermal conductivity, (W/cm/°C) 5.0E-3 4.0E-3 1.0E-3

Volumetric heat capacity, (J/cm?/°C) 40 32 10
Absorption coefficient, (cm™) 20 16 1.0
Reduced scattering coefficient, {cm™) 50 60 100

m
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of sensor array design and positioning, sensor sampling, experimental noise and

systematic errors were investigated.

4.4.1.1 Optimization of Temperature Acquisition Parameters

To optimize the number of sensors (M), sensor spacing and array-source
distance, reconstructions were simulated using 2, 4 or 6 sensors with intersensor
spacing of 2 mm, 4 mm or 6 mm, and with the sensor array positioned such that
the first sensor was at a radial distance of 1, 3 or 5 mm from the optical source.
The iterative temperature reconstruction algorithm, Fig. 3.6, was used to
reconstruct temperatures at 30 s, 120 s and 300 s for each combination of the
above three acquisition parameters, resulting in 81 test cases. In each
reconstruction, sensors ‘were sampled only once (S=1), at the time of
reconstruction, 30 s, 120 s or 300 s.

Reconstructions were scored as successful, temperature errors less than
1°C at all points in the thermal field, or unsuccessful, temperature error greater
than 1°C at any point. The influence of the initial guess parameter vector on the
parameter estimates and resulting predicted temperature distribution was
assessed using the two initial guess parameter vectors in Table 4.5. P,, is a 20%
deviation from each true tissue parameter and P,, represents an "order of
magnitude” guess in the same direction as P,;.

The scores, at 30 5, 120 s and 300 s, for temperatures reconstructed using
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s are shown in Fig. 4.20. Fig. 4.20 shows that the success of temperature

reconstruction depends strongly on the number of sensors, sensor spacing and
array-source distance, suggesting optimal temperature acquisition parameters
exist. Scores from Fig. 4.20 were totalled for each value of a given acquisition
parameter, representing a total of 27 reconstructions. Scores are presented in Fig.
4.21 as a percentage success rate. Success rates using P, to start the estimation
algorithm are also presented in Fig. 4.21. Generally Fig. 4.21 shows that the
reconstruction success rate is improved significantly using P,, rather than P,
indicating that it is desirable to use an initial guess which is close to the true
values. This could prove difficult for in vivo reconstructions given that k. may
vary by a factor of ~ 3.5 (Weinbaum and Jiji 1985) and the optical properties of
in vivo tissues are not well determined.
Fig. 4.21 indicates that the optimal sensor array design is 4 sensors spaced
2 mm apart. The optimal sensor number is not surprising given that the algorithm
recovered 4 unknown tissue parameters. The success rate, in Fig. 4.21(a), remains
unchanged for an overdetermined system of equations, increasing M from 4 to 6.
Increasing the coupling information by decreasing sensor spacing to 2 mm
improves the performance of the algorithm. A similar result was reported by
Liauh et al. (1991) when trying to recover 2-D perfusion patterns.
The array-source distance was the dominant factor in determining the
success of a reconstruction. Generally, as the array moves away from the source,

at r=0, the reconstructed temperature profile degrades. However, for optimal
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array design, the reconstruction was successful for all array-source distances
investigated. The systematic search for the optimal regularization parameter
depended on the degree to which J'J was ill-conditioned. Stability was achieved
in most instances for a A of 0.001 added to diagonal elements of magnitude, 10° -
10°.

To illustrate the algorithm's ability to recover the true biophysical
properties, parameter estimates are shown in Figs. 4.22(a)-(d), as a function of
iteration number, for optimal array design, Parameter estimates stabilize at the
true values after 2 iterations when P, is used to start the algorithm. For P, the
true parameters are recovered after 4 iterations. Functional reduction, shown in
Fig. 4.22(e), is characteristic of a zero-finding algorithm.

Each reconstruction in Fig, 4.21 was believed to be good, as F was reduced
to a least 10*°C’, indicating that parameter estimates predicted the true
temperatures at sensor locations. Failure, when it occurred, was at other locations,
as illustrated in Fig. 4.23 for reconstructions at 30 s using P, . For sensors at 1,
3, 5 and 7 mm, temperatures were reconstructed identically. Increasing sensor
spacing to 4 mm, such that sensors were at 1, 5, 9 and 15 mm, introduced a
reconstruction temperature error between the first two sensors. Placing the
sensors further from the source at 5, 7, 9and 11 mm, degraded the reconstruction
accuracy substantially between the source and the first sensor. For sensors at 3,
9,15 and 21 mm, an error oscillation, crossed the origin at 3 mm and 9 mm, and

was maximal, ~ 1.5°C, at 2 mm.
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Fig. 4.23 indicates that functional reduction, although necessary, is not a
sufficient measure of reconstruction accuracy. Errors in Fig. 4.23 are small
compared to the absolute true temperature increase, but they do demonstrate the
potential for reconstruction errors which may be important when temperatures

are reduced during hyperthermia applications.

* 4.4.1.2 Transient Temperature Sampling and Effect of Random Noise

During interstitial laser photocoagulation, temperature measurements from
implanted sensors such as microthermocouples generally contain errors arising
from thermal conduction smearing (Samulski et al. 1985), averaging over the finite
sensor volume and uncertainty in sensor position (typically + 1 mm). Near the
source, large temperature gradients (100 -500°C/mm) potentiate all 3 types of
errors. Temperature measurements can thus be highly inaccurate. Therefore,
placing the sensor array 1 mm from the source may be clinically impractical. The
algorithm was evaluated for more relevant array-source distances, 3-5 mm, using
simulated noisy temperature measurements, generated using (3.4) with random
noise added by sampling a normal distribution of mean zero and standard
deviation o=1°C.

Temperatures were reconstructed at an intermediate time of 120 s for 10
simulated noisy data sets with sensots at 3,5, 7 and 9 mm or 5,7, 9 and 11 mm.
The number of transient samples was 1, 10 or 100, corresponding to sampling the

sensor array every 30 s, 3 s or 0.3 5, respectively, in a time window from 90 s to
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120 s. The initial parameter vector was P, to assess the performance of the
algorithm for the more relevant case, when the initial guess parameter vector is
far from the true values.

In a preliminary investigation the unconstrained routine found, in some
instances, a minimum at nonsensical optical property values, resulting in a
degraded reconstruction. In these instances, iterative estimates of p, and p'
approached zero or converged at i1, > p,". The known optical properties satisfy p,
< i’ cm’, a condition that exists in most soft tissues (Cheong et al. 1990),
Therefore the reconstructions were repeated restricting the optical properties to
obey this physical condition. Failure to meet this constraint prompted an increase
in p.’ given by p,’ = p, + 8p,, where § is a random number between 0 and 1 and
By set to 5, is an empirical value based on reported differences between the
optical coefficients in the near infrared for mammalian tissues.

This improved the performance of the algorithm. Reconstruction
temperature errors for the constrained routine are shown in Figs, 4.24 and
demonstrate that noise degrades the reconstruction but only substantially between
the source and the first sensor in the array. Increasing S from 1 (t=120 s) to 100
(=503, 90.6, 90.9,..., 120 s5) reduced absolute temperature errors, effectively
smoothing the noise, and shifted the errors from positive to negative. There was
no significant improvement in the reconstruction accuracy on increasing M and
S beyond 4 and 100, respectively. For noisy temperature measurements,

reconstruction errgrs'were minimized by sampling 4 sensors every 0.3 s,
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Figure 4.24. True temperature profile and radial temperature errors for
reconstructions at 120 s as a function of the number of transient samples, S for
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of random noise (o = 1°C) were added to simulated temperatures to generate
10 measured noisy temperature data sets for reconstruction.
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suggesting that reasonable reconstruction accuracy may require sampling of 10
Hz or greater. By increasing S from 10 to 100, there was a greater improvement
in the reconstruction accuracy for sensors at 5,7, 9 and 11 mm than that observed
for sensors at 3, 5, 7 and 9 mm. This is likely a result of noise contributing more
to measured temperatures at 11 mm than at 3 mm.

For noisy simulated temperature measurements, the optimal A was, in
most instances, 0.1 or 1, reducing the condition number of J7) by 2-6 orders of

magnitude,

4.4.1.3 Accuracy of Parameter Estimates

The parameter estimates for the S=100 reconstructions in Fig. 4.24(a) are
shown in Fig. 4.25, The estimated effective thermal conductivities and volumetric
heat capacities, in Fig. 4.25, are all within 40% of the true values, except for trial
4 where deviations are ~ 80%. The estimated absorption and reduced scattering
coefficients vary between -80% and 1000% of the true values, respectively. There
was a predominant overestimation of k,, ¢, and .’ and underestimation of n,.
The observed large inter-trial variations confirm inherent ill-conditioning of the
problem and indicate limited success of Levenberg-Marquardt regularization. In
trials 4, 5 and 7, the large -underestimation of y, accompanied by an
overestimation of 1’ is likely a result of optical similarity (Wyman et al. 1989), in
which different sets of optical properties produce similar irradiance distributions,

The iterative changes in the parameter estimates for trials 3 and 4 are
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shown in Fig. 4.26. In each trial the values of the thermophysical and optical
properties stabilize after 5 iterations. In trial 3, the parameter estimates generally
change in the desired direction with each iteration and stabilize to near the true
values. However, in trial 4, we observe that after the first iteration, the estimates
of the optical properties are further from the true values. This directional change
continues, resulting in an overestimation of 1’ and underestimation of y,. In trials
3 and 4, A attained a maximum value of 10 and 001, respectively. The
corresponding change in the objective functional, F, with iteration number is
shown in Fig. 4.26(e). The functional for each trial is reduced by approximately
four orders of magnitude, stabilizing at 5 iterations.

Remarkably, reconstructed temperatures and the true temperature profile,
shown in Fig. 4.24(a), are in reasonable agreement, indicating that different sets
of thermophysical and optical parameters can produce highly similar temperature
distributions. Recently, a strong theoretical basis has been provided for this
"optothermal similarity” (Wyman and Whelan 1994), Optothermal similarity
appears to limit how accurately true parameters are recévered, without degrading
substantially the reconstruction of temperatures. This suggests that the potential
of multiple-parameter estimation to recover true tissue parameters is limited.
Estimation of spatially dependent tissue parameters may introduce similarity
within each parameter distribution, enhancing the difficulty of recovering true
tissue parameters and possibly further reducing the accuracy of reconstructed

temperatures.



130

(2) o0.010 . . . (b) 8 T
:o"“ 0.008 |- - '&'5- 6 L 1
~. t‘,\

g 0.008 |- - E ]
E 0.004 | 4 =
o L [
o (4] o
~ 0.002 | -
0-000 l ] ] 0 1 | 1 | 1 | 1
0 2 4 6 8 ) 2 4 3] 8
Iteration [teration
(c) l L) l + ] L]
/o——o——c -
h i
| ./ ]
K yd
o .
|
U/ﬂ\o\e_‘} o
[l I I I 1 I
2 4 8 8
Iteration
(e) %,

Objective Functional (°C

Iteration

Figure 4.26. Values of (a) kew ®) ¢, (© p, (d) 1’ and (e) the objective
functional as a function of iteration number for trials 3(O) and 4 (®) of the S
= 100 reconstructions in Fig. 4.24(a). The true parameter values are
represented by the horizontal lines,



131

The inability of the algorithm to recover true tissue parameters consistently
can best be understood from sensitivity studies of temperature to variation in the
parameters to be estimated. The sensitivity coefficients given by (2.29) describe
how sensitive the temperature at radial distance, r, is to changes in each of the
unknown tissue parameters. If sensitivity to a given parameter is large then there
is a better chance that this parameter can be estimated accurately in inverse
problems. Relative sensitivities, P dT(r,t)/dP, as a function of radial distance at
120 s for the true parameter vector, P, in Table 4.5 are shown in Fig. 4.27.

Relative sensitivities for ky, ¢, 11, and p,’ are maximal at the source and
decrease exponentially with increasing radial distance, except c, which decreases
almost linearly. This indicates that sensor location would likely affect strongly the
algorithm’s performance and explains the improvement in the reconstruction
accuracy in Fig. 4.24 when sensors are placed closer to the source. The sensitivity
for k. appears to be directly proportional to the absolute temperature increase,
while that for c, approaches a constant value near steady state. It is observed in
Fig. 4.27 that sensitivity coefficients for ky, 1, and p,’ appear to be linearly
dependent, making it difficult to obtain independent parameter estimates, Liauh
and Roemer (1993) reported that linear dependence between blood perfusion
patterns can exist, making accurate parameter estimation and complete
temperature reconstruction difficult. This suggests that the potential of parameter
estimation to recover true tissue parameters is limited,

Interestingly, the sensitivities for , and k, change sign at ~5 mmand 7
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Figure 4.27. Relative radial parameter sensitivities at 120 s for the known
parameter vector, P, from Table 4.5. B indicate sensor locations.
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mm, respectively. A sensitivity coefficient changing sign indicates opposite
directional changes for the parameter estimate within an iteration, which may
degrade the reconstruction. Low parameter sensitivity in regions far from the

source makes the problem ill-conditioned.

4.4.1.4 Sensor Placement Errors

An anticipated problem in on-line temperature reconstruction is the
inaccurate knowledge of sensor positions when sensors are implanted
percutaneously. Accurate sensor positioning requires uniform tissue collapse
around the implanted sensor upon withdrawal of the insertion cannula. Position
errors of 1 mm can be routinely expected (Whelan et al. 1995). To assess the
effect of systematic positioning errors on the reconstruction, the algorithm was
evaluated with sensor placement errors, Ar,,, generating errors in the simulated
temperature measurements according to T, = T m + AL, (AT eem/dr). A
positive placement error indicates that the sensor is further from the source than
believed. The placement error is identical for all sensors in a linear array.

Sensor placement errors of 0.5 mm were introduced into the simulated
temperature measurements with P,,. from Table 4.5. The resulting temperature
reconstructions at 30 s and 300 s for sensors at 5, 7, 9 and 11 mm are shown in
Fig. 4.28(a). The reconstructed temperature profile is an underestimate of the true
temperature profile when the position error is positive (array further from source

than believed) and an overestimate when the position error is negative. In all four
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reconstructions F was reduced to less than 10'°C?, indicating that the algorithm
accurately reconstructed the measured temperatures at sensor locations. Therefore
reconstructed temperatures at the sensor locations were offset by amounts
proportional to the local temperature gradient. Fig. 4.28(a) suggests that
inaccurate knowledge of sensor placement is the principal cause of reconstruction
degradation. However, in clinical practice, optical fiber(s) and sensor array(s)
would likely be implanted parallel to each other such that sensor leads would be
orthogonal to the induced thermal gradients and reconstruction degradation due

to placement errors may be reduced.

4.4.1.5 Random Tissue Parameter Sets

The performance of the algorithm was evaluated for ten laser heating
simulations, generated by randomly choosing tissue parameters from 0.005 < k.,
<0.0175 W/em/°C,3<¢,<4])/cm’/°C,02 <, <20 cm” and 2 < p.’ < 10 em™,
valid for mammalian tissues irradiated by 1064 nm optical energy. The upper
limit of ky was based on the contribution of blood perfusion to the effective
thermal conductivity being 1-3.5 times the true thermal conductivity (Weinbaum
and Jiji 1985), which for mammalian tissues is ~ 0.005 W/cm/°C (Duck 1990).
Simulated temperature measurements with added random noise were generated
from sensors at clinically relevant distances of 5, 7, 9 and 11 mm with S = 100
(s=90.3, 90.6, 90.9,..., 120 s). The reconstructed radial temperature errors using P,

are presented in Fig. 4.28(b). For 9 of the 10 parameter sets where the absolute
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temperature range at 1 mm is less than 100°C, reconstructed temperatures
underestimate true temperatures but remain within 11°C (15%) and 1°C of the
true temperatures at 1 mm and r 2 3 mm, respectively. Fig. 4.28(b) indicates that
accurate temperature reconstruction may be achievable within a limited distance
from the first sensor at 5 mm towards the source.

Temperature induced modifications of the thermophysical and optical
properties, not considered to this point, would produce higher thermal gradients
near the source. Modelling spatially and temporally varying biophysical

properties requires a numerical approach and is considered in the next section.

4.4.2 1-D Inhomogeneous Test Cases
4.4.2.1 Static Tissue Discretization

In this section we investigate the capability of the estimation algorithm to
reconstruct temperatures during simulated ILP in tissues when the biophysical
properties to be estimated are discretized into spatial parameter zones. Simulated
measured temperature data, for a 300 s irradiation at 2.0 W, were generated by
solving the finite difference expressions, (3.9) and (3.10), for a sphere of radius 24
mm with 0.25 mm node spacing and a 5 s temporal step. A single parameter zone
(homogengogs case) was assumed with biophysical properties given by P,,. in
Table 4.5. BS/ contrast, the number of parameter zones in the estimation algorithm
was varied-to investigate the effect of spatial discretization on the parameter

estimates and temperature reconstruction accuracy. In other words, given a
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homogeneous medium, can reconstructing based on discrete parameter zones
introduce errors into the reconstruction? The tissue was discretized into 8, 4, or
2 static parameter zones as shown in Fig. 4.29. Thus each biophysical property to
be estimated was represented by a Z-component vector (see section 2.4).

Considering the optimization data from section 4.4.1.1 and clinical
practicality, transient temperature profiles were reconstructed at 30 s intervals
using a simulated 4 sensor array with sensors at either 3,5, 7 and 9 mm or 5, 7,
9 and 11 mm from the optical source. Simulated temperature measurements were
noiseless. Sensors were sampled every 3 s (S=10). The order of magnitude initial
guess parameter vector, P,, from Table 4.5 was used to start the algorithm,

Reconstructions for a 2 zone model were successful for each array-source
distance investigated (data not shown). The true temperature distribution and
reconstructed temperature errors for 4 and 8 zone models are shown in Fig. 4.30.
With sensors at 3, 5, 7 and 9 mm, the reconstructions are accurate for the 4 zone
model, Fig. 4.30(b). However, for the 8 zon;e model, Fig. 4.30(c), the
reconstructions are a slight overestimation of the true temperatures at r<3 mm.
Reconstructions are degraded for both 4 and 8 zone models with sensors at 5, 7,
© 9 and 11 mm, shown in Fig. 430(d) and (e), respectively. The substantial
reconstruction error at r<3 mm in Fig. 4.30(e) is due to the absence of temperature
sampling in zone 1.

It is observed in Fig, 4.30(e) that reconstruction errors shift from positive

to negative during the simulation. This may be explained in terms of the
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Figure 4.29. Static tissue discretization scheme. The number of spatial parameter
zones, Z, is (a) 2, (b) 4 or {c) 8.
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relationship between solutions for successive reconstructions. In the estimation
algorithm, the reconstructed temperature profile at time, t (30 5, 60 s, 120 s, ....,
300 s), is the initial temperature profile for the next 30 s time interval. Thus
reconstructed temperature errors can influence subsequent transient temperature
calculations. However, the initial guess parameter vector for each transient
reconstruction was always P,,. This prevented the algorithm from converging to
a similar solution for each reconstruction. Therefore, Fig. 4.30 suggests that the
estimation algorithm attempts to correct for errors in the initial temperature
profile,

To illustrate the recovery of the biophysical properties, parameter
estimates for the 2, 4 and 8 zone model reconstructions at 30 s with sensors at 3,
5, 7 and 9 mm are shown in Fig. 4.31. The estimated biophysical parameters are
spatiaily distributed, with the distribution depending on the number of parameter
zones modelled. Generally, estimates for k; and ¢, agree with the true values in
the zones containing sensors, The estimates for p, and p,’ converged near the
initial values which differ substantially from the true homogeneous values.
However, the temperature errors at 30 s in Figs. 4.30(b) and (c) are minimal,
indicating that true and reconstructed temperature profiles are highly similar.

Estimates for ky and c, at 30 s for the 8 zone model as a function of array
position are shown in Fig. 4.32, Clearly, with temperature sampling in the first
zone, r<3.125 mm, parameter estimates in this zone are improved. For sensors at

5,7,9 and 11 mm, the parameter estimates in the first zone remain near the initial
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The k and c, estimates at r212 mm in Fig. 4.31 remained at initial values
without degrading the reconstruction. This was observed in each of the transient
reconstructions up to 300 s. This is likely a result of reduced parameter sensitivity
and small absolute temperatures (in this case T(r>12 mm) < 5°C), such that the
elements of the Jacobian matrix for z=5-8 (r=12-24 mm) are effectively zero. This
indicates that the region of tissue where knowledge of the biophysical properties
is important depends on the induced temperature distribution and, for single fiber
ILP, may be limited to ~ 10 mm from the source. For multiple-fiber ILP, larger
volumes of tissue are heated and it may be necessary to extend parameter
estimation to larger regions of tissue.

Relative sensitivities at 30 s for the 8 zone model as a function of radial
distance for the true parameter vector, P, in Table 4.5 are shown in Fig. 4.33.
Radial sensitivity distributions in Fig. 4.33 describe how sensitive radial
temperatures at 30 s are to a 0.1% parameter change in zone, 2, during transient
temperature calculations from 0 - 30 s. Relative sensitivity distributions for zone
1 (0-3.125 mm) parameters k*', u,*™' and p,™!, Fig. 4.33(a), are maximal at the
source and decrease exponentially with increasing radial distance, such that there
 is an order of magnitude reduction at the interface. This indicates that zone 1
temperature sampling would be required to estimate accurately the zone 1
parameters and explains the results shown in Fig, 4.32.

Relative sensitivity distributions for zone 2 (3.125-6.125 mm) parameters,
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Fig. 4.33(b), are structure-rich and are markedly different from those for zone 1
parameters. It is observed that the effect on temperature profiles of zone 1
parameter changes is more substantial than zone 2 parameter changes. This is a
result of the exponential decrease in the optical irradiance and corresponding heat
generation rate with increasing radial distance, The penetration depth for the
optical properties modelled is ~ 2 mm, such that in zone 2 the irradiance is
reduced substantially.

Interestingly, sensitivities for zone 2 parameters k,*> and p'*? are
maximal in zone 1. In addition, k™ and ,*? sensitivities change sign within
zone 2 at ~ 5.0 and 55 mm, respectively. Thus, there is the potential for
sensitivities to be zero at sensor locations, thereby contributing no information to
the estimation algorithm. These observations indicate that temperature sampling
in the first zone is required and suggests that placing a sensor in each parameter
zone is not necessarily optimal. However, in hyperthermia simulations when the
temperature field is approximately uniform, temperature sampling in each zone
has been shown to be optimal for the recovery of perfusion patterns (Liauh et al.
1991). Relative sensitivities for parameter changes in'zones 3-8 are similar in
shape to those in Fig, 4.33(b) but reduced in magnitude.

Fig. 433 indicates that the number of parameter zones affects the
magnitude of sensitivity coefficierts at sensor locations and therefore influences
the solution. Furthermore, it suggests that optimal sensor location would be at or

near the interface between zones.
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Static discretization, although instructive, would not be suitable for ILP
due to the induced transient coagulation boundary and its associated increase in
optical scattering. Clearly, a better approach would be to discretize the tissue
according to some physical description of the temperature induced modifications

of the thermophysical and optical properties.

4.4.2.2 Dynamic Tissue Discretization

In this section the effects of coagulation and tissue water vaporization on
temperature distributions are incorporated into the forward and inverse
simulations in order to predict how successful the reconstruction system might
be for practical applications. Tissue discretization is based on our description of
coagulation and tissue water vaporization (see section 3.3). Interfaces between
zones are determined by R,,.(t) and R,(t} corresponding to radial distances
where the model-predicted temperatures are 100°C and 60°C, respectively. Thus,
the number of parameter zones is now a dynamic quantity, Z(t), as shown in Fig,
4.34. A Z(t)=1 is the initial homogeneous case, Z(t)=2 indicates that coagulation
has occurred and Z(t)=3 indicates that water vaporization has occurred. In
generating measured temperature data (forward simulations), values of R,,(t)
and R,,,(t) can be updated at any user defined time interval during transient
temperature caiculations. By contraé;, in the estimation algorithm (inverse
simulations), estimates of R,,,(t) and Reoglt) are updated only at each

reconstruction time and determine the number and location of spatial parameter
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Figure 4.34. Dynamic tissue discretization scheme based on the description of
coagulation and water vaporization in section 3.3. The number of spatial
parameter zones, Z(t), varies from 1-3 as determined by the maximum tissue
temperature, T, ,..
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zones for the next reconstruction interval (see Fig. 3.7). Thus, within a
reconstruction interval, the spatial discretization is constant. However, in
generating the measured temperature data the true interfaces (spatial
discretization) may vary during a reconstruction interval. This introduces a
systematic error into the estimation algorithm. The magnitude of this error would
most likely depend on the length of the reconstruction interval.

The effect of this systematic error on the performance of the algorithm is
demonstrated by reconstructing a simulated ILP test case in bovine muscle using
differeri reconstruction intervals. Initially, the irradiation parameters were chosen
such that the maximum tissue temperature was less than 100°C (no water
vaporization, R,,.(t20) = 0). Simulated measured temperature data were
generated as in section 4.4.2.1 for a 120 s irradiation at 1.0 W using biophysical
properties for bovine muscle given in Table 4.6. A threefold increase in 1.’ at
rSR..{t) was assumed, with all other biophysical properties remaining at the
values in Table 4.6. The ambient temperature was 37°C. In the simulated
measured temperature data, R,,,(t) was updated every 1 s and is shown in Fig.
4.35. For the simulated ILP test case, the onset of coagulation occurs at 32 s with
Rea(120 5)=1.85 mm. The reconstruction interval, At,. was 1s, 10 s or 30 s
corresponding to 120, 12 or 4 reconstructions during the irradiation. The
simulated sensor array consisted of 20 sensors placed at each node in the finite
difference ter;perature calculating mesh (0.1 mm sensor spacing) from 0.1 mm to

2.0 mm. This ensured that the effect of the systematic error could be isolated from



149

Table 4.6. True and two initial guess parameter vectors used, respectively, to
generate simulated temperature measurements and start the parameter
estimation algorithm. True biophysical properties are valid for bovine muscle
irradiated by 1064 nm optical energy.

r,.. P, P,

Effective thermal conductivity, (W/cm/°C) 5.5E-3 1.0E-3 5.0E-3

Volumetric heat capacity, (J/cm’/°C) 38 10 40
Absorption coefficient, {cm™) 12 10 20
Reduced scattering coefficient, (cm™) 2.8 100 5.0
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all possible sources of error such as reduced parameter sensitivity. Furthermore,
the placement of the simulated sensor array allows for the objective functional to
be a good measure of reconstruction accuracy, in contrast to the case when
sensors are far from the source as discussed in section 4.4.1.1. The algorithm
began with the initial "order of magnitude” guess parameter vector, P in Table
4.6.

We define F', a subset of F, as the sum of the square of the errors between
measured and predicted temperatures at sensor locations at the reconstruction
time. When sampling sensors only at the reconstruction time (S=1), F' = F. Valucs
of F' as a function of reconstruction interval and sensor sampling are shown in
Fig. 4.36. The increase in F at 33 5, 40 s and 60 s in Figs 4.36(a), (b) and (c),
respectively, is a result of a mismatch between the model used to generate the
measured data (Re,4(t) > 0, Z(t)=2) and the model in the estimation algorithm
(Reouy(t) = 0, Z(t)=1) for the reconstruction interval. The maximum F’ increases by
~ 2 orders of magnitude as At increases from 1 s to 30 s. For S=1, the
algori.thm’s performance improves at the next reconstruction interval, converging
to the global minimum.

Interestingly, in Figs. 4.36(b) and (c), the reconstruction is generally better
for S=1 than S=2 or 10 at and following the model mismatch interval. For multiple
sampling, parameter fits are essentially average values over At,... Such averaging
limits the reconstruction of temperature transients, in this case, caused by a

coagulation-induced increase in optical scattering. Degradation due to multiple
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sampling is more pronounced for longer reconstruction intervals. These results
indicate that for dynamic parameter estimation, the reconstruction interval should
be less than 30 s. Furthermore, the R, (t) profiles in Fig. 4.3@) (in vivo liver
simulation} and Fig. 4.35 (ex vivo bovine simulation) suggest using short
reconstruction intervals early in the irradiation during rapid coagulation transients
and longer intervals as the coagulation boundary approaches steady state.

To illustrate the performance of the dynamic estimation algorithm for
"practical” reconstruction conditions, temperatures are reconstructed using sensors
at 5,7, 9 and 11 mm. Reconstructed radial temperature errors at 30 s for S=1 as
a function of At,. are shown in Fig, 4.37. A At of 15,10 s and 30 s corresponds
to 30, 3 and 1 reconstruction(s) from 0 to 30 s. For At,= 1 s and 10 s the
parameter sensitivities at the first sensor (5 mm) at 1 s and 10 s (the first
reconstruction in each case), respectively, are small due to temperature increases
of only 0.09°C and 0.97°C, respectively. This combined with an initial guess far
from the true values results in a substantial overestimation of temperatures.
Moreover, the algorithm-predicted onset of coagulation (R,,,(t) > 0) was 4 s and
20 s for At of 1 s and 10 s, respectively, such that Z=2 in the estimation
algorithm before the true onset at 33 s (see Fig. 4.35).

For At,=30 s the temperature profile is accurately reconstructed. This is
a result of Z=1 in the estimation algorithm at 30 s (the first reconstruction in this
case) being consistent with the simulated measured temperature data at 30 s. In

addition, the temperature increase at the first sensor (5 mm) at 30 s was 3.01°C.
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These observations indicate that short reconstruction intervals < 10 s early in the
irradiation may lead to poor reconstructions if minimal temperature increases are
reported by sensors. Thus, the optimal reconstruction system would rely on
temperature feedback to determine the length of the first reconstruction interval.

Fig. 4.36 indicates that the performance of the dynamic algorithm
improves as At, is reduced. However, a small At may lead to poor
reconstructions early in the irradiation as shown in Fig. 4.37. Therefore, we
consider a reconstruction scheme with an initial 30 s interval followed by 10 s
intervals such that temperature profiles are reconstructed at 30, 40, 50, 60,...110
and 120 s. The effect of sensor sampling on reconstruction accuracy is also
investigated. The true temperature increase and reconstructed radial temperature
errors as a function of sensor sampling are shown in Fig. 4.38. Not surprisingly,
the temperature profile at 30 s is accurately reconstructed for each sampling case.
Generally, for S=1 and 10, reconstruction errors are in the same direction.
However, for 5=100, errors change direction, a result of the algorithm attempting
to compensate for the errors in the reconstruction at a previous interval. In Figs.
4.38(b)-(d), reconstruction errors fall to near zero at the algorithm-predicted Reoagt)
and define zones 1 and 2 in the estimation algorithm. As sensor sampling is
increased, reconstructed temperature errors are reduced but remain substantial
for S=100 due to the combination of reduced sensitivity at seﬁéors for~zone 1
parameters and an initial guess far from the true values.

The ability of the dynamic algorithm to resolve the true coagulation
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radius, for the reconstructions in Figs. 4.38(b)-(d), is shown in Fig. 4.39. For S=1,
the algorithm-predicted R, (t) is an overestimation of the true vaiues at all times.
The true R, (t) is well predicted for S=10. However, for 5=100, the algorithm-
predicted R, (t) differs from the 5=10 values at t>70 s, underestimating the true
values for the remainder of the irradiation. This indicates that, for practical sensor
locations, multiple sampling can compensate for reduced parameter sensitivity
without introducing substantial parameter averaging errors, in contrast to Fig.
4.36. However, for large sampling, parameter averaging may affect the algorithm's
ability to resolve the true coagulation radius. Moreover, as indicated in section
4.1.1.1, multiple sampling is required to compensate for noisy temperature data.

The effect of random noise on the performance of the dynamic algorithm
is dem_onstrated by reconstructing our simulated ILP test case with and without
random noise added to the measured temperatures. The true temperature
distribution to be reconstructed is shown in Fig, 4.40(a). In all reconstructions a
4-sensor array with 2 mm sensor spacing was used with S=100. An initial
"educated” guess parameter vector, P,. from Table 4.6, was used to start the
algorithm. Figs. 4.40(b), (c), (d) and (e) show reconstructed radial temperature
errors for random noise levels of o=0, 0.1, 0.5 and 1°C, respectively.

Without noise, the reconstruction is reasonable (Fig. 4.40(b)), in contrast
to Fig. 4.38(d) when an initial "order of magnitude" guess parameter vector was
used. As the noise level increases, the performance of the algorithm is degraded

substantially. Again, as in Figs. 4.38(b)-(d), reconstruction errors in Figs. 4.40 (b)-
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Figure 4.40. (a) True radial temperature profiles for a simulated ILP test case (120
§ irradiation at 1.0 W). Reconstructed radial temperature errors at 30 s followed
L'y 10 s reconstruction intervals for noisy measured temperature data as a function
of random noise level, o = (b) 0°C, (¢) 0.1°C, (d) 0.5°C and (e) 1.0°C. In all
reconstructions simulated sensors were at 5, 7, 9 and 11 mm from the source and
5=100. The initial guess parameter vector was P, from Table 4.6.
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(e) fall to near zero at the algorithm-predicted R, (t) and define zones 1 and 2
in the estimation algorithm. In each reconstruction the algorithm-predicted Rong(t)
was always less than 5 mm, such that temperatures were never sampled in zone
1. These results indicate that, for noisy temperature data, the absence of
temperature sampling in zone 1 degrades reconstructions more than a poor initial
guess.

The reconstruction errors at r<4 mm for 6=1°C in Fig. 4.40(e) were due in
large part to a substantial underestimation of k,; and ¢, in the algorithm-predicted
coagulation zone (zone 1). Therefore, the reconstructions were repeated with
estimates restricted by simple upper and lower bounds. The thermophysical and
optical properties were constrained to lie within the reasonable intervals: 0.001 <
kg < 0.01 W/em/°C,3<¢,£5]/em?/°C, 025 em™ < p, € 25 em™, and 1 em™ <
W' <10 em™, The k, range assumes that the true effective thermal conductivity
is known only to within an order of magnitude, a reasonable assumption given
the variability of blood perfusion in tumors (Feldmann et al. 1992). The ¢, range
is typical for mammalian tissues (Duck 1990), the optical property ranges are
valid at 1064 nm (Cheong et al. 1990). An iterative estimate outside its allowed
interval was randomly set to lie within the interval. The reconstruction errors for
the constrained estimation are shown in Fig. 4.41. The performance of the
algorithm improved when parameters were constrained. However, reconstruction
errors are still substantial for the 6=1°C noise level simulated.

When estimates were tightly bounded to £20% of the true values, the
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constrained routine, in most cases, was unable to find a minimum as A continued
to increase, within an iteration, until it reached its maximum, 4,,,, pre-set to 10°.
In these instances, the diagonal elements of (7] + AD dominated the matrix
causing the change in the parameter estimates to tend to zero. As a result the
algorithm converged to an incorrect set of parameters and the functional was
reduced minimally.

The reconstructions in Fig. 4.41 required ~ 7-10 min of CPU time. The
evaluation of the jacobian dominates the CPU effort. It is observed from (2.33)
that each evaluation of the Jacobian matrix requires NZ+1 numerical solutions of
the heat transfer model (HTM). Thus, the total CPU time is linearly related to the
number of unknown parameters, CPU~(NZ+1)t,r, Where typ,, the computational
time required to solve the HTM, depends on the spatial and temporal resolution
of the finite difference scheme. The CPU time, therefore, does not depend on the
number of sensors or transient samples, For each reconstruction in Fig. 4.41,
temperatures were calculated at 300 radial points (Ar=0.1 mm) for 100 temporal
steps. The nux%ii"nr of unknown parameters in the dynamic estimation algorithm
ranged from 4 to 8. These observations indicate that real-time temperature
reconstruction for practical applications may be limited.

Liaﬁh et al. (1993) reported that, based on _théz‘_);e__tj:al considerations,
estimating the Jacobian using the adjoint method should be iéss computationally

intensive than using the influence coefficient method. However, when solving

practical inverse hyperthermia problems, the influence coefficient method
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consistently proved faster because the total number of iterations required for
convergence was always less than for the adjoint method. Clearly, Jacobian
approximations need to be further investigated before real-time applications can

be realized.

4.4.3 2-D Inhomogeneous Test Case

To this point, in all reconstructions of simutated ILP test cases, the sensor
array was positioned orthogonal to the optical fiber, However, in clinical practice,
optical fiber(s) and sensor array(s) might be implanted parallel to each other. The
optimal array design from section 4.4.1.1 was therefore re-evaluated for parailel
source-sensor geometry. This required a suitable 2-D mathematical model.

Simulated measured temperature data, for a 120 s irradiation at 2.0 W in
ovine liver ex vivo, were generated by solving the finite element expressions,
{3.28) and (3.29), for the square mesh of side 40 mm shown in Fig. 3.5. The
biophysical properties used are shown in Table 4.1. A single parameter zone, Z=1,
was used in both forward and inverse simulations. The source was located at the
center of the mesh. The finite element solutions with 1 mm mesh spacing and a
3 s temporal step agreed exactly with an approximation for an infinite line source
of optical energy in an infinite homogenous medium (see Fig. 4.42). The exact
calculation involved summing analytically evaluated temperatures for a point

source of optical energy in an infinite homogeneous medium, Eq. (3.4), over a 6

1
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cm finite length.

Temperatures were reconstructed using a 5 sensor array, with 2 mm
sensor spacing, positioned orthogonal or parallel to the optical fiber as shown in
Fig. 4.43. For the parallel case, the center of the array was directly opposite the
source, a geometry of clinical relevance given possibly nonrsymmetric temperature
increases with respect to the source. In each geometry, the distance from the
source to the nearest sensor was consistent, 5 mm.

Reconstructed temperature errors at the end of the first interval, 30 s, are
shown in Fig. 4.44. The complete temperature field was accurately reconstructed
for the orthogonal case, Fig 4.44(a), consistent with the 1-D simulations for
optimal array design in sectiore 4.41.1. However, with the array positioned
parallel to the fiber, the reconstruction is degraded substantially as shown in Fig.
4.44(b). This is likely due to differences in the extent of the thermal field being
sampled. For the orthogonal case, the thermal field is sampled by 5 sensors from
5-11 mm, whereas in the parallel case, temperature sampling is effectively by 3
sensors from 5-6.4 mm. By increasing sensor spacing to 4 mm, such that
temperature sampling is from 5-9.5 mm, the algorithm can accuracy reconstruct
temperatures as shown in Fig. 4.44(c). This indicates that optimal array design
will depend on source-sensor geometry. -

The potential of the estimation algorithm to resolve 2-D parameter
distributions was evaluated by investigating the influence of localized tissue

inhomogeneities on temperature distributions. The 2-D finite element mesh was
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Figure 4.44. Reconstructions of simulated ILP in liver ex vivo as a function of
source-sensor array geometries from Fig4.43. A single parameter zone
(homogeneous case) wus used in the estimation algorithm with S=10. (a) Sensor

array orthogonal to optical fiber, (b) sensor array parallel to optical fiber and (c)
case (b) with 4 mm intersensor spacing.
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divided into four equal-sized square quadrants about the origin. A twofold
increase in the effective thermal conductivity or optical absorption coefficient in
one of the four quadrants was modelled as shown in Fig. 4.45. This represents the
presence of a large scale tissue parameter inhomogeneity. The true temperature
distributions at 30 s and 120 s for the homogeneous case are shown in Figs.
4.46(a) and (b), respectively. The differences between temperature distributions
at these two times for the homogeneous and inhomogeneous (see Fig. 4.45) cases
are shown in Figs. 4.46(c)-(f). It is observed that substantial temperature changes
due to the presence of the tissue parameter inhomogeneity are generally limited
to the site of the inhomogeneity. The influence on temperature distributions is
almost completely diminished at ~ 5 mm from the boundary of the
inhomogeneity. This indicates that, for the ILP geometry shown in Fig. 4.43(b),
accurate temperature reconstruction will likely not be possiole if a tissue
inhomogeneity, such as a blood vessel, and the sensor array are on opposite sides

of the source.

4.5. Temperature Reconstruction During ILP in Bovine Muscle Ex vivo

The performance of the parameter estimation algorithm is demonstralted
using ex vivo measured temperature data in bovine muscle for 300 s irradiations
of 1.5 W at 1064 nm. The experimental setup and procedure was described in
section 3.1. The 6-sensor array was used and was sampled at 5 s intervals during

an irradiation. This was the shortest sampling interval achievable using the 286-16
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Figure 4.45. 2-D tissue parameter distributions used to generate finite element
temperature solutions for the mesh shown in Fig. 3.6. An inhomogeneity in the
distribution of the (a) effective thermal conductivity (W/cm/°C) or (b) absorption
coefficient (cm”) was modelled. All other tissue parameters were spatially
constant.



Thomogeneoua (30 s)

AT (30 =)

170

/
/

w
o

[y
o

Thomogonaous (120 s)
o
o

!
|
3]
o

AT (120 s)

AT (120 s)

Figure 4.46. True temperature distributions at (2) 30 s and () 120 s for
homogeneous tissue parameters. Temperature differences (AT), at 30 s and 120s,
between homogeneous and inhomogeneous distributions of (¢) and (d), the
effective thermal conductivity, and (e) and (f), the absorption coefficient. The
shaded region in (c), (d), (e) and (f) represents the location of the inhomogeneity.
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MHz processor. Two markedly different measured temperature profiles were
chosen for reconstruction,

In the estimation algorithm, optical and thermal distributions were
determined using the finite difference solutions for a sphere of radius 30 mm with
0.1 mm node spacing and a 1 s temporal step. Parameters were estimated
according to the dynamic tissue discretization model shown in Fig. 4.34. An initial
"educated” guess parameter vector, comprised of published values for bovine
muscle, P, in Table 4.6, was used. Reconstructions were performed every 30 s
during the 300 s irradiations. Therefore, the maximum nﬁmber of sensor samples
was 6,

The performance of the temperature reconstruction algorithm with
temperatures sampled ex vive at 4 microthermocouple locations (5, 7, 9 and 11
mm) was assessed by comparing reconstructed temperatures with temperatures
measured ex vivo at the remaining 2 microthermocouple locations (1 and 3 mm).

The first set of measured ex vivo transient temperature profiles and
reconstructed temperatures at 1, 3, 5, 7, 9 and 11 mm, as a function of sensor
sampling, are shown in Fig. 4.47. Generally, reconstructed and measured
temperatures at input sensor locations show good agreement. It is observed that
the reconstructed temperatures at 1 and 3 mm for S=1 and S=6 in Figs. 4.47(a)
and (b), respectively, are the similar up 120 s (the first 4 reconstructions). The
algorithm-predicted time of onset of coagulation was 120 s. Interestingly, the

transient shape of the measured temperature profile at 1 mm around 120 s is
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qualitatively similar to that in Fig. 4.2(a) for a coagulation-induced sixfold increase
in scattering. Furthermore, this observed temperature transition occurred at ~
70°C. It is therefore reasonable to assume that onset of coagulation occurred at ~
120 s and, thus, was well predicted by the estimation algorithm.

Following the predicted onset of coagulation, reconstructions at 1 mm are
generally better for S=1, Fig. 4.47(a) than for S=6, Fig. 4.47(b), for which parameter
fits are essentially average values over the 30 s reconstruction interval. As
discussed in section 4.4.2.2, such averaging limits the reconstruction of rapid
temperature transients. However, reconstructed temperatures at 3 mm for S=1
and for S=6 are generally simiiar. In Fig. 4.47(a) the transient shape of the
temperature profile at 1 mm was well estimated, except at 270 s. Intercstingly, the
algorithm recovered from this poor reconstruction. The algorithm-predicted time
of onset of vaporization was 210 s, consistent with the measured temperature
plateau at 1 mm occuring at ~ 100°C. The consistent underestimation of tissue
temperatures at 1 and 3 mm in Fig. 4.47(a) is likely a result of tissue charring,
present in the ex vivo lesion, but not considered in the aynamic model.

The second set of measured ex vivo transient temperature profiles and
reconstructed temperatures at 1 and 3 mm are shown in Fig. 4.48. For clarity,
reconstructed temperatures at 5, 7, 9 and 11 mm are omitted from the graphs,
Reconstructed temperatures at both 1 and 3 mm are generally better for S=1, Fig.
4.48(a) than for S=6, Fig. 4.48(b). In Fig. 4.48(a), measured and reconstructed

temperatures at 1 and 3 mm show reasonable agreement, such that the transient
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shapes of the temperature profiles are well predicted. Again, char was present in
the ex vive lesion, but not considered in the model.

The reasonable accuracy observed for the S=1 reconstructions indicates
that the noise level in our system may be negligible. The CPU time required for

the 5=1 reconstructions ranged from 4-10 min.



CHAPTER 5. Conclusions and Future Considerations

5.1 Dynamic Models of ILP

Thermal and optical models of ILP generally are developed to evaluate its
potential in various soft tissues. Theoretical parametric investigations attempt to
characterize the thermal response of tissues to various irradiation parameters in
order to optimize a treatment protocol. In this thesis, tissue coagulation and water
vaporization have been identified as important optical and thermal events which
need to be considered in the physical description of ILP. These phase changes
have been incorporated into a dynamic model of tissue heating during ILP.
Additionally, for in vive modelling, dynamic changes in the perfusion pattern due
to induced thermal damage have been incorporated.

The results of section 4.1 demonstrate that increases in scattering due to
coagulation change the energy deposition pattern, broadening the heated region.
The difference between predicted temperature distributions for uniform and
coagulation-induced increased scattering increases with exposure duration until
thermal equilibrium is established. Furthermore, the coagulation-induced transient
change in the energy deposition rate shcwn in Fig. 4.3. delays the onset of
thermal eqil'ilibrium. Increased perfusion decreases the time to steady-state and
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the temperature at steady-state is reduced compared to the non-perfused case.

It was demonstrated in Fig. 4.6 that for spatially uniform scattering, the
choice of blood perfusion pattern affects minimally temperature distributions.
However, for coagulation-increased scattering, the coagulation diameters
predicted by the uniform and lesion perfusion models can be markedly different.
The difference in the predicted extent of thermal damage becomes more
pronounced with increasing exposure duration. The lesion perfusion model
predicts that the volume of themmi damage will continue to expand at longer
exposures. This could explain the nonflat asymptotes observed by Malone et al.
(1994b).

Beacco et al. (1994) and Prapavat et al. (1996) have considered coagulation-
increased scattering in the physical description of ILP based on an Arrhenius-type
damage integral model and a 60°C threshold model, respectively. In the latter
study, predicted coagulation dimensions agreed with experimentally measured
lesions. The 60°C threshold coagulation model seems to be a good predictor of
coagulation dimensions at early and intermediate times. This is further supported
by empirical data, indicating that irreversible tissue coagulation occurs in ~ 3 s
(Prapavat et al. 1996). However, the instantaneous step increase in optical
scattering, assumed in our model, overestimates the empirical near-linear increase
in p;' with increasing temperature (Jaywant et al. 1993, Pickering et al. 1994).
Furthermore, tissue coagulation has been observed to increase long after thermal

equilibrium has been established (Wyman et al. 1994, Matsumoto et al. 1992),
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indicating that an Arrhenius-type damage integral would be a better predictor of
coaguiation dimensions at steady-state. Coagulation at ~ 48°C (Poepping 1996,
private communication) has been observed in rabbit muscle in vivo at 1200 s, long,
after thermaj equilibrium. Thus the predicted coagulation diameters presented in
this thesis should be considered underestimations. Clearly, the accuracy of the
dynamic models should be examined using experimental data in vivo.

In the future, the need for dynamic optical models may be limited.
Recently, Wyman et al. (1992) reported that point heat sources produce larger
coagulation volumes than point optical sources and, in some organs, tissue
charring is required to produce clinically relevant lesions. There has since been
interest in precharring of the fiber tip (Amin et al. 1993b). Once charring occurs,
tissue optical properties affect minimally temperature distributions, such that
temperatures are determined principally by thermal diffusion and blood
perfusion. However, there continues to be concern about the release of CO snd
CO,, and the potential for air emboli. Furthermore, charring can damage the fiber
tip, as observed in this work following ILP in bovine muscle.

Therefore, optimizing irradiation parameters to maximize lesion formation
while minimizing the potential for charring was investigated. The results h'bm
section 4.1 indicate that 8-10 mm diameter lesions in liver are possible without
charring. The potential for charring is greater in highly perfused tissues with
small optical penetration depths. These data should provide a basis with which

to conduct experimental studies in vivo. The potential of ILP without charring has
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yet to be thoroughly investigated. To this end, modelling and experimental
studies of multiple fiber arrangements, such as described by Steger et al. (1992)
and Wyman (1993), could prove useful.
The literature indicates that coagulation-induced increases in optical
scattering vary with tissue type and wavelength. Clearly, there is a need to
investigate further the temperature-induced dynamic changes in the optical

properties of in vivo tissues.

5.2 E.stimaﬁng Tissue Charring Temperature

A quasi-linear model of tissue browning/charring during single fiber ILP
was presented. Given that the time of onset of browning/charring and the rate
of increase in optical absorption is unknown, measured temperatures were used
as timers to guide model calculations. The results demonstrate that tissue charring
is likely the endpoint of a tissue browning process, characterized by increased
optical absorption. This process was approximated as a linear continuous shift in
energy deposition from a point optical source to a point heat source.

Two major limitations of the model are that water vaporization was
considered to be instantaneous and that, following the production of opaque char,
the thermophysical properties in the charred region were assumed to be the same
as the vaporized region. The first assumption will likely overestimate the tissue
charring temperature while the latter will underestimate temperatures within the

measured char radius.
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It is clear from Figs. 4.13 and 4.14 that temperature monitoring, at practical
distances, 3-5 mm from the source, may not predict accurately the onset of
charring due to the minimal effect on temperature at these distances. However,
with the use of an optical probe, such as described by Matthewson et al. (1987),
the onset of charring would most certainly be detectable as a complete loss of
optical intensity.

Future development of the browning/charring model should consider
blood perfusion for in vive applications. Furthermore, the accuracy of the model
should be examined with more experimental data. The approach of placing
observed charring dimensions on calculated temperatures after illumination
substitutes limited uncertainty in the calculational mode! for potentially great
uncertainty associated with direct temperature measurements. It may be possible
to achieve still greater accuracy by using this approach with a different geometry,

for example, planar geometry, in which the temperature gradients might be

reduced.

5.3 Temperature Reconstruction

The temperature reconstruction work presented in this thesis was an initial
assessment of on-line temperature reconstruction by estimating the biophysical
properties of tissue during ILP. Insight into some of the practical and technical
limitations of a temperature reconstruction system has been gained. The following

L

temperature acquisit,i','on parameters were identified: 1) number of sensors, 2)
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intersensor spacing, 3) source-sensor geometry and 4) number of transient sensor
samples. The results indicate that there are optimal sensor arrangements and
sampling frequencies for accurate temperature reconstruction. Solutions to this
inverse problem required Levenberg-Marquardt regularization due to inherent ili-
conditioning of the sensitivity matrices; but its success was limited. However, the
inverse algorithm seems to be stable. The potential of the parameter estimation
algorithm to recover the true biophysical properties may be restricted due to
"optothermal similarity". Reduced parameter sensitivity at practical sensor
locations was the dominant cause of reconstruction errors. For accurate
reconstruction near the source a sensor must be placed ~ 1 mm from the optical
fiber, which is not clinically practical.

The presence of random noise degraded reconstruction accuracy,
principally between the source and the first sensor in an array located at relevant
distances of 3-5 mm. For homogeneous tissues, reasonable reconstruction accuracy
for noisy temperature data may require sampling of 10 Hz or greater. However,
for a 2 zone tisstie model, reconstructions of simulated ILP test cases are poor in
the coagulation region regardless of the sampling frequency. Interestingly, for a
2 zone model, with a single sample, the algorithm was able to reconstruct
measured temperature profiles in bovine muscle ex vivo with reasonable accuracy.
This suggests that the level of noise in the temperature acquisition system was
less than that modelled. Further testing of the algorithm usﬂing real measured data

is required.
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The following criteria necessary to judge, in clinical practice, the success
of a reconstruction have been identified : 1) convergence to reasonable values, 2)
F reduced. 3) rapid convergence for final few iterations and 4) a small condition
number for the Hessian matrix. It was demonstrated that all four criteria can be
satisfied for homogeneous tissues when temperature acquisition is optimal.
However, for inhomogeneous tissues, only the second criterion was consistently
satisfied, resulting in poor reconstructions.

Ultimately, the results indicate that the major limitation to the use of this
temperature reconstruction system is the accuracy of source/sensor placement.
Generally, positioning of sensors and optical fibers is achieved using a template
placed near the tissue surface. Axial positioning is achieved using graded marks
along the length of the devices. At best, the placement accuracy is 1 mm.
Therefore the use of a stereotactic guidance system may be required. This
becomes increasingly important in tissues with small optical penctration depths
where induced thermal gradients near the source are large.

Although the recovery of true tissue parameters and accurate
reconstruction near the source are limited, the potential exists for accurate
predicted of the boundary of coagulative necrosis, as observed in Fig. 4.39.
Clearly, the potential of multiple-parameter estimation to predict accurately
asymmetric necrotic boundaries needs to be investigated using 3-D non-linear
reconstruction models with temperature measurements obtained from

microthermocouple arrays.
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It is indicated that the reconstruction system should rely on temperature
feedback from sensors to determine the first reconstruction interval. Furthermore,
to minimize systematic errors in the dynamic estimation algorithm, a short
reconstruction interval should be used, approximately 10 s. However, the choice
of optimal length for the reconstruction interval would likely depend on the time
rate of change of the coagulation boundary, which in turn should depend on
tissue type and wavelength. Further simulations are warranted.

The simulated ILP test cases presented in this thesis by no means
represents a comprehensive set of possible biophysical properties or irradiation
parameters. For in vivo applications, the possible mismatch between the effective
thermal conductivity model used in the estimation algorithm and real tissue
behaviour needs to be investigated.

For applications in real-time monitoring, it may be possible to update only
certain parts of the Jacobian matrix, allowing for faster calculation of the matrix
at each iteration. This needs to be explored.

Finally, the ex vivo results indicate that accurate temperature
reconstruction in the water vaporized zone, T2100°C, may not be possible with
sensors at practical locations. Furthermore, the dynamics of tissue
browning/charring, as described in sections 3.5 and 42 could not be well
predicted using a dynamic 3 zone model. Therefore, future testing of the dynamic
estimation algorithm should be limited to ILP applications with temperature less

than 100°C. The potential exists to use the reconstructed maximum tissue
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temperature at the fiber tip in a feedback loop to control transient laser power
deposition, in order to maintain temperatures below 100°C and reduce the

potential for charring.



APPENDIX

This thesis is part of a larger project investigating ILP in soft tissues from
whicn several papers have been published:

Whelan, W.M., Wyman, D.R. and Wilson, B.C., 1995, "Investigations of large
vessel cooling during interstitial laser heating”, Med. Phys., 22, pp. 105-115.
Wyman, D.R. and Whelan, W.M., 1994, "Basic optothermal diffusion theory for
interstitial laser photocoagulation”, Med. Phys., 21, pp. 1651-1656.

Wyman, D.R, Whelan, WM. and Wilson, B.C., 1992, “Interstitial laser
photocoagulation: Nd:YAG 1064 nm optical source compared to point heat
source,” Lasers Surg. Med., 12, pp. 659-664, 1992.

The work presented in this thesis has been separated into a number of
papers which have been accepted for publication or will be submitted for
publication:

Whelan, W.M. and Wyman, D.R,, 1995, "Temperature reconstruction by estimating
the thermophysical and optical properties of tissues during interstitial laser
heating”, in L.]J. Hayes ed., Adwnces in Heat and Mass Transfer in Biotechnology,
HTD-322, pp. 17-26.

Whelan, W.M. and Wyman, D.R., 1996, "A model of tissue charring during ex vivo
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interstitial laser photocoagulation: Estimating tissue charring temperature”, IEEL
Trans Biomed. Eng. (in press).

Whelan, WM. and Wyman, D.R, "Dynamic modelling of interstitial laser
photocoagulation in vive: Implications for lesion formation in liver”, Lusers Suryg.
Med., (to be submitted).

Whelan, W.M. and Wyman, D.R., "Dynamic temperature reconstruction during
interstitial laser photocoagulation: A study of multiple-parameter estimation”,

Med. Phys., (to be submitted).
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