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o, ' ABSTRACT
c 4
. This thesis is an introductory investigation into the logic of

scepticism -- at least what I have chosen to call écebticism -a'the
conteption that our  everyday presumption that there is such a thing as

1]
a purely objective knowledge 'is a mere pipe dream. Throughout the

'thesis;I defend such a sceptical thesis, making use of c]gssi&a]
scepticai counter-hypotheses, but with a special emphasis on the under-
' lying arguments hidden behind such hypotheses. For thﬁs'reason the
essay, at poinfs, becoheé rather technical (logically), and I can only.
‘offeilmy readers my apo]oQie; for thgse comp]exities.l It was my hope
in writing this thesjs to convince my readers of the unmitigated
reasonableness of the brand of "scepticism", which I have purported

in this gssay. Having completed the writing, I have my doubts as to
whether I have succeeded in this task. I feel, however, that the
wéakness lies not in the argument, but in my'fai1ure to preéent the

argument in its most persuasive attire.

.
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- INTRODUCTION
. . %‘
"As Yegards the word 'truth' we can at this étage only say that it

certainly has people in a tizzy, but has not ach%eve@ much else."l

1Y

.'The qudtation above is from P.K. Feyerabend's book, Against
Method. As, [ am sure, most readers of this essay are aware,| .
Feyerabend's book is an espod%a]_of h%s program.of "inte]lect%al
anarchism", in which he attacks the conventional canons of sci%ntific
"rationaﬁity", and argues ipEteéd for-an "anything goes" methodology of
science, whereby the ultimate criterion of what is and is not science
becomes simply the Ysubjective inclinations" of the scientific

2

investigator. fhefargument I shall present in this essay is'very much

in the spirit of Feyerabend's, Against Method, although my ¢oncern is

more with the notion of human rationality in general, rather than -
widh the specific rationality of any of the empirical sciences. In
fact, I might eési]y paraphrase the quotation from Feyerabend above and
quip that: "As regards fhe word 'know]edge' it seem§ to me to have
certainly put people in a tizzy (especié]ly people in University
Philosophy Departments) but to have- achieved Tittle else." For it_is
the thesig of this essay that the assumption that human beings know
quite some number of non-trivial matters to be the case is a theoretical
qature:3 And that as

%

a result,no one is ever really justified -- or even more basically --

possibility about, rather than a fact of, human

sensible in representing himself as knowing some fact, where he

represents himself not as believing that he knows something, or

\
1



believing that somethirg is the case, but where he.represents himself
as simply knowing:something -- outside of any belief contuxt. (The

. wording of the last three clauses of the senténhe directly above is

" crucial, and I ém,at pains to explain why in order to avoid any

. misunderstanding on the bart of the reader. By mairtz'ning that na one'

is ever really justified in representing himself as knowing something

outside of any context of be]ie%, J am nct advocating any altere-ion, ///
; NN /

or restraints on, ordinary patterns of speech. Rather what I am ‘ig/"\~
) i

sugéesting is purely philosophical, or as I would prefer to call it
“conceptual” -- so that -- if someone sayg “I know that __ ", we
should understaﬁd this conceptually to mean either that the.person
represented by the pronoun 'I' believes that he is in a knowing x
relation with whatever fi11s the blank, or that the person represented
by the pronoun 'I'}believés very strongly thatf whatever fills the blank
is the case, so stronéT}'perhaps that the person cannot imagine changing
his opinion with respcct to this belief.) ‘

The reader will undouttedly think of sképtic}xm when he reads
the lines above, and he will be correct. The es;ay that follows isAan
argument for, and defence of, ph%]o;ophica] skeptici§m. But I must )
immediately arrest*the reader's greconceptions. For the skepticism that
I shall advocate in these pages is more than likely not at all like
anything the reader has previously thought of as skeptiuismf For
rather than being intellectually enchaining, as classical Pyrrhonian

or Academic skepticism are usually cenceived to be, it is my belief

that the skepticism 1 am proposing is intellectually freeing.4 Rather

L4
~
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than "consign its holder to silence”, 1 beljeve the skepticism I am

proposing allows its advocate maximum freedom of egpression.S And
finally, .rather than open its advocates to the charge of inconsistency,
in laying out my argument for skepticism, I shai] maintain that non-

skeptical, epistemological positions are either inconsistent or incurably

dogmatic in their outlook -- in that -- they do not take sufficient
6 b4

account of the fallibility of human experience.
The reader is undoubtedly wopdering how I intend to support the

claims I have made above. The essak tha} follows shall basically. fall
into four parts. In the first and second parts, I shall'develop certain
"epistemic paradoxes" -- proved contradictions based on certain definitions,
analytic principles, and some fundamental assumptions about the use
of the verb, 'to know'. In the third part, I shall answer a number.
of misunderstandings with réspect to these paradoxes, and in so doing
develop a number of techniques which allow the parédoxes to be rein-
terpreted according to the notions of epistemic 'possibility' and
'necessity'. Finally in part fouM,. I shall explain why I regard
the "epistemic paradoxes" as unresolvable (at Jeast on the aﬁsumptions
I shall explain in the second to next paragraph) and present my program
for eliminating the epistemic framework altogether. By the term,
‘epistemic framework'., I mean the fo116wing:
1) The assumption that it is an undeniable fact that there is qui.te

some number of non-trivial matters which human beings Rnow to be

the case.7
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2} The built in character of this assumption in our communication
scheme -- so that -- we tend to think that someone represents
himself as knowing something everytime he asserts something with
serious literal intent, and does not preface his assertion by
some non-epistemic qualifier, such as: 'I think', "I belieye',
or 'it is my opinion that'.8

The approach outlined above is desigﬁed to avoid certain
objections which are frequently raised against skepticism. The

"epistemic paradoxes", first of all, provide us with a'motive for

3 Proved contradictions are after all not a very nice

skepticism.
thing to héve lying around -~ especially when they arise out of certain
very plausible assumptions about the meaning and use of the verb,

'to know'. Furthermore, the one means of resolving the paradoxes

seems a cure worse than the diseese -- for it commits us to such a

dogmatic outlook with respect to our 'knowledge' fhat one wonders what

we are laboring so hard to preserve. So, we reject the episéemic'

framework all together, replacing 1) and 2) above with new assumptions

about "knowing", and its place in our communication scheme. Tﬁese ‘

neﬁoassumptions are:

1)* That human beings ;Aow quite some number of non-trivial matte;s to
be the case is a theoretical possibility about, rather than a fact

of, human nature.

2)' Because of 1)' we do not assume that someone represents himself

as knowing something, everytime he asserts something with serious

J



literal intent, and does not preface his assertion by some non-
epistemic qualifier. Rather, if soméone asserts something to be
the case, we understand that assertion to represent what that

N

> person believes (perhaps, with very great conviction), ra%ﬁér N
than knows, to be the case. ° -

Furthermore, as a transitional scheme between these two frqmeworks we

adopt the following convention: (S) Whatever.is asserted in this

paper is not meant to represent a knowledge-claim, but rather simply to

represent what I, or anyone else who shares my position, believe to

be the case relative to the epistemic framework.n Convention (S)

and assumption 2)' above allow us to avoid the charge of inconsistency.
For if ;bmeone were to object: "How can the skeptic, who ctaims that

it is not clear that anyone (including himself) ever knows anytﬁ5né,
about any matter whatsoever, claim anything about what pegple do and

do not know?"]2 We respond that the patteré of 1angua§; on which the
objection above is base& (a pattern of language either identical to,

or very close to 2) above) cannot be legitimately applied to the version
of skepticism argued for in this paper. Ffor, {2)' and (S) insure that
the skeptic of our account never represents himself as knowing anything

whatsoever, and thereby contradicts his skeptical claims.]3

Similarly,
the advocate ‘of the version of skepticism argued for in this paper

is not “"consigned to silence", because, although any skeptical position

. could avoid the charge of inconsistency simply by never making any

[PV

assertions whatsoever, this is not the aﬁproach we are taking.M



Firmally, the advocate of the version of skepticism which I am

promoting is gpt in any way intellectually restrained. For, since we
havé allowed, that it is a tbeoritical possibility that human beires
know quite some number of non-trivial matters to be the case, nothing

P

prevents the advocate of our version of skeoticism from pursuing
his intellectual interest with the g;éatest 1ntensity.]5 For even
though the proponent of ou} version of skepticism would not allow that:
A) It is an indisputable fact that he knows certain mattei to be
the case. ‘

this does not prevent him from believiny, with the greatest conviction,
that:
B) Certain matievis are. the case.
and so pursuing these belicfs without any sort of skeptical restraint.]6

For 1ack.of space, I am forced in this essay to make certain
basic philosophical assumptions. These regard the classical definition
of knowledge and the correspéndence theory of truth. Since E.L.
Gettier's article, "Is Justified True Belief Knowledge?" there is
sore question in epistemolo;icl] }1rc1es as to whether this "stardard"

17 The controversy, however,

definitior of knowledge is an adequate one.
does not concern whether the "standard" definition says too much to

be an a&equate‘definition cf tnowlicge, but rather whether it perhap-
says too little (i.e. (x)(8)(Kxd~>Td & B;ﬁ‘& Jxg) is not in question
but (x)(6)(Td & Bxd & Jx8 >Kxd) is -- where the variable 'é' is
schematic and can be repiaced by any statement, the variable 'x' rances

\
over persons, and the predicate letters: ‘B','T','K', and 'J' stand

?



- where

;
: S/
respectivel: for: ' believes that___ is the case', 'any statewﬁht

.

. . . \ . y .
expressing that is true', ' knows that _is the case', and,’ is

18

Justified in thinking that__ is the case'. This seems to m{ke it safe

-

for us to assume that knowledge is at least true belief. dr if x knows

that 4 is the case, thvn x believes that 4 is the case ard any statement

19

expressing that ¢ is true. Furthermore, we shall 1n{erpret the notion

"'if x knows that ¢ is the case, then any statement eXpressing 6 is true'

according to the general semantic defieition of tnuth and the corresoondence
theory of truth. That is, we shall adopt Tarski's convention (T) accord-
ing to which:

X is true if, and only if. p.

p' can be replaced by any statement to which the word 'true' refers,

20 This means. therefore

and 'X' is replaced by a name of this staterent.
that in our terminalogy: .

(x)(8)(x knows that e >¢@)
Furthermore, we shall understand Tarski's formula intuitively, in light of
the co-respondence theory. That is, we shall assume that any statement is
truce. solely in v;rtue of its agreement with (or correspondence to) reality.
Or, if we quote Aristotle: .

"To say of what is that it is not, or of what is not thet it-dis, is
false, while to say of what is that it is, or of what is not that it is
not, is true."21 “

My reasons for making these assumptions above are primarily practical
The essay that follows is limited in length. and I cannot, therefore, argue
for the versioun of skepticism I am pruposing against the background of

every existing philosophical presupposition. It made sense to me to choose

’



the correspondence theory, and the classical notion of knowledge as at
least true belief because they are so gcnerally well accepted (at teast
amongst Engylish-speaking philosophers)  Secondarily, however, I have
chosen these assumptions because competing outlooks have never really
made any sense to me. First of all, with recpect to the notion of
knowledge as at least true bclief, there has always seemed to me to be

something radically inconsistent about the statement:

a knows that p, although 'p' (any statement excressing p) is not true.

So knowledge it seems to me must be at leasi true. Furthérmore, with
respect to knowledge as at least belief, it is very hard intuitively to

understand how we could not believe something which we kngw. What am I

doing when/{f I know something, if I am.not at least believing 1't?23

33

Secondly, with respeci to the correspondence theory, as a definitions of

the word 'true', neither the coherence, the pragmatist, or the consensus

theory of truth has ever satisfied my intuitions as to what I intend when

I say that "I believe that (such and such a statement) is true".24 For,

I do not intend in such situations to communicate that the statement I

am affirming coheres, with, or is consistent with, everythirg I believe; or

that it is a practical maxim for effcctive (or useful) behavior. Rathér,

in such situations.I sirply mean to affirm that the statement in Tﬁestion

agrees with, or in some way corresponds with, what is the case.25
Finallv. before concluding this introduction, 1 feel it is importart

for me to exp]a%n somewhat my motives for supporting skepticism.

Historﬁcqj]y, philosophical Skepticism has frequently been contrasted with

Dogr.{atism.26 The contrast I bel‘eve is an apt one. Foo what sort of



attitude attaches to th: individual who wiEhin the epistemic framaork claims
that he knowrs that this or that state of affairs is the case. It is the
attitude of having the issue decided -- not only suhjectively but
objectively, If;sbneone knows something, then it fo]]owg tha* what he

or she knous 15 the case.‘ Consequently, it seems tﬁat the knower is

commited to holding that everyone who hoilds the contrary opinion to what

he knows 1is simply mistaken.27 But is this attitude one which does full

27 Is this attitude one

which allows for the ever present possibility of conceptual change?27

justice to the fallibility of %l.e human subject?

Rather, the attitude of 'knowing', I bel{eve, frequently turns out to be
an attitude which simply reinfoices the social and concertual framework
of the status quo, ~1¢ in genera! makes conceptual. chance even more
difficult than -it would be were no-one to ever ~éssume that he/or she <
knew something to be the case.27 In the essay that follows it is my hope
to convince the reader th?t thz attitede of mitigated skepticisnl@uch as I
have cutlined in this infroduction) is in general a far better attitude

’

. 27
for supporting intellectual inquiry -- than the attitude of the "knower".



PART ONE

I

Suppose there were some evil scientist who was a master of the most
sophisticated techniques of science (eSpécially neuro-physiology and
psychocybernetics) and who puts them to the most devious purpose of
deceiving subjects into believing supposed matters of fact which are not
in fact the case. The scientist ‘first d‘i]fs holes in the skull¥s or
shells of his subjects.] Through tﬂe holes he implants electrodes into
the appropriate parts of the subject's brain, protoplasm, systems, or what-
ever.] The electrodes are attached by wires. to a special gen;rator which
sends patterns of electrical impulses into the electrodes. By controlling
the impalses the evil scientist induces whatever sort of experience or
belief he desires in his subject. The evil scientist sits behind a central
laboratory console punching the appropriate keys and buttons iﬁ accordance
with his evil deceﬁfive designs. All of this the scientist does through
special painless and inmperceptible methods rhich allow his evil machinations
to go entire]y unnoticed by his subjects.zﬁ

Furthermore, suppose I am one of the evil scientist's subjects. If I
was therc there would be no way that I could know that I was. The evil
scientist would go on deceiving me into'perceiving' this and 'thinking'
that, and I would believe that all of it was veridical factual experience.
I would be completely duped! Moreover, suppose this evil scientist was not
just deceiving me, but every other ‘conscious' findividual in the universe
as we11.3 Everyone, every conscious individual in the universe except the
evil scientist would be completely duped!!

Tﬁe above imagining is an up-dated adaptation of Descartes's evil-

demon meditation.4 In these few pages ;hai follow, I shall argue that it
10
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and other exotic imaginings Tike it present very perplexing paradoxes to
non—skepticé]; epistemological positions. They do so, I shall maintain,
because they point to a strangeaﬁd démanding characteristic of the

predicate, '__ knows that__ is the case'. That is, if we represent our-
selves as knowing something; then on certain minimal assumptions about our
reasoning and language capabilities, we repfesent ouriselves as knowing
that every possible counter-instance, no matter how gxotic Or unexpected,

which would imply that what we think we know to be the case is not, is

. ) X . . v
false.® Thus, ' knows that _is the case', is a predicate, which if ever

truly predicable of someone concerning some statement, indicates that this
individual is infallible with respect to what he knows, This seems to

contradict our more usual assessments of the all pervading fallibility of

-

human knowledge.
The essential reasoning by which we shall argue for the "evil scientist"
paradox in the pages below shall run as follows: Suppose we take any»
arbitrary statement, such as: 'there are rocks?, which it is generally
supposed many people know{is true.6 If anyone should know that theré are
rocks, then there are rocks, and the statement 'there are rocks' is true.
But if something 1ike the evil scientist imagining above were thé case,
and an evil scientist was deceiving me, or anyone else, with respect to ‘
my, or our, belief(s) about there being rocks; then there in fact

ould be false.

wouldn't be any rocks, and the statemeﬁfi'th e are rocks
By modus tollens this implies (if we combine the hypothetical fhom the
Tine above with the inference fLom the line before it) that it is not

the case that there i5 an evil scientist such as the one described above,

[2S
>

e

“C
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who is deceivihg me, or ényone else, with respect to my, or our,belief(s)
about there being rocks. Thus, on the assumption that anyone knows that
there arg rocks, we can conclude that: it is not the case that there is
an evil scientist such as the ne deﬁcrised above, who is deceiving me,
or anyone else, with respect to me, or our, belief(s) about there beinqﬁ
rocks. Furthermore, since: its not being\the case that the{g is an evil
‘scéeﬁéist..., follows validly from the assumption: that we know theée are
rocks; it seems to also follow (if we havé‘any.reasoning capability at all)
that we know that there is no evil scientist such as the one described
above, who i; deceiving me, or anyone else, with respect to my, or our,
belief(s) about there being rocks.7 But we don't know whether there is
such an evil scientist so deceiving., How am I, how is anyone, to know
that an evil scientist such as‘tﬁe one desciibed above is not deceiving

me, or them, at this very moment? The very details of the evil scientist

imagining are such that if the imagining were true, we would never know

&

it, since the evil scientist of the imagining makes use of special
1mperceptib1é'method§ in accomplishing his deceptions. And yet, such
,knowledge seems necessary if we are to accqrate]y ‘assert that we know

any statement which woﬁ]d be falsified if the evil scientist imagining were
true. e

Peter Unger in his recent book, Ignorance: A Case for Skepticism,

argues the paradox this way:

The first premise in a scattered presentation is this: In respect of
any thing which might be known or believed about the external world, say,
that p, if someone knows that p, then, on the assumption that the person
has and can apply at least a moderate amount of reasoning ability to what
he knows so as to know other things which follow from it and that he will
net lack any knowledge (he might otherwise have) because of this ability
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or its exercise, the person can or could know that there is no evil .

. scientist, a being other than himself, who is deceiving him into falsely
believing that p. The idea here is that all it takes to get this new
knowledge from the older, simpler bit is a rather moderate amount of
deductive reasoning. That essential reasoning runs like this: Suppose
that I know that p, e.g. that there dre rocks. It follows from this that
it is true and, so, not false that there are rocks. It follows from that,
in turn, that nobody is being deceived-by anyone or anything, employing
any means what ever, into falsely believing that there are rocks. Finailly,
it follows from this last, in particular, that there is no evil scientist
who is by means of electrodes, deceiving me into falsely believing that
there are rocks.» ... =

But no one can ever know that this exotic situation doés not obtain;
no one can ever know that there is no evil scientist who is, by means of
electrodes, deceiving him into falsely believing there to be rocks.8

The afbuments stated above are compc{]ing, but the actual logic of the dg‘

paradox they embody, 1 believe, is somewhat disguised. For this ré;éon, I

shall deverlop the paradox above, first in its outline form, and second as

a fully formal and generalized proqf. I proceed with the outline.

IR S 4
We allow.'p' to designate any arbitrary state of affairs which an

\ﬁvarbitrary individual, thﬁ,asupposéd1y kﬁows to be the case, and which would

be falsified if the evil scientist iﬁagining on page ten were true. This

allows us'to wrifé three pgemises:

(1) John knows tha} p.op b

(2) ([f)(theré is a evil scientist deceiving John through methods like
those described on page ten into supposing that he knows that p)> ™ p.9
and (3)‘John knows that p.
Premise (1) is a consequence of the meanihg of 'know' and 'true'; as c]arified
in the 1'n’croduction.]O Premise (2) is 'a consequence of the specification .,
of 'p' and the details of evil scientist imagining. _Premise (3)-is an
embodiment of our common sense assumption that we do have knowledge

¢

\j
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of matters.of fact ]ike:. there are rocks. -- By modus ponens from (1)
and (3) we obtain:
(4)p
+ which is, of course, eqﬁiva]ent to:
(57 vp.
By modus tollens from (5) and (2) we obtain:
(6) v (There is an evil scientist deceiving John through methods 1ike
those describe& on page ten into supposing that he knows that p.) We, '
furthermore, assume that John is sufficiently familiar with the mean{hg of"
‘know' and 'true’ (as we have explicated them) tb know premises (1) and (2).

Pa
This assumedly means no more than that John understands «English and has been

reading along in the last couple.;f pages of thig paper. We also assume
that John has been following (ie. reading, understanding, and giving his
assent to) lines (1) - (6) above. This simply meansQthat John grasps the
principles of the elementary propositional calculus, énd has at least
_moderate reasoning skill. These slight assumptions allow us to add another
premise to our argument. ?

Namely:

(7) John knows that (])'& John knows that (2) & John knows that (1),
1

(2), ana (3) lead by the strictest deductive iﬁference to (6).

From (1) - (6) and (7), by what I shall call the principle of rationality

we obtain: . ' s
~(8) John knows that (6) -or- John knows that~ (there is an evil

scientist deceiving John through methods like those described on page ten

|
into believing that he knows that p). ‘ ) i

[ 4

+
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Simpiy stated the principle of??ationality is this: If some individual
a knows some set of statements A, and a also knows that some statement

~'p' is a good inference from A, and there is no separation of context

between  a's knowing the set of statements A, and a's knowing that p is a

good inference from A; then a knows that p.]2

y We may be somewhat squeamish
about this principle, until I have explained what exactly I mean by the

notion of 'a knowing that p is a good inference from some set of statements

A', Suppoge we have three lines of a proof: \
m' e - ?
v
(2)' psq
(3)' q

And, suppose thgt some individual, John looks at lines (1)’ and (2)' and
infers (or writes) (3)'. If John knows anything at all in making his
inference from lines (1)' and (2)' to line (3)' (ie. John is justified in
drawiné the inference he doés from lines (1)' and (2)', and is not just
responding out of habit), what does John know? Does he just know that
(p~>q), or that p, poqrq)?>

Perhaps, it depends upon how we interpret the eXp}essions:
(R1J John knows that (pq). )

and (R2) John knows that (p, paqF q); -

But under any interpretation according to the special sense we are giving the
notion, '__ knows that___is a good inference from__ ", if John knows that
(3) %s a good inference from (1)' and (2)', then hé is justified in drawing
the inference from (1)’ and'(Z)“ to (3)', and is not just respoqding out:of
habit. That is, John knows tﬁe modus ponens rule of inferenie, and has

personally appropriated it. So that, given a situation where John knew lines

(1)' and (2)' to be the case, he would then also know line (})' to be the case.
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We might alternatively, approach the justification of the principle of
rationality as follows: Say that we knew that John knows the set of state-
ments {p, p2q}. Befaore allowing ourselves to infer that John knows that é,
we may want to assure ourselves that: John knows the laws of the classical
propositional calculus,’John knows the use of the modus ponens rule, John

knows and understands English, and so forth. But if John knows that q is

a good inference from {p, p=a}, then John knows at least tacitly all of the

éxtra sfatements we desire to assure ourselves that he also knows. If he
did n&t, we would very likely be/5r0n§ in asserting that John knows that q
is a good inference from {p, p>q}.

For the Eurposes of the logical outline, lines (1) - (8) above, we shall
state the principle of rationality informally as follows:

(P of R) If tﬁere is a set of statements A, which 1) are known by some
individual a, and 2) a knows that the statements of A lead in a proof by
the strictest deductive inference to a certain conclusion p (ie. a can and

)

does follow the proof without beikg interrupted or distracted), and 3)

condition 1) and 2) occur in the same—Tohtext; then a knows that p.

Line (8) of the outline above, when translated into ordinary English
becomes: John knows that there isn't any evil scientiét deceiving him
through methods like those described on page ten into thinking that he knows
that p. But Johﬁ couldn't know such a thing. At least he couldn't if he

is anything like myself or like any other human being with whom 1 believe
myself famih’ar.]5 Because the details of the evil scientist imagining

are such that if John was being deceived by some evil scientist such as

the one described.on page ten, then he wouldn't be aware that he was. The
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evil scientist accomplishes a]f of his evil machinations by special painless
and imperceptible methods which go entirely unnoticed by his subjects.]6
Thus, Tine (8) contradicts. a premise which we can add to the proof on the
hasis of the details of the evil scientist imagining, and our convictions
concerning human knowing capabilities. Namely that:
(9) ~ (John knows that ~(there is an evil scientist deceiving him through
methods 1ike those described on page ten) ).]7
Principles of reasoning like sthe one we have utilized in the outlined
argument, lines {1) - (9) aoné;vare by no means uncommon to ep{stemic
r‘easoning:]8 But.it is a worthwhile digression, perhaps, to explain how
the principle I have formulated above differs from usual formulations of such
principles -- and what advantages, [ believe, accrue to the principle
formulated above. The common sense iptuitions behind what I am terming the
"principle of rationality" are exceedingly basic. That people can and do
advance their supposed "knowledge" through deductive reasoning is as evident
a "fact" of human experience as any there is. Even the most extreme
irrationalist would admit that most individuals when confronted with an
argument they knoly or think they know to be sound, made up of premises they
know or think they know to be true, conclude from the premises that the
conclusion must be true, and furthermore that they know the conclusion to
be true. Furthermore, even if this irrationalist would maintain-that this
conclusion, which most people make, is never justified, he would still not
be disagreeing, necessarily, with the principle of epistemic reasoning we
are supporting. Rather, §uch an irrationalist would just be maintaining

that no one ever "knows that some statement is a good inference from some
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other set of statements", in the sense we have given to this expression.
Thus, it seems a completely legitimate principle of epistemic reasoning to
conclude that an individual knows some statement, if the individual knows
some set of premises which lead in an argument he accepts (or knows) to
that statement -- where the knowing of the premises and the knowing of the
inference occur in the same context.

Furthermore, the principle we are employing avoids certain classic
counter-examples against similar principles of epistemic reasoning. The
first of these concerns the infinite regress arqument famous from Lewis
Carro]]‘§ article, "What the Tortoise said to Achi]les".]g The Tortoise
(the one famous from Zeno's paradox —Z?that Achilles couldn't outrun) asks
Achilles why the first two steps of the argument for Euclid's First Pro-
position, namely that:

(A) Things that are equal to the same are equal to each other.

and (B) The two sides of this triangie are equal to the same.
lead necessarily to the conclusion that:

(Z) The two sides of this triangle are equal to each other.

Achilles answers that anyone who accepts (A) and (B) as true, muyst accept
(Z) as true. The Tortoise retortsthatl) this sounds like a hypotheticatl,
namely that:

(C) If (A) and (B) are true, then (Z) must be true.
and 2) since (C) is a hypothetical, would it not be possible for a reader
to accept (A) and (B) as true, and not accept (Z), since the reader did
not accept (C).

The Tortoise further challenges Achilles to force him logically to
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accept (Z). Achil]es agrees -- apd then asks the Tortoise to accept (C).
e

To Achilles' surprise the Tortoise agrees. Achilles retorts: "But if you
accept (A), (B) and (C), you must accept (Z)."

“Why must I?" responds the Tortoise.

"Because it follows logically from them; 1f’(A), (B), and (€) are true
(Z) must be true," retorts Achilles.

" 'If (A), (B), and~(C) are true, (Z) must be true', also sounds like a
\;}pothetical," muses the Tortoise. "Why don't we call it (D)?"ZO'

The Tortoise, of course, has drawn Achi]]eé into an infinite regress.
The regress comes about because Achilles has not noted the intuitive and
primitive character of logical inference. No matter how elementary or
trivial a given inference may seem to be, thg inference nevertheless requires
"an insight on fhe part of the individual making it. Without this insight, no
ar‘gumen.— no matter how simple -- is logically constraining.

The infinite regress argument above can clearly be brought against
two versions of epistemic reasoning principles 1ike ours in aim, but whose
formulation is less rigorous than ours. First, the behaviour of the Tortoise
is clearly a counter-example to the epistemic principle: 'if some person
a knows that p, and p -q ;‘then a knows that q'. Since, the Tortoise in
Carroll's article knows that (A) and (B) (ie. reads lines (A) and (B) and
grants Achilles that he accepts them to be true), and (A) & (B) ~(Z) ; yet
the Tortoise does not know (or at least will not accept) (Z) on the basis
of (A) and (B). Second and similarly, the behavior of the Tortoise is a
counter-example to the epistemic principle: 'if some person a knows that p,

and also knows that p ~q ; fhen a knows that q'.' Since, the Tortoise knows

that (A) and (B), and even grants Achilles (C) (ie. knows that (A) & (B) - (Z) ,
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" yet still does not know (or at least will not accept) (Z) on the basis of
(A), (B) and {C). . |
Our princib]e, however, avoids suéﬁ difficulties, or more accuréte]y,

allows us to make an end-run around®them. For, if we try to apply Carroll's

regress argument to our principle we get results something like the following:
Achilles: "Do you‘accept (or know) (A) and (B)?"

' Tortoise: "Yes." o

'Achi11;s: "Do you'see that (Z) is a good inference from (A) and (B)?"

Tortoise: ."Yes."

Achilles: “Then you knoQ that (Z) is the case?"

‘Tortojsg: “"No."

Achilles: "“Then I don't believe you understood what I meaﬁ£ by '(Z) being a

éood inference from (A} and (B);. And furthermore, I don't think I can

expiain it any ‘further to you. For,‘knowfng that some statement is a good

inference from some other set of statemenfs, is the sort of thing that at

a certain point you just have to see. If you don't see it, then there is

little else I can say to you. !

Had the Tortoise in Carroll's article seen that (Z) was a good inference

from (Af and (B){ then on the assumption that the Tortoise knew (A) and (B);

ﬁg would have a]go known (Z). As it 1s‘in Carroll's article, the Tortoise

does not see that (Z) is a good inference from (A) and (B) and so cannot be

logically constrained to accept (Z) if he accépts (A) and (B). It is this

- ]

latter which brings about the infinite regress.
The second counter-example to our principle concerns temporal interruption.

Suppose that at some time t, a mathematician proves that Al-p , and knows or

»
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understands as a result of his proof that p is a good inference from the
set of statements A. Ten years fatter the mathematician learns that A
(ie. knows that each of the statements in the set A is true). If the
mathematician through lapse of memory does not connect the two pieces of
iinformation, then he will not know that p. Ouf principle avoids this
difficulty by insisting that the knowing 6f A, and the knowing that p is
a good inference from A, occur in the séme context. By so doing we eliminate
the possibility that the relevant pieces of information will not be connected.
111 ‘
With our digression into the justification of ghe principle of
rationality completed, we return again to the evil scientist or evil demon
paradox. Lines (1)-(9) above constitute a logical outline of the paradox. -
But the above is not yet a fully formal or general argument. In order to
forma]i;e and generalize the argument we need to irntroduce some fairly
elaborate symbolic notation: '
" In the formal proof that follows, the symbols '¢' and 'o' shall be
schematic variables which can be replaced by any statement. The symbol
;p' will be a schematic letter (constant) which can be replaced by any

arbitrary statement. The symbol '¥' is a schematic variable which can be

replaced by any set of statements. The symbols 'x' and ‘'y' shall be

variables ranging over persons or conscious individuals. The predicate

© letters 'K', 'B' and 'D' shé]] stand for (respectively): ' knows that__ is
the case', '__ believes -that___is the case',and ' _ is deceived by
concer6ing___', The individual con;tant letter 'e' shall stand for the

evil scientist mentioned in the imagining narrated on page ten of this



22

_essay. Putting‘the above in the usual form of equivalences and identities
| we have: ) ‘
Kxd = x knows that d
Bxd.Q x believes that ¢
Dxyg = x is deceived by y concerning ¢
-e = ithe evil scientist mentioned:in'the imagining narrated on page®
ten of this essay.
The symbol ‘'a‘' will be an arbitrary constant (or name) for an arbitrarily
selected member of the range of 'x' and 'y'.: h
We shall express the notion (discussed above) of an individual knowing
some statement to be a good inference from some other set of statements,
by the incomplete symbol: 'K __(___&=__ )'. The places of this symbol
(designated by the blanks) shall be filled (in order) by: the name of a
person or a schematic letter or variable which can be replaced by a set
. of statements, and a statement or a schematic letter or variable which can
be replaced by some statement. Thus, the expression "x knows that ¢ is a
good inference from the set of statements ¥" becomes (under the notation
we hévp just set down: Kx(wk=¢)).22' We formulate the principle of

rationality:
() (V ) (Kxv & Kx(wk=g).~ Kxg) =~ where Kxy and2Kx(Wr¢) occur in
the same context.-23
We also need some range restricted variables. The symbol 'x'' shall

be a variable ranging over the sét of all persons exluding the evil

Y e e Bt i (e g
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scientisys That is, if X = the set of all persons, then the range of
'x'' ={y: yeX & yte}. The symbol 'Xﬁ' shall be a variable ranging over
the set of all persons who know that line (9) is a good inference from
lines (1) and'(2) in the first half of the proof Selow (ie.lknow that lines
(1) and (2) k= (9) -or- (R])(Ki]((1),(2)h=(9))) ). That is, the
individuals in the range of 'x]' are the sort of individuals who:

1) are sufficiently skilled in reasoning to be able to judge with good
reason that the proof below lines (1)-(14) is deductively valid and sound.

2) do in fact judge that the proof below lines (1)-(14) is deductively
- valid and so; d.
and 3) can use this information in connection with other things they know
to be the case to further their knowledge. .
The symbol '54‘ shai] be a variable ranging over the set of all persons who
we can regard, roughly, as "ordinary, reflective knowers" -- that is, (for
the purposes of the proof below) persons who can be said to know line (2)
in the first part of the proof; and for. whom the principle:

(8)(0) (Kxg & Kxb.>Kx({8,6})) | '
ho.]ds.24 Furthermore, the symbol 'gh" shall be a variable ranging over
the intersection set of the range of 'X,', the range of '54', and the range
of 'x'' -~ per context. That is, if some individual is in the rangé of
'X;'s '%;'s and 'x'', and there is no separation of context beibeen his
being in the range of each of these variables; then he is in the range of
'x]".25 #ina]]y; the-symbotl 'Eﬁ" will be’an arbitrary constant (or.name)

for an arbitrarily selected individual in the ranée of |X§|I‘

Because of the details of the restrictions cited above, there are



w—r——

SEAGTER P I LB W ST A TN B Sty

24

certain patterns of inference between quantified expressions contain}ng
the vari&us variables spec}fied above, which are clearly valid. We shall
réfer to these patterns of inference, here and elsewhere in this essay,
as 'range rules'. Because the range of 'xi','the range of '54', and the
range of 'x'' are each proper subsets qf the range of 'x', and the range
of 'Xﬁ" is a proper subset of each of these; from any statement of the
form:

r

(x) (Fx)

- .we can validly deduce:

(%) (Fx;)
(.&])(F?ﬁ])
(x")(Fx")
and from any statement of the form of the above, we can validly deduce:
] 1 26
(%' )(Fxy ")

Finally we need to set down some conventions concerning line numbers. Line

numbers expressed as fof]pws shall be schematic. If we have: A
(1) John 1is drunk.
and
(2) Jane knows that John is drunk.
then by the conventions of this essay we“shall allow that:
(3) Jane knows that (1).
is the exact equivalent of (2). On the other hand, i% we have:
(4) Jane knows that the‘statement 'John is drunk' 1is true.
then we shall allow that:
(5) Jane knows that "(1)" is tfue. -

is the exact equivalent of (4).
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We can rigw proceed with the generalized form of the argument. The
proof that follows will be divided into two parts. The first part is
" relatively familiar from lines (1)-(6) of the logical outline of the former

oo 27
section. It proceeds:

Ii]) - p hypothesis

(2) T (6)(x)(v) (Dxyop0) hypothesis -

(3) *p reiterate

(4), | % (x)(y) (Dxyp=>vp). ‘ gglv?gf?]]?l;ngit1on: p

(5) | (g;)(Y)(Dgxypjmp) range ;ules, line (4) '

(6) : ;(y)(DE{ypymp) universal elimination: 7'

' for X', line (5)
(7) . | Da 'ep-up ~ universal e]imintation; e
.7 . > for 'y', line (6)

(8) i'V\,p ' : double negation, line (3)

(9) - L@ngp | .7, modus tollens, lines (7),(8)
(10) ?_(2):,(8)28 l conditional proof, lines ( 1-(9)
1) (1)-.(2)2{9) conditional proof, Tines (1)-(10)
(12) F(1)s.(2)>(9)" \\\x¢/TTT7/3eriveﬂ on no assumptions
(13) ()" " (2)-(9)" ) "~ deduction theérem, line (12)

(14) )R ()28 S deduction thearem, 1line (13)

The deduction abqve allows us to formulate a second deduction utilizing

the range restrictions of "%y and Txyt Because of the above, we can write

three new premises ((1),(2), and {3) below) which are intuitively obvious

in light of range restrictions on %XR' and ,i],'zg

&

We add to these three

/
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premises two other premises, which I have already argued for. Line (4) is
the formalized statement of the principle of rationality, discussed in
section II. Line (5) below is a formal and general statement of the+
common sense assumption that:

1) We do have'knéw]ed@e of supposed matters of fact which would be
falsified if something 1ike the evil scientist imagining on.page ten were
true.
and yet 2) Striét]y speaking, we don't really know whether or not there is
such an evil scientist, 1ike the one described on page ten, who is deceiving
us with respect to many of these supposed facts we think we know to be the
case.

From these premises we can prove a contradiction:

II. :
1. (54)(K5T(2)). premise
2. GG, (2= 9) . prenise
3. (x7)(9)(8) (Kx;$8Kx, 6. 5Kx(9,60)) premise
A () (0) (W) (KxpdaKx (yg) . 5Kxg) _' premise
5. (x')(3¢ (Kx'¢&me'me'e¢)3o premise
6. (x ])(Kx](z)) ‘ range rules (1)
7. (x )(Kg]\(1), (2)!= (9)) range rules (2)
8. K§;(2) ‘ universal elimination: a  for
. X in (6) :
9. KE}((]), (2) = (9)) universal elimination: a for
X in (7)

o

10. [.EELLLL“ ‘ hypothesis
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11.
12.
13.
14,

15.

16.
17.
18.

19.
20.

21.
22.
23.
20,
25.
26.

Ka;(2)

(x7) (2)(0) (Kx, 68Ky, 0-5Kx( 9, 6))
Kay (1) & Kz;(2).-Ka' ({1), (2))

K& (1) & K3 (2)

L Kg (1), (2))

(x) () (W) (KxydKx(yke) . oKxg)

(] 8) () (Kngke( ghp) . Kxp)
Kay ((1), (2)) & Kay((1), (2)E(9)).

)

DKa]’(9)

Ka, (1), (2)=(9))
)

Ky ((1),+(2)) & K ((1),

-1 _I —
Kg]pﬂKgthg{ep

(X]' T(é)(KZ]I szSnK_I_]‘%DX]' ed)

-
'\,(3

/

)(8) (KE} $=KE V0 e

X)) (@) (kx| g2 Kx)“DF; o)
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reiterate, line (8)
reiterate,, Tine (3)

universal elimination, line (12)
'é”"Mr'd‘wm '(2)' for

& introduction, lines (10)
and (14)

modus ponens, lines (13)

. and (14)

reiterate line (4)
range rules (16)

universal elimination, '(1),
(2)" for , '(9)' for 'g’

reiterate line (9)

& introduction lines (15)
and‘(20)

modus ponens, lines (18)
and (20)

conditional proof, lines (10)-
(21) '

substwtft1on p for (1),
and Da 16P for (9)

‘a ' and 'p' are arbitary in

(23)

double negatioh (24)

@ -jgl transformation
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m(BX]')(Bé)(Kz]'fs & mK_?_]‘sz]'egs)* >-& transformation

(X{)(Bﬁ)(Kz]'es & mKX]’ng]'égs) ' range rules, line (5)
(3¢)(K§1l¢ & “KajDa ed) universal elimination
(3x') (36) (Kx} 9 & ~Kx,“Dx, ef)* existential introduction
\\
/
Y=
N

("



IV

The proof above is a rigorous, formally flawless demonstration. The
premises on which the proof are built are plausible. And the inferences
made from these premises are good ones. Furthermore, the import of the
paradox developed above goes far beyond what it might first appear to
be -- a strange paradox resulting from a very strange use of the imagination.
Rather, as should be obvious to the.reader at this point, the actual
details of the evil-scientist imagining have very little to do with”the
actual logic of the paradox. What is sign{ficantois simply that if the
1mag1n1ng were true, many ordinary matters which we assume we know to be
the case, would not be true. And furthermoré, that because the details of
the imagining are so exotic, we find it very, very hard to claim that we
know that the imagining is not true. Imaginative suppositions, like that
of an evil scientist who deceives subjects through sophisticated electronic

equipment, are simply classic counter-exemplary hypotheses te the common

sense assumption that we indisputably do know most of the matters which we

think we know to be the case. Any one of these counter-exemplary‘hypotheses

Qii] generate a paradox similar to the one we have developed above, so iong as:

1) The counter-exemplary hypothesis (C E.H.) can be plugged into an
analytic like conditional of ‘the form:
(C) If___, then évery.statement of a certain non-empty class of
statements is false. y

(where the C.E.H. is placed in the blank and results in making (C) more or

. . Cay 3
less “true in virtue of meaning"). 2

2) we claim that someone knows at least-one of the statements in this

YO
'7; *}\.

i s

amad 4 T



30
non-empty class of statements to be the case.

3) we claim that’ this same someone is a member of‘a class of persons -
who can and do make relatively simple logical inferences, and who know that
(C) "and perhaps know a few other relatively obvious analytic-like truths.

and 4) we claim_that this same someone.does not, and cannot know that‘the
counter epistemic hypothesis is false, ‘because he has no experiential
eriteria to distinguish the case in which the hypothesis is true from the
case in which it is false.

Thus, what paradoxes like the one we héve developed above point to (to
reiterate what:istated at the beginn%ng oflthis chapter) is the extremely
Hemanding character qf the verb 'to know faat___j -- in that -- if we
represent ourselves as knowing something; then, on the assumption that

we are at least moderately skilled in reasoning, and knoﬁ‘a few analytic-
1ike conditionals of language to be true, no matter how exotic or unexpected,

. which would imply that what we. think we know is not true, is false.
% .

Furthermore, this demanding character of the verb 'to know tﬁht____ seeﬁs
/)) to conflict with our more usual assessment of the fallibility of human
knowtedge.

In order to illustrate the claims made above, in what follows we
shall replgce the exotic evil scientist imagining with a number of other
counter-epistemic hypotheses which generate paradaxes similar to the one
developed above. The first of these conceyns Russell's famous suggestion
that the world just might h#vé come into existence'five minutes ago,

complete with all the memories we have concerning matters thought to have

occurred in_the past. Russ€ll writes:
»
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There is no logical impossibility in the hypothesis that the
world sprang into being five minutes ago, exactly as it then was,
with a "population" that 'remembered'a wholly unreal past. There
is no logically necessary connection between events at different
times; therefore nothing that is happening now or will happen in
the future can disprove the hypothesis that the world began five
minutes ago. Hence the occurrences which are called knowledge
of the past are logically independent of the past; they are wholly
analysable into present contents... 33
The point behind Russell's suggestion is that everything making up a memory-
belief is obviously happening now, whereas what the memory-belief refers to

33

is assumedly happening in the past. This leaves a gulf between what is

actually experienced in memory and recollection, and what we believe our-

34 Thus, if the world came into

selves to know through this experience.
existence five minutes ago, complete with all the memories we have con-
cerning what we believe to have occurred in the past, no one would ever
detect it. Since, what we would experience would be no different than
what we would experience if the past was as real as we suppose it to be.
Since expectations ag to what shall happen in the future carry with
them the complementary characteristic to memory-belief (ie. beliefs about
the future occur now but obviously refer to future events), for our purposes
we shall expand Russell's supposition to cover events in the supposed
future, as well as events in the supposed past. We shall call our
speculative supposition (R'). Suppose that:
(R') the world sprang into being five minutes age, and will pass out
of existence in the next five minutes and one second. What we regard as
memories of the past (before five minutes ago) are the results of this
spontaneous creation. What we regard as expectations about the

future (after five minutes- from now) are also the result of this

9
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spontanepus creation. //A

Supposition (R'), like Russell's suggestion, and like the evil scientist
imagining, has the characteristic that if it were true, none would ever be
able to detect it. Since the nature of the hypothesis is such that what
we would experience in the event of (h') being true (at least in the
present) is no different than what we would experience if (R') were not
true. The hypothesis above allows usto set up a paradox similar to the
evil scientist parédox of the former section.

We retain all the previously eétab]ished conventions from section III
with the following reformulations and additions: The symbol '#*' shall be
a schematic variable which can be replaced by any statement which would
be falsified if (R') turned out to be true. Variable '6*' assumedly can
be replaced by any statement which refer(s) to an occurrence/or occurrences,
earlier than five minutes ago, or latter than five minutes from now. The
letter 'R"' shall be a constant dgsignating'the conjunction of statements
set-off under (R') above. The variable 'X,' shall be a variable ranging
over individuals in the range of 'x' (persons) who know that line (4) is
a good -inference fron lines (1) and (2) in the first half of the proof
below (i.e. (XZ) (sz((l),(2)$=(4))). The variable"ﬁe‘ shall be a variable
(persons) who know line (2)

ranging over individuals in the range of 'x
in the first half of the proof below to be the case. The variable 'gé'
shall range over the intersection set of the range of 'Xé‘ and the range of

‘X, == per context.35 The symbol 'p*' will be a schematic letter which

=2
can be replaced by an arbitrarily selected individual in the range ‘g*'.

~ The symbel 'EQ' will be an arbitrary constant (or name) for an arbitrarily

4



any statement,and ' v

selected individual in the range of 'Zé"

In order to shorten (and make'it easier to follow) the proof below, we
shall replace some of the syntactical conventions utilized in tﬁé former
seétién, with rule and definition conventiops. Instead- ofethe syntactical
formulation of the principle of ratioﬁa1ity employed above, in what follows
we shall make use of the rule of inference:

if 1) Kx(y)
and 2) Kx(yko¢)

where 'x' is replaceable by the name of any person, '4' is replaceable by
any statement, 'y ' is replaceable by any set of statements, and']) and 2)
occur’in the same context. We shall refer to this rule as the principlé
of rationality. Instead of the syntactical principle:
(x) (@) (2 Y(Kxd & Kxg. Kx(g0))
in‘what follows we shall define the notion of someone knowing a set of
statements as: ' ‘ A
Kxp=df (g)(d p. Kxg)

where 'x' is replaceable by the name of any person, '4' i's replaceable by

" is replaceable by any set of statements. This allows
us the rules of inference:
if 1) pr1
2) Kxﬁ2

3) Kxpq
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then 4) Kx{o],oz,o3 .}

[

and if 1) Kxy
and 2) Kxg

-----

then: Kx(y .¢)
With these conventions explained, the proof that follows is more or less self-

explanatory. The first half proceeds:

1.

(1) fEf - hypothesis o
(2) ; FXBLlEEEi :“‘ k hypothesis

(3) | ;'pr double negatibn_(])

(4) Lf»(R') ' modus tollens (1),(2)

{5) ;(2)3(4) conditional proof (2)-(4)

(6) (1).5(2)>(4) _ conditional proof (1)-(5)

(7) #Yl).:(2)3(4)” . (6) concluded gn no assumptions
(8) ‘1)) Fl2)-(a)" deduction theorem (7)

(95 Kl)t 12)5{a) . deduction theorem (8)

The deduction above allows us to formula{e a second deduction based on

1) the range restrictions of 'ié and '52 , 2) fﬁg\gommon sense assumption

. that we do have knowledge of many things in the past and the future, and

3) the rather unsett11ng reflection that we can't really claim to know that
(R') is not true, since if something ]1ke (R') was true, we would have no

way of telling that it was. The sécond half of the procf proceeds:

4



(10)

(11)
(12)
(13)
(14)

(15)

(16)
(17)
(18)
(19)
(20)

. (21)-

(x,)(Kx,(2))
(x,)(Kx,((1), (2)#(4))
(x)(36*) (Kxg*, & vx(R')
(x,)(Kx,(2))

(x,) (K5, (1), (2)=(4))

)36
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P
2]
~no
—_
—
~—
—
-
—_
(3]
~
~—

~ 4
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(=2
~n

(X,) (8%) (Kx,#*>Kx, (VR )
W(X,) (8%) (KE$* K5, (R 1))
W(3%,) (36%) (V{KE oKX, ("R1) ))*
(3K,) (36%) (KE9% & M, (R'))
(X,) (38%) (KE,$* & KX (+R'))
(39*) (Kapp* & KG,(R'))
(3%,) (38%) (KX, $* &@m‘n*

-
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premise
premise
premise
range ru]és
range rules

universal elimination 'gé‘
for ‘52' (4)

universal elimintation 'E%'
for 'x,' (5)

hypothesis

reiterate (6)

K-set rule

reiterate (7)

principle of rationality
conditional proof (8)-(12)

substitution (p*) for (1),
and (“R) for (4)

'p*' and 'EZ' are arbitrary
double negation

3-y transformation

DeMorgan's Law

range rules (3)
universal elimination (19)

existential generalization (20)
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Appendix to Part One

In the formal proofs above I have freely quantified into epistemic
and belief context. The reader may be wondering how I intend to justify
my use of quantifiers in this way above in light of the old problem of
identity substitution into knowledge and belief context. For the purposes
of this essay we shall get around the paradoxes that can result from,
identity substitution into knowledge and belief context by transforming
when necessary statements of the form of:

"a knows that p"

. to statements of the form of

“a knows that "p" is true."

a short explication will illustrate how this works. Suppose we take as a;
examp]e the statement:

(E1) Watson knows that Mr. Hyde is a murderer.

In the classic formulation of the paradox, since

(€2) Dr. Jekyl = Mr. Hyde
we should be able to infer from (E1):

(E3) Watson knows that Dr. Jekyl 1is a murderer.

But sLou]d (E3) follow logically from (E1)? Our immediate reaction is to
say no. If Watson knows that Mr. Hyde is a murderer, it does not follow
_necessarily that he knows that Dr. Jekyl is a murderer, because he may
not knoQ that Dr. Jekyl and Mr. Hyde are iQentica]. The paradox, however,
does not occur-if we replace (E1) Qith:

(E4) Watson knows that 'Mr. Hyde is a murderer' is true.
because the statements:

v
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(E5) 'Mr. lyde is a murderer’
and (E6) 'Dr. Jeky!? is a murderer'
are not identical. Thus, I justify my use of quanfification intq epistemic
and/or belief context by allowing that everytime I write a statement of the
form:

Kxg
I really mean a statement of the. form:
Kx (T8)
where '®' is a meth]inguistic\variab]e whose value is whateyer statement 'y’
is replaced by,and the letter 'T' shall be the predicate, ‘the statement
____is true'. Thus, when we write:
(F)())(8) (KEJ$ > KinDex)6)
what we really mean (were we pressed by questions about identity substitution) is

(Fz)(g})(@)(xgj(Té) 5 KX&DeX}(Té))

I have expressed matfers the Qay I have in the text of this essay for the
sake of simplicity and clarity. Furthermore, it is'my guess that, despite
first appearances, there really is nothing Qrong with allowing that (E3)
‘does,fo1low ]ogica]ly from (E1). For, assuming that "knowledge" is a two
place relation between sgbject and objec? of knowledge, what (E3) expresses
is that |

(KR) A knowing relation obtains between the subject Watson, and
the extra-linguistic fact that Dr. Jekyl is a murderer.

But the fact of Dr. Jekyl being @ murderer is the exact same fact as the
fact of Mr. Hyde being a murderer, so perhaps (E1) and (E3) are equivalent.
after all. (These last thoughts are a subject of research which [ have

taken up and which is as yet still .in its germinal stages.)
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A PART TWO

In the preceeding chapter we developed formally what I have called:
“the evil scientist paradox", as well as a second paradox concerning the
hypothesis that the world came into existence five minutes ago, and wi]i
pass out of existence witﬁin the next ijé minutes and one secand. In
this chapter we shall expand the paradoxes developed in the former chapter
to include new, less exotic counter-epistemic hypothesés, and shall answer
a ﬁumbernof objections which might be raised against the plausibility of

the argument we are presenting.]'
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V. (The “0h Come-on" Arqument)
Suppose someone were to object:
“Evérything you have said abov 7 interesting, but highly
misdirected. What you have developéd are not paradoxes, but
sfmp]y proofs based on your ppincjple of rationality. MWe b
certainly do know that thenr 0 evil scientist deceiving us -

- such -as you have imagined on page ten, for precisely the reasons
you have suggested in your formalization. Because we do know
certain matters -of fact which imply that the evil scientist
imagining is not true, it fallows that we know that imaginings
T1ike what you have narrated on page ten are not true. I mean,
come-on, get serious; you know as well as [ that there is no
evil scientist decefving you or I into thinking there are rocks,
because there are rocks. Your “paradoxes" seem.to rest on the
fallacious assumption that in order to know that something is
the case, we must know‘hbw we know that we know it -- in a very
ultimate sense. But this is simply asking too much.z"

The above is a very typical responsa of a non-skeptic to a skeptic.

And it is a response which is at first very difficult for a skeptic to
respond to. The reason is that the counter-epistemic hypotheses which we
have ut;]ized thus far, are very abnormalvsounding. In the case of the
evil scientist paradox., because)the detaitls of{the evil scientist imagining
are so bizarre, §g‘counter-6rdinary, when a noﬁ-skeptic with a very lqu
voice shouts: ™I do kno@ that there are rocks, and I do know that I am
not'being deceived by any évi] scientist with respect tbrmy belief that
£here are rocks", we tend to bé persuadedi The details of the evjl-‘
scientist imagining are so contrary to what we suppose to be the case in

everyday life, that when confronted with the confident affirmations of
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the non-skeptié, we almost immediately assume that there is no evil

40

scggntist deceiving us with respect to any of our common sense beliefs.
For this reason, I want to make it as clear as possible how exactly I am
utilizing counter-epistemic hypotheses like the evil scientist imagining

of the former chapter. First, I am not even mildly suggesting that people

of fact. . I very firmly believe that there is no evil scientist like th
one I have described on page ten of the former chapter. I am, rather, only
utilizing the evil scientist imagining to support the truth of the uni
conditional:
(x)($')(Dxeg' 8" f

(where '¢'' is a schematic.variable replaceable by any statement, which

L3

would be falsified were the evil scientist imagining true). Second, I am
claiming that we really can't maintain that we know that counter-
epistemié hypotheseé 1ike the evil scient{st imagining ar; false, at.least
so long as we are speaking within the context of the eﬁistemic framework,
because we have no experiential criteria to distinguish the case in
which the hypothesis is true from the case in which it is fa]se.3

In order to support my'seéond claim above (ie. that we can’t maintain
thatlwe know gounter~epistemic hypotheses like the evil sciewfist imagining
are not trué)‘ I shall chan§Z~the ground of the discussion somewhat. That is,
I shal]Adevelop a number of "new" paradoxes from counter-epistemic hypotheses

whiéhué}e not as abnormal 5bunaing as those of the former chapter. Thi;

will allow us to counter some of the rhetorical force of the non-skeptic's



_ "Oh Come-on" arguments. For example, suppose that at least one of the so-

called "human" individuals with whom you will come in contactabin the
next 24 hours i; not re&]]y a human being at all, but is an automaton -- a
compute%ized robot. Hé; or it, has been planted.by tﬁe Russian K.G.B., as
a sort of. "super-spy" to check-up on their agents in Canada. This automaton
individual acts indistinguishably froma human being. . He/it talks like a
human being, walks like a human‘being, exhibits emotional behavior like a
human being and so forth. He is for all practical purposes~a perfect copy
of a human being, except of course, he is not conscious. Now when you run’
into this automaton individual, will you recognize him/it for what he/it
is -- not a conscious human being but an automaton? Probably not. At
least not if the K.G.B. has built him, or it, sufficiently we]l. The
automaton will be too good a copy'of a human being to be detectable.

The example above allows us to formulate a paradox, whichlin outline
form comes to something like this: Suppose we know some statement p to be

the case, where p expresses a uniquely conscious property of some individual

‘a. For example, suppose we know the statement:

Harry is thinking about modal logic.

. where'___is thinking about modal logic' designates a property which can

only be correctly ascribed to a conscious individual. (ie. We are assuming

here that thinking about modal Togic, is someihing which only a conscious’

individual can do.) That is, any combination of the predicate ' s

thinking about modal logic' and tﬁe name of some non-conscious individual,
Lesufts in a false statement.)4 If wé know that Harry is thinkiyg about

modal Jogic, it fo]]bws that it is the case that Harry is thinking‘about
' 14
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modal logic. But if it is the case that Harry is thinking about modal
logic, then it fol]ow% that Harry must be a conscious indjvidua]. For,

on our assumption he could not think about modal logic, un]esé he were a
conscious individual. But if he is a con;cious indi;idual, then it follows
that Harry is not an automaton. And so, on the assumption that Harry is
thinking about modal logic, it follows that Harry is ndt an automaton.

But if we know that Harry is thinking about modal logic, and know that

'"Harry is thinking about modal hogic' leads validly to the pbnc1usion that

RS 7 ULV Y

'Harr} is not an au§omaton'; then we ought to- know that Harry is not an
automaton. .- But we don't know such a thing. Wg don't know and can't know(
such a thing, because if the hypbthetical K.G.B: super:spy copies human
behaviour as well as we have hypothesized, thén if Harry were an automaton,
we could not detect-it. We would have no experiential criteria to
distinguish tﬁe behavior of the K.G.B. super-spy from the beﬁébior{of a
truly conscious human being. In stating the paradox formally and generally,

we shall once again retain all of the previously established conventions

from sections III and IV of Lhe former chapter, with the following

reformulations and additions: The letter 'C' shall designate the set of

St S et T

all consciols beiﬁgs or persons.5 The symbol 'Fz' shall be a complex
. . O

schematic variable which can be replaced by any open statement containing . //f

s

a free occurrence of the variable 'z'. The letter 'z' shall be a simple /
variable ranging over individuals withoué re§¢riction. The symbol ‘Pz’ )
shall. be a schematic variable which can be ﬁeh]aced by any member of the >

set {Fz :(z)(Fz - ze C)} The symbol 'Mz' shall be a schgmatic constant

P

replaceable by an ‘arbitrarily selected mémber of the set ({Fz :(2)(Fz- 2¢ C)}

7
[
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The constant letter 'c' will name an arbitrarily selected indiviﬁua1‘in
the range of 'z'. The predicate letter 'A' shall stand for the pre¢iéate
'___is an automaton'. This time, £he variable 'x,' shall range over any
person who knows that line (8) is a good inference from lines (1),(2), and
(3) in the First part of the proof below (ie. (x3)(Kg3((1),(2),(3)r-(10))).
The variable '23' gha11 range over any person who knows lines (1) and (2)
in the first part of the proof below (ie. (x3z(Kx3((1),(2))). The
arbiftrary constant letter ‘53' will name an arbitrarily selected individual

in the range of ‘23'. The arbitrary constant letter 'a,’ will name an
arbitrarily selected individual in the range of '53'. The-variable '23‘
shall range over the intersection set of the range of X3 and the range
of '23' -- per context. The arbitrary constant letter 53 shall name an
arbitrarily selecte®individual in the range of ‘25"

Thg idea behind thé specjfication of the range of P2 above is to
define the set of all prediéates uniquely predjcab]e of ‘conscipus beings,
properties and relations which are essentially related to the consciousness
of'some individual. For exaﬁp]e, uqdér any interpretat;;n, the statements:

(1) The table is in pain.

' "(N2) My pencil is a cléver logician, ‘

(N3) That book on the shelf perceives the matter quite clearly.
are false (assuming the subject of the sentence is not conscious), whereas
the statéments: '

(C1) Sharon is in pain.

(C2) The fellow who smokes a pipe and wears striped socks iS a very
clever logician. )

(C3) - That student perceives the matter quite clearly.
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are possibly true (assuming that the subject of the sentence is conscious).

Furthermore, this notion allows us to specify generally what sort of state—

ments imply that their subject must be a conscious individual. This makes

possible the proof below:

I.

10.
1.
12.
13.
14.
15.
1.

R4

(z)

)(P)(Pz

>zeC)

)(Az.(zeC))

- = e

(z
| [ e
R
l

) (P){(Pz>zeC)

z) (Az>n(zeC)

4 f'k:oCeC

L (2)5((3)-010))
(1).5((2)5(13)>(10)))

().
"(1)

b]

(2)

>((2)>((3)-(10)))"

") 0)®

(%) (K1 (1),(2),(3)£(10)))
(1) (Ke5((1),(2))

(x)(3z

)(3

P)(KxPz & “Kx("Az)}

hypothesis

hypothesis

\\Ezgpthes1s

‘rejterate

reiterate

Tow s N TN
umversa]\&mmatwn: Cehfor 20

and 'P' for 'M'

modus ponens (3),(6)
universal elimination: ’'c¢' for 'Z'
double negat1on (8

modus tollens (8},(9)

2)-(11)
)-(12)

(13) derived on no assumptions

)

),(9)
conditional proof (3) (10)
cond1t1ona1 proof (

(1

conditional proof
deduction theorem
premise

premise

premise



10.
1.
12.
13.
14.
15,
16.
17.
18.
19.
20.
21.

. L

@3(3)3@3(10)
3Mc:K§3
(23)(a)(b)(K§3bz:,Kg3(mAz)) ’

Ka (VAC)

V(x3)(2) (P) (KxzP2oKx, (vAz))

V(3x3) (32) (3P ) (V(KxyPz oKXy (VAz)))
V(3%3)(32)(3P) (Kx3P2. & .KKg (vA2) ) ¥
(%) (32) (3P) (KX jP2.8.4KF, (A2))
(32)(3 P‘)(K§3F5?.&.NK§_3(«A2))

(3%3)(32)3P) (KiyP2.&. KX, (VAZ) ) *
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yvange rules (1)
range rules (2)
T
universal elimination 'a.' for 'x.",
universal elimination 'a,' for 'X3"s

(5)

hypothesis

reiterate (7)

K-set rule

reiterate (65

principle of rationality
conditional proof lines (8)-(12)

substitution I. (3), I. (10), 14.
ety tay! ‘M are arbitrary
double negat{on °
3 transformation

>§& transformation

range rules, (3)

universal elimination (19)

I-introduction. (20)

.

The parado% above, results from the logical incompatibility of premise

(3}, the “"common sense" assumption that:

1) we do know certain matters of fact about the conscious life of
other individuals like ourselves, which we express through statements

of the form of ' !

P

—

although 2) we don't know for certain in any given instance if the
individual in quéstion is not a conscious being at all, but some sort of
automaton, .
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and the "deducibility" (on certain assumptions about the kind of knower

we are dealing with) of 'a knows that __ is not an automaton' from 'a knows
that __ has a property of the uniquely mental type described above.' But
what if, 1ike the objector at the beginning of this section, someone

were to argue:

(0') "I do know, for certain, in many given instances that such and
such an individual is not an automaton. I know this in any given
instance where I’know that such and such an individual is doing some-
thing (such as thinking about modal Togic) which only conscious beings
can do. For that matter, I know it because I know that such and such
an individual is doing something which only conscious beings can do."

Despite the robust and appealing character of this reply, I think
it is shown to be inadequate through the following hypothetical situation:
Suppose such an objector makes his confident and somewhat dogmatic
affirmation with respect to some individual "Harry" who is in the éame
room as the objector. For example, suppose the objector maintains that
he knows that "Harry" is not an automaton; because he knows that "Harry"
who is sitting in the chair beside him, is thihking about modal logic,
and thinking about modal logic is not something automatons can do.
Suddenly “Harry" raises his "hand" to his "face", pulls off a plastic
mask and reveals that he/it is not made of flesh and‘bjbgd but circuitry.
Wouldn't this objector be made to feel quite foolish, even embarrassed
by his claims? Indeed, wouldn't he seem to be exposed as having been,
not oﬁ]y wrong, but unreasonably dogmatic. Doesn't the threat%f such

an experience establish, that we really don't know as an indisputable

r
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fact with respect to any given individual with whom we believe ourselves
familiar, whether or not he/she/it is a conscious being and not an
automaton. Furthermore, the "fact" that we thiné we haven't had any
experiences like that described above doesn't really affect our argument
in any way. For if suth an ‘event as described above did occur, we would
not only be foolish and unreasonable then -- when the robot raises his
"hand" to his "faceX and shows us "his" circuitry -- we would also be
foolish and unreasonable now in thinking that we knew as an indisputable
fact that any given individual whom we assumed to be conscious was in fact
conscious.8

The argument above is an adapted form of an argument from Peter
Unger.8 Unger presents his argument with respect to the evil scientist
imagining, discussed earlier in this essay. 1 have transported
Unger's argument to cover the c&ge,of the automaton supposition because
[ believe it makes the argument stronger, or at least more persuasive.
I believe {t does so because the automaton supposition is less exotic
and counter-ordinary than the supposition of an‘evil scientist, and
so, cuts some of the rhetorical force of the non-skeptics arguments.

Unger's argument runs as follows:

L

-y an
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On Trying to Reverse this Argument: Exotic Cases and Feelings of
Irrationality

Our sceé%ical conclusion would not be welcome to many philosophers.

. Indeed, most philosophers would be inclined to try to reverse the argument,
perhaps in the manner made popular by G.E. Moore. They would not, I

think, wish to deny the first premise, which in any .case seems quite

unob3ect1onab1e, at least in essential thrust. But even in its earkg

- formulation, they would be most happy to deny the -second premise, whlich

is the more substantive one.

The Moorean attempt to reverse our argument will proceed 1ike this:
According to your argument, nobody ever knows that there are rocks. But,
I do know that there are rocks. This is something concerning the external
world, and I do know it. Hence, somebody does know something abodt the
external world. Mindful of our first premise, the reversal continues:

I can reason at’ least moderately well and thereby come to know things
which I see to be entailed by things I already know. Before reflecting
on classical arguments -such as this, I may have never realized or even
had the idea that from there being rocks it follows that there is no
evil scientist who is deceiving me into falsely believing there to be
rocks. But, having been presented with such arguments, I of course now
know that this last follows from what I know. And so, while T might
not have known before that-there is no such scientist, at least I now
do know that there is no evil scientist who is deceiving me into falsely
believing that there are rocks. So far has the sceptical argument
failed to challenge my know]edge successfully that it seems actually to
have occasioned an increase_in what I know aBout things.

v
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#  While the robust character of this reply has a definite appeal, it
also seems quite daring. Indeed, the more one thinks on it, the more
it seems to be somewhat foo]hardly and even dogmatic. One cannot help
but think that for all this philosopher really can know, he might have
all his experience artificially induced by electrodes, these being
operated by a terrib]y evil scientist who, having an idea of what his
'protege''is saying to himself, chuckles accordingly. One thinks as <
well that for all one can know oneself, there really is no Moore or any
other thinker with whose works one has actually had any c¢ntact. One's
belief -that one has may, for all one really can know, be due to
experiences induced by just.such a chuckling operator. For all one
can know, then, there may not really be any rocks. Positive assertions
to the contrary, even on one's own part, seem quite out of place and
eyen dogmatic. [

Suppose that you yourself have just positively made an attempt to
reverse; you try to be a Moore. Now, we may suppose that electrodes
are removed, that your experiences are now brought about through your -
perception of actual surroundings, and you are, so to speak, forced to
encounter your deceptive tormentor. Wouldn't you be made to feel quite
foolish, even embarrassed, by your claims to know? Indeed, you would

seem to be exposed quite c]ear]y as having been, not only wrong, but

rather irrational and even dogmatic. And 1f there aren't ever any
experiences of electrodes and so on, that Nappy fact can't mean that you
are anyg1ess irrational and dogmatic in saying or thinking that you know.
In thinking that you know, you will be equa1]y and notably irrational and
dogmat1c And, for-at least that reason, in th1nk1ng yourself to know
there 1is no sUch scientist, you will be wrong in either case. So, it
appears that one doesn't ever really know that there is no such’ sc1ent1st
doing this thing.9

VI. Further reflections concerning the "Qh Come-on" argument.

C1ea;]y a similar pqradox/to the one developed above could be developed
in connection with'ou; supposed knowledge of matters which are uniquely
physical., That is, c]éims that we know some state of affairs p to be the
case, where p implies the-existance of some particular physical object.

.

For exaﬁp]e, suppose that the K.G.B. in addition to their automaton

1] n

man" or "super-spy" had also developed a "thing-simulating machine."
That is, an electronic box of tricks which through audip sound tracks,
holograms, lasers and a force field could "create® a chimera-like, non-

object, which appeared to the human observer exactly as a physical object
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would appear. This "thing-simulating” machiné could be put in some
lTocation, turned on; and would “create" the exact visible, tactile and

\ auditory appearance of some physical object at another lTocation (a
location different from the location of the machiﬁe). Furthermore, if
cleverly disguised, the machine's operation could be hidden in such a
way as to go entirely unnoticed by eveﬁ the most éuspicious observer.
Now'suppdse‘at ]eas£ one of the so-called phy§ic51 objects you will come
in contact with in the next\24 hours is ﬁot an object at all but one of
these chimeras or “pseudo-things". This supposition allows us to

formulate a paradox similar to the previous paradox with rLspect to the

‘automaton. For, suppose we claim to know indisputably some statement like:

The chair in the room's far left corner is made of oak.
If we know indisputably that the chair‘in the far left corner of the room
is made of oak then it fo{]owé that there must actually be some chair,
some physical object, in the far left corner of the room. But it then
fo]iows that the "thing”iin the far left corner of the rogm is a thing
and therefore not a “chimera" or "pseudo;thing" created by some K.G.B.
box of tricks. And so, on the assumption that the chair in the far left
corner of the room is made of oak, it follows that it is not the case
that there is some K.G.B. box of trick§ “creating" what we perceive in
the far' left corner of the rooml But if we know that the chair in the
far left corner of the room is made of oak and know that 'the chair in
. the fa} left corner of the room is made of oak' leads validly to" the
conclusion that 'it is not the case that some K.G.B. box of tricks is

_creating the appearance in the far left corner of the room,' then we

- e -



object." Suppose for example, that the objector claimed to know that the ) :

ogght to know that it is not the case that some K.G.B. box of tricks is

~creating" the appearance in the far left corner of the room. But we:*

don't know such a thing. We don't and can't know such a thiﬁg, because
we don't know (really) if the K.G.B. did slip in the middle of the night,

remove the chair, and plant their "thing simulating machine" for whatever

]O(The paradox outlined above can be proved formaf]y and I do so

11

purposes.
in the footnotes to this section.)''Furthermore, an objection to the paradox
above analogous to (0') of the previous séction, would avail itself to
the same sort of treatment as we gave (0') in the previous section. For
if someone were tgaargué:
"I do know, for certain, in many given instances that such and such
a "thing" is in fact a thing, a physical object -- and therefore not an
illusory appearance created by some K.G.B. thing-simulating machine. I
know this. in any given instance where L know some state of affairs p to
be the case, which implies that such and such a "thing" is a physical
object -- and tnerefore not an illusory appearance. For that matter, I
know it becausé I krow that p, which is a wholly sufficient reason for
me or anyone else to know it." '
we would respond with a test-case supposition similar to the one of the
preVious section. That is, suppose such an objector made this confident

and somewhat dogmatic affirmatidn with respect to some specific "physical

chair in the far left corner of the room was-a physical object, and not

- ey

therefore an iliusory appearahce created through some K.G.B ;hing
simulating machine. And suppose suddenly; the chair yanishes, and a
man inia white trenchcoat walks into the room, pulls a Qery sophisticated-
looking piece of machinery from a disguised panel in_ﬁhg wall, and walks

N 4

out. Wouldn't the objector be made to feel quite fob]ish,.even

embarrassed by his claims? Wouldn't he be exposed as having been not

w



only wrong but rather dogmatic and dishonest?

The paradoxes of section V and VI above illustrate what might be
termed a "formula" response to objections like the "Oh Come-on" objection
at the, beginning of section V. For (as should be obvious to the reader
at this'pbi@t) the paradoxes developed in sectionsV and VI -above are not
unique instances but part of a range of paradoxes that could be developed

- concerning various categories of supposed "knowledge". That is to say,
* that with respect to skepticism, there not only is a problem of “other
minds" (the automaton paradox) and a problem of "the external world"

(The thing-simulating machine paradox); but there is also a "problem of
induction", a "problem of our knowledge of the past", and so forth. If
we were to replace, so to speak, the suppositions above with a supposition
like:

Unaware, you have been given a drug which is able to.stiMU1ate your

brain in such a way as to _create a falsé memory image. That is, the
‘drug causes a certain image to come to your mind which you assume is
of an actual event which occurred in the past but which is not.
.Furthermore, the drug acts on the brain in a-way so similar to the
"real" or "non-drug induced" -memory process that you have no way of

detecting which of your memory images is the result of the drug and
not of some actual experience or event.

this would also enable us to develop a paradox. So also.would the
supposition:

One of the supposed events which we think we know will always occur
under certain conditions (since it has always occurred under such
conditions in the past) does not occur. For example, suppose that
tomorrow the force of gravity ceased to function or became radically
different. That is, all of the motions usually associated with the
gravitational force of attraction ceased to be evident, or became ’
rad1ca]ly different.

The point behind all of this might be summed up as follows: We canmnot

halas (7 S5 UNEL MUREIN
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y
minimize the degree of fal]ibi]ity contained in human experience. Any
one of our beliefs c;n go wrong, at any point, in.the most unexpected
way. It is just sii]& to claim that as an 1ﬁdiqu§ab1e fact we know. this
thing or that thing to be the ctase, because in so doing we represent

ourselves (on the assumption of reasoning) as knowing every possible

counter -instance which would imply that what we think we know is not the

case, is .false.. We do not know that thesé counter-instances are‘false.
Nor could we evercknow that they are.: Countér-exemp]ary hypdtheses like
the ‘evil scientist imagining or tge hypothesis that [the world came into
. existence‘fiQe minutes ago indeed are very strange; but étrangeness is
not a criteria of khowabi]itytwfz; some hypothesis is very strahge, it

does not follow necessarily that it is false.. Unusual hypotheses, of -

course, may be false, but whether or Hﬁt they are has little to do with

their "unusualness" or “strangeness". We are simply fooling ourselves if

we maintain that we can know, as an in@isputab]e fact, that there is no
evil scientist, or that the world is not five minutes old. We cannot
know these types of things. We ;annot know that any of the counter-
episteﬁiclhypotheses mentionedin this essay are false. We be]ieve that
‘they are false. And in most instances we.believe so strongly that they
are that we coulg not get a]ong in the wor]d (could not commun1cate, eat
or sleep) if we did not assume that they are false. We can, perhaps,

even believe that we know thex;are false on the-basis of our belief that

we_know certain non-exotic matters of fact which would imply their

falsity. But to claim. that we can know as an indisputable fact that

“‘. )

they are false, is.too much to claim.
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(T\\\\Nith section V and VI behind us we are.now at a point where we can
become more general with respect to whgt I have been' calling "the
epistemic paradoxés". That is, we sha11 now develop two paradoxes based

on the predicate ' is mistaken in thinking that __;js the case'. The

essential reasoning behind the first of these runs as follows:

1

Suppose that p. If p is the case, it follows that p is not fa]se;l

\

‘But if I or anyone else'weére mistaken in thinking that p is thé case then
it would follow that p is false. By modus tollens this implies that
neither I nor anyonehe]se.is mistaken in thinking that p 'is the case. So,
on the assumption that p is the case, it fﬁ]]ows that neither I nor anydne
else is'mistaken in thinking that p is %he.case. |

Now suppo;e.I know that p. "If T know that p,‘and know that ‘neithe}
* 1 nor anyone g]se is mistéken in thinking that p is the case' follows .
va]id1y from the assumption that p; then I'ought to know that neither I
nor anyone else %s mistaken in thinking 'that p is the case.” And so
generally, with respect to anything I or anyone e]%b know to be the case
(with‘certaiﬁ restrictions- on the kind of knower we are discuss%ng), I
.or this other inqividua] know that we are not mistaken in thinking this
matter to be the case.- But tﬁ;re are some tﬁings, for that matter many
things, which we know which wé don't know that we ére not mistaken about.
Even within the restricfions on thé kind of knower we are discussing,
there are some things which we (supposedly) know, but which we don't

know we are not ¢istakén about. So it is not the case that with respect

to anything I or anyone else know to be the case, that we know that’ we

v
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are not mistaken in thinking this matter to be the case.

Iﬁ formalizing the argument above we once again retain all of the
preréué]y adopted }onventions from sections I1I-VII with the following
reformulations and additions: ‘

In what follows, the pkjdicate letter 'M' shall stand for the predicate
' __is mistaken in thinking that__is the case.' And, we shall understand
the notion of 'being mistaken' in this essa} to bé the equivalent to
‘bé]ieving what is not the case', so th@t we‘have‘the identity:

(™) Mxg = df Bxg & g s
This time, the variable ’is‘ shall range over any individual in the range
of 'x' (any person). who knows that 'Tine (7) is a good inference from
lines (1) and (2) in the proof below (i.e. (25) gKis(l),(Z) (7)). The
variable '55' shall range over any individual iquthe rhnge of 'x' (any

person) who knows ]Wne (1) in the proof below (i.e. (55) (Kﬁs(])). The

.:variable '25' shall range over the intersection set of the range of"'is'

and the range of '55‘, per context.. The symbol ' shall name an

—t

<L_.:l.vl

arbitrarily selected individual in the range of '25'. Range rules sha]l

be as they have been for former proofs. As usual (for.thjs essay) the

. proof is divided into two parts. It proceeds:

I.
1. }L})(b)(Mx¢y»¢) hypothesis
AL
2. [-Q _ hypothesis
3.0 (x)(8) (Mxgng) | reiterate
§ (55)(0)(M§5¢5w¢) range rulgs
5. | . Magpnp universal elimination, 'a;' for

b

X' 'p' for ¢
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9.
10.
1.
II.

[¢)] a B . N

~d

9.
10.
7.
12.
13.
14.
15.
16.
17.
18.

(x5)(Kxg

K
. K

Vepp
D) h«W@p

(2)=(7)
(1).5(2)5(7)
F(1).5((2)=(7))

(),

(%) (Kxg(1),(2)R(7))
Kx (1))
(3x5) (36) (Kx,
(x5) (Kx5(1),(2)F(7))
(x5) (Kx5(1))
K:a_-Se(])‘,(Z')H

)
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(1), 2NN

AN

(1), (k7))
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(2)5Kag(7)
(P)Kagia \
(x5)(8) (KxgoKx WX ﬁ)
(x5 ) (8) (KxshoKx Mx-8) -
m(315,5)(3«5)«'( X ~M_5¢)

MER _5)(3¢)(Kx 5 8 KK ~ ME ) *

EL£8

*1ines (3) and (18) contradict.

XP & me AMx ¢)* o

g -
' J

double negation
modus tollens
conditional proof l

conditional proof

(9) derived on no assumptions

‘deduction theorem

premise

premise

premise

<

range rules

range rules

universal elimination 4
universal elimination 5

hypothesis

reiterate (1)

K—gef ru]é

reiterate : . '
principle of rationality
-conditiond]rproof (8)-(12) :
| (1), 1.

ag. and .'p'.arbitrary 1

substitution lines I.

double negation
3~y transformation

5 -& transformation

55

(7)
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Everything in the paradox above really depends on line (3) of the
second part. There is, however, I believe very adequate support for such

‘a premise, at least within the epistemic framework. That is, I can't

" see how any nohiékeptic couTd deny II. (3) wéthout making his position

Qery dogmatic and very unrealistic. First of 511, the range restrictions
of 'xsl in II. (3) make little diffgrence to the issue in question. If
‘the non-skeptic is willing to accept the premise: ,
IT. (3')(3x)(38) (Kxg & KxMxg)

then there seems no reason he would not also be w%lling to accept:-

L (3)(3%g) (38) (KEgh & wxizg) 12
But if the non-skeptic is not wi]]ing'to accept- II. (3'), tHen he restricts
his concept of "knowledge" to incorrigible type matters -- matters about
which he can know th?t:he is not mistaken. This, howeveﬂ? is not the
“popular of usual coh;éption of "knowledge", nor is it, I think, a véry
Sensible_one. For how many thngs can any of us really claim to "know
that we are not mistaken concérnihg.“ Far fewer ihings, [ think, than we -
would oﬁdinari]y regard ourse]yes as "knowing". Nhat would happen if we
were to restricf our uSe‘of the word 'know' to dncidents where we also
"knew that we were no£ mistaken"? Would we ever use the word 'know'?
wpu1d‘£he word have any place in everyday discourée? Furthermore,‘in
assessing either II. (3) or I1. (3') above, we have to recall-how we have
defined thd‘predicate ‘M' above, and récal] the assumptioﬁs I laid out in
the introduction to this essay -- concerning the correspondence theory of

truth and the classical conception of knowledge. For on these assumptions,

if someone knows he is not mistaken about something, then he knows that

1
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any statement express1ng that thing actually corresponds with the way

things are

in the wortd. This, I believe, is a very strong claim, and

not one which can be made to support most of what is usually regaraed as

~"kn0w1edge

FIna]ly, [ think that it is safe to assume that we are in good company

in arguing

accept II.

(Carnap)

(Russell)

for II. (3'). That is, I believe that the quotes below from "

.Carnap, Russell, Austin, and 'Quine, indicate that each of them would

(3') above. We have: o °

I am in agreement with practically everybody that sentences
of the kind: L )
«(3) "% knows (at the present moment) that the substance in
this vesse] 1T alcohol."

should always. be understood in the sense of:

(b) It is méant in the sense of imperféct knowledge, that
, is knowledge which has only a certain degree of
assurance not absolute certainty, and which, there-
fore; may possibly be refuted or weakened by future
_experience.

not

(a) It is meant in the sence of perfect knowledge, knowledge

which cannot possibly ?g vefuted or even weakened by
any future experience.

There are. two dicta wh1ch we are a]] 1nc]1ned to accept with-
out ‘much examination, SThe first of these dicta is Bwshop
Butler's maxim that’ "Probability is the guide of life.” The
second is the maxim that all our knowledge is only pHObab]e,
which has been espec1a]1y emphasized by Reichenbach.

" “Since -all knowledge (or a]most all) is d?gbtfu1 the concept

(Austin)

(Quine)

of uncertain knowledge must be admitted.

There are no kind or class of sentences ('propositions’) of

which it can be said that as such...they are incorrigible.!7 p.123

. . . 18
No statement is immune to revision.

~
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In this regard, principle II. (3') looks very much like a principle of
. /7 .

revisability. That is, a principle whereby we allow that all of what we
claim to knbw is reformable in light of future evidence.

Lastly before closing this.section [ want to emphasize that in the

. 7
above I am not arguing that premise II. (3) is true. Rather, what I am
arguing is that within.the epistemic framework (not within the skeptical
framework which I shall present in part four of this essay) I don't see ¥

how anyone could deny II. (3) without pushing himself into an indefensibly

dogmatic and unrealistic corner. That is, for the non-skeptic there seems .
to me to be a kind of unfbrtuﬁate choice. Either he can accept II. (3),

and submit to my proof that‘ﬁis framework df fhought (at ]east'that part

of it which concerns his conception of fknow1edgé”) is inconsistent, or

he cén deny II. (3) and force himsehf to take the very odd'position of

claiming that we know we are not mistaken concerning every matter Qﬁich

we claim to know. , ~

. iZ:jIIS /ﬁ N

The second paradox maki yﬁé of the 'M' operafor cannot be expressed
very easily in non-formalized 1anguagej (It necesgitates painfully
awkward sentence constructions.) So we proceed directly with the fo&ma1ized
proof. In the proof below, we once again reéain all of the previously 1
adoB&ed conventions from sections III-VII with the following reformulations
and additions: fhe variables 'x' and 'y' in the below shall raﬁge over
* any conscious 1ndividba] whatsoever - past, present, or future. (That

; [
is, Socrates is a member of the range of 'x',.you and I are members of

the range of 'x', any future person is a member of the range of ‘x', and
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.. S0 forth.)23 The variable 'X.' shall range over any ‘individual in the

6
range of 'x' who knows that line (12) is a good inference from lines (1)
and (2) in the proof below. (i.e. (26) (Ki6 (1), (2) = (12)) The

shall range over any individual in the }ange of 'x' (any

person) who knows line (1) in the .proof below.2% The variable '26' shall
range over the intersection set of the range of '§6‘ and the range of '56'

per context. The symbol '56 shall name an arbitrarily selected - \

P e b, e

zﬁdividual in the range of '26'. Range rules shall be as they have been L\\

or former proofs. The proof proceeds: \

T. . (y)(8)(Byp & Myd.>g) g hypothesis

2. . i P ' hypathesis

3. Y((Y)(¢)(BY¢ &Myg . -8) reiterate

4. () (Byg & Myg-f) ‘ universal elimination (3)

5. t Bywp & “Myvrp. np universal elimination (4),. -p'

' for ‘¢’

6. - p 5 reiterate (2)

7. WNTp . double negation

8. ~(Byvp ; AMy\p) ’ modus tollens (5),(7) T

9. WByvp v Myvp) \ . DeMorgan'§.1aw (8) %
10. Byvp v Myvp double negation - ?
11. pymp My~p S-v transformation ‘
12. ; jy)(qywpivymp) (3)-(11) universai introduction

13. (2),(iéf . cond}tional proof (2)-(12)

14, (1).:((2)5(12) . conditional prpof (1)-(13)
15, ="Q). -(2)>(12)" ) (14) derived on no assumptions

16. "(1)","(2)" }"(12)" A deduction theorem
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10.
1.
12.
13.
14.
15,
16.
17.
18.

=

&

(%) (K% (1), (221:12))

(1) (Kxc(1))
( xg)( #)(Kxed & Kxen(y) (ByrssMyd)
((1),(2)(12))

—~

—

JEY Y &=

7<—1
&

~

~—

<

I A\§|d’m|

).(2))
(.(2r002)
(12) |
)oKZg(12))

KEG (y) (BynP-MyP)

< X

~
[aN]

(

é\ﬂ’l <!"f-’“lr

(8) (KxgBKxc(y) (Byrsotyng) )
xg) (8 (Kxeh Kxy(y) (Bynd-Myrg))
V(3xg) (38)(Kxgh -Kx (y) (ByrgoMyns) )

m(326)(3¢)(l<26¢ & Kxc(y) (ByngMyrg) )

~—

lines (18) and (3) contradict
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premise-

premise

premise

range rules

range rules

universal elimination (4)

universal e]iminationl(s)
;hypothesis (

reiterate (7)

K-set rule (8), (9)

reiterate

principle of rationality

- conditional proof

substitution 1ines 1. (2), 1. (12)
3¢ ahd .d i?e arbitrary
double negation

v-3 transformation

s -& transformation

As before, everything in the proof above really depends on. line (3)

of the second part. And also as before, there is, I believe, strong

support for such a premise (assuming what we assumed with respect to the

'x' and 'X' type variéb]es in section VII above). This support can be

verbalized as follows:

Xg

Suppose someane, say Jones, who is in the range of

claims tp know that p. For example, suppose that p was the statement:

N s s
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(E) The earth is approximately 90 million miles from the sun -- cirea
1870 A.D. (

Now if Jones does not accept premise II. (3)-above, but its negation,

" _then following our deductions above, Jones should also claim to know

that for all persons x whether past, present or future, if x believes

that p, then he is mistaken in so thinking. But suppose that there is - /
some extra-terrestial 20,000 ye;rs into the futuré who, as it happens,
be]ie?es that p. Does.Jones rea11ytwant to'commit himself to maintaining
that if there were such an extrathrrestial he would.be mistaken in

thinking that p? Isn't such a c1aim’inc?edib1y dogmatic, even silly? )

Is Jones really-that sure of himself? Couldn't the extra-terrestial be

part of a civilization which is far more advanced than our own -- and which

simply be much smarter than Jones and so has reasons for believing that p
which Jones can't eVen understand. In short, is it really wise of Jones
to put himself in the position of claiming that anyone, no matter how

s

distant, or how far into the past or future, who believes the opposite

.of what Jones claims to- know, is mistaken?

had very good reasons for believing that p? Or, couldn't the‘extra-terrestial

I
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. _ PART THREE

1

A

IX : ’
What if someone were tb object to all bf the pé?aﬁoxes above:

"In the above you have systematically glossed over the distinction
between knowing something and knowing that one knows'something. For
example, in section III you can replace the premise:

S hS , /

(K1) (x){(3¢) (Kxd & “KxDxed)
with either of £he premises:

(K1) (x) (36) (Kx¢ & kxKxaDxes) :

(K¥2) (x) (30) (Kxé & nkendxe[Kx0])
and no resulting contradiction ensues. In section VII you can replace -
the premise: ,

S - - - -

(K%2) (3K;) (36) (KX b & KX MK 0)
with either of the .premises:

k — - - = -

(K"3)(3x)(36) (Kxyb & MKx Kx Mk o

k - — - T e

(K*4) (3x5) (30) (Kx ;9 & Kx x Kx o)

and in section VIII you can replace the premise:
S — — — o

(K°3)(3X.) (30) (KE D & X (y) (Bynd. sMyo)
with the premise: '

k — — -

(K*5) (3% ) (30) (Kxed & Kx Kx  (y) (Byrptyr) | |
and in each 'case no resulting contradiction ensues. Furthermore, the
premises cited above ([Kk1]2[Kk5])e seem to embody just the sort of
common sense assumption you seem to be mistakenly attempting to express
by the premises ([KS]]-[KS3}). For isn't it more plausible to express
' the‘degree of fallibility and doubtfﬁ]ness we feel towards almost all of
our beliefs by (K1)-(KS) rather than by (KS1)-(K%3)? Isn't this

conclusion reinforced by the paradoxes you "have devé]opéd? tou1dnft '
. - 62 .
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we maintain that with respect to most of matters which we know to be the
case (including matters known by persons in the range of 'gﬁ):

la) we don't know tﬁ%t we knby that there isn't some evil scientist

¢

who is deceiving us concerning these matters: o
‘ 2a) we don't know that we aren't mistaken in thinking that we
‘know‘any or all of these matters.
and 3a) we don;t'kn;w that we know that any or all of the individuals
who hoid the coﬁtrary opinion (“KxKx(y)(Byvé...) are mistaken.
but that: ‘ | |
1b) we do gpow that there isn't any evil §cientist'who i% deceiv-
ing, us concerning theée matters.
2b) we do know that wé aren't mistaken with respect to any or all
6f these matters. .
and 3b) we do know that any or all of thefindividua]s who hold the
contrary opinion are mistaken. - . '
| Objections like the one above reflect a relatively common view
of epistemology--at least epistemology of the last hundred yearsf] This
view, however, I believe is utterly misgm’ded.2 _ ‘

\ Even assuming that the k-K thesis (that is, (¢)(x)(Kx¢3K£K£K¢))
doesn't hold and that the re]ationship'between "knowing" and "knowing
that one knows":is more an opaque than a transparent relation (i.e.
there is nd apparent en£ai]ment relation leading from statements of the
,form 'Kx¢' to statements of the form 'KxKx¢'), the objection above assumes
that if. he knows that he knows something he is more certain with respect

to thét matter of fact than if he simply knows it. Otherwkse, why the -

preference. for the premises (Kkl) - (Kk5) instead of (K1) - (k53), or

T L R )
N
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Jines Ta) - 3a) instead of the denial of 1b), 2b) and 3)?3 But this
is not at all evident. It is even, I think, quite dubious. For why
“would anyone want to maint&in that a knows p more cerfain1y if he know;
that he knows p, rather than if he simply knows it? If a knows that .
p, then it fo[]éws that bofh p and Kap are facts; wheréaS‘if a knows -
that he knows that p then it follows that KaKap, Kap and p are factg.
How does this make Kap any;mqre "certain" in the second instance than
in the first? Can the fact of a's knowing that p ever be more certain
in o;e instance than in another? If someone wants to maintain S0,
then the burden of exp]anation.wou]d surely seem to be on him to explain
how this makes any sense.

We might extend our anafysis somewhat. 1If a‘knowg thag p, it
follows that both of the statements "Kap" and "p" are true. This means
that there is a fact about a'g knowing corresponding with the statement
"Kap", and that there is a fact (known b} a) correspénding.with the
statement “p":4 ’On the other hand if a knows that he knows that p, then
if'?o1Tows that all three of the statements "kaqu“, "Kap" and "p" are
true. This means that there is a fact about a's knowingicor}espondihg
with the statement "KaKap", a fact (known by a) EOrresponding with the
stafement "Kapﬂ, and a fact (necessar& by implication) corresponding with
the statement "p". So with respect éo the two different instances,
in the reflective "knowing that one knows" instance, there is a fact
corregpondihg with the statement "KaKap", which is not prgsent inhthe
un;ef?ective "knowing" instance. But how can'thjs extra "fact" make a

any more certain in the reflective situation. than in the non-reflective

: ) / . :
situdtion? The addition of-a's knowing that he knows p, in the reflective
3 ' :
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situation seems to have no relevance whatsoever to the certainty of p,

or the degree of.certainty of a's knowing that p. Rather, the view I

am inclined to take (and will ‘accept until .someone can persuade me that

there is any other coherent view, on the assumptions we set down at the
béginning of this essay) is this:
(C1) If a knows that p has .6 probability, then a has degree of
certainty .6 towards p (where Qegree of .certainty, C, has
, valuésWOsCs]). ‘ )
(C2) If a knows that p, then a has degrée of certainty = 1 towards
T . |
We might also argue the matter in terms of a possib]e.cédnter-

H

example: Suppose some mathematician is doing a proof at t] and comes

_to some solution. He checks and rechecks .his work until he feels certain

. he has made no error. »While he is doing the proof he is concentrating

F . ‘
so hard, and is so caught up with the matter to be proven, that he is

qomp]ete]y.unaware of himself. He is awa}e only of the problem, and not
of himself working on the problem. Now, suppose that. at t2 the A

mathematician gaes home and is relaxing with his wife and kids. He

A

is no longer concentrating so’hard that he is not self-aware. He is rather:

being somewhat reflective, thinking aboﬁt his 1ife and his work. Sudden-

1y he thinks back on the- problem. Now, with respect to both of these

.situations at t]dnd at t2’ aren't the non-skeptic proponents.of the

“knowing", "know%ng that one knows" distinction committed: 1) to maintain-
ing that at t]; the mathematician knows the.solution to the proof,
although he does not know that he knows it, since he is not being sehf-

reflective; and 2) to maintaining that at t2, that if the mathematician

-
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knows the solution fo the probiem at all, then he also knows that he
knows it, since he is in a reflective state’of mind at t,. But what
possible sense could it make to think under any circumsfances, that at
t2 the mathematician knows the solution to the proof with greater certainty
than at tl? For, if anything; wouldn't it seem that the mathematician
oﬁghg to be more certain of the solution at t]’that‘at tz?' The reason-
ing that went into discovering the solution is certainly c]oser at hand
at t]:s And he certainlj ought to be at least as confident at t] as at
"ty if not more confidentt that this reasoning‘is valid.

Finally, I think that the mistake bf supporters of theses ]jke
la) - 3b), is to confuse the distind%ibn bgfween knowihg and knowing
that one knon, with the distipction between believing that one knsws
and knowinz as an indisputable facf.6 This is, in symbolic languaget‘
the difference between what the statement

(K)"Kap"
expresses, and\;hat the statement >

(8

) "BaKap"

expresses. As we have tried to show in the two chapters prior to this,
(K) above is a very ‘strong statement. = Too strong, 1 be]ieQe, in almost
all instances to be indisputably affirmed:7 Statement (Bk), however,

I believe is not prob]ematic:~ét Teast with certain qua]jfications.8

It is rather, I think, what most of us do when we mfaintaip that:."I °
know that (such and such) 1is the case[“ This point shall be-expanded

in greater detail in the Tast paft of this essay. .We turn now to another

objection.
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What if someone were to objeqt to the paradoxes of the former
chaﬁteﬁs:

hIn the above you have évoidgd any Fefergnce to %he concepts of
possibility and necessity. Yet, if.we make use of these concepts it is
possible to avoid the sort of paraqoxes you are trying to develop. For
what if we replace the premises: (II.[5]) of section II1, (II.[3]) of
section. IV, (I1.[3]) of section V, (II. [3]) of section.VI, (I1.[3]) of
séction‘VII and (II1.[3]) of section VIII with premises like: .

(1P) There are some statements wh1ch we know, although it is possible
that there is some evil scientist who is dece1v1ng us concerning
these statements.

(2P) There are some statements which we know which it is poss1b1e
‘that we are m1staken in th1nk1ng to be the case.

and so forth, where the subst1tute premise is the result of replacing

the -'K' part of each of the premises listed-above with the modal operator
"it is possible that'. For isn't the skeptics' mistake -precisely that

of conflating bare bossibilitiqsﬂwith actual states of affairs? Can't

we allow that the ref]ective‘knoweﬁ (someone within the range of the 'Z'
variables) knows that he is not mistakeq'about what he claims to know,

if we insist that it is, nevertheless, still possible that he is mistaken?
Or, can't we allow that the reflective knower does know that every
counter- exemp]ary hypotheses to what he claims to know, is false--if

we 1ns1kt that it is nevertheless, still possible that such a counter-
epistemic hypothesis, no matter -how bizzare or exotic, is true? For

we should riot be as dogmatic as the skép;ic seems to-want to make us

(i.e. non-skeptics) out to be, if we can allow that it is possible that
we are mistaken about what we claim to know, and that it is possible

that some coqnter—exemp]ary hypothesis to what we claim to know is true. °
And, at least on the surfacge of things, there is no necessary connection

between premises-like (1P), (2P) ahdlso forth, and the premises; (II.[5])

of section III, (II.[3]) of section IV, (II.[3]) of section V, (II.[3])"
of section VI, (I1.[3]) of section VII and (I1.[3]) of sectjon'VIIi made

o s sies - R

!

B i s dan e



O

68
\\ ::&

use of above. So, we can deny these premises, and therefore avoid‘the
paradoxes you have tried to develop from them. For if there is some
relationship of entailment between ‘premises like (1P), (2P) and so
forth, and the premises cited above, ‘then the burden is certainly on you,
the skeptic, to show it. Until such time, our resolution to your 'para~
doxes' stands."

THie objection above is an exceedingly c1ever; rhetorically
appealing argument which has led many philosophers-to reject skepticism
as based on a confusion. The argument, however, I think is itself
confused rather than the skeptical positionlwhicﬁ it purports to refute.

The force of the argument is based on an‘eq Cvocatdon'of‘différent‘senses

of thg term "ppssibi]ity"énd]or “necessity".\ We begin our analysis of
these different senses with a consideration Sf the fo]]owing two groups
of statements: .

“Q. 1)‘It is not possigle for a four-year old to understand Ryssef]'s
theory of 4ypes. 9
2) It is not possible for a horse to talk.

3) It is posgib]e that there is intelligent ;if; e]sewhére in
the universe.

4) It is possib1¢ that Smith will have an.éccident on-his way to
work this morning. . o - © e

B. 1) Necessarily, green is a colour.

2) Necessarily, all bachelors are unmarried.

3) it is possible. that Carter could have lost the election in 1976.

4) It is possible that Smith could have married Adams instead of

Ay © Jones.

The two groups of sentences above represent two different senses

o
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of the terms 'possibility' and ‘necessity' in everyday speech. In the
first sense {group A) rpessibifity‘ refers to what is actually or'factua11y
possible. In the seeond sense (group B) it refers to what is logically or
‘counter-factually (as opposed to facéua]]y) possible. For example, if I
say: "It is not possib]e for horses to talk,” I mean that'it=is not
p0551b1e for horses to talk w1th respect to the actua1 or factua] world;
whereas if 1 say: "It is not poss1b1e for greenmt to be a co1our," I mean
that it is not p0551b]e for green not to be a colour with respect to both
actual and non-actual worlds. Fairy tales and television seriés there

are where horses taik'and four-year olds understand amazing ihings; but
there are no fairy'tales or television series where green things are not
\eo1bUred.‘ At least not in the everyday sense of the terms 'green' and
'coloured' . | |

The distinctioh above can be,partia]]y understood in terms of the \ .

eurrent1y favoured possible world interpretation. Stetements (B1) end

(BZ) are true, because fo? gll_wp, where 'NP' is a variable ranging over
different logically possiele Weq1ds,'the*va1ue 0% the statement 'green

is a colour' and 'bachelors are unmarried' is true in wP (i.e. (wp)‘ (V(green
is acolour) = V(all bachelors are unmarried) =T) in NP)). Conversely,

(B3) and (B4) -are true because there is at least one logically possible
wof{d where the value of 'Carter Jost the election in '76' and 'Smith
married Adams' is true (i.e. (3wp) (V('Smith married Adams')-T in NP) and
(HN ) (V(Carter lost ‘the '76* election)=T in W ). The statements ‘of group

(A), however, cannot be fit into the ‘above 1nterpretat1on There are

1
1

"1ogica11y possible worlds (counter-factual situations) where four year
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olds understand Russell's theory of types, and where'horses.tglk.
Similarly, although there are possible wor]ds“;;ere (A3) and (A4) are true,
the person who asserts (A3) or (A4) means quite a bit more than simply:
that there is a ]ogicai]y.possib1e world whéreﬁdones has an accident this
morning or that there is a logically possible worid wheré‘inté1ligent life
e%ists elsewhere than on earth. |

The account above is he]pfu], although not as yet complete. We still
need an account of the “possibility" and "necessity" of the statements of
group (A) comparable to the possib]g world accéunt of the statements of
group (B). The two senses of 'possibility' and/or 'necessity' juxtaposed
in the examples of group (A) and (B) above are sometimes marked philosophically
by a distinétion between "physical possibility and necessity" and "logical
possibility and necessity". I, however, shall évoid this terminology in
what follows, nof'because there is anything wrong‘with the notion-of
"physical possibility", buf simply because I think that there is another .
way of characterizing the distinction which cuts more closely at the heartf
of the matter. This.distinction is that between "epiétemic possibility
and necessity" and "logical possibility and necessity". In what follows I
shall cast the distinction between the sense of the terms 'pqssib{lity;
and’ 'necessity' with respect to the statements of group (A) and the state-
ménts of group (B), as the distinction between "epistemically pﬁssib]e
and necessary statemenﬁs" and "logically possib]é and necéssary statements."
By épistemic possibility and/or necessity I meén simply the notions
'possiblz for all ohe knows' and its modal comp]imént'neéessary on Fhe

basis of one's knbw]edge.’ That is, dssuming the principle (x)(8)(Kx¢ >g),

-
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if someone knows some set of matters or ;tatements to be the case, then it
is necessary on the basis of th{s indiyjdua1's knowledge that these m?tters
(and perhaps certain others) are the case.

Conv%rselxj;ifKZSmeone doesn't know whether or not something ig the
case (with pefhaps some added qualifications), tﬁen it is possible for all
he knows that it is not the case. For example, if I state: "It.is
impossible for horsés to talk." This can betunQerstood to mean that since
I know that horses are not the sort of animals who cap talk, aéd since my
knowing this implies that it is not the case that hokggs can talk, then it
uis simply not possible (on fhe basis of my kn6w1edge) that horses can talk.
Or, if'I state:‘ "It is possible that Jones may have an accigent on his way
to:wqu," this.can be understood to mean that since none of the thihgs [
know c]ear]i-imp]ies that Jones will not have an accident on his way to
work this morning, and since I do know -that it .is logically possible that -
he may, then it is possible (on the basis of my knowledge) thht he may
have such an accident:

With our intuitions set out, we can now proceed to a formal definition
of epistemic possibility and ne?essify. Analogous to our treatment of
1ogiéa] possibility, epistenﬁé possibility is definable in terms of
. "epistemically possible worlds" relative to some knower a. “Epistemically
possible worlds" are_"worlds" where nothing conflicts with what a knows to
be the cése. We refer to “wér]ds" rather than "possjb]e worlds" becauge
it makes sense to allow thét there are matters wﬁich are epistemically:
possible which aré not strﬁctly speaking 1ogicéle possible. For eiample,

" my déughter Simara, seems to believe in many matters which are, strictly.
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speaking, logically impossible (such(as the Wonder Woman example which [
give in the footnéte to this line).]O Thus, although these matters are
Togically imposs{ble, they are (relative to her) epistemically possible
because they do not conflict with an}th{ng she knows fo'be the ‘case. . The

appeal to "worlds" rather than “logically possible worlds" allows 'us to

A\
A

define epistemic possibility in such a way as to include this sort of a
instance. So if we canidefine 'logically possible' as:
| op = (W) (v(p) = TinwWk)

(where' '4' reads: it is logically possible that _ , and'V( ) = __'

‘

in s a valuation function mapping propositions to truth values); then .

we can define “epistemic paossibility" as:

(01) Cp = df @WS) (V(p) =T in W7)
(where 'wg' is a variable ranging over epistemicai]x possible worlds with
respect to. some arbitrary kno&ér a, ;nd the symbol '(>§' can be read: for
all a knows it is possible that p),A We define 'wi' by reference to a

fixed world Ea which is simply the world méde up of all the relevant

. epistemic facts with respect to a. An "epistemically possible world"

with respect to a is any "world" (possible or impossiblg) except

one which contains member facts in logical conflict with Ea,

that is; any "world" where if is not the case thqt the denial of one
of the member‘facts of Ea has a true value. Thus we have:

(ng) (V(p) = T in wg). 2. (3W) (V(p) = T-in W .&M(V {vp) = T in Ea))
(where 'W' ranges over "worlds" having the wvery liberal property that
(d) (aw) (v () ='T in W) and consequently the defin?tion:

(D2) <>§p = (3W) (V (p) =T in W .&.W(\p) = T in Ea)
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We now define “epistemic necessity" in terms of "epistemic possibility:
makiLg use of the familiar modal identity Op = df ~(;vp. This gives us:
e-. . e ‘
. (D3) Ogpz~ v
[gpSw(gw)LV(mp) =T in W.&AM(V(~{vp) = T in Ea))]

Epz(WV(vp) = T in W & A(V(v(vp) in T-in Ea))]

e
a

111
==
4
=
S
u

T in Ea))

\

T in W) .v.w(V{wp)

N
)

TinW) .v. V (p =T in Ea)] '

(p= (W)L (V(2p)

T in'w)].v. V{p)

i
—

in Ea ~

L3

Bpz(W)IV(vp)
and therefore:
(D4) Ep=nia W) (V(p)

(Following standard logical convention we make use of the box 'fj' to

T inW .V. V(p) =T in Ea)

designate necessity in Qeneral and the diamond '¢ ' to designate possibility
in general. We add overscripts to indicate different senses of 'po§sibili£§‘
or 'necessity' reserv{ng.the non-overscripted signs for logical possibility
and necessity. The expression '[Jgp' can be read: "on the basis of what _
a knows, p must be the case.") Furthermore, since our "worlds" ‘have the '
'property (8) (3W) (V(8) =T in W) and we have by instantiation (v p for ¢):
W) (3 W) (V)= T An W)

the first term of (D4) drops out and we have:

(05) O%p= V (p) = TinEa
Ana]Bgous to the different systems of modal logic we can define the world
Ea in one of four different ways. Ea can be either:

(E1) the set of all the facts a knows to be the case (i.e. every"
fact corresponding with the blank of a true 'Ka__ ' statement.
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(E2) the set of all the facts a knows to be the case and every
fact logically necessitated by the facts a knows. -

(E3)  the union set of the set of all the facts that a knows and
the set of all the facts about.a's knowing these facts (i.e.
every fact corresponding with a blank of a true 'Ka__ '
statement and every fact corresponding with a true 'Ka___
statement. ) :

r (E4) the set of all the facts necessitated by all the facts a knows,
and all the facts about a's knowing these facts.

The reason for the four definitions is mostly schematic. The sets defined(
above' (E1) - (E4) ascend in membership from small to 1arge: Every fact
contained in the set defined by (E1) is coﬁtained in the set defined by
(E2). Every féct contained in (E2).is contained in the set defined ‘by °

(E3). And so forth. If we express the definitions symbolically we obtain:

{p:Kag}

E1)"
(E2)" {g: (3y)(Kay.&.yrs))}
(E3)" {¢ Kag .v. {30)(Kab.&. p-Kad)} -

- (£4)* {8: (3v)(Kay.&. Kay, WFé)}

(The sign ' Ff in the above is being employed as an object language counter-

part to formal implication, very closely resembling what is sométimes called

in the literature of logic "the assertion sign". 1

The left hand side. of
the 'F' is filled either by a set of statements, or by a schematic
variable (or var1ab1es) which can be replaced by some set of statements.

The rlght hand side is filled either by a stat%ment of a schemat1c variable

wh1ch\can be replaced by some statement. The sign can be read: "any
set of statements expressing that __, that _ , ... and"that
forma]ly implies any statement express1ng that __" Or, it can be read

* more simply: "given as assumptions..., we may va]idly canclude...".)

0
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(E1)' ~ (E4)' gives us finally four "“functional® definitions of "epistemic
necessity"” (from which we can, of course, derive comparable definitions
for "epistemic possibility".) Since V(p) = T in Ea is really equivalent to

pe {the set of facts m?Bing up Ea} , we can rewrite (D5) as

{
)

e =
(06) ap=pe {Ea}\\\ / o
. And finally, applying (E1)* -’TE#?”/to (D6), keeping in mind the familiar
theorem of set theory Fy = ye {x:Fx}
(1%1) qu = Kap

(1%2) Qgp < (3w)(Kay & v+ p)

(783) tlgp : Kap wv. (38)(Kas & Kag=p)

(1%8) p = (3w)(Kay & Kaw,w-p)]‘2
a

XI

We have now come to the point where we can use the d%stinctions
developed above to respond to the objection raised at the beginfing of the
last section. w%th respect to premises like (fP) and (2P) above -- what
sense of the term 'possible' is intended: ‘]oé?da]]y po;sible',
‘epistemically possible’ or some third seﬁ§e~6f the term? If, we assume
that the intended sense is ‘Togical possibility' (1P) and (2P) become:

(1eh) (32;)( ¢>)(KX'¢> 8 §Dex;¢)

(20") @x)( 6) (Kxg & OMxe 0)
Statements (1PL) and (2P ) above are most p]aus1b]e and a]most surely not

"in any logical conflict w1th any of the other premises of the paradoxes

deve]oped above. But when so interpreted (1P) and (2P) do not. mean any—

- th1ng even close to the original premises for wh1cb they were intended to be

,‘__/-—\
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substitute Because so interpreted, statements (1P) and (2P) simply state

that:
‘(1Pw) There is at least one individual-in the range of 31 who
knows some @ and there is some possible world
where he is deceived by some evil scientist con-
cerning.
(ZPN) There is at least one individual in the range of x. who

knows some ¢ and there is a possible world where—ﬁe is
mistaken in thinking that ¢.

But this says nothing as to the "actual world" ‘uncertainty or doubtfulness
of the statement in question, which is essential if (1P) and (2P) are to

’

be adequate substitutes for:

OK%) (%) @8)-(Kk# & AKE, 0%, )
and (2°)  (3%;) (38) (Kigp & nKE, W $)

The reader must recall that our entire argument for skepticism has been

centered thus far on the contention that human experience and judgments are

fallible. Human beliefs or judgments, therefore, are possessed of actual

world uncertainty ‘and/or doubtfulness and not only possible world uncertainty.

We might look at the matter this way. What really would somebody be
maintaining if he claimed that:

(P) 1 know that p, although it is 1og1ca1]y poss1b1e that T am
mistaken with respect to p.

He would rea11y be simply ma1nta1n1ng that "Although there are possible

“worlds where gither p is false or I do not believe p (def1n1t1on of m1staken )

with respect to th1s actual world, I do believe p, and any statement

expressing p is true."” But how is this an admlss1on of uncertainty or iﬁ

doubt? It is rather simply (in addition® to a knowledge-c]a1m) an

affirmation about the kind of state of affairs the stafementy'Map' expresses.

’
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That is, according to (P), 'Map' expresses a logically possible rather than
a necessary orllogiﬁé]]y impossible state of affairs.

An'eiample will perhaps seal our case. Assuming that the universal
conditionals:

(y) (x) (d) (Dxyd="4)
and (x) (d) (Mxd>g)
have‘true valuations with respect to évery possible world, that is:

(y) (x) (8) .[o(Dxyg=>"¢)]

(%) () [oMxs>nd)]

then by the moﬁa] syntactical principle:
 Qg(p=q) & 0p.> Oq ' o
(P]L) and (P2L) each yield: ) g
(3N G Ge) (K 8 ) |
But couldn't someone be incredibly convinced, even outright dogmatic, about
some méttgr which was not a necessary truth? For eiamp]e, couldﬁ't some
diehard Newtonian physicist be absolutely convinced that all of Einsteinian
re]atiVﬁty‘(special and general) was gibberish, and still allow that it was
logicaliy pos;ible (i.e. that there were logicai1y possible worlds where
thé Einsteinian equations were corréct; but. that they were not correct
with‘respect‘to the actual empirical world)? ‘Or, couldn't some bigot be
absolutely convinced in his claim that blacks were infeéior téywhites but
still allow that the}e,weie 1ogﬁca11y possible wor]ds.wheré the opposite
was tr&e? If so, it seems fair for us to maintain.that (P]L), (PZL), (P3L),
and so -forth are not adequate substitutes for premises 1ike (JKS) and (ZKS)

A : , _
. above, since they express nothing about the actual degree of doubtfulness
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or uncertainty present in any of the matters we believe or claim to know.

On the other hand, if we assume that the intended sense of 'possibility’
in statements (1P) and (2P) above is "epistemic possibility"; then it is
clear that (1P) aﬁd (2P) are simply false. (At least for individﬁa]s in
the range of the 'x' variables.) . We can see this by go%ng back to
functfona] definitions (T]e) - (T4e) above. It is relatively obvious that

for (T1%) and (1°3) ‘the theorem:

(TeS) Kap > D:p
’is self-sustaining.  Since we have with regard to (Te]):
Elgp = Kap
. and therefore:
e
: Mp>uap

and with regard to (We3):

Kkap
e
Dap .

. Kap v (30) (Kao & Kao = p)

<

" Kap . v. (Hf)'(Ka@ & Ka® = p) : »
f «
| :

. e
LDaP
-
Kapl> o.p
(TeS) is also provable for (TGZ) and (T?4) if the reader will allow us to
. self-apply the K-set definition, that is the rule:
(S-K) * if Kxd ; then Kx {g)
and  if Kx {d}; then Kxg

and will allow us the analogs from formal implication:

(DT)* if - 620"
_then v, 4 |0

LN
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and (SS)* if y} o
: then y,8F ©

-

In proving (1°5) for (1°2) and (1%4) we first prove a very simple Lemma,

namely:

.{p ¢ - _ hypothesis

2. [p | /{ . reiterate

3. pop | _ conditional proof (1)-(2)

4. Fpop (3) derived on no assumptions
5. () Fp . (4) (D.T.)*

It then-becomes obvious that (1%5) is self-sustaining for (1%2) and (1%4)

by the following deductions:

I
p_Kgg ’ .hypothesis
Ka{p}: ° S o | ' (S-K) rule
{p}F p S Lemma above
Ka{p} & {p}} p S & introduction (2), (3).
(3v)(Kaw .&. yFp) ‘ . existential introductioh"wf
‘ - for '{p}'. '
a%. ‘ S Def. (T%2)
. Kapaggp . ' Conditional proof (1)-(6)
I1. | '
1. [ Kap _ ’ hypofhe’sis _
| 2. | Ka{p} ) . S-K rule : .

.3' {p}[» p : ' : Lemma above

R N i
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¢
4. | Ka{p},{(ph} p ’ S-S rule
5.] Ka{p} & Ka{p}, {p}~p " & introduction
Ny - (3),(4)
6. (3y){Kay & Kay,p|-p S E{i-i}ntmduction "Y' for
. - . 1} p ]
7. lap Def. (T1°4) |
8. Kap»> Qip ' :(])-(7) onditional proof

Thus, (Te5)‘is self sustaining for all four definitions (Te1) - (Te4) of
epistemic necessity. ‘

Furtherm$re,,since 'a' and ‘p' in (TGS) are arbitrary we can universally
ggnera]fze and obtain: o |

(1%) (x) () (KX¢ =l:g(¢
combining (1%6) with the ed?]1er proved wffs ‘from section III and sect1on
VII: | _

(X5) (9) (KXgg > KxgnMxop)
and (i') (¢) (Ki'd‘: Kx.

=1
allows us to show that (P1) and (P2) if interpreted as expressions of

mD}?'e}S)M

ePistemic necess1ty dre smp]y fa]se (P1) and (P2), if interpreted for
sepistemic possibility' become: ‘
| . e .
ey (4% | 3. M
(P1°) (3x5)(38) (Kxyp 80X - Mx6)
(P2°%) 3x1H3)(Kxj8 &QX; DX;ed) .
But we can easily prove the negations of (P1%) and (P2%) as follows:

[I1.

el
.

(x)(8)Kxs >Lh) 7% (6)
(x5) (8) (Kxg A3 Kxe~ MZ-8) . above

~no

|3 (X )(¢ ) (Kx 62 (} t .. 1; range rules
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Ka %Mgsp st %M_qs , ‘ U elim, (33), mMgsp for 'p'
5 (55)(f)(Kx5mM55¢> > §5me $) ‘ " '5_“% and 'p' arbitrary
6. x50 (2), L reiterate
7 ¢+ (5) : ‘ reiterate "
8. Kxg$ > KxwMxgo ] '° U elim (6) )
-9 K55me ¢>=g§_-5mM25¢ | | Uelim (7) |

10. [1 AMX X ¢ “ (8), (9) hyp. syllogism
11. (x )(¢>)( ¢>=~c1 ’\/Mﬁs ¢) U intro 6-10

X5 v ,
12, A@x5)(3p) (Kxgo & O Xep) (11), DeMorgens’ for quant.;

def of sp-
Iv. _
1. (x)(8)(kx¢> 0 %) .- (1%)
2, (gi~)(¢)(x‘£]'¢=x§'mne?¢) | o ahove
3 (Z})(¢)(Kx ¢=[3 i “¢) ' (1), range rules’
4 (Ka!vDeai¢ > g < € +Dea’ ¢ - U elim (3) )
5 (x3) (o) (Kx!aDex o O SiDex!s) ‘al'and 'p! arb1tr‘ary
] s ROy &
6.  xj.¢f (5) - reiterate
7. (2) ’ reiterate
8 Kxj¢ 2 Kxj v Dex; ¢ Uelim (6)
9 Kx! ~Dex:¢> g, vDex! ¢ " U elim 7(7),
""'] —] _&] —] 0 . .

10. K_?_iq: ag—i-ineZicp') . s . {8), (9) .hypoth. syllogism
M @Ko sagnvexie) U intro’ (6)-(10)
12 . - = e n.— (11}, DeMorgens,

*Lines (12) of dedu\ction IIT and-IV above contradict premises (P®1) and (Pe2).]5

Finally, with respect to an:interpretation of (P1) and (p2) where the
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sense of ‘possibility’ is neither ]‘ogical or epistemic possibility but some
third sense of the term; the only othe’r sense of the ter‘m"possibﬂity‘
which has-any relevance te the question at hand, is "physical pc;ssibﬂity".
With respect to it (P1) and‘(P-Z), although not e;gct]y fallse, become "very
strange".. That is, if we define physical po‘ssibﬂi\ty as:

p is physically possible if 'p' is ‘true in some possible world
which contains all of the empirical laws of the actual world.

Then on an ana]ysis 1ike the one above of "epistemic possibility" we shall

A

obtain: - o
(D7) Since, Cp = kp

- then Dphyp £ Embp
fwhere ' ’ph‘yp' is read: "p is necessitated by .the physiéa] laws of the
universe” (i.e. the .a‘ctua] world), and 'Em" is a"'constant designating t'!he
set of all the empirical laws of the actual world. Thus, by the familiar
modal transformation equation, Op = dfrgup, we have: .

Pp 2 nfEm vp) -
and (P1) and (P2) resultantly become

(n°

) (X} H(I6HKX]6 & ~(Em - DX} eq)
(P2"), (Fx5) (30) (KEgo & “(Em - hiE )

It is obvious that (P]P) and (PZP) ar‘e.t(ue only for values of ;5 where ¢ =.

one of the empirical laws of the actual world, or some matter of fact
necessitated by these physical laws; that is where:

(11} ¢ £{6: Emr0)

‘ |
.This is apparent from the informal deduction that follows. If we assume ‘

the negation of (I1), that is that:

(INJ) ge (6: Em-06} K
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then by the familiar theoreﬁ of set-theory, Fx = xe{yl Fy}, it follows
that (IM1) that: - ‘

4

(12) Em +— @
Qnd assuming that:

Necessarily, if ¢ is the case no one is being deceived by anyone con-
cerning d. , '
’ And, hecessari]y, if 4 is the case, no one is mistaken in thinking
that d.. T T ' ‘ )
we can also write: . |

(A1) O (¢3vDx;ed)

(A2) O (93 Mx; )
(A1) and (A2) a]]ow}us to further infer that:

(A3) + ¢ >~ Dxjeo i

(A4) ¢ > Mxgo L ,
(adopting for our object language use of the 'v' sign the metalinguistic
principle A = = A, where 'A' is a metavariable). From (Aé) and (A4) we
can further infer that: - |

(AS5) Emb ¢>~Dxle

(A6) Emi—~¢>vMxco
and fina{]y with (IZ) and modus ponens that . 7

(13) Em# ~Dxjes -

(14) Em m'M25¢> ]
(13).and (I14), of course, are logicaliy incompatible with (P]P) and XPZP)
respectively. "'E -
. So with respect to an interpretation of (P1) and (P2) where the sense of

t
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’;Possibility' is understood as “"physical possibi]ity“,(P]P) and (P2P) can
- only’ be trué in virtue of values of d that do not fit the case hypothesis
(INI) above. But this is a strange consequenée, and oné which I think does
ndt accord with the spirit of the objection raised at the beginniﬁg of
secfion X. For much of what is supposedly "our know]edge‘P is precisely the
sort‘of thing which would fit the case hybothesis(l“]) above. Don't we
usually regard ourselves as ”knowinQW certain gmpirica] laws and .certain
consequences that follow from these laws? Yet definition((D)'above
ﬁecessitates that the conditional: .
(0)(#) (X)[{kxo & gefo: Emr-0}). (vPWo & v BWxos  BMieo)]
is self-sustaining. (That is, assuming we accept the hardly objectionable
principhes:
(A]').E1(¢°%Dxe¢)
(A2') Q@ (enMxs)
and (A3') g (Kxe>¢)). >
So, we also dismiés (P]P) apd’(PZP) above as legitimate interpretations of
(#]) and (P2) and 1eavé it to the objectors like the one at tﬁe beginning

of this section to explain what sense of by the terms 'possibility’ and

‘necessity' they intend.

.
.
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PART FOUR

XI1

Having developed the paradoxes of the former chapters and having

- argued in the last chapter that these paradoxes cannot be resolved either

by én appeal to the notions of 'possibility' and 'necessity' or by an
appeal to the notion of knowing that one knows, I shall argue in this
chapter thét the paragoxes developed above are not resolvable at all -- at
least on the assumptions we committed ourselves to in the Introduction to
ﬁhis essay End as long as we remain within the “ep{stemic framework" .

‘fhat is, I shall argue that the contradictions we have shown develop
come about because the epistemic framework‘is itself inconsistent -- at
JeaSt oh certain very plausible assumptions aSout human fallibility and
uncertainty. Thus, it seems togme that the most sensible responsé, oﬁce
we have seen the wdy in which these paradoxes develop, and the fruitlesshess
of trying to\resolve them, is simply to reject the epistemic framework
altogether. .

That is (ﬁo review somewhat whaf we have already saidzin the Introduction),
to replace therui1t—in assumptions of our communication scheme, namely:

(]Ef) that it is an undeniable fact that there is quite some

number of_non- tr1v1a1 matters which . human beings know to be
the case.

2

and

(ZEf) that if someone asserts something with serious literal
intent, and does not preface his assetrtion with some non-
epistem1c qua11f1er such as, "I think", "I believe" or
"It.is my opinion that", then he represents himself as

7 knowing what he asserts to be the case.
.
with new built-in assumptions, namely: .

(1Bf) that human beinés know quite some number of non-trivial .
matters to be the case is a theoretical pos§ib%ﬁity
about, rather than a fact.of, human nature. :

pe)

.
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and
that if someone asserts something to be the case then we
understand that assertion to represent what that person
believes (perhaps with very great conviction), rather than
knows to be the case.
Why do I maintain that the paradoxes developed above are irresolvable? We
might &i;ua]ize the dilemma as follows: -
With the exception of the premises above of the form:
(1%%) (3% ) (29) (Kx; 8 KX 1Ox; e4)
(2k° ) (3%5) (36*) (Kx,0*8Kx, (WR*)
- (3K%) (323) (32) (3F) (K (P2) & Kxy(nAz))
(4K%) (3%,) (32) (3F) (Kg, (P2) & K, (n12))
(5K° 1(3%5) (30) (Kxg -9 KxsMxs )
)

(6K® (3x5) (30) (KX Kx o8 Kxp (y) (Byrpattyrp) )

all of the premises we have made use of in developing the paradoxes above
are either analytic-type principles of language based on the meaning and
use of expressions such as 'deceive', 'be mistaken', 'know', etc., or are

statements "true by conventional definition" based on the wrestrictions we

have set down specifying which individuals fall inside the range of certain\

variables (such as any of the consecutive uses of the variables 'x' or.'x'.
Even the prihcip]e, (x) (p) (Kxp >p), and the principle of rationality fall
within the above. For, it follows from what we mean by the term 'to kpow'
that if any matter is known then it at least follows that it is the case.‘
fknd{ it follows from what we intend by the term 'to know' that if someone
knows some sef of statements at some time t, and at the same time that.he'

knows these statements, knows that some further statement is a good

v

T

e e
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inference from the set of statements he knows, then it follows that he
knows the inferred statement. But how could anyone seriously call into
questiqn any of these exceedingly basic things (t.e. analyti¢-type "truths"
and conventional definitions) unless he has already rejected the epistemic
framework we are trying to show is problematic? Could anyone really
se;ious1y question whether he knew such an an&lytic-type truth as

(x) (¢) Mxg > ¢)‘without seriously questioning whether he knew anything

at all -- at least indisputably?

Similarly, if anyone should argue that the range of 'x' is any empty

S o el 9 s

set, and therefofe that the paradoxes we have developed are valid only for
impossible knowers, I think we could respond that one can sensibly maintain
that the range of"z' is empty only if he has already rejected the
epistemic framework we are arguing is inconsistent. For, how could anyone
seriously maintain that no one knows the exceed&ﬁg]y basic things we have
defined the‘indivi&ua]s in the range of 'x' to know without calling into
question whether there is anyone who knbws anything whatsoever?

Thus, the only possible place where we could resolve the paradoxes
we have developed above is with respect to the premises (]KS) - (6KS).
But, as I have argued e]sewhere\in this essay, we are hardly any better v
. off with respect to these premises. Since, if we maintain that they are
false, we either make the conéept of knowledge so rarified as to be
conceptually useless, or so dogmétic as to be morally reprehensible. For,

" suppose somebne were to argue: )
"What you have shown is no't that (as yow-gcall it) the .
epistemic framework of our language and our thinking patterns

B e T SR T ot

v .
is inconsistent, but simply that we must be pch more careful =
with respect to what we call our knowledge. For, it is not as
you maintain, that knowing is in all non-trivial instances a

-
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theoretical possibility rather than an indisputable fact, but
rather that what we do know indisputably is far less than what we '

ordinarily suppose we do. That is, our "knowledge" is far. less
expansive than we think."

With'}espect to an objection 1iRe the on€ directly ;;Bve,'l would
respond: We have shown in the former chapters, roughly, that on certain
assumptions about the kind of knower we arewta1king about, if anyone knows .
something t& be the case, then he knows that he is not mistaken about it.
But if we had to check and make "absolutely sure" that we were not mis-
taken about what we claimed to know, every time we intended to make a -
knowledge claim wouldn't this be. incredibly enchain%ng inte]]ec%ua]]y?
Wouldn't the whole concept of 'knowing' become so rarified as to be
conceptually useless? For how many things‘can we really seriously:
maintain that we know we are not mistaken about? ‘We have argued earlier
with respect to the paradoxes of chapter II that we must exclude matter§
which imply the existence of other minds, physical objects, future and

past events. This does not Teave us with too much.

For the sake of arqument I will grant that analytic-type statements,

" fundamental Togical and m;thematical truths, conventional definitions,

and statements like:

(IF]) ‘It seems to me at the presémtvmoment that I am sitting.'

(ICZ) 'It is not the case that Campbe1l soup drinks ﬁrqprastination.'

(1°3) ‘I don't know__ right now.' (where the blank is filled by
. some state of affairs -about which the speaker has absolutely
5 no beliefs -- at least at the present).

(IC4) 'T believe that*~_j (where the blank is filled by some state.
of a§fairs which the speaker does in fact believe 'to be the
case

k33
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are 1ncorrigib1e.2 That is, they are statements expressing matters about
which it makgs sense to waintain that we know we are not mistaken. But
aren't such matters as are expressed by these statements more curiosities
than substantive knowledge~claims? At least we are hardly going to be
able to construct a very interesting concept of "knowledge" ou£ of such state-
ments. It is this notion of incorrigible or uninteresting knowledge claims
that 1 intend by ﬁ} use of the word trivial in the_deffnitions of the
frameworks (1Ef) - (ZEf) and (187) - (287). 1f non-skepticism means
confining our knowledge to matters abgut which’ we are clearly justified
in claiming we know‘we are not mistaken (matters whigch I am calling trivial),
aren‘F we really better off with skepticism? '

Or, we might Jook at matters this way. Say, for example that we allow
that the 1aw‘of modus ponens is something which we do know indisputably.
This hardly helps the non-skeptic's case very much. For if it is only
matters such és the law of modus ponens which the non-skeptic can allow
that people know, then it would seem that the expression 'to know' would
become almost inapplicable to everyday life. Because, surely in evéryday
life we claim ‘to know' all sorts of things which are far more dubitable
than the law of modus ponens, and we har&]y think of ourselves as mis-
applying the term 'to know' in such situations. Something clearly has

gone wrong, and it is my claim against the non-skeptic that things cannot

.be made right until we eliminate the epistemic framework altogether

replacing it with the framework (1Bf) - (ZBf).

We can perhaps seal‘our case for premises (1K<;)\T (6?3) by consideratjons

IR “

1ike the fo]low{hg: If in fact we do "know" anything at all, this

&
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knowledge must in some se?se begin with intuitions. That is, on the scale

of justification some of the things we "know" if we, in fact, do know ¢
anything at all, must be self-justifying. Expressed symbolically: If we

define justification, making good use of our symbol 'K ( I= ), as:

Jap = df (3%)(Ka¥ & Ka(¥=p).&. ¥i= {p} - 1%p)

‘(where the predicate-letter 'J' stands for ' __ is justified in claiming
that ' and the predicate letter 'Id' stands for '__ has directly intuited
that___ '), then lest our account of justification be hopelessly circular

there must be some instances of justification where p is self-justifying
(or directly intuited). Traditionally, philosophers have fastened on two
forms of intuitive knowledge or direct intuition: empirical and rational.
Empirical intuitions are supposedly the result of any basic perceptual
experience or observations. We supposedly "know" indisputably certain
basic empirical facts because we directly experience them -- observe them.
Rational.intuitions on the other hand are iike the rule of modus ponens.
They are cognitive intuitions, matters intuited intellectually rather

than sensa%iona]]y. How, the point qf our consideration is this: our

so-called "intuitions" whether empirical or rational are corrigible

rather than incorrigible. Observations are theory-laden and rational

“intuitions" may turp out to be system hypotheses rather than self-

evident "truths". Cbnseq_uently2 all of our supposed "knowledge" which
4

is built upon these intuitions is al48 corrigible. We could be mistaken

with respect to just about anythyhgkve believe to be the case -- regardless

or nd
of whether we claim to know it or not. Resultantly, we cannot avoid

committing ourselves to premises (155% -- (6KS) above.
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It is a worthwhile enterprise [ tﬁink to emphasize why I maintain
that our fundamental intuitionsa both empirical and rational, are
corrigible rather than incorrigible. First with respect to empirical
intuitions or observations: a few years back, in what might be called the
'heyday of phenomenalism' (I have in mind such classic works of the period

as Russell's Qur Knowledge of the External World, Problems of Philosophy

and Analysis of Mind, Carnap's 'Aufbau’ and Ayer's Foundations of Empirical

Knowledge), it was a relatively comﬁon]y urged point that what we "directly
perceive" in observation is not the objects of the physical world or in

the case of introspection, the objects of consciousness (Russell, Analysis

of Mind).3 Rathér, so it was argued, what we "directly perceive" is

Sensory appearances, shapes,'c01ours, sounds and so forth, sometimes termed
"sense-data" of "sensory particulars". Arguments from this period frequently

went something 1ike the one below from ﬁusse]], Problems of Philosophy:

To make our difficulties plain, let us concentrate attention on the
table. To the eye it is oblong, brown and shiny, to the touch it is
smooth and cool and hard; when I tap it, it gives out a wooden sound. Any
one else who sees and feels and hears the table will agree with this
description, so that it might seem as_if no difficulty would arise; but
as soon as we try to be more pregise”oux troubles begin. Although I
believe that the table is 'really' of the same colour all over, the parts
that reflect the light look much brighter than the other parts, and some
parts look white because of reflected 1ight. I know that, if I move,
the parts that reflect the light will be different, so that the apparent
distribution of colours on the table will change. It follows that if
several people are looking at the table at the same moment, no two of
them will see exactly the same distribution of colours, because.no two
can see it from exactly the same point of view, and any change in the
point of view makes some change in the way the light is reflected.

For most practical purposes these differences are unimportant, but to
the painter they are all-important: the painter has to unlearn the habit
of thinking that things seem to have the colour which common sense says
they 'really' have, and to learn the habit of seeing things as they
appear. Here we have already the beginning of one of the distinctions
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that cause most trouble in philosophy -~ the distinction between
'appearance' and 'reality', between what things seem to be and what

they are. The painter wants to know what things seem to be, the practical
man and the philosopher want to know what they are; but the philosopher's
wish to know this is stronger than the practical man's, and is more troubled
by knowledge as to the difficulties of answering the question.

To return to the table. It is evident from what we have found,, that
there is no colour which preeminently appears to be the colour of the-table,
or even of any one particular part of the table -- it appears to be of
different colours from different points of view, and there is no reason
for regarding some of these as more really its colour than others. And
we know that even from a given point of view the colour will seem
different by artificial light, or to a colour-blind man, or to a man
wearing blue spectacles, while in the dark there will be no colour at all,
though to touch and hearing the table will be unchanged. This colour
is not something which is inherent in the table, but something depending
upon the table and the spectator and the way the light falls on the |
table. When, in ordinary life, we speak of the colour of the table, we
only mean the sort of colour which it will sgem to have to a normal spectator
from an ordinary point of view under usual conditions of light. But the
other colours which appear under other conditions have just as good a
right to be considered real; and therefore, to avoid favouritism, we
are compelled to deny that, in itself, the table has any one particular
colour.

The same thing applies to the texture. With the naked eye one can see
the grain, but otherwise the table Tooks smooth and even. If we looked
.at it through a microscope, we should see roughnesses and hills and valleys,
and all sorts of differences that are imperceptible to the naked eye.
Which of these is the 'real' table? We are naturally tempted to say
that what we see through the microscope is more real, but that in turn
would be changed by a still more powerful microscope. If, then, we cannot
trust what we see with the naked eye, why should we ‘trust what we see
through a microscope? Thus, again, the confidence in-our senses with which
we began deserts us. Y

N
A}

The shape of the table is no better. We are all inthe habit of
judging as to the 'real' shapes of things, and we dg this %o unreflectingly
that we come to think we actually see the real shapes. But, in fact, as
we all have to learn if we try to draw, a given thing looks different in
shape from every different point of view. If our table is ‘really’ )
rectangular, it will look, from almost all points of view, as if it had
two acute angles and two obtuse angles. If epposite sides are parallel,
they will look as if they converged to a point away from the spectator;
if they are of equal length, they will look as if the nearer side wege
longer. A1l these things are not commonly noticed in looking at a table,
because experience has taught us to construct the 'real' shape from the
apparent shape, and the 'real' shape is what interests us as practical men.
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But the 'real' shape is not what we see; it is something inferred from
what we see. And what we see is constantly changing in shape as we move
about the room; so that here again the senses seem not to give us the
truth about the table itself, but only abdut the appearance of the table.

Similar difficulties arise when we consider the sense of touch. It
is true that the table always gives us a sensation of hardness, and we
feel that it resists pressure. But the sensation we obtain depends upon
how hard we press the table and also upon what part of the body we press
with; thus the various sensations due to various pressures or various
parts of the bdﬁy cannot be supposed to reveal directly any definite property
of the tabley~but at most "to be signs of some property which perhaps
causes all the sensations, but is not actually apparent in any of them.
And the same app11es still more obviously to the sounds which can be
elicited by rapp1ng the table.

Thus it becomes evident that the real table, if there is one, is not
the same as what we immediate1y exper1ence by sight or touch or hearing.
The real table, if there is one, is not immediately known to us at all,
but must be an inference from what is immediately known. Hence, two
very difficult questions at once arise; namely, (1) Is there a real table
at all1? (2) If so, what sort of object can it be?

It will help us in considering these questions to have a few simple
terms of which the meaning is definite and clear. Let us give the name
of 'sense-data' to the things that are immediately known in sensation:
such things as colours, sounds, smells, hardnesses, roughnesses, and so
on. We shall give the name 'sensation' to the experience of being
immediately aware of these things. Thus, whenever we see a colour, we
have a sensation of the colour, but the colour itself is a sense-datum,
not a sensation. The colour is that of which we are immediately aware,
and the awareness itself is the sensation. It is plain that if we are
to know anything about the table, it must be by means of the sense-data
-- brown colour, oblong shape, smoothness, etc. -- which we associate with
the table; but, for the reasons which have been given, we cannot say that
the table is semse-data, or even that the sense-data are directly
properties of the table. Thus a problem arises as to the relation of the
sense-data to the real table, supposing there is such a thing.4

Phenomenalism at present is in extreme disfavour in philosophic circles
-- mostly, I think, for very good reasons. I am in general agreement with
Austin and others who have criticized the phenomenalist enterprise indicat-
ing that there is a strange kind of abuse of language and experience
inherent in the claim that we really QOn't "directly perceive" tables and
chairs, but only sense data. But there are some legitimate points to

’
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arguments 1ike the one from Russell. One which I would like to appropriate
in support of my own argument above is this: Observation statements,
when they are the kind of

(0?) The table in the far left-cbrner of this room is brown
rather than the kind of

(0°) There is a brown, table-like patch .
are corrigible. That is, when I walk into a room and think that I “perceive"
a table it is possible for all I know that I have not. [ may be suffering
some sort of illusion which leads me to think that I am perceiving a table
when I am'not, or I may simply m1s1dent1fy a certa1n appearance with its
“being a tab]e" when in actual fact it is not. Whatever the cause,
observation statements are corrigible because there is a gulf between
"appearance" and "reality". What appears at any given moment is not,
necessarily what is actually there. It, of course, may be, and we feel
very convinced that it is; but the two notions {appearance and reality)
are distinct.

Furthermore, it is observation statements 1ike (OP) rather than (0°)
which are .the foundations of our so-called “émpifica1 Rnowledge." 1In
the "heyday of phenomenalism" seriousattempts were made to "translate"
statements like (OP) into statements or sets of statements like (0%).
These attempts, however, failed. As’a result it is clear that our so-called
“empirical knowledge" is everywhere corrigible rather thén'incorr{gib1e
since.it is based on corrigible "empirical intuitions". That is, based on
basic observation statements like (OP) rather than (OS). It is this that
I mean when I say that observations are "theory-laden". We are not presented

with a direct experience of an uninterpreted given, but with an’interpreted

e
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experience, which is partially a product of our beliefs. Feyerabend, in

his book Against Method, puts the matter as follows:

To start with, we must become clear about the nature of the total
phenomenon: appearance plus statement. There are not two acts -- one,
noticing a phenomenon; the other, express1ng it with the help_of the
appropriate statement -- but only, one, viz. say1ng in a certain
observational situation, 'the moon is following me', or, 'the stone is
falling straight down'. We may, of course, abstractly subdivide this
pracess into parts, and we may also try to create a situation where
statement and phenomenon seem to be psychologically apart and»waiting
to be related. (This is rather difficult to achieve and is perhaps
entirely impossible.) But under normal circumstances such a division does
not occur; describing a familiar situation is, for the speaker, an
event in which statement and phenomenon are firmly glued together.

This unity is the result of a process of learning that starts in
one's childhood. From our very early days we learn to react to situations
with the appropriate responses, 11ngu1st1c or otherwise. The teaching
procedures both shape the 'appearance', or 'phenomenon', and establish a
firm connection ‘with words, so that finally the phenomena seem to speak
for themselves without outside help or extraneous knowledge. They are -
what the associated statements assert them to be. The languagg they
'speak' is, of course, influenced hy the beliefs of earlier generations
which have been held for so long that they no longer appear as separate
principles, but enter the terms- of gveryday discourse, and, after the
prescribed training,seem to emerge from the things themselves.

At this point we may want to compage, in our imagination and quite
abstractly, the results of the teaching of different languages incorpor-
ating different ideologies. We may even want consciously to change some
of these ideologies and adapt them to more 'modern' points of view. It
is very difficult to say how this will alter our situation, unless we
make the further assumption that the quality and structure of sensations
(perceptions) or at least the qua11ty and structure of those sensations
which enter the body of science, is independent of their linguistic
expression. I am very doubtful about even the approximate validity of
this assumption, which can be refuted by simple examples, and [ am sure
that we are depriving ourselves of new and surprising discoveries as
long as we remain within the limits defined by it.>

Second, with respecf to so-called "rational -intuitions" we are
defending the thesis that:

"What we refer to as "rational insights or intuitions” are
corrigible rather than incorrigible. That is, we can be
mistaken about so-called self-evident "truths" which we

T M A



claim to have intuited intellectually."
Is this defensible? [ think it é]early is. We can easily think of examples
1ike the believed self-evident  character of the fifth postu]ate(of
Euclidian geometry and the subsequent devélopment of non-Euclidean .
geometries based on its denial. Or, Cantor and Frege's early belief in,
the self—eyideﬁt character of naive set theory and the subsequent
discovery of Russell's paradox. For, with respect to the postulates or
axioms of formal systems we can never be quite sﬁrg Qhether'these axioms
or postulates are really self-evident or whether, és\\t turns out, they
are simply system hypotheses. AThat is, "postulates" or "axioms" relative
to their system but not necessarily outside of it.

To reiterate somewhat the argument raised on page 90 above, the point
behiﬁd dwelling on the corrigibility of our intuitions (whether rational
or empirical) is that because they are corrigible we cannpt avoid
committing ourselves to premises like (1KS)~(6kS). We c?nnot, because if
the foundations of our‘“know1edge", the fundamental “intuitions" on which
it is based, are corrigible rather than incorrigible; it follows that our =«
so-called "knowledge" is corrigible. And consequently, we cannot avoid
commipting ourselves to premises 1ike (]KS)—(6KS) ab%ve‘-- since there are
matteré whic¢h we would claim to “know", which we cén not really claim to
know that we are not mistaken concerning, because we do not know if they
are perhaps based on faulty "intuitions".

XIII

I have at least come to the point where I can explain my alternative
to the epistemic framework. That is, a communication scheme that builds
on the assumptions (]Bf) ané (ZBf) above rather than (1Ef)~and (2Ef). One

of the first points I would like to emphasize about this alternative is
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that it is not radical. It does not require a huge depaéture from ordinary
fthinking and speaking. On the contrary, it does not require any majol
alteration of everyday language patterns. We are not maintaining that

the terms 'to know' or 'knowledge'®are inapp]icgb]e; rather, that to be
applicable (at least with consistency and’@ithout committing ourse1ve£ to
excessive dogmatism) these terms must be interpreted within a belief- ‘

context. f’/\\_/

This point is worth spelling out in greater detail. Suppose that

there is Some individual, Philip, who experiehces‘ce}tain things, makes

certain inferences concerning these things, and under ordinary (non-

lphi]qsophica] and non~;i%§Xica])circumstances would be inclined to assert:
(K) "I know that__gj ‘

Such an affirmation of the form (K) would be perfectly permissible within

the framework (]Bf) - (ZBf). This is so because any affirmation of the

form (K) would be interpreted within the (le) - (ZBf) framework to mean -
;4
that:

(Bk) Philip believes that he knows that__ .

These reflections make it clear that the relationship between framework
(1Bf) - (ZBf) and convention (S) -- through which we have been communicating
in this essay--1is somewhat §imiyar to the relationship between a plateau
and a ladder which one ;hrow; away after the plateau is reached (by climbing
up to it on the ladder). The version of skepticism we have outlined in

this essay is not expressable within the framework (1Bf) - (ZBf). This is

y .
because the position is built intd, the framework and consequently not
3

expressable from within it.
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S
[t is further instructive to see what happens to the "epistemic" .
paradoxes on the (1Bf) - (ZBf) scheme. Instead of the principle of ’,
rationality: ‘£

(x) (p) (¥) (Kxv & Kx(reg). Kxg)
employed above, in the (le) - (ZBf) framework we would have the analogous
principle: '

(x) (6) (¥) (BxKx¥ & BxKx(y=g). BxKxg)
(once again, where the two' conjuncts of the antecedent occur in the same
context). The combination of this principle with tﬁe other analytic-like
conditionals employed above would allow us to deduce:

) ()8 (BX'KX'6 > BX'Kx'DX' eg)

(1B
(28%) (x) (8) (BxKxg > BxKxMxg)
or any of the other appropriate analogs to the negations of premises (1KS) -
(6K°) above. But (]Bk) and (ZBK) ﬁn]ike their epistemic counterparts:
(1K) (3%} (38) (KX}8 & ~KhnDE es)
(2K) +(3x,)(38%) (Kx,8* & 2Kx DX, ed)

)
(3K) V(3T;)(32)( P)(KEy(P2) & nKRy(1A2)) /S

K) 5(°
) v(3x4)(32) (3P) (Kxy(P2) & “Kxy(n12))

(5K) v (3x5) (38) (Kxgh & "Kxo Mxcg)
6K)

(6K) v(3%,) (38) (KX xg8 & LKx "MX ¢)

(4K

are not prob]emat1c. [t seems rather perfectly in keeping with the limitations
of human conception and experience to maintain:

1) that we believe that we know that there is no.evil scientist
like phe one described on page ten (10) of this essay

and 2) that we believe that we know that we are not mistaken concerning
any of- the matters we think we know to be the case.

.
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For, (1Bk) and (ZBk) rather than expréssing a foolish dogmatism (as I

have argued in the case of (1K) - (6K)) express instead simpiy our sincere
conviction (rather than certain knowledge) that there really is no evil
scientist, and that some of our beliefs are, as it shall turn out, without
error. For, in disanalogy to the epistemic principle:

.,
I

/ (x) (8) (Kxg .g) . .

i

R 15\both of the wffs: : (,/’/ -
X)) (e) (Bxkxp L p) | \\(

and (x) (p) (BxKxp .Kxp)

are false.
Finally, I think it is worth emphasizing that the framework (IBf) - (ZBf)
is %ar less novel and counter-ordinary than many knowledge-biased
philosophers would have us suppose. For think of popular surprise
exclamations like:

Well, I'11 be...you never know!
or I guess anything is possiblel ‘ AW
(where 'possible” in the second exclamation above is interpreted as
) epistemic possibility.) The presence of such exclamations in our speech

patterns could be taken as evidence that at a deeper level of our thought

*. and language we accept framework (IBf) - (ZBf) rather than (1Ef) - (ZEf).
For think of the situations when we make use of exclamati0ons like the two
above. They are situations where we are pushed beyond our everyday
expectations, situations where we "discover that we really don't know some
matter of fact which we previously thought we did know. Isn't 1t curious

that in such situations we find it natural to exclaim "you never know" or
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"anything is possible”. Perhaps, in our hearts all of us are mitigated
skeptics, and we are telling ourselves in such situations that as an
indisputable fact we really don't «now aﬂything. We believe that we know
certain things, but these beliefs could be mistaken. Or, think of patterns

of listening and response among the non-academically polluted among us.

Haven't you ever heard exchanges like the following:

A ”gnow1edgea51e“ expert-type indfvidual says to a not so "knowledgeable"

Tayman: N

"The fact of the matter is that "

The tayman retorts:

(A)"Well, that may be your opinion Mr. but as far as [ am concerned..."
The pattern of exchange above is'interesting because it is clear (at least
within the epistemic framework) that the expert-type individual does not in
any way intend to simply represent himself as believing what‘he claims, or
simply believing that he knows what he c¢laims. Rather the "knowledgeable"

-

man in the exchange clearly intends to represent himself as "knowing" what
he claims. Furthermore, the "layman" more than likely understands £his. '
and therefore ought to be aware that he is listening not just to an opinion
but to a "knowledge-claim". Consequently, {i seems that within thg context
of the epistemic framework a more appropriate response for the layman
(assuming that he does disagree with the “expert") would be:

(B) "No, that is not correct."”

or “I‘don't believe that what you claim is a so-called "fact",

really is.

But interestingly enough, outside of academa, people seldom respond to

A

W
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i furthermore, became so unsalvageably inconsistant. In so doing we take
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knowledge-claims they disagree with in the manner of (B) but far more
frequently in the manner of (A). This seeffis to me evidence that at a

\

deeper level of our thought and language we accept framework (1Bf) < (ZBf)
rather than framework (lEf) - (2Ef). )
Furthermore, framework (le) - (ZBf) corresponds very closely with
certain trends in philosopnyﬁof science and scientific methodology. Since
Kuhn, the importance of the’notion of "facts" has receded a great deal 1n
importance, whereas the importance of "theories" has grown considerably.
But theories are beliefg rather than indisputable “knowledge". The theory
is a set of statements accepted by some grodp of scientific investigators
(or perhaps, just investigators) for pu?poses of exp]anation.‘ That is,
the investigators believe that the set of statements comprising the theory
provide an explanation of certain phenomena. But the statements comprising
the theory are not matters which the investigators kna; indisputable to
be the case. I[f they Gere, the set of statements would not be a theory

but a set of facts -- or better -- a set of statements expressing a set

of facts which the investigators know to be the case. Rather, the

’ \ \ _7 B
are true, and perhaps even believe that they know that the set of state-

investigators belijeve that the set of statements comprising their theory

ments are true. But. they do not know as a fact that the set of statements
comprising the thedry are true, or the theory would not be a theory but a
proven set of facts.

It is also worthwhile to give some account -- even if it fs a very

specylative ane -- as to how the epistemic framework developed, and

. o v
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our cue from Peter.Unger and his account of the devBlopment of our key
epistemic terms -- and their subsequent "inapplicability". Unger writes:

After years of thinking intensively on ep1stemolog1ca1 topics, I
“could not help but think that the deepest and most compelling arguments
I encountered first, namely, certain classical arguments for skepticism.
Perhaps because they were so compelling there were many arguments I
later met which sought to refute the skeptical reasonings. But after a
short period when an alledged refutation of scepticism might have a
certain heady appeal, it would look shallow beside the original sceptical
considerations. Attempts at refutation, it always seemed, missed the
main point of the sceptical reasoning. The glare of an appealing
fashion sometimes made this failure easy to overlook for a while. The
appearance of philosophy's triumph over a negative view allowed for some
brief pleasure. But the pleasure was always quite fleeting, lasting on]y
as long as the glare of that fashion might seem to blind.

After recurring.episodes of this sort, I had to try to take a larger
view. In trying to be more comprehensive, I reckoned that experiences &
T%ke mine must have occurred over and over again down through the ages.
Indeed, what else could so well explain the effort spent to refute = -
scepticism by each new generation of philosophers, and by almost every
giant in epistemology who was not himself a sceptic? I reasoned that
what might explain both the cycle of the activity, and this underlying
cycle of intellectual experiences, was simply the impossibility of refuting
scepticism. And, then, I thought, of all the reasons why scepticism might
be impossible to refute, one stands out as the simplest: scepticism isn't
wrong, it's right. The reason that sceptical arguments are so compelling,
always e to rise again to demand our thought, would then be also a
simpleone: These arguments, unlike the attempts to refute them, served
the truth.

)

If that is why the better sceptical arguments are so compelling, why
do they seem, not straiyhtforwardly correct, but so deep? Why do they
seem to get us to a level previously covered by the superficial if,
effective disguise of custom and intellectual lethargy? Being trained in
linguistically oriented schools and times, it was natural for me to think
that the answer might lie in my language and similarly in the languages
of other philosophers who felt the compelling power of sceptical arguments.
The steps of the arguments, I conjectured, were based in the real- but
usually unappreciated mean1ngs of key terms. These steps encourage
philosophers to think in the way the meanings dictate, as well they should,
if they are interested, not merely in what we take to be cases of knowing,
and of being reasonable in believing, but in what is really required for
knowing, and for reasonable believing. Sceptical arguments, if they don't
immediately make philosophers come to an analysis of the terms, get us to
think along the lines that an analysis would explicity provide. In a less
explicit way than an analysis would, scepticdl arguments may help us to



A

103

appreciate the meanings of such key English terms as 'know', ‘certain',
‘reasonable’, and so on. Until we encounter sceptical arguments, so far
are we from appreciating the meanings of these key terms that we have
little or nothing to help us think along the lines they dictate. That is
why in everyday life we have no suspicion of any trouble. ... ‘\\/ﬁ

If the meanings of our key terms are impossibly demanding so that the

terms don't really apply, the question arises of how things ever developed
.to this point. How did we come to be in such a conceptual mess, to be,

as it were, trapped in it? As it has to other philosophers, there occurred
to me the idea of a theory of things embodied in our language, inherited
from an ancestor language, or languages. Vague'as this idea may be, it
seems to prowide a framework.for explaining why the conceptual mess began
and why it has persisted. The theory in our language represents the
thinking, conscious or not, of people a very long time ago. These people
were instrumental in the development of our language, by way of creative
impact on one or another key ancestor of it. Their language was, or their
languages were, developed to express an old theory. Language and theory
developed mutually: a little language, a little theory, a little
language, and so on. The meanings of the key terms were formed, and made
to connect withh those of other words, in order to accommodate their
developing thought.6

Now, a$ should'be obvious to the reader at this point from the approach
we have taken in the'essay, it is my opinion that Unger went wrong in
concentrating on the vocabulary of our language rather than its structure.
That is, it has been my contention that what has gone wrong and led to
the paradoxes above is not the strict inapplicability of certain key terms
1ike 'know', 'reasonab]e',’and so forth, but the underlying structure of
our language which fgilg_;o put thesé terms in their appropriate bé]ief
context. It. is this faulty structure which [ have termed the “"epistemic
framework", and have argued above, both can and ought to be replaced by
the framework (1Bf) - (ZBf). (1f we make such a replacement, (1Bf) - (2Bf)

for (1EF) - (2ef

), we not only avoid the paradoxes but also regain the
applicability of the terms of our language, including the epistemic ones).*

Unger's theory about the origin of tbe problem, however, is adaptabie to

. ‘,:é_,ﬁ,i;/wi-t P S
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the version of skepticism we have presented in this essay. That is, it
seems to me the epistemic framework probably does owe 1t origins to the
onto]égica] and psychological outlook of an ancestral people instrumental
in the deve]opﬂfnt of our language, and that the underlying structure of
our language (including thé epistemic framework) is a mirror of the
theoretical outlook of these people. But how could a people, even an
ancestral people, develop a language structure, part of which was
inconsistent? The answer,. [ think, is that for them the "epistemic frame-
.work”‘was not inconsistent. They may have been the sort of individuals
who would not have fallen with the range of any of the 'x' variables, or
the premises (1K°) - (6KS) may not have been nearly as damaging for them
to adhere to as they are for us. For w@atever reasons, the part of the
language structure which comprised the epistemic framework was probably
perfectly adequate Fo meet the needs of these people, although, as I have
argued, this is not the case for us. As time passes, people's needs and
theoretical outlooks change. What was adequate for a certain civilization
or culture thaé preceded ours doés pgt serve us as well.

Finally, I shall conclude this essay with a few brief thoughts-Pn the
practical import of the revision of language.as I am suggesting. %hat is,
how the world would be different if the- framework (1Bf) - (ZBf)'were
universally adopted‘in place of (1Ef) - (2Ef). Interestingly enough, on
the surface of things nothing-woufd change. Communication would go on as
usual. ATl of our everyday asserti&ns, whether ordinary or scieﬁfific,

even the epistemic ones, would remain precisely as they are in the

f .
(e) - (2Ef) framework. But the underlying attitude and interpretation



3
4

105

behind these assertions would change drastically. We would suddenly
become far less dogmatic and pompous. Every truth-claim, even those

coming from the ‘most authoritative sources, or advanced on what seems

the surest evidence, would be interpreted withiq a belief-context. HNothing
would be indisputable; so-called "facts" would éecome "facts-within a
theoretical-context". Theory rather than fact would become our fundamental
methodological unit. Furthermore, the tyrannical authority of many of

our institutions would be, of necessity, softened. Scientific, political,
educational, humanitarian and religious institutions would no longer speak
with the grandiose authority of "facts" or "certain knowledge" but instead
would speak with the humility of "treoretical assumptions" and "beliefs".
We would be forced to take ourselves and our institutions less seriously;
because whatever we or they maintained would be interpreted as theoretical
rather than indisputable.

Lastly, for me it seems clear that a world built around a conceptual
outlook 1ike that of (1Bf) - (ZBf) would be far more conducive to intellectual
inquiry and progress‘than a world built on an epistemic framework 1ike that ™
of (1Ef) - (ZEf). That is because frameworks like the Tatter allow us to
feign an objectivity about pur judgments whicﬁ they really don't have. As
we have labbured to show above, the'“epistemic framework" is inconsistent,

since we don't know that every counter-exemplary hypothesis to what we claim

to know is false. As a result, our so-called "knowledge" is not objective

but within the context of our-beliefs. Moreover, ‘the tendency we have within

the epistemic framework to parade our convincing (to us) but nevertheless,
subjective beliefs as “objective knowledge" has a further tendency to impede

intellectual inquiry and brogress. New theories and hypotheses which
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conflict with established "facts" (so-called) are rejected out of hand,
But this is not sensible since it tends to preserve the older but not
necessarily better theories. It may be thét the so-called "facts" with
which the new theories conflict are not really “facts" at all but simp]y‘
certain mistaken interpretations we have given to 9n{’agggrvations, our
supposed intellectual insights, or some other sourké. In contrast, a
world based on a framework like that of (]Bf) - (ZBf) would be a world
where any theory could in principle be advanced or rejected. No theory
would be immune to revision and any "rejected" theory.could be recalled

at any time if it seemed capable of improving our understanding. With all

this, perhaps skepticism really isn't such a bad idea after all.

~
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T Notes - Introduction

Introduction

1. Feyerabend P.K., Against Method (London, 1975), p. 230
2. Ibid., Cf. Chapter 1, 16, and appendix 3-5
3. It shall become clearer later in this essay what I intend by the

expression 'non-trival matters'. Essentially, however, it comes to the
following: For the sake of argument, I will grant that there are certain
incorrigible-type statements which are okay for an individual to maintain
that he or she knows to be true, where this "knowing" is a fact rather than
a theoretical possibility. These are statements like:

1) 'It seems to me now that I am sitting.'

2) 'Bachelors are unmarried.'

3) 'Red is a color.'

4) 'It is not the case that Campbell soup drinks procrastination.'

5) 'l don't know___ right nowr' (where the blank is filled by some state of
affairs about which the speaker simply has no beliefs at the moment).
[ grant this point mostly because "incorrigible-type" statements like
1) - 5) are really not worth arguing about. Although it is extremely
difficult to_find instances, even imaginative ones, where anyone is mistaken
in claiming to know that statements like 1) - 5) are true, it seems
ridiculous to restrict‘epistemologica1 claims to all and only matters such
as those expressed by statements 1) - 5). If this is all we really can
know, strictly spegking, then the notion of 'knowing' seems so restricted
as to be uninteresting. This is a very brief sketch of what I shall argue
in far more detail later in this essay.

4. Academic Skepticism dates from the Platonic Academy in the Third Century,
B.C. Its theoretical formulation is attributed to Arcesilas, circa 315-241
B.C., and Carneades, circa 213-129 B.C. The essential tenet of Academic
Skepticism is that there is only one thing which any individual can know,
namely, that he knows nothing. Pyrrhonian Skepticism, on the other hand,
has its origin in the legendary Pyrrho.of Elis, circa 360-275 B.C. Its
theoretical formulation is attributed to Aenesidemus, circa 100-40 B.C.
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The Pyrrhonist considered that both the Dogmagist;(or non-skeptics) and
the Academic Skeptics asserted too much, the one grbup that something
can be known, the other that nothing can be known. 1In contrast, the
Pyrrhonist attempted to suspend judgment on all questions, including
the question as to whether gr not something could be known. The Pyrrhonis{
put together a series of "Tropes", ways of proceeding to bring about suspense
of judgment on matters dealing with what is non-evident, in order to
attain the goal of "ataraxia", or unperturbedness.

Pyrrhonian and Academic Skepticism have had continual reoccurrences
in the ﬁistory of Western thought, most notably in the revival of
Pyrrhonian Skepticism in the 16th century. It is‘for this reason that I
have referred to them above as "classical". More often then not, when
people think of "skepticism", they think of an outlook very similar to
ejther Academic or Pyrrhonian Skepticism. Cf. Popkin, Richard H., "The
Skeptical Crisis and the Rise of Modern Philosophy", Review of Metaphysics,
Vol. 7 (1953-4) 132-151, 307-322, 499-510; The History of Skepticism from
Erasmus to Descarte {(New York, 1964) and “The High Road to Pyrrhonism",
American Philosophical Quarterly, Vol. 2 (1965), 1-15.
5. The expression "consign to silence" comes originally from the
Tractatus Logico-Philosophicus (Wittgenstein, L.), proposition 7:

"Wovon man nicht sprechen kann, daruber muss man schweigen."
which at least under one translation-comes to:
"That which cannot be said, must be consigned to silence."

6. In the paragraph above, I am not agreeing, necessarily, that the
charges traditionally raised against classical skeptical positions in
philosophy are valid objections to it (although this is possible). It
strikes me, rather, that it is quite likely that critics of classical
Pyrrhonian and Academic¢ skepticism simply do not understand what these .
figures are trying to get at. For the purposes of this esséy,.however,
I am simply trying to distinguish the version of skepticism I am
proposing from what 1 might call the “common outlook" toward skepticism.
By this "common outlook" I have in mind*objections 1i}e the following
from G.E. Moore, and B. Stroud: '

-9 <
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Most philosophers who have held this view, have held, I think, that
though each of us knows propositions corresponding to some of the propositions
in (I) ( (I) is a list of truisms which Moore presénts at the beginning of
his article; it includes remarks like: There exist at present a living’
bodys which is my body. This body was born at a certain time in the past,
and has existed continuously ever since. ...Ever since it was born it has
been either in contact with or not far from the surface of the earth. And
so forth.), yet none of us knows for certain any proposition either of the
type a) which asserts the existence of material things or of the type b)
which asserts the existence of other selves, besidds myself, and that they
also have experiences. ...They admit that they do in fact believe pro-
positions of both of these types, but they deny that they ever know them.
Some of them have spoken of such beliefs as beliefs of Common Sense,
expressing thereby their conviction that-beliefs of this sort are very
commonly entertained by mankind: but they are convinced that in all cases,
these things are only believed, not known.

Now the remarkable thing which those who take this view have not, I
think, in general duly appreciated, is that, in each case, the philosopher
who takes it is making an assertion about 'us' -- that is to say, not merely
about himself but about many other human beings as well. He is saying:
'There have been many other human beings, beside myself, who have shared
these beliefs, but neither I nor any of the rest has ever known them to be
true. ’ ’

Ay

What is odd is perhaps not that Peter Unger is a skeptic, but that he
should write a book about it if he really means it. And there is an
interesting discussion in the bopk of why we find that strange. We feel
that a skeptic ought, in consistency, to remain silent. He has no reason
to believe his view and n@‘pggiggfzg assert it. But on his view he has
no more reason to be sijent Than to speak, so that alone cannot be the
source of our feeling of inconsistency. Unger suggests that it derives
from the fact that in asserting or stating something one represents ona-
self as knowing that something is so, and so in asserting that nobody knows
anything a skeptic is representing something that is actually inconsistent.

(Tha first quotation above is from Moore, and the second is from Stroud.)

Cf. Moore;/G.E. "A Defence of Common Sense", Philosophical Papers (London

1959), pJ}. 33, 42-3; Stroud, Barry, Review of Unger: Ignorance: A Case
for Skgpticism, The Journal of Philosophy,

I must.also note in connection with the paragraph above; that P.K.
Feyerabend does not consiger himself a skeptic, but distinguishes his
program of intellectual anarchism from skepticism by remarks like the one
below: ' R

Epistemological anarchism differs both from skepticism and from
political (religious) anarchism. While the skeptic either regards every

\ ¢
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“view as equally good, or as equally bad, or desist from making judgments
altogether, the epistemological anarchist has no compunction, to defend
the most trite, or the most outrageous statement.

Whether or not there is‘a genuine difference between what is usually called
skepticism and Feyerabend's anarchish I leave up to the reader. As for

the version of skepticism I am presenting, it is as much 1ike Feyerabend's
anarchismeas it is like classical skepticism.

7. Cf. footnote #3 above.

8. The notion of an "epistemic framework" will be discussed in fqr greater
detail in the last part of this essay. See also Hintikka's discpé%iqn of
thg»%oore-re]ated problem of saying and not knowing, as well as the firsf
twﬁ“quotations in footnote #6 above. Hintikka, Jaakko, Knowledge and Belief,
@thaca, 1962), pp. 9, 78-9, 83 g

9. Cf. Strawson P.F., Individuals (London, 1959), pp. 34-6" The skeptic
has to be somewhat of a language revisionist (although he need not be-very

much of one). In order to justify the changes he imposes on usual Tanguage
structure he mseds a motive. The proved contradictions of the "epistemic
paradoxes" provide such a motive. See part four of this essay for greater
detail. .

10. Cf. Hintikka's discussion of Moore's problem, and closely related
"analogues to it. op. cit., Knowledge and Belief,pp. 62-93.

11. Cf. Keith Lehrer's article "Skepticism and Conceptual Change",
especially section I. In the Chrisholm and Swartz Anthology: Chrisholm,
R.M. and Swartz, R.J. Empirical Knowledge (New Jersey, 1973), pp. 47-59.
(Note, however, that the version of skepticism we are promoting in this

essay, is not commited to a notion of "reasonable belief", as a replacement
for "knowledge", as is Lehrer's skepticism. Our commitment is to "belief"
alone, without further complication. Reasons for this point of difference
with Lehrer's skepticism shall be given later in the essay.

It is al<o worth emphasizing that (S) is Qg}lsimply a special case of
2)'. Rather, (S) is a special convention the skeptic adopts for expressing
his reasons for preferring the 1)'-2)' framework over that of 1)-2).
Skepticism is not expressible in the 1)'-2)' framework, since a skeptical

outlook is built into the framework, and conseguently not expressible
¥
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i2. C A&e quotations in footnote #6 above.

13. ‘By "representing himself as knowing anything" we mean claiming that it

is a fact that the individual in question knows certain things, as opposed

to belief that one knows. \
14. Cf. footnotes #5, and #6 above.

15. It is worth emphasizing here that my claim that "knowledge is a
theoretical possibility rather than an indisputable fact", is quite different
from the far more common claim that "although there are in fact some things
which we know, we don‘t know that we know them." In fact, the assumption
that the two claims are the same is, I believe, a rather commonly made
mistake of non-skeptical philosophica1 positions. Why this is so I shall
explain in part III of this essay.

16. Cf. the third quotation under footnote #6. »

17. Gettier, E.L., "Is Justified True Belief Knowledge: in the Oxford

series anthology Knowledge and Beljef, Ed. A. Phillips Griffiths (Oxford
1967 ), pp. 144-146.

18. In making “d' a schematic variable I am clearly avoiding the issue as

to what exactly the object of knowledge or belief is. This is because
questions about the oS}ect of knowledge and/or belief gre currently big

issues in semantics and philosophy of language, and are furthermore caught-
up the controversy surrounding the "use/mention" distinction and the
"statement-sentence/proposition -- state of affairs" distinction. As I
cannot give an adequate treatment of these issues in this dssay (since the
topié of this essay is skepticism and not specific issues of semantics) I
have chosen what I believe is the safest alternative. The quotation below
from Hintikka's Models for Modalities is I think, equally applicable to the

substance of this essay:

. "I am aware of being even more casual than usual with the fetish of
second-rate logicians9 quotes and use and mention. My appeal here is to
the principle that one is to be considered innocent until one has been
found guilty by an actual confusion caused by the failure to tell use
from mention."

Hintikka, Jaakko, Models for Modalities (Boston, 1969), p. vii.
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19, With respect to\my assumption that knowledge is at least "true belief",
[ do intend the word 'true' in its strongest sense relative toc whatever
"valence-scheme"of logic is being employed. That is, if a three-value
scheme of logic is being employed, where the values are T, F, and N

" (T = true in the classical sense); then on our assumptions it follows

that if any matter is knowi, then any statement expressing that matter is
both+F, and .N. Or, if a four-value scheme of logic is being employed,
where the values are T, F, N, and R, then on our assumptions it follows

that if any matter is known, then any statement expressing that matter is
“F, VN, and R. This means that although we are not committing ourselves

to bivalence in this essay, any "valence-scheme" of logic shall act forCls
"bivalently" in epistemic context. '
20. Tarski, Alfred, "The Semantic Conception of Truth" in the Feigl-Sellars
anthology, Readings in Philosophical Analysis, Ed. Herbert Feigl, and

Wilfrid Sellars p. 55. The reader will note that in my short exposition
of Tarski's convention (T), I have Keplaced his use of the word 'sentence'’
with my use of 'statement'. My reason for doing this concerns what at
this point are almost standard objections to the assigning of truth values
to 'sentences' (ie. sentences containing ego-centric particulars cannot be
assigned truth-vaTues éaart from the context in which they are uttered,
neither can sentences containing tense-expressions such as: 'the ship will
sail tommorrow', and so forth.) I want to assure the reader, howevér,
that by the term 'statement' I mean nothing intensional, that is, nothing
related to the "meaning" or "intension” of some linguistic form. Rather,
by 'statement’ I simply mean a kind of sentence; a sentence to which there
is no ambiquity in assigning truth value. X o
21. Aristotle, Metaphysics, Book IV ( ), Chapter 7, standard pagination
27-1011% in The Basic Works of Aristotle (Random House, 1941), ed.
Richard McKeor.

22. MWe include in parentheses the phrase '(any statement expressing p)'

because strictly speaking we cannot use the expression p' ' to indicate
the statement expressing thg state of affairs a knows to be the case.

Cf. Tarski, Alfred, "The Concept of Truth in formalized Languages" included

Vs
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in Logic, Semantics, and Meta-Mathematics, translation J.H. Woodger
(Oxford 1956), pp. 159-60.
23. One notable exception in this regard is Ryle's notion of 'knowing-how'

as opposed to 'knowing-that'. If soime individual knows how to do something,
it isn't necessary that he has any beliefs whatsoever about what he can

and cannot do. The notion of knowing-how, however, shall not be taken up

in this essay. The reason is that with respect to skepticism the notions

of 'knowing-how' and 'knowing-that' are inexorably tied. That is, if !
establish in this paper, as I have claimed that (with respect to the notion
of 'knowing-that') that the agsumption that human beings know quite some
number of non-trivial matters to be the case is a theoretical possibi]ify
about, rather than a fact of, human nature; then it follows in suit that
(with respect to the notion of knowing-how) the assumption that human

beings know-how to do quite some number of non-trivial things, is a
theoretical possibility about, rather than a fact of, human nature. More
will be said about this point later in this essay. Cf¥. Rylé, Gilbert,

The Concept of Mind (London, 1949), Chapter 2.

24. This is not to say that the copherence, pragmatist, or consensus, theories

are not adequate theories of verification, theories about how we weigh our
various beliefs, or theeories about how we decide to keep certain of our
beliefs and reject others. The definition of the word 'true' is being
contrasted to all of these in the above.

25. A counter-example expressing this intuition with respect to the coherence
tﬁeory of truth could easily run as follows: Suppose at some time t] [
start believing that a certain state of affairs, p, is the case. As 1t
happens, p is very different from anything else 1 believe to be the case,
and consequently does not cohere with all these other beliefs. As time
passes my opinion that p is the case grows ever stronger, and so [ change
around all of my other beliefs so that they cohere with p. All of these
x So at t2 (although not at t1)
I can regard any statement expressing p as true, on the coherence

changes have been effected by some time t

interpretation. But in such a situation I would want to regard p as true
(or false) at ty as at t,.
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With respect to the Pragmatic theory of truth, there seems to me a
fundamental metalogical problem. [f someone says:

‘The pragmatic theory of truth' is true.
does he really intend to mean that the pragmatic theory ts a practical
maxim for effective (or useful) behavior? [f he does couldn't the
correspondence theorist also maintain that his theory is an appropriate
maxim for effective behavior? I[f so, the pragmatic theory of truth would
have fﬁs'étrange consequence of allowing that both it, and the correspondence
theory of truth are true. 727
26. Cf. Any of Popkin's histories of Skepticism, for example those cited
above in footnote 44, or for a general overview see Popkin's article under
"skepticism” in the Encyclopedia of Philosophy.
27. A1l of these claims shall be adequately supported as this essay

Z

proceeds.
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Notes - Part One

1. We allow the vagueness of subject referentés ('skulls', 'shells',
‘protoplasm', 'systems', and so forth); because if there were such an evil
scientist, it follows that what "human beings"” are, and what "perceptual"

apparatus they have, might be radically differqnt _than what we suppose --
assuming that the evil scientist Hnaq1nin£ above 15 false.

2. The imaginative hypothesis accounted 1n ghls«pé}agraph is borrowed
from Peter Unger, Ignorance: A Case fbk Skepticism (Oxford, 1975), p.p. 7-8.

3. "Every conscious individual" mé& be no more than one subject besides
the evil scientist who the evil sciehtigt is deceiving.”
4. The original Cartesian meditation runs as follows:

Nevertheless, the belief that there is a God who 15 all-powerful,
and who created me, such as I am, has for a long time obtained steady
possession of my mind. How, then, do I know that he has not arranged
that there should be neither earth, nor sky, nor any extended thing,
nor figure, nor magnitude, nor place, providing at the same time, how-
ever, for (the rise in me of the perceptions of all these objects, and)
the persuasion that these do not exist otherwise than as I perceive
them? And further, as I sometimes think that others are in error
respecting matters of which they believe themselves to possess a perfect
knowle how do I know that I am not also deceived each time [ add
togethe™two and three, or number the sides of a square, or form some
judgment still more simple, if more simple indeed can be imagined?

But perhaps Deity has not been willing that I should be thus deceived,
for he is said to be supremely good. If, however, it were repugnant

to the goodness of Deity to have created me subject to constant deception,
it would seem likewise to be contrary to his goodness to allow me to

be occasionally deceived; and yet it is clear that this is permitted.
Some, indeed, might perhaps be found who would be disposed rather to
deny the existence of a being so powerful than to believe that there

1s nothing certain. But let us for the present refrain from opposing
this opinion, and grant that all which is here said of a Deity is
fabulous: nevertheless, 1n whatever way it be supposed that 1 reached
the state in which I exist, whether by fate, or chance, or by an

endless series of antecedents and consequents, or by any’Efﬁb(\means, 1t
is clear (since to be deceived and to err is a certain defect) that

the probability of my being so imperfect as to be the constant victim
of deception, will be increased exactly in proportion as the power
possessed by the cause, to which they assign my origin, is lessened.

To these reasonings | have assuredly nothing to reply, but am
constrained at last to avow that there 1s nothing at,all that I formerly
believed to be true of which 1t 1s impossible to doubt, and that not
through thoughtlessness or-levity, but from cogent and maturely
considered reasons; so that henceforward, if [ desire to discover any-
thing certain, [ ought not the less carefully to refrain from assenting
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to those same opinions than to what might be shown to be manifestly false.

But it is not sufficient to have.made these observations; care 5
must be taken likewise to keep them in remembrance. For those old and
customary opinions perpetually recur--long and familiar usage giving
them the right of occupying my mind, even almost against my will, and
subduing my belief; nor will I lose the habit of deferring to them
and confiding in themso Tong as [ shall consider them to be what in
truth they are, viz., opinions to some extent doubtful, as I have
already shown, but still highly probable, and such as it is much more
reasonable to believe than deny. It is for this reason I am persuaded
that I shall not be doing wrong, if, taking an opposite judgment of
deliberate design, I become my own deceiver, by supposing, for a time,
that all those opinions &re entirely false and imaginary, until at
length, having thus balanced my old by my new prejudices, my judgment
shall no Tonger be turned aside by perverted usage from the path
that may conduct to the perception of truth.” For I am assured that,
meanwhile, there will arise neither peril nor error from this course,
and that [ cannot for the present yield too much to distrust, since
the end I now seek is not action but knowledge.

I will suppose, then, not that Deity, who is sovereignly good
and the fountain of truth, but that some malignant demon,who is at
once exceedingly potent and deceitful, has employed all his artifice
to deceive me; I will suppose that the sky, the air, the earth, colours,
figures, sounds, and all external things, are nothing better than the
i1lusions of dreams, by means of which this being has laid snares for
my credulity; I will consider myself as without hands, eyes, flesh,
blood, or any of the senses, and as’ falsely believing that I am possessed
of these; I will continue resolutely fixed in this belief, and if
indeed by this means it be not in my power to arrive at the knowledge
of truth, I shall at least do what is in my power, viz. (suspend my
judgment), and guard with settled purpose against giving my assent to
what is false, and being imposed upon by this deceiver, whatever be
his power and artifice.

Descartes, Rene,Meditations on the First Philosophy, reprinted in The

Rationalist, tr. John Veitch, Dolphin Books (New York: Doubleday &

Company, Inc.).

5. Cf. p. 23ff. below for greater detail on this point.

6. The example-statement ‘there arg'rocks‘ is also borrowed from Péter
Unger, op. cit., p. 7.

7. The principle appealed to here is what I shall call the “principle
of rationality," and shall be.expiained and formulated i, much greater

"+ detail below.
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8. op. cit. Unger, pp. 14, 18-9
9. Here and elsewhere in this essay we have made use of the ' '
connective not because of any commitment to classical logic or material

implication, but because the ' ' is generally the most common form if any ...

then connectives.

10. Cf. pp. 5-7 above. .

11. 1 must note that the assumptions about John listed in the paragraph
above (7) do not justify (7), but they do make (7) plausible. That is,,
under ordinary circumstances if we "knew" that some individual, John, had
been reading, understanding, and giving his assent to lines (1)-(6)
above; grasps the principles of the e]emenﬁary‘bﬁbpositiona1 calculus and
so forth; then we would naturally also assSume that}premise (7) is true.
12. For the formal statement of the principle ofarationality look ahead
to section III. N

13. The single turnstile just stands for(c]assié31 formal impl jcation in
the above. '

14, In the above we are being fairly loose about object-langudge/meta-
language distinctions for ease of explication.

15. The point of phrasing matters this way\ is not to make claims oyerly

subjective, but simply to state matters as agccurately as gossible. Perhaps,
d be true. Such

people, however, certainly must have gxperiences very, very different than

there are people for whom statements like line

my own -- so much so, that I can hardly imagine what sorts of "knowing"
experiences these individuals have.

16. Cf. p. 8 above

17. Cf. footnote #14 above.

18. For references Cf. Pap, Arthur, "Belief and Propositions", Philosophy
of Science Vol. 24 (1957) 123-136; Rescher, N{cho1as, Studies in Modality
(Blackwell's Oxford 1974), p. 104; Snyder, D. Paul, Modal Logic and its
Applications (New York: Van Nostrand Rhienhold, 1971), p. 201.

19. Carroll, Lewis. “Khat the Tortoise said to Achilles", Mind Vol. 4
(1895), pp. 278-280.

20. Everything from the second paragraph of p. 18 to the eighth line of

Y



[ SN S

Ton 'xy'.
on X

118

p. 19 is paraphrased from the Lewis Article cited above. Quotation marks

in these paragraphs refer to quotations from this article.

21. I am using the ' >' sign in the above, not because of any commitment
to classical logic, or material implication, but simply because it is the

most common of connectives. If the ' >' sign was everywhere replaced in

the above with the strict implication operator ' -~' (where p-q=df “(p q),
the epistemic principles cited above would still fail -- for exactiy the
same reasons. ‘

22. Following Hintikka, double quotes are used in this essay the way Quine

uses his quasi-quotes or “corners" (Quine, W.V. Mathematical Logic (rey.

ed.; Cambridge Mass. , 1951), see section 6; and Hintinkka, Knowledge and
Beliefs (Cornell, 1962), p. 4). That is, when using double quotes we do

not refer to the expression which occurs within them, but refer to the
expression which is the result of replacing all of the syntactical symbols
in the expression with the names, statements and so forth for which they
stand.
23. By Kxy we have in mind here the notion of knowing that every statement
which is a member of y is true. That is:

Kxp = df (8)(dev-Kxg)
24. Latter we shall define the knowing of a set of statements in such a .
way as to make this principle a rule of inference. But for the *time beih@
we make it a syntactical principle turning on the range restrictions

25. For example, if some individual is in the range of 24' from t}
through t,, then he is in the range of 'x', 'x', and 'x"' from t1, through
t2.'

26. The range rules cited above apply not only to the variab]es'x]', '54',

2)

x;'' and 'gq", but to any group of variables which have similar

qu;1if1cations.

27. The paradox above is actually slightly different from the logical
outlines (1)-(9) of section II. This is because of the way in which we
have formulated our principle of rationality. The principle leads from”

antecedent conjuncts of "single K-depth" to a confequent of "single K-depth".
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The principle, thus, a]]owé us tngo from premisés of K-depth n to a
conclusion of similar K—deptﬁh(K-depth m, m-n), but not to a conclusion
of K-depth greater than n. It is for this reason that we have made use
of the strategy which we have employed above.
28. MWe use line numbers here and elsewhere merely as abbreviations. The
line numbers can be replaced at any time with the actual line.
29. Premises (1), (2), (3) of section II of the proof above are true by
definition given the range restrictions we have put on 'i]‘ and '54'.
30. The universalized form of premise (5) above may be a little bit
disturbing. For example, premise (5) would seem to be false if instantiated
for x = God, since God (we assume) would ordinarily know that he is not
being deceived about anything he claims to know. But the use of the
universal form is only for ease of explication. To establish the paradox
we only need the premise: '

(5)'(3%)) (39) (KK} & Kx) DX ed) .
The use of the universal form here and in the next three proofs is simply
to correspond with our use of the term 'we' in ordinary Ené]ish. The 'x'
in (5) can be understood to range over "ordinary", fallible human beings.
31. On reading the proof above, the reader may be thinking ahead and
question. "You have told us in the introduction that you are going to
argue for skepticism, yet the paradoxes you develop assume that persons in
the range of certain réstricted variables know certain analytic "truths".
Isn't this circular?”" Fortunately it is not. In arguing for skepticism
in this paper I-am not contending that no one ever knows anything.  But
rather that the epistemic framework as defined above is inconsistent.
Having established this inconsistency, I go on to suggest that we can
avoid this inconsistency by replacing the epistemic framework with a
humbler, skeptical framework -- where a skeptical outlook (rather than an
epistemological outlook) is built into our communication patterns. By
using this strategy I avoid the usual self-refutation problems of skepticism.
This strategy is outlined in much greater detail in part four of this
essay. _
32. I refer to 'analytic-like conditional' rather than simply 'analytic’
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conditional because of the problems raised by Quine in his "Two Dogmas..."
essay. Quine, W.V., "Two Dogmas of Empiricism", contained in the
collection of essays: From a Logical Point of View (Harvard University

. Press,1953), pp. 20-47.

{VJ 33. Russell, Bertrand, The Analysis of Mind, first published (1921)

" (reprinted London & New York: Muirhead Library, 1971), pp.159-60.

34, 1bid, p. 159.
35. Ibid., p. 160.
36. The same sort of reflections that applied to premise II. (5) of the
previous proof apply here. Also to premise (3) of the second half of
the next two proofs that follow.
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Notes -- Part Two

1. In this essay I am using "counter-epistemic hypothesis" and "counter-
exemplary hypothesis" more or less as synonyms.

2. Proponents of "Oh Come-on" -- Tike 'arguments from current philosophical
history would be Norman Malcolm, G.E. Moore, and John Wisdom, Cf. Malcolm's
Knowledge and Certainty (Englewood Cliffs, N.J., 1964); Moore's three

essays "A Defence of Common Sense", Four Forms of Skepticism", and
“Certainty", all of which are available in Philosophical Papers (ﬁew York,
1962); and Wisdom's Qther Minds (Oxford, 1952). In addition to these
three proponents, arguments like the one above are popular, in general,
amongst "“Oxford School" philosophers.

3. This point is nicely laid out in the preface of POpkin's book, The
History of Skepticism from Erasmus to Descartes (Netherlands: N. V. Assen,

1960), pp. ix-x
4. We use t
for / “de’."” That is, in the sentence above I really meah 'not true’
rafﬁgtothan 'false' -- in order to avoid difficulties with category
mistakes and nonsensical utterances. I put the word 'false' in the text

rd 'false' here, and elsewhere in the essay as a synonym

purely for stylistic reasons.

5. Cf. footnote #30 of part one.

6. In the inference from (14) to (15) three consecutive uses of the
deduction theorem have been abbreviated into a single inference.

7. Quine is, of course, against the practise of quantifying over predicate-
places rather than argument-places in formulas. I do not share Quine"s
worries. The issue, hoWever, has no real bearing on the proof above, since
we could easily obtain the same result without quantifying over predicate
places. We need only replace premise I. (1) with (z )(Mz-zcC).

Cf. Quine, W.V. "On What There Is", contained in the collection of essays:
From a Logical Point of View (Harvard, 1953), pp. 1-20. _
8. In my argument in the paragraph above I have c]dse]y paraphrased

Unger's argument. op. cit. Unger, pp. 24-25,

9. Ibid., pp. 24-25 '

10. It is worthwhile keeping in mind when considering both of thesggg‘
examples, that what appears is distinct from what is. Much/of what [ have
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said is centered around this point. The distinction between appearance
and reality is discussed in greater‘detail in section XII of this essay.
11. The formal proof runs as below: We again retain all of the previously
established.conventions from sections III and IV of the previous chapter,
and section V above with the following reformulations and additions: The
letter 'T' shall designate the set of all physical objects. The symbol
‘Pz’ shall be a complex schematic variable which can be replaced by any
open sentence which is a member of the set {Fz: (z)(Fz -z¢eT)}). The
symbol 'Tz' shall be a schematic constant which is replaced by an arbit-
rarily chosen member of the set {Fz: (z)(Fz > zeT)}. The predicate
letter 'I' shall swand for the predicate '__ is an illusory appearance
created by the action of a KGB thing simulating machine'. This time the
" variable '54' shall range over any person who knows lines (1) and (2) in
the first part of the .proof below (i.e. (54) (K>_<4 ((1), (2)})). The
variable '54' shall range over any person who knows that line (10) is a
good inference from 1in&s (1), (2), and (3) in the first part of the proof
.Abelow (i.e. (54) (K§4 ((1),-(2), (3) (10)))). The variable '24' will
range over the intersection set of the range of 'x4‘ and the range of 'éqf
per context. The arbitrary constant letter 'a4' will name an arbitrarily
selected 1nd1v1dua1 in the range of x4 ; the arbitrary constant letter

2, will name an arbitrarily selected individual in the range of _4', and
‘the arbitrary constant letter '§4' will name an arbitrarily selected

individual in the range of '24 . Range rules will be as they have been
for former proofs. .

The idea behind the specification of the range of 'E' above, is to
define the extra-linguistic counterpart to thé set of all predicates
uniquely predictable of physical objects. That is properties and relations
which can be truly predicated of some individual only if that individual
is a physical object. For example, under any interpretation, the
statements: . {

(N4) The reflection in the mirror is made of oak. -

(N5) Jim's appearance weighs 10 pounds.

(N6) Harry's hallucination is situated in the far left corner of this
room.
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are false (at least as long as we assume that the subject of each of
these statements is not a physi<al object). Whereas the statements:

(T1) The table is made of oak.
(T2) The bag of sugar weighs ten pounds.
(T3) Jim is situated in the far left corner of the room.

are possibly true (at least as long as we assume that the subject of these
statements is at least a physical object.) This makes possible the proof

below:

I.

1. (2)(P)(Pz-zeT) : hypothesis

2. (2)(z.n(zT)) hypothesis

3. - 4_15_ hypothesis ;

4. (2)(P)(Pz>2z¢T) reiterate

5. (Z)(&ﬁ;)m(ZEf) reiterate

6. TeoceT universal elimination: 'c' for

‘z' and 'T' for 'p
7. ) ceT modus ponens (3), (6)
8. Icn(ceT) universal elimination: ‘c'
for 'z

9. w(cef) double negation (8)
10. Alc . modus tollens (8), (9)
1. (3)>(10) . conditional proof (3)-(10)
12 (2).5((3)>(10)) ' conditional proof (2)-(11)
13. (1).-((2)-((3)>(10))) conditional proof (1)"?32)
14, 15(1).5((2)-((3)>(10)))" (13) derived on no assumptions
15. Q])ﬂ%&fﬁ?thﬁ1OY' " deduction theorem

II. K

1. (§4)(K§4((1),(2'),(32F(10))) premise

2. (54)(K§4((1),(2)) premise |
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10.
11.
12.
13.
14.

15.
16.
17.
18.
19.
20.
21.

(x)(3z)(3P) (Kx(Pz)& “Kx{vIz))*
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-

<

- =~
[o7] o
lL(LIL‘”I
—

—

—
~——

-

—

[pS]
~—

-

—

(881
~—
~—

Ka,(10)

LQJ

(3) .DKE_4(]O)

(3%,)@2)(3P) (Kxy & Kx,(v12))
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premise
range rules
range rules

universal elimination ' for
1

[}

X4
universal elimination 'a,
15 \ "'4

X

hypothesis

8

for

reiterate (7)

K-set rule ;

reiterate (6)

principle of rationality
coﬁdition@l_proof (8)-(12)

substitutions for lines I. (3),
I. (10)

‘c', '§4' 'T' are arbitrary
double negatﬁon
3-Y transformation -

o-& transformation

-range rules

universal elimination

Jintroduction

1) we do know certain matters of fact about physical things, which'QAf% ®

be expressed only through true statements of the form 'Pz'. although

2) we don't know for certain in any given instance if the supposed

"thing" in question is not a thing at all, but an illusory appearance

created by some KGB thing simulating machine.

and the "deducibility"  (on certain assumptions about the kind of knower we



125
&

are dealing with) of 'a knows that___is not an illusory appearance created
by some KGB thing simulating machine' from 'a knows that _has a property
of the uniquely physical-type described above'.

12. Unless, of course, he accepted II. (3') only because he was aware
specifically of a number of individuals who were instances of II. (3'),

" although he was not aware that they were instances of II. (3). That is,
with respect'to‘persons, m, n, 0..., who are not in the range of '25', he
is aware that Kmd &“Km ‘Mmg, Knd &v Kn ~Mnd, and Kod & Ko ~Mog..., and
has no further evidence to incline him to accept I1I. (3). I, however, see
no reason to suspect that anyone would ever accept II. (3) for these
reasons.

13. I might add that it is also not the conception of "knowledge" of the
physical, or social sciencgs. Other relevint quotations can be found in

Hans Reichenbach's, Experience and Prediction (University of Chicago Press,
1938) p. vi, and The Rise of Scientific Philosophy (Berkeley and Los

Angeles: University of California Press, 1951), p. 170.
14. Carnap, Rudolf "Truth and Confirmation" article adapted by the author
from "Wahrheit und Bewdhrung", Actes du Congres International de

Philosophic Scientifique (1336), and from "Remarks on Induction and Truth",

Philosophy and Phenomenolagical Research, Vol. V1, and reprinted in

Anthology: Readings in Philosophical Analysis, ed. Herbert Feigl and

Wilfrid Sellars (New York, 1949), p. 120.

15. Russell, Bertrand, Human Knowledge its Scope and Limits ({New York,
1948) p.p. 340-341,

16. Ibid., p. 498.

17. Austin, J.L., Sense and Sensibilia, reconstructed from the Manuscript

notes by G.J. Warnock (Oxford, 1962), p. 123.

18. Quine, W.V., "Two Dogmas of Empiricism", reprinted in collection of '

auphor's essays From a Logical Point of View (Harvard, 1953), p. 43.
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Notes -- Part Three

/
1. My idea for this objection comes initially from Odiggg;d's réview of
Unger: Odegard, Douglas, review of Ignoranzé?A"K‘CESE"or Scepticism by

Peter Unger, Dialogue, Vol. XV1, No. 1 (March, 1977), pp. 167-168.
Objections similar to the'one above, howevér, are relatively common to
20th century English philosophy.

2. In addition to the criticism f9ised in the text of this essay, it also
seems to me that the proponents of such-an epistemological view as is
reflected by the objection above, go wrong in assuming that it is obvious
that knowing does not imply knowing that one knows. It is not obvious.
Firstly, the long standing tradition of the history of philosophy has,
in general held that knowing does imply knowing that one knows. Hintekha
documents this point in his book Knowledge & Belief, op. city (1962)

p. 107-9. He writes:
"The consensus of philosophers seems to support overwhelmingly the
,equiva]ence'of (63) (knowing) with (64) (knowing that oné.knows). The

problem of "knowledge about knowledge" was discussed at length by Plato in
the Charmides. The discussion seems to indicate that Plato thought it
impossible to disentangle "knoQ]edge about. knowledge" from knowledge
simpliciter, except ih some secondary or unimportant sense of knowing.
(Charmides 169 E ff.) More exp]icitvy, Aristotle went on record as
identifying knowing and knowihg thdffone knows. (Nicomachean Ethics,

1X, 9, 1170827 ff., Eudemean Ethics, V11, 12, 1245% ff., De Anima I1I, 4,
429b26-430a9, and Metaphysics X11, 7, 1072b20 and 9 1074b33 ff.)

St. Augustine, too, made use.of the equivalence. (De Trinitate XV, Xii,

21 and X, xi, 18.) Aristotle was followed by some of the most influential
mediaeval authors, among others Averro&s (Tahafut al-Tahafut, tr. with

introduction and notes by S. van den Bergh (London, 1954), pp. 209-212.)
and St. Thomas Aquinas (Summa Theologica II, 1, quest. 112, art 5 oby. 2,
and reply thereto cf. Questiones de Quolibet III, art, 9, ad resp.) On
this point Spinoza was a faithful Aristotelian, as witnessed by both the
Ethics (Ethics II, propositions 21 and 43; The Chi€f Works of Beneé}ct de
Spinoza, tr. by R.H.M. Eliwves(London, 1905-1906), II, 102-103, 114-115)

and by his treatise On the Improvement of Understanding (The Chief Works of
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Benedict de Spinoza, II, 12-14). The implication from knowing to knowing
that one knows is implicit in Locke's account of personal identity (An
Essay concerning Human Understanding, bk. II Ch. xxvii, sec 11) and

explicit in Samuel Clarke's Second Pefense of an Argument (London, 1707;
quoted by C.S. Lewis in Studies in Words, Cambridge, Eng., 1960, p.211).
Secondly, critics of the K-K thesis, usually point to “counter-examples"
Tike that of Radford or Lemmon. In the Radford example (Cf. Colin Radford
"Knowledge - by Examples,” Analysis 27 (1966) 1-11.), an examinee, who has

learned some Etnglish history, including the date of Queen Eljzabeth's
death, is asked 1n an oral examination:

"When did Queen Elizabeth die?"
the examinee responds:

"l don't know, 1603?"

The examinee Radforth further explains is not "just" gquessing, but his re-
responee i1s prompted by what he learned when he learned English history --
although he has forgotten since that time that he has learned 1t. Thus

Radford argues, the examinee knew that Queen Elizabeth died in 1603, when
he was asked the question in the oral examination, but did not know (or
for that matter even believe) that he knew it. In the Lemmon example

(Cf. E.J. Lemmon, "If I know do I know that I know?", in Epistemology, ed.
by A. Stroll (New York: Harper and Row, 1967, pp. 54-83, esp. p. 63)

an indiyvidual is asked to give the value of ' correct to ten decimal
places. He replies:

"1 don't know?"
and then a few minutes latter retorts:

"3.1415926536"
remembering that he had learnt the figure in school. Lemmon argues that
at the'time of the first response, the man knew the answer (as 1s
supposedly evidenced by his second response) but did not know that he knew
it, whereas at the time,of his second response he both knows and knows
that he knows the answer.

Although they are interesting, the so-called "counter-examples" raised
by Radford and Lemmon are not really conclysive. That is, it is not clear
whetherﬁke really want to count as "knowleage” the sort of hypothetical

4
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incident Radford or Lemmon are suggesting. For example, Hintikha raises
the following consideration:

"In his contribution to the symposium "Is There Only One Correct
System of Modal Logic?" (Proceedings of the Aristotelian Society, Sup.
vol. XXXIII (1959), 23-40), E.J. Lemmon rejects {p. 39) the implication
from (64) to (63). He rejects it in spite of the fact that he is not
concerned with active knowledge but only with "a kind of logical fiction,
the rational man" who (implicitly) knows all the consequences of what
he knows. Hence Lemmon seems to be concerned, in effect, with the same
notions as we; he seems to reject the virtual implication from (64)
to (63). This would be rather serious for our purposes, for rejecting
the virtual implication would necessitate rejecting the condition
(C.KK*) on which the proof of the implication rests. Lemmon's reasons
are not, however, valid against what [ have said. They are in terms of
what "the rational man" might (rationally?) forget. They are therefore
ruled out by the initial provision that only statements made on one and -
the same occasion are considered here. See sec. 1.3, condition (a).

Incidentally, [ do not think that Lemmon's choice of the term
“rational" is particularly happy, in spite of the fact that I have myself
made use of the same term earlier in the present essay and in spite of
the fact that it is related to some of the uses of “"rational" (in the
sense of “"reasonable”) in the law. Making statements.of the kind | have
called indefensible need not always be irrational. What is irrational
indeed is the behaviour of a man who would persist in subscribing to an
indefensible statement after its indefensibility has been made known to
him,

I both the Radford and Lemmon examples there 1s very little question that
the respondents have a “true belief” with respect to what Radford and
Lenmon claim the respondents know but do not know that they know. But

do the respondents have a "justified true belief". This [ do not think s
clear. [t depends on how “weak" or how "strong" we intend the concept of
‘knowledge', (or of 'justification') to be, and 1s furthermore tied up
with the question of: S

“Just what beyond "true-belief" do we intend by knowledge?"

In either case, however, whether the K-K thesis 1s accepted or not accepted,

it is my contention below that the distinction between knowing and

4
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knowing that one knows 1s not really of help to the noﬁ-skeptic defender
of "objective knowledge."

One short parenthetical note before closing this footnote, in the
lamit case where knowledge is defined as "true belief". The K-K thesis
holds, assuming we allow the plausible principle: .

(#)(x)(Bxg > BxBxs) .

(Cf. Hintikka, "Knowing that One Knows Reviewed" Synthese Vol. 21, No. 2
(June 1970), 158-159.)

3. It is perhaps worthwhile expanding in some detail why the objection
at the beginning of this section assumes that if one knows that he knows |
something he is more certain than if he simply knows it. For example,
an epistemologist who raised an objection like the one at the beginning of
this section could maintain that he is not claiming that if someone knows

that he knows some ¢, he is more certain that if he simply knows ¢. But

if he does so his objection loses all its force against my claim that
the non-skeptic is being dogmatic or unreasonable if he rejects premises
of the form of (IKS) - (3KS) in order to avoid the paradoxes I have
developed. For if the certainty of g is the same 1n the case of Kxd as

in KxKxo, or the same in the case of Kx Mxd as in Kx MxKxg how is it
any more reasonable or less dogmatic to affirm:

(S1) Kxg 'Mxgh .&.  KxguMxoKx @

instead of simply: .
(S2) Kxg* Mxc9 ~

or even:
(S3) Kxg' Mx8 & Axgkxy Mx g

“If erther (S2) or (S3) are in some way more reasonable or less dogmatic
than (S1), then the burden of proof is certainly an epistemologist who
frame objections like the one at the beginning of this section to show it.

4. In this analysis we are once again assuming the correspondence theory
of truth. (See introduction.)

5. We might add, that it 1s even possible that while at home, the
mathematician does not even remember the reasoning that went i1nto finding
the solution to the problem.
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6. Theses la) - 3b) refer to the theses on the first page of this section.

7. I say 'in almost all cases' because there are trivial instances of
"knowledge" which I do not wish to contest. [, rather, simply wish to regard
them as trivial. This shall be expfained in greater detail in chapter
four.

8. Statements of the form of (BK) can only be expressed in convention (S),
not in the skeptical framework I shall set up to replace the epistemic
framework in chapter four. This is because statemegts expressed in the
form of (K) in this skeptical framework, are interpreted as statements
of the form of (BK). This shall be explained in much more detail in the
last section of this essay. ’

9. This example comes from, Grice, H.P.,\and Strawson P.F., "In Defence
of a Dogma." Philosophical Rev{ew, Vol. 65 (March 1956), 141-158.

10. In the height of her play-acting my four year old daughter, Simara
frequently seems to believe that she is, rather than just pretending to
be Wonder Woman. That is, Simara becomes extremely angry and entrenched

in her position that she is Wonder Woman and not just pretending to be, if
you suggest to her in these situations that she really isn't Wonder Woman
but is just pretending to be. And yet, Simara also seems to think at

these times, that she and Wonder Woman.do not have the same properties in
common. That is, Simara is apt to point out to me in these situations,
that Wonder Woman gets to stay up late at night, although she does not;
Wonder Woman can eat what she wants for supper, although she can not; and .
so forth. This amounts to a denial of Leibnits law of the identity of
indiscernibles. Simara believes that

(s=w . &. (“Fs & Fw))
which is contradictory. . .
11. Cf. E.J. Lemmon, Beginning Logic, first published Great Britain (1965),
reprinted Nelson's, London (1971), p. 11.

12. In addition to the schematic reasons for the four definitions of

epistemic possibility or necessity above [ have also developed the four
different.definitions above because of the interesting properties they
show with respect to (1) the relationship between epistemic possibility and

/—'-"‘“
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necessity and logical possibility\éqd necessity, and (2) questions con-
cerning the K-K thesis and the re]at{onship between knowing and knowing
that one knows. L

First with respect to (1) above, if we allow as an interpretation of

expressions of the form:

KX/,
(where A = the null set) the universal principle:
N
(K7) (x) (Kxa)

(that is, that any individual at least knows the null set of facts to be
the case), then it follows that:
(x)(d) (08 > O54)
is a provable theorem for (Te2) and (Te4) although not for (Te1) or (Te3).
The demonstrations go as below, providegtﬁhe reader will allow us the
following rules of inference:
(N-1) if Qg
then Avg
and (S.S.)* if y+¢g
then ¢, X+¢
(Qhere 'd' can be replaced by any statement, or schematic variable replace-
able by some statement, and 'y' and 'x' can be replaced by any set of
statements or schematic variable replaceable by some set of stateménts,
and A = the null set):

.o,
]. x,é rfclg. ~ hypothesis

2. | () (kxh) (k)

3. | KxA universal elimination, (2)
a. L AR ° (N-1), (1)

5. L A..’ & introduction (4), (3)
6. i;ﬂBw)(wa & Pep 3-introduction (5)

7. tag > (3u)(Kxp & yg) C.P. (1)-(6)
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8. | mpoat s def. (1°2)

9. (x)(g) (B> U: 8) X, 6, universal introduction
IT.

1. x,8 r-Clé / hypothesis

2. (x) (Kxh) (")

3. Wit (N-1), (1)

4. Kx4 gniversa] elimination (2)
5. Kxh,A g (sS)*, (4)

6. ‘KXA & KxA A9 & introduction (4), (6)

7. ;(aw)(wa & Kxy,p ¢) 3 {ntroduction (6)

8. Qd > (W) (Kxb & Kxv, ¥ 1+9) C.P. (1)-(7)

9. a¢ >0t g 1 def. (1°4)

10. (x)(d)(ad > c1§ %) universal introduction x,¢

Second, with respect to (2) above, the wff:

(x) () (020 Kxg)
is provable for (Te3) and (Te4) above although not (T€1) and (1%2).
Provable that is, assuming we allow ourselves to self apply the K-set
definition, that is:

(S-K) Kxg = Kx{¢},
and the axiom:

(S igirg

(where '¢' can be replaced by any statement, or schematic variable (or
variables) replaceable by some statement). Proofs for these theorems run

as below: ~

/,

&
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2. Kxg = Kxg

3. Kxg & Kxg - Kxg

4. (30) (Kx@ & KxO = Kxg)

5. Kx(Kx8) v ( 9)(Kx8 & Kxo = Kxg)
6. Q; Kxg

7. kxg2 Q) Kxg

8. (x)(8)(Kxg> Di Kxg)

1.
1.ox6 kg Ly
2. ,‘ Kx{g}

3; i {Kx{g}} Kx{g}

a. , (Kx(g)) = Kxg

5. Kxig), (8 Kx

6. ' Kx(g) & Kx(g), (6) — Kng
7. (3Y) (Kxp & Kxy, prKxg)

8. :Fi Kxg

9. kx> K

10 (x)(8)(Kxg> Qj Kxg)
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hypothesis

identity introduction

& introduction (1), (2)

3 introduction (3)

v introduction (4)

def. (1°3)

(1)-(6) conditional proof

universal introduction,

'x', e, (1)-(7)
;—hypothesis

K-set def. (1)

(S.I.),_(z)

K-set def. (3)

(S.5.)*, (4)

& introduction (2), (5)

introduction (6)
def. (7°)
(1}-(8) conditional proof

universal introduction

(1)-(9)

This last theorem bears the following relation to the K-K thesis: I¥
we combine the wff above, (x)(¢)(Kx¢:>c1§ Kxd), with the principle:

(x)(g) (\Kxg > ¢ 5p)

(which may or may not be a vaTid-princip]e of epistemic reasoning -- or

may be true of certain values of 'x' and 'd' and not of others), then we

1
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obtain the K-K thesis, as is demonstrated be]o&:
1. (xj(gﬁ)(quﬂ °C1i Kxg) ~given
2. (x)(9) (vKxg > OF g) given
3. xd (1) reiterate
4. (2) reiterate
5 me(Kx¢):><)ime¢ (4), universal elimination .
) ‘ "Kxd' for ‘g
6. ny(Kx¢)=mu‘; Kxg def. OQ° o
7. C L Kxg o c1i§Kx¢ (3), universal elimination
8. ;C]i Kxg > Kx(Kxg) contraposition (6)
9. (x)(8)(Kxd.> KxKxg) hypothetical syllogism

(7), (8)5 U intro

This last proof corresponds closely with Hintikha‘s derivation of the
K-K thesis in Knowledge & Belief op. cit. (1962) p.p. 103-106.
13. We make use of the 'x' variable without subscript to indicate either 'EA'

or 'x.'.
14. _ihese two wffs are what you get if you don't assume the non—aogmatic
premises, II. 3 of section VII, or (k°2) above; and IL. 5 of section III,
or (KS1) above, in each of the deductions of section VII and section III.
15. On following my line of reasoning above, one reader remarked: "I
am worried that you use the wffs:

(D) (x)(#)(Kxj8  Kxj ~ Dx}ed)

(M) (X)(ﬁ)(KR_'Sﬁe Kxg v Mxc) . .
to prove (P1°) and (P2°) false, when (P1°) and (P2~) were introduced to
block the proof of (D) and (M). No!! (P1%). and (PZe) were not introduced
to block the proofs of (D) and (M), but rather (P1) and (P2) were introduced
by the objector at tfie beginning of section X, as claims which made the
proofs of (D) and (M) non-destructive to the non-skeptics position. Our
proof above shows that (P1) -and (P2) whéen interpreted for epistemic
possibility (and thus become (P1%) and (P2%)) are simply false. They are
false-because they contradict the validly proved wffs (D) and (M).
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Notes - Part Four

.1. By the notion of knowing non-trivial matters, I have in mind here,

specifically, analytic-type principles of language, fundamental logical

and mathematical truths (i.e. logical and mathematical truths which are
sufficiently simple so that it is almost impossible to dispute them -- for
example, the rule of modus ponens, or the ;imp]er equations of elementary
arithmetic), conventional definition and certain other incorrigible

matters of fact discussed in connection with (I€1) - (1%4) of this section.
2. I say, "for the sake of argument I will grant...," because philosophers
there are who would maintain that even analytic-type statements, fundamental
Togical ;nd mathematical truths and so forth, are not incorrigible. Austin,
Quine, Feyerabend to name three. I am certainly not in disagreement with
these philosophers. But instead of arguing for the corrigibility of all
statements expressed in words, I shall argue‘instead that those statements
which are incorrigible (assuming there are some) are uninteresting, or

trivial.

3. By Carnap's Aufbau, I mean of‘course Carnap's Der Loqische Aufbau der
Welt. Second, Russell scholars there are who will argue that the position
presented in Analysis of Mind or the other Russell titles is not

phenomenalism. I am not opposing such scholars. Analysis of Mind and

the other Russell titles listed above admit of a number of interpretations,
one of which is phenomenalism. I like to think of Analysis of Mind under !
the phenomenalist interpretation {which is not to say I am claiming it is
the correct one), because I personally find that interpretation the more
interesting one. The issue as to whether Russefl's position in Analysis

of Mind or elsewhere, is phenomenalist or not, however, is of no matter to
the point in question. For I refer to Russellian titles listed above only
to argue the point that there is an underlying sense (although I think
wrongly analysed) to the argument that we do not directly perceive physical
object or conscious awareness. This underlying sense gs I see it is that
an incorrigible.

in the Russellian
'be explained

basic observation statements are corrigible rather
Whether specifically phenomenalist or not, the argu
titles listed above support this conclusion. This point §

in greater detail in the next few paragraphs.
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4. I apologize to the reader for the length of this quotation. I, however,
wanted to give the reader an example of the "no direct perception”

argument which was sufficiently detailed. €f. Bertrand Russell, Problems
of Philosophy (first published Home University Library, 1912; reprinted
Oxford University Press , 1971), pp. 8-12.

5. P.K. Feyerabend, Against Method (London, 1975), pp. 72-73.

6. Peter Unger, Ignorence: A Case for Skepticism pp. 2-6. The reader
should also see all of Unger's introduction, chapter VI, "Where Ignorence
Enjoins Silence", pp. 250 and following, and his anthropological remarks

on page 274. '

7. The a}guments 6f this 158t paragraph bear a strong resemblance to the
arguments of P.K. Feyerabend in Against Method and elsewhere. As intimated
in the introduction to this essay, my debt to Feyeraben is obvious. I

also believe that my motives for promoting the version of skepticism which
I have argued for in this essay, are similar to those of Feyerabend for
promoting his program of intellectual anarchism. Both of us, I believe,

are concerned to advance a methodological position which does not put
constraints on intellectual inquihy,\Cf. P.K. Feyerabend, Against Method,
pp. 35fF, pp. 47ff, pp. . 55ff, and pp. 81ff.
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