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ABSTRACT

Some properties of the small linear molecules N₂, CO and C₂H₂, physically adsorbed on a graphite surface, are investigated in experiments and computer simulations.

Acetylene, physically adsorbed on graphite, is known to have two solid phases, but no clear indication of liquid-gas and liquid-solid coexistence has been observed. Vapour pressure isotherms of C₂H₂ on exfoliated graphite are measured revealing the two solid phases and also both coexistence phases.

At high temperatures Henry's Law constants of C₂H₂ and CO on graphite are measured and used to refine the parameters of potential models. For CO, it is found that a 10-4 model is easily fit to the data, but in the case of C₂H₂ no realistic parameters in a 10-4 model resulted in an acceptable fit. A qualitative explanation, invoking an image force, is offered but quantitative attempts fail as the large quadrupole moment of C₂H₂ causes the model for the image interaction to break down.

Monte Carlo calculations of the two solid structures are presented which disagree with the proposals in the literature but are in agreement with diffraction data.

X-ray and LEED studies of monolayer densities of CO and N₂ adsorbed on graphite have revealed the low temperature structure to be a 1x√3 herringbone and to change to an incommensurate herringbone
structure at slightly greater densities. Orientational order-disorder transitions occur at both densities but the character of the transition is different in \( N_2 \) than in CO.

Classical Monte Carlo calculations of the integral heat of adsorption vs. coverage are presented for several potential models and are compared to experimental measurements. The best of these models are used in Monte Carlo simulations of the orientational order-disorder transition in \( N_2 \) and CO. The results for \( N_2 \) compare well with experiment but in the case of CO the agreement is not as good as the potential model seems to correspond to a molecule which is too small.
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CHAPTER I

INTRODUCTION

Current research on physical adsorption has recently been concentrated in two areas: two dimensional matter and interaction potentials.

The relative mean square displacements of the adsorbed molecules in a direction normal to the surface is often sufficiently small so that the film can be considered as pseudo-two dimensional (2D). These 2D films exhibit all of the phases found in three dimensional (3D) matter: gas, liquid, solid and hypercritical fluid. Phase transitions in lower dimensional systems (< 3) have been extensively studied theoretically and adsorbed films provide systems in which to test some of the theories. With regard to the surface there is a possible complication. The ideal surface for such a study would be perfect, flat and continuous, providing only a retaining field. This ideal surface does not exist; as all surfaces are composed of atoms and will contain imperfections also.

The most studied systems have been the rare gases (1,2) on a graphite surface. The interaction between rare gases is, to a good approximation, spherically symmetric, which greatly simplifies the theoretical analysis. The basal plane of graphite is easily cleaned and, in an exfoliated form, offers a large, reasonably homogeneous
surface. A sketch of a typical phase diagram for a rare gas adsorbed on graphite is shown in Figure 1.1A. The molecules form two kinds of adsorbed solids, labelled "commensurate" and "incommensurate" in the phase diagram. By "commensurate" one means that the adsorbed solid has at least one reciprocal lattice vector in common with the substrate. The basal plane of graphite has a simple hexagonal structure and, for many adsorbed molecules including CH$_4$, Xe and Kr, the commensurate structure is known as the 1$x\sqrt{3}$ triangular lattice depicted in Figure 1.1B. CH$_4$ and Kr molecules are of such a size that their close packed arrangement is almost a 1$x\sqrt{3}$ commensurate lattice. The Xe molecule is larger and pressure must be applied to produce a commensurate layer.

Phase diagrams, such as Figure 1.1A, are pieced together from a variety of experiments. A vapour pressure isotherm is often the first experiment performed on a new system. An isotherm is a plot of the surface density of adsorbed molecules vs. the pressure of the gas exposed to the surface at a constant temperature. In favourable cases, it is possible to obtain a phase diagram from a series of isotherms. A sketch of such results is shown in Figure 1.2. The shaded regions represent the different phases. The boundaries are drawn with consideration of the fact that a vertical segment is an indication of two surface phases coexisting with the vapour or gas phase.

Proof

Systems in thermodynamic equilibrium have equal chemical potentials. In this case, there are 3 phases: 2 surface phases and the gas phase in equilibrium at a temperature T. This implies:
Figure 1.1A. Typical phase diagram for a film of spherical molecules
adsorbed on a graphite surface.

Figure 1.1B. Diagram of the $1 \times \sqrt{3}$ structure for a spherical molecule
adsorbed on a graphite surface. The dashed rectangular
box represents the $P_{2gg}$ unit cell. The lengths of the
unit cell vector are in the ratio $1 : \sqrt{3}$. 
Figure 1.2. A sketch of a typical series of isotherms for spherical molecules adsorbed on a graphite surface. Also shown are the phase boundaries.
\[ \mu_{s1}(T, \varphi, P) = \mu_{s2}(T, \varphi, P) = \mu_{g}(T, P), \]  

(1.1)

where the subscripts refer to the surface phases (s1, s2) and the ideal gas phase (g), \( \varphi \) is the 2D pressure, \( P \) is the gas pressure which is a measured quantity.

From eq. (1.1), two of the three variables \((\varphi, P)\) can be eliminated leaving only:

\[ \mu_{s1}(T) = \mu_{s2}(T) = \mu_{g}(T), \]  

(1.2)

so that the chemical potential is independent of the number of particles. For an ideal gas, the chemical potential depends only on the temperature, which is externally fixed and therefore the pressure is independent of the number of particles.

Scattering experiments with x-rays, neutrons, and electrons (LEED) can often yield useful results in the study of both the statics and dynamics of adsorbed films. A difficulty with the first two techniques is that the scattering cross sections are often very small thus requiring long runs or high flux machines (synchrotron or scintillation sources) to obtain adequate sensitivity and accuracy. LEED examines only one layer and is not subject to the same difficulty. However, LEED data are much more difficult to analyse.

Thus far, only spherical or nearly spherical molecules have been discussed. Linear molecules are potentially more interesting but more difficult to study theoretically. The approximation of 2D matter is not as good here because the molecules can tilt from the surface. The interactions between adsorbed linear molecules are also anisotropic
and this introduces orientational structure within the centre of mass lattice. For example, adsorbed N\textsubscript{2} has a commensurate 1\texttimes\sqrt{3} centre of mass lattice with a herringbone orientational structure. The orientational structure has its own order-disorder transition which may be different from the centre of mass transitions.

Theoretical endeavours to understand the behaviour of adsorbed linear molecules has been hampered by insufficient knowledge of the molecule-molecule and molecule-surface interaction potentials. Up to the present the vast majority of the effort on intermolecular potentials has been concerned with 3D phases. These potentials are often assumed to be transferrable to the adsorbed systems.

In adsorption studies, the molecule-surface interactions are as important as molecule-molecule interactions. The behaviour of a single molecule on a surface is difficult to study experimentally. A series of isotherms in the limit of zero coverage can be used to obtain the average energy of adsorption and the phase space available to the molecule. These quantities are calculable and can be used to refine potential models. Molecular beam scattering can also be used to study the interaction potential but, this method is limited to very simple systems such as Helium or Hydrogen.

This thesis is concerned with the physical adsorption of the linear molecules N\textsubscript{2}, CO, and C\textsubscript{2}H\textsubscript{2} on graphite. Attention is focussed on the orientational order and the interaction potentials. The remainder of this introduction will outline some relevant facts about these three molecules both in 3D and adsorbed on graphite. Many properties are listed in Table 1.1.
<table>
<thead>
<tr>
<th></th>
<th>C₂H₂</th>
<th>CO</th>
<th>N₂</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Molecular Properties</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nuclear separations (Å)</td>
<td>C-C = 1.203(2)</td>
<td>1.128(3)</td>
<td>1.098(4)</td>
</tr>
<tr>
<td></td>
<td>C-H = 1.059</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mass (amu)</td>
<td>26</td>
<td>28</td>
<td>28</td>
</tr>
<tr>
<td>Electric multipole moments (eÅ)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>dipole</td>
<td>0(5)</td>
<td>-0.089(6)</td>
<td>0</td>
</tr>
<tr>
<td>quadrupole</td>
<td>1.53</td>
<td>-0.420</td>
<td>-0.29(7)</td>
</tr>
<tr>
<td>octopole</td>
<td>0</td>
<td>0.577</td>
<td>0</td>
</tr>
<tr>
<td>hexadecapole</td>
<td>4.54</td>
<td>-0.751</td>
<td>-0.58(8)</td>
</tr>
<tr>
<td>Lennard-Jones Parameters (9)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c(Å)</td>
<td>185</td>
<td>110</td>
<td>91.5</td>
</tr>
<tr>
<td>a(Å)</td>
<td>4.22</td>
<td>3.59</td>
<td>3.68</td>
</tr>
<tr>
<td><strong>3D Structural Properties</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low temperature structure</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>lattice constants</td>
<td>Acam(10)</td>
<td>P213(11)</td>
<td>Pa3(12)</td>
</tr>
<tr>
<td>a</td>
<td>6.193</td>
<td>5.646</td>
<td>5.644</td>
</tr>
<tr>
<td>b</td>
<td>6.005</td>
<td></td>
<td></td>
</tr>
<tr>
<td>c</td>
<td>5.551</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High temperature structure</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>lattice constants  (Å)</td>
<td>Pa3(12)</td>
<td>P63</td>
<td>P63</td>
</tr>
<tr>
<td>a</td>
<td>6.091</td>
<td>4.140</td>
<td>4.050</td>
</tr>
<tr>
<td>b</td>
<td>6.723</td>
<td>6.604</td>
<td></td>
</tr>
<tr>
<td>Transition temperature (K)</td>
<td>133(10)</td>
<td>61.55(14)</td>
<td>35.61(4)</td>
</tr>
<tr>
<td>Triple point (K)</td>
<td>192.5(2)</td>
<td>68.01(14)</td>
<td>63.15(4)</td>
</tr>
<tr>
<td>Critical point (K)</td>
<td>308.2</td>
<td>132.9</td>
<td>126.2</td>
</tr>
</tbody>
</table>
Acetylene has a large static quadrupole moment which should lead to strong orientational order in the 2D film. Bulk C₂H₂ undergoes a structural phase transition at 133 K from an orthorhombic to a cubic structure. The cubic structure is common to many linear molecules in which the quadrupole interaction is important such as N₂, CO, and H₂. Attempts to develop an intermolecular potential for acetylene have concentrated on fitting the sublimation energies and lattice dynamics of both solid structures simultaneously. It has proved difficult to stabilize the orthorhombic phase over the cubic phase at low temperature. A few C₂H₂-C₂H₂ potentials have been proposed (15,16,17) but only one model has been partially successful in fitting these properties. Lattice dynamics and cohesive energies do not uniquely determine a potential as they sample only a few relative distances and orientations of the molecules. For non-bonded interactions, the concept of a general potential should be reasonable, but if bonds are important, the mathematical description of the interactions becomes much more complicated. In the orthorhombic phase, the molecules in the "ab" plane form a 'tee' structure with a nearest C-H distance of only 2.73 Å, which is somewhat smaller than that in other hydrocarbon solids. Recent SCF calculations (18) have shown that there is the possibility of a weak hydrogen bond stabilizing the T-shape for the dimer.

There have been only three sets of experiments on the C₂H₂/graphite system. The first was a gas chromatography (84) experiment. This was an indirect measurement of the limiting slope of an isotherm and was used to calculate energy of adsorption. The second was a series of isotherm measurements (19) which indicated the possibility of two
solid structures. The third was a neutron scattering (20) study of
C\textsubscript{2}D\textsubscript{2}/graphite which verified the existence of two different solid
structures. The latter two research groups proposed structures which
will be shown later to be not the most likely based on the current
knowledge of C\textsubscript{2}H\textsubscript{4} – C\textsubscript{2}H\textsubscript{2} intermolecular potentials.

There has been less work done on the molecule-surface inter-
action and it is therefore not as well understood. For instance it
is only recently that the effects of two molecule-surface forces
have been tested (substrate mediated and image forces), although they
have been known theoretically for some time. In part, the delay in
understanding is due to the lack of experimental data. Part of this
thesis will be concerned with describing experimental and theoretical
evidence for the image forces and their effect on the C\textsubscript{2}H\textsubscript{2}-graphite
potential.

A series of isotherm experiments and classical Monte Carlo
calculations was performed to test and refine the molecule-surface and
molecule-molecule interaction potentials, and to determine the nature of
the two solid structures of C\textsubscript{2}H\textsubscript{2} on graphite.

Nitrogen adsorption is the most studied of all of the systems
of linear molecules on graphite. In 3D, much effort has gone into
acquiring an understanding of the intermolecular potential and
considerable success has been achieved. Potentials have been developed
which describe reasonably the statics and dynamics of the bulk solid and
which have been recently applied to the adsorbing system.

Carbon monoxide is isoelectronic with nitrogen. The two molecules
have many properties in common such as size, mass, quadrupole moment
and 3D solid structure (Table 1.1). The 3D structure of both is fcc with the molecules oriented along the four \( \langle 111 \rangle \) directions. Both solids undergo a phase transition to a hcp structure in which the molecules rotate freely. It has long been known that the orientational order of nitrogen is dominated by the quadrupole-quadrupole interaction. The quadrupole moment of CO is 40% larger than that of \( \text{N}_2 \). Since the energy varies as the square of the quadrupole moment, one would expect the orientational order-disorder transition temperature to be in a ratio of \( 1.4^2 = 1.96 \). This simple scaling is close to being obeyed as:

\[
\frac{T_c(\text{CO})}{T_c(\text{N}_2)} = \frac{61.55}{35.61} = 1.73.
\]

The difference between the two molecules lies in the charge and mass asymmetry of carbon monoxide. CO has an octopole and a small dipole moment, whereas \( \text{N}_2 \) has no odd multipoles. The dipole moment could, in principle, lead to a head to tail ordering in the solid phase. Calorimetric measurements down to 0.8 K (21) have shown the \( \text{Pa3} \) solid to have considerable orientational disorder. Recent NQR measurements (22) have shown this solid to be in a metastable state with reorientational times \( \sim 5.0 \times 10^{13} \) hrs. at 10 K. It appears that the octopole and dipole moments are not sufficiently strong to create a completely ordered state at low temperatures, because the disordered state freezes in.

Given these similarities in 3D one might expect to observe similar behavior when the molecules are adsorbed on graphite. Recent x-ray (23) and LEED (24) experiments have shown this not to be the case, particularly with respect to the orientational order-disorder transition.
To help to understand the similarities and differences between $N_2$ and CO adsorbed on graphite, Monte Carlo calculations of $N_2$ and CO were performed. The results of the simulations compared favourably with those from experiments for $N_2$. Such close agreement was not achieved for CO adsorption.

The outline of the thesis is as follows: the isotherm experiments are described in Chapter 2 and the results and analysis in Chapter 3. A more detailed discussion of intermolecular potentials is presented in Chapter 4. A brief description of Monte Carlo methods and the results of the classical Monte Carlo simulations on $C_2H_2$, CO and $N_2$ are analysed in Chapter 5.
CHAPTER 2

EXPERIMENTAL

The measurement of an adsorption isotherm is conceptually a simple experiment. A substrate is placed in a cell of known volume and measured quantities of gas are added to the cell. Some (amount depending on the temperature) is adsorbed onto the surface leaving a number of molecules in the gas phase; the pressure in the cell is measured. An isotherm is a plot of the amount of gas adsorbed against the pressure in the cell at constant temperature.

Isotherms of carbon monoxide and acetylene were measured in a temperature range from 58 K to 185 K. A detailed description of the apparatus and a typical procedure follows.

2.1 Materials

Acetylene is a hazardous substance. It reacts with aluminum, mercury, copper and silver - with the latter three to form explosive acetylide compounds. The metals with high thermal conductivity, copper and aluminum, could not be used in the construction of the adsorption apparatus. It was necessary to bake out the gas handling system, but high temperature silver solder could not be used. Therefore, the entire gas handling system and sample cell were constructed of stainless steel tubing, welded joints and bellows valves. Some other
parts of the system, e.g., for the gas supply, were made of glass with
greased stopcocks. A diagram of the entire gas handling system and
sample cell is shown in Figure (2.1).

The tubing was 1/4" O.D. stainless steel except for a piece of
3/16" O.D. cupronickel which extended from the top of the Dewar to
approximately 8" above the cell. Alloys of less than 60% copper, such
as cupronickel and brass, are safe to use because acetylide formation
is confined to the first layer.

2.2 Pressure Measurement

Pressures between 1.2 and 300 Torr were measured with a Texas
Instruments spiral quartz gauge (TI gauge) with an accuracy of .02 Torr.
This gauge was calibrated by the manufacturer and again by the author
against a mercury manometer to an accuracy of ± 0.5%. At pressures up
to 1.2 Torr the gauge was calibrated against a Baratron capacitance
manometer which had a precision of 1.0x10^{-4} Torr. The TI gauge was
primarily used for the measurement of the quantity of gas added to the
cell. Only a few adsorption equilibrium pressures were measured with it.

The majority of the data was taken with a MKS Baratron
capacitance manometer, calibrated by the manufacturer to a precision
of 1x10^{-4} Torr. Its range was from 1.0x10^{-4} to 1.2 Torr, with a digital
output in units of 1.0x10^{-4} Torr. There was a zero drift of \sim 1.0x10^{-4}
Torr/day. Thus, the zero was checked and adjusted periodically—
ocasionally after every measurement.

2.3 Sample Cell

The cell was designed to help reduce the effects of thermal
Figure 2.1. A diagram of the cryostat, sample cell and gas handling system.
transpiration. Thermal transpiration is a non-equilibrium steady state
effect whereby a pressure gradient will exist in a tube along which
there is a temperature gradient. The size of the effect for a particular
gas depends on the tube diameter, the mean free path of the gas molecules,
and the temperatures of the ends of the tube. Thermal transpiration has
been measured for many gases including $C_2H_2$ (25) and CO (26) and the
results fitted to the equations:

$$\frac{P_1}{P_2} - 1 = \left[\sqrt{\frac{T_1}{T_2}} - 1\right]\frac{1}{(A \cdot x^2 + B \cdot x + 1)} \quad (2.1)$$

for $C_2H_2$ where $A = 1.6 \times 10^8$, $B = 3.9 \times 10^4$, $C = 0.9$, $T = (T_1 + T_2)/2$,
$x = P_2 d T^\cdot (0.5 + C)$, $d = \text{tube diameter}$

and

$$\frac{P_1}{P_2} - 1 = \left[\sqrt{\frac{T_1}{T_2}} - 1\right]\frac{1}{(A \cdot x^2 + B \cdot x + C \cdot x + 1)} \quad (2.2)$$

for CO where $A = 10 \times 10^5$, $B = 2000$, $C = 8$, $T = (T_1 + T_2)/2$, $X = P_2 d T$,
$d = \text{tube diameter}$

in units of Torr, millimeters and Kelvin. For both equations $P_2$ is the
measured pressure and $P_1$ is the actual pressure.

The Baratron pressure gauge and the sample are at different
temperatures, see Figure 2.1. The larger the tube diameter at a constant
temperature gradient the smaller are the thermomolecular pressure effects.

To reduce the effects, one should ensure that the temperature
gradient occurs in the tube with the largest diameter. In the present
system, this was the $3/4\"$ O.D. tube which extended $1\"$ above the cell.
The top of the tube was kept at as high a temperature as possible through
the following procedure. The tube extending through the liquid $He^4$
Dewar was wrapped with heater wire, then many layers of superinsulation and maintained at room temperature. Another heater was used between the joint in the cupronickel tube (pt. T4 in Figure 2.1, where the first heater stopped) and the top of the 3/4" O.D. tube (pt. T3 in Figure 2.1) to keep the temperature there as high as possible and still to be able to control the temperature of the cell.

2.4 Temperature Measurement and Control

The temperature of the system was monitored at 5 positions which are shown in Figure (2.1) as T1 through T5. Five different thermometers were employed. These will be described in order from the lowest to highest temperatures.

At the low end, there was a calibrated platinum resistance thermometer, about 1 mm in diameter and 1/2" long (Lake Shore Cryotronics (Pt-103)). It was greased (APIEZON N) and placed in a hole drilled into a piece of brass which was silver soldered to the side of the sample cell (pt. T1 in Figure 2.1). The platinum thermometer monitored the temperature of the graphite sample.

The temperature was controlled with a Lake Shore Cryotronics temperature controller (DTC-500) (T2 in Figure 2.1). The diode was attached with G.E. Glyptal varnish to a 1 cm thick copper ring which was fastened to the top of the cell with Wood's metal. The temperature of the diode could be controlled to \( \pm 1 \text{ mK} \) with a heater wound around the copper link extending between the ring and the bottom of the helium Dewar. Changes in the cooling rate were made by altering the dimensions of the copper link.

The third sensor was 10 K \( \frac{\text{\Omega}}{\text{W}} \) Watt carbon resistor that was
attached to the top of the 3/4" O.D. diameter tube with Glyptal (pt. T3 in Figure 2.1). It was calibrated against the silicon diode between 300 K and 77 K and was used only for the purpose of calculating thermal transpiration corrections.

The fourth sensor was a copper-constantan differential thermocouple extending between the joint in the sample line (pt. T4 in Figure 2.1) and a position near the platinum thermometer. It was used to ensure that the sample line was maintained at a chosen temperature: room temperature in the case of the experiments with C₂H₂.

The fifth thermometer was a mercury in glass thermometer placed on the calibrated volume (pt. T5 in Figure 2.1). Knowledge of this temperature was necessary for calculating both the thermal transpiration correction and the quantity of gas added to the cell.

Although the temperature at the silicon diode could be controlled very well (+1 mK), the poor conductivity of stainless steel meant that the control at the platinum thermometer was only approximately ±50 mK, but this was much better than what was required.

An irreproducible temperature gradient of up to 1 K existed between the silicon diode and platinum thermometers. Fortunately, variations in the magnitude of the gradient had no effect on the reproducibility of the data. The gradient was most probably between the copper ring and the top portion of the cell and did not extend down to the Grafoil sample, the top of which was about 3/4" below the top of the cell.
2.5 Graphite Sample

The substrate was a commercial exfoliated graphite known as Grafoil (type GTA, Union Carbide).

Exfoliation is typically done by intercalating graphite with a substance such as FeCl₃ and heating it quickly to approximately 2000°C. This blows the structure apart and increases the specific surface dramatically. The FeCl₃ is then pumped away and the remaining sponge-like material is compressed and rolled flat. The resulting substance is sketched in Figure 2.2. The graphite sheets are broken into platelets of well correlated graphite approximately 110 Å in dimension, as revealed by x-ray diffraction. The full width at half maximum of the distribution of tilt angles from parallel is 27°. Some of the graphite platelets are separated by large gaps into which the gas can diffuse. The adsorption surface available in Grafoil is approximately 22 m²/g.

A rectangular sample of Grafoil was scored with parallel lines, 1-2 mm apart, on both sides to aid the diffusion of gas into the structure. The treatment was unlikely to cause significant damage to the platelets. The total surface area of the sample was estimated to be 770 m². The details of the area determination will be described later. The sample was rolled up gently to fit into the cell. The top was then welded on under vacuum.

The cell containing the Grafoil sample was soldered into the system and baked out under vacuum to remove surface impurities. The temperature was raised to 600°C over a period of two days and held there for 12 hrs., after which the pressure was steady at 2x10⁻⁶ Torr.
Figure 2.2. Sketch of a piece of grafoil. The small circles represent adsorbed molecules.
2.6 *Gas Sample*

The two gases used in the experiments, carbon monoxide (CO) and acetylene (C$_2$H$_2$), were obtained from Matheson Co. The acetylene was 99.8% pure, the major impurities being N$_2$ and O$_2$. The other impurities, Cl$_2$ and phosphine, accounted for a maximum of .01%. To remove the O$_2$ and N$_2$, the gas specimen was condensed into a glass trap at 77 K and the volatile gases pumped away with a diffusion pump. The procedure was repeated several times. Finally, the gas was condensed slowly into the trap, held at a temperature only slightly below the triple point (191 K), to form a clear solid and then pumped on for a short time (∼ 2 min.). It will be evident from the adsorption data obtained at the lowest temperature (109 K) that the purification procedure was effective.

The carbon monoxide gas was of research purity (99.99%) with the stated impurities: hydrogen (∼ 2 ppm), N$_2$ (∼ 21 ppm), O$_2$ (∼ 1 ppm), CH$_4$ (3.8 ppm), CO$_2$ (21 ppm). However, during the first experiments, it became apparent that the analysis could not be correct as an appreciable amount of the gas would not adsorb on the graphite at 60 K. The impurity (probably H$_2$) was removed by alternate adsorption and pumping of the gas over the graphite at 50 K until the apparent vapour pressure was constant.

2.7 *Measurement of Relevant Volumes and Gas Quantities*

The volumes of the parts of the adsorbing system were calibrated by expansion of helium gas from a known volume. The volumes were measured to an accuracy of ± 0.1%.

The amount of gas added to the cell was measured in the dead
space of the TI gauge and associated connecting tubing. Deviations from the ideal gas law were estimated to be $\pm 0.2\%$ for $C_2H_2$ and $\pm 0.05\%$ for CO up to the highest pressure used ($\sim 250$ Torr).

The quantity which remained in the gas phase at equilibrium was subtracted from the amount added to the cell to obtain the quantity of gas adsorbed. The unadsorbed gas was in the sample cell and the lines leading directly back to the Baratron gauge. Since the equilibrium pressures were always low, the ideal gas law could be used throughout.

2.8 Cryogenics

A basic Oxford Instruments (MD4A) cryostat with liquid nitrogen in both the helium and nitrogen containers was used to obtain temperatures greater than 80 K. At lower temperatures, approximately 1 litre of liquid nitrogen was added to the helium container and pumped on with a mechanical pump. The lowest temperature that could be achieved in this way was approximately 50 K, but since heat had to be supplied to the filling line to prevent condensation, the lowest temperature that could be maintained during an experiment was 58 K.

2.9 Typical Procedure

Gas from the storage volume was admitted to the TI gauge and the quantity calculated. The valves connecting the TI gauge to the cell were opened slowly and the gas allowed to flow into the cell. The valve to the TI gauge was then closed and the Baratron gauge opened to the cell while the system came to equilibrium. Equilibration times ranged from 15 min. to 2 hours depending upon the temperature and state of the film. At a given temperature, the time constant was
longest when the monolayer was near completion and shortest at low
densities when the film was in a 2D gas phase. These times increased
at lower temperature. When it was thought the system had reached
equilibrium, the pressure was recorded and the zero of the gauge
checked. The amount of gas not adsorbed and the thermal transpiration
corrections were then applied. From time to time, the system was
left for 12 more hours to check that equilibrium had indeed been
achieved.
CHAPTER 3

RESULTS I

3.1 Low Temperature Isotherms for Acetylene

The isotherms obtained at the lowest temperatures are plotted in Figure 3.1. The dashed curves are estimates of phase boundaries based on these adsorption data alone. Finite size effects, due to substrate inhomogeneity, may be expected to cause the vertical regions of the isotherms to have finite slopes, but changes in slope can still be used to indicate changes in the state of the film. There are eight distinct regions in the phase diagram, five of which were reported previously by Menaucourt et al (19); 2D gas, 2D gas-solid, 2D solid I, 2D solid II, and hypercritical regions. The new features found here are the clear indications of the 2D gas-liquid, 2D liquid-solid and 2D liquid regions which are marked by vertical segments in the isotherms. From these results, we can place the critical point at approximately 121 K and the triple point at approximately 117 K.

The isotherms reported by Menaucourt et al (Figure 3.2) did not yield evidence for liquid-solid or gas-liquid coexistence. The critical temperature was placed at approximately 155 K (34° higher than this work), as deduced from the temperature dependence of the quantity:
Figure 3.1. Isotherms for acetylene obtained at $T = 109.47\ \text{K}, 114.10\ \text{K}, 117.84\ \text{K}, 119.00\ \text{K}, 119.43\ \text{K}, 120.85\ \text{K}, 122.70\ \text{K}$. The dashed lines represent phase boundaries.
Figure 3.2A. Isotherms obtained by Menaucourt (19) at temperatures of (1) 117.84 K, (2) 122.65 K, (3) 130.58 K, (4) 138.83 K.

Figure 3.2B. Isotherms obtained by Menaucourt (19) at temperatures of (1) 149.7 K, (2) 150.75, (3) 152.73 K, (4) 154.75 K, (5) 155.72 K, (6) 156.75 K, (7) 157.75 K, (8) 158.76 K, (9) 159.74 K.

Figure 3.2C. Isotherms obtained by Menaucourt (19) at high coverage and $T = 114.16$ K. Figure taken from ref. (19).
\[ \frac{\partial \ln P}{\partial n} \bigg|_T \]  

where \( n \) is the quantity adsorbed and \( P \) is the pressure. The derivative is taken at half a monolayer. At the critical temperature, the film undergoes a transition from a liquid-gas coexistence to a hypercritical fluid phase with a change in the temperature dependence of the slope. This large difference in estimated values of the 2D critical temperature is puzzling.

For simple molecules, it has been shown that the ratio of the two and three dimensional critical temperatures is \( T_c(2D)/T_c(3D) = 0.40 \pm 0.05 \) (27). The largest deviation from this value is for Cyanogen, 0.475 (27). From the data of Menau court et al (19) \( T_c(2D)/T_c(3D) = 0.51 \), which is to be compared with 0.39 found in this work. 

Terlaim and Larher (27) obtained isotherms for CO\(_2\), a molecule similar to C\(_2\)H\(_2\) in several ways, and found features similar to those of Figure 3.1 with liquid-solid and liquid-gas coexistence regions and \( T_c(2D)/T_c(3D) = 0.42 \). CO\(_2\) and C\(_2\)H\(_2\) have the same structure in the bulk solid (P\(_{\text{a2}}\)) and similar quadrupole moments, as well as similar sublimation and critical temperatures in 3D (195 and 304 K for CO\(_2\) and 189 and 308K for C\(_2\)H\(_2\)). Menau court et al measured pressures with a mercury McLeod gauge which is not as precise as a Baratron manometer. Also, mercury reacts with acetylene.

The graphite substrates used for the experiments were not the same. Menau court et al used an uncompressed exfoliated graphite which has been shown (28) to yield sharper features in isotherms than does graphite GTA. They have been interpreted to mean that the former
material has a more homogeneous surface (greater correlation length). If size effects are playing a significant role, in reducing the transition temperature, then, one might expect the observed transition temperature to be lower for the adsorption on Grafoil. On the other hand, Terlain and Larher used a substrate which was very similar to that used by Menaucourt et al (19).

A measurement of the critical temperature, with a different experimental technique, would possibly settle the inconsistency, but no such experiment has been performed to date. The possible kinds of experiments which can be made on physisorbed layers are scattering (neutron, atom, ions, electron, x-rays), NMR, and thermodynamic. In the scattering experiments, the different mobilities in the hypercritical and liquid phases can be observed through the intensities of the inelastic components. The results of NMR studies of methane (29) adsorbed on Grafoil indicated different behaviour of the spin-lattice relaxation times as a function of both temperature and density in the liquid-gas coexistence and hypercritical phases. Recently (30), the critical temperature of adsorbed methane was estimated through heat capacity measurements. This calorimetric method might be tried with C₂H₂ but the experimental problems in handling C₂H₂ would make it somewhat more difficult than for CH₄.

3.2 Absolute Area

A proper analysis of adsorption isotherms requires a knowledge of the area presented to the adsorbing molecules. In the present work, the area was determined in two ways with excellent agreement. The first method involved the measurement of an isotherm of carbon monoxide at low
temperature (58 K). X-ray scattering and LEED experiments have shown that the completed monolayer is a commensurate \(1 \times \sqrt{3}\) solid structure (Figure 1.1), with a corresponding projected area of 15.72 Å²/molecule. Primarily due to surface inhomogeneity, the film would not be expected to be ideal and the experimental area not exactly 15.72 Å²/molecule. But, where the surface is not ideal, the molecule is still adsorbed, and therefore the relative error in the area is very much smaller than the relative area of the damaged regions. It is difficult to place error estimates on the area determined in this way. The amount of gas needed to complete the \(1 \times \sqrt{3}\) structure was \(60 \times 10^{-4}\) moles, which on the assumption of the ideal area of 15.72 Å²/molecule, yields an absolute area of 568 m².

The simplicity of the above method is due to the fact that, at 58 K, the adsorbed CO is commensurate with the well-known structure of the graphite substrate. At 111 K, a Xe monolayer on graphite has a close packed structure which is incommensurate with the substrate (31). Thus, x-ray scattering data (31) were used to determine the Xe atom-atom separation. A x-ray scattering peak corresponding to the planes shown in the inset of Figure 3.3 was found at \(1.61 \pm 0.01 \text{ Å}^{-1}\) and it yields a plane separation of \(3.90 \pm 0.02 \text{ Å}\). This implies an area of \(17.58 \pm 0.22 \text{ Å}^2/\text{molecule}\). From a Xe isotherm at 111 K, also shown in Figure 3.3, the total surface area is found to be \(556 \pm 12 \text{ m}^2\), which is in excellent agreement with the first method used.

No further remarks will be made here about the 2D gas, 2D gas-liquid, 2D liquid-solid, 2D liquid and hypercritical phases at low temperatures. The remainder of this section will deal with the two
Figure 3.3. Isotherm of Xe on Grafoil at $T = 111$ K. The arrow indicates coverage for 1 monolayer. The Insets are an x-ray diffraction peak obtained at 1 monolayer and $T = 112$ K, ref. (31) and the Xe planes to which this peak corresponds.
solid phases.

Menaucourt et al (19) used the surface density and the shape of the acetylene molecule in proposing the structures in Figure 3.4A. The areas of solids I and II (points M and N respectively in Figure 3.2) were $18.6 \pm 0.7$ and $16.1 \pm 0.6 \text{ Å}^2$/molecule. The proposed low density, solid I, structure is incommensurate with the substrate, and the molecules lie flat on the surface with hydrogen atoms in contact. If $\text{C}_2\text{H}_2$ molecules are considered to be rigid sticks this is not an unreasonable structure, but, if standard interaction potentials are considered the proposal is extremely unlikely. The most unfavourable arrangement for molecules with large quadrupole moments is to lie side by side. It can be shown that this proposed structure is not bound to the surface when typical potentials presented in Chapter 4 are employed in the calculation.

The proposed high density solid II structure (point N of Figure 3.2) has the molecules standing vertically in the commensurate $1 \times \sqrt{3}$ positions. Again, for molecules with large linear quadrupole moments, this arrangement is very unfavourable and the orientation with respect to the surface is the most unfavourable. It can be shown that the structure corresponding to this proposal is also unbound.

It would be difficult if not impossible to guess the structures of the two solids on the basis of the isotherm data alone. Later, results of calculations will be presented to assist the structural deductions. A couple of points will be made now. The densities of the two solids as estimated here are $18.9 \pm 0.5$ and $15.7 \pm 0.3 \text{ Å}^2$/molecule, which are comparable to those found by Menaucourt et al, $18.6 \pm 0.7$ and
Figure 3.4A. The two solid structures for $\text{C}_2\text{H}_2$/graphite proposed by Menaucourt (19).

Figure 3.4B. The two solid $\text{C}_2\text{H}_2$ structures for $\text{C}_2\text{H}_2$/graphite from the neutron diffraction study (20).
16.1 ± 0.6 Å²/molecule. Within the uncertainties, the two sets of estimates overlap. Both agree that the solid II area is that of the commensurate $1\times\sqrt{3}$ solid, 15.72 Å²/molecule. The reason for the discrepancies is probably due to the methods used to determine the total area of the substrate. Menautcourt et al used a value of 14.7 ± 0.3 Å² (32) for the cross-sectional area of a Kr atom, with the number of Kr atoms needed to complete a monolayer. The problem with this method is that the cross-sectional area of a polarizable molecule such as Kr could change when the molecule is placed near a polarizable surface such as graphite. In fact, it is the polarizability of the atom and the surface that leads to adsorption.

The only other experiment which has been performed on the two solid structures of adsorbed C$_2$H$_2$ was neutron diffraction (20). It verified that the two solids have different structures. Two Bragg peaks were obtained for each structure, and the two proposed structures are displayed in Figure 3.48. The low density solid is incommensurate with the substrate and the molecules lie flat on the surface, whereas the high density phase is commensurate with the graphite substrate but the molecules are tilted 35° from the surface. The proposed high density phase is not the $1\times\sqrt{3}$ structure but has an area of 15.72 Å²/molecule. Both proposals assume no basis in the lattice, i.e., all molecules have the same orientation. Calculations to be presented later will show two different structures which also agree with the diffraction data.

Isotherms, at surface coverages beyond a monolayer, were obtained over a limited temperature range between 109 - 117 K (Figure 3.5). There
Figure 3.5. Isotherms obtained at densities beyond 1 monolayer at $T = 109.47 \text{ K}, 110.3 \text{ K} \text{ and } 111.14 \text{ K}$.
are two features of interest here. The kink at $100 \times 10^{-4}$ moles adsorbed in all 3 curves represents a density that is close to twice that of solid I and this suggests the formation of a bilayer. In order for the bilayer to be of the solid I structure, the first layer would have to make a transition from solid II back to solid I. This transition would need to occur in the region preceding the vertical section in the 2nd layer, and could be responsible for the observed distinct curvature in this part of the isotherm. Although the features attributed to the bilayer appear reproducible, this was only true if the experiments were done slowly. In runs where the monolayer was created very quickly, the kinks appeared at different densities and were not reproducible. In the experiment at 109 K, the film was built up over a period of almost 4 weeks and the features are much more clearly defined than in either of the other two, where the film was created in 2 days.

Menaucourt et al. (19) had seen transitions at higher densities, which were attributed to both structural transitions in the first layer and to the formation of a second layer. In the first of these (point P in Figure 3.2), the film was seen to make a transition from the $1 \times \sqrt{3}$ commensurate arrangement with the molecular axis perpendicular to the surface to a close packed incommensurate structure with the molecules still standing on the surface. As mentioned earlier, this structure can be shown to be unbound. The second transition (point Q in Figure 3.2) was seen to be a bilayer of the (III) face of the cubic phase of the 3D crystal or a bilayer of solid II (point N of Figure 3.2) rather than of solid I.
3.3 *Isotherms at Higher Temperatures*

Isotherms at temperatures greater than 117 K, displayed in Figures 3.6, 3.7 and 3.8 were measured at high densities in order to examine the disappearance of the solid I to solid II transition. That seemed to occur gradually. However, conjecture on what is happening here would be very speculative if it were based on these data alone.

3.4 *Low Density Isotherms*

Some of the most interesting results of the experiments were the values of Henry's Law constants as a function of temperature. Henry's Law constant is defined to be the slope of an isotherm in the limit of zero coverage (density), where the adsorbed molecules can be considered to be non-interacting, i.e., a 2D ideal gas. In this limit it can be shown that the isotherm should be linear. Another important quantity, which will also be discussed is the isosteric heat of adsorption. Experimentally, this is the heat released when a molecule in the 3D gas phase above the surface is adsorbed at constant temperature, and is given by the relation:

\[ q_{ST} = k_B T^2 \left( \frac{\partial^2 n}{\partial T^2} \right)_n \]  \hspace{1cm} (3.2)

A plot of \( q_{ST} \) vs. coverage, obtained with the aid of eq. 3.2, is shown in Figure 3.9 for several temperatures. At low temperatures, the small absolute pressure differences have such large uncertainties that no values of \( q_{ST} \) below 124 K are presented. The scatter in the values of \( q_{ST} \) is an indication of the uncertainties involved in the use of eq. 3.2. Piper et al (34) have measured \( q_{ST} \) for CO/graphite directly using a
Figure 3.6. Isotherms for C$_2$H$_2$/Grafoil obtained at $T = 117.84$ K, 122.70 K, 124.50 K, 130.38 K.
Figure 3.7. Isotherms for C$_2$H$_2$/Grafoil obtained at $T = 134.89$ K, 146.10 K, 154.11 K, 163.86 K, 173.85 K, 183.76 K, 182.70 K.
Figure 3.8. Isotherms obtained at low coverage for $\text{C}_2\text{H}_2$/Grafoil at
$T = 163.86$ K, $173.85$ K, $182.70$ K, $183.76$ K.
Figure 3.9. Isosteric heat of adsorption of $\text{C}_2\text{H}_2$/Grafoil vs. coverage obtained with the use of eq. (3.2) and the isotherm data. The lines serve only as a guide to the eye.
calorimetric technique. The results for CO/graphite are displayed in Figure 3.10; the uncertainties are only of the order of 1%. Because of the reactivity of C_2H_2, this apparatus could not be employed for measurements on it (copper was used for the sample cell to obtain a necessarily high thermal conductivity). A quantity, which will be needed later, is the integral heat of adsorption of a completely monolayer (\( \approx 52 \times 10^{-4} \) moles) of solid I at low temperature.

\[
Q(n_o) = \int_0^{n_o} q_{ST} \, dn
\]  

(3.3)

Because of the scatter in the data, it is difficult to estimate \( Q \), but smoothing and integrating the curves for 124, 127, and 140 K yields a value of 25 + 1 kJ mol\(^{-1}\) at \( T = 130 \) K. The harmonic approximation with 5 degrees of vibrational freedom yields a cohesive energy of 26.6 + 1 kJ mol\(^{-1}\); from the equation

\[
q_{ST} = -<U>_{T=0} - \frac{n}{2} k_B T + k_B T
\]  

(3.4)

where \( n \) is the number of degrees of vibrational freedom and \( <U> \) is the potential energy at \( T = 0 \) K, a quantity easily calculated as a function of density. For a 2D ideal gas one can show that:

\[
q_{ST} = k_B \Delta (\frac{\ln k_H}{T})
\]  

(3.5)

a useful relation between Henry's constant \( (k_H) \) and \( q_{ST} \).

Prior to presenting results for \( k_H \) and \( q_{ST} \), it is necessary and informative to explain a snag in the definition of \( k_H \) presented above. Henry's law constants are measured to obtain information on the molecule-surface interaction. There are no ideal surfaces. All surfaces have a nearly continuous and peaked distribution (perhaps Gaussian) of
Figure 3.10. Isosteric heat of adsorption vs. coverage for CO/"Grafoil from Piper et al (34). The different symbols represent independent runs.
adsorption energies, but normally interest is focussed on the most homogeneous regions. The first adsorbed molecules fill up the high energy wing of this distribution. This can be seen from the direct measurements of $q_{ST}$ shown in Figure 3.10. The larger values of $q_{ST}$ at low coverage are presumably due to adsorption on the damaged areas of the surface and perhaps on the metallic parts of the sample cell. A large value of $q_{ST}$ manifests itself as a large slope of the adsorption isotherm. An examination (on an expanded scale) of the highest temperature isotherms (175 - 185 K) reveals a very large initial slope followed by a change to a long linear region. A later increase in slope occurs when the molecule-molecule interactions become significant. The large initial slope is presumably that caused by the molecules being strongly bound in the deepest energy wells. For this reason, the slope of the long linear region, and not the initial slope, was taken to determine the Henry's law constant.

An extrapolation of the high temperature $q_{ST}$ vs. coverage curve to zero density yields a value of $19.0 \pm 0.5$ kJ mol$^{-1}$ for the isosteric heat of one isolated molecule. A better way to determine this quantity is to plot $\ln(K_H)$ vs. $1/T$, the slope of which yields $q_{ST}$ through eq. 3.3. The plot is shown in Figure 3.11 and gives the result for $q_{ST}$ of $19.4 \pm 0.5$ kJ mol$^{-1}$.

At this point, it should be mentioned that these results for $q_{ST}$ are not in agreement with the values of $q = 17.3$ kJ mol$^{-1}$ at 183 K as determined from the gas chromatography measurements (84). No estimates of the errors were offered in the latter work. Comparisons of the gas chromatography results for CH$_4$ and the direct measurements of Piper and Morrison shows the gas chromatography results to be smaller by $\sim 1$ kJ mol$^{-1}$.
Figure 3.11. The logarithm of Henry's Law constant vs. inverse temperature for C$_2$H$_2$/Grafoil. The error bars lie within the symbols.
In the following section measurements of $q_{ST}$ for CO from isotherms will be shown to compare well with the direct measurements. As yet, this disagreement is unresolved.

The full significance of these Henry's Law constants will only become apparent in a later chapter when an attempt to calculate them with a potential model is made.

3.5 Carbon Monoxide Isotherms

The isotherms of carbon monoxide on Grafoil are displayed in Figure 3.12. The two dimensional critical temperature can be identified as lying between 60.4 K and 62 K because the isotherm at $T = 60.4$ K has a vertical segment but the one at 62.0 does not. The three-dimensional critical temperature is 134.4 (14) from which we obtain $T_c(2D)/T_c(3D) = 61.0/134.4 = 0.45$.

The existing information about the phase diagram for the CO/graphite system obtained from x-ray scattering (23), LEED (24), and thermodynamic results (34) is summarized in Figure 3.13. The contribution to this phase diagram from the isotherm data is the identification of the critical temperature.

At four higher temperatures, Henry's Law constants were measured and plotted against inverse temperature, (Figure 3.14). From the slope in the latter figure and eq. 3.3, the value of the isosteric heat at zero coverage was found to be $11.25 \pm 0.3$ kJ mol$^{-1}$ at a mean temperature of 93.2 K. An independent direct calorimetric measurement (34) Figure (3.10) gave the result of $11.0 \pm 0.1$ kJ mol$^{-1}$ which is in good agreement. As in the case of acetylene, there will be further discussion about Henry's Law constants when the calculations based on potential models are presented.
Figure 3.12. Isotherms obtained for CO/Grafoil at T = 58.0 K, 60.4 K, 62.0 K, 63.9 K.
Figure 3.13. A phase diagram for Carbon Monoxide adsorbed on graphite from x-ray (23), LEED (24) and thermodynamic (34) studies.

CO - commensurate and ordered
CD - commensurate and disordered
IO - incommensurate and ordered
ID - incommensurate and disordered
IP - incommensurate and pinwheels
Figure 3.14. The logarithm of Henry's Law constant vs. inverse temperature for CO/Grafoil. The error bars lie within the symbols.
CHAPTER 4

INTRODUCTION TO INTERMOLECULAR POTENTIALS

4.1 Ab Initio Calculations

The properties of an adsorbed film are determined by the interaction forces between the molecules and between the molecules and the surface. In physical adsorption the molecules remain as distinct units, because the interaction energy between the molecules is much smaller than bonding energies of the atoms. Hence, they are known as molecular systems.

The interaction between two molecules \((A,B)\) can be approximated up to second order by (35,36)

\[
\Delta E = \langle A \psi^A \psi^B | H^{AB} | A \psi^A \psi^B \rangle - \langle \psi^A | H^A | \psi^A \rangle - \langle \psi^B | H^B | \psi^B \rangle \\
+ \sum_{r,s} \frac{\langle \psi^A \psi^B | V^{AB} | \psi^A \psi^B \rangle \langle \psi^A \psi^B | V^{AB} | \psi^A \psi^B \rangle}{E^A_0 - E^A_r + E^B_0 - E^B_s} \tag{4.1}
\]

where \(A\) is an antisymmetrization operator, \(H^A, H^B, H^{AB}\) are the isolated molecule and dimer Hamiltonians and

\[
V^{AB} = H^{AB} - H^A - H^B
\]

\[
\sum_{i,j} \frac{e_i^A e_j^B}{r_{ij}} \tag{4.2}
\]
Exchange has only been considered in the first order, because second order exchange energies have been found to be very small (36). The prime in the summation of eq. 4.1 indicates that both \( r \) and \( s \neq 0 \).

Although, in principle, eq. 4.1 can be evaluated for all orientations and separations, this is only practicable, in terms of computer time, for simple molecular and rare gas dimers. The best results have been found for the simplest systems such as He\(^{3,4}\) and H\(_2\) dimers (35,36,37), but recently calculations on systems of larger molecules including CO (5) and C\(_{2}H\(_{2}\) (18) have been performed. Equation 4.1 is prohibitively complicated to use in calculations on condensed systems. Approximate model potentials have been developed for them based on the individual terms of eq. 4.1.

The first approximation is the arbitrary division of the interaction eq. 4.1 into long and short range solutions and then to combine them to describe the potentials of intermediate range.

At long range, where the molecular wavefunctions do not overlap significantly, the antisymmetrization operator 'A' is replaced by the identity operator leading to:

\[
\Delta E = \sum_{r=0}^{s \neq 0} \frac{|<\psi_0^r | V^{AB} | \psi_0^{s}>|^2}{E_0^B - E_s^B} + \sum_{r \neq 0} \frac{|<\psi_0^r | V^{AB} | \psi_0^{s}>|^2}{E_0^B - E_r^B} + \sum_{r \neq 0} \frac{|<\psi_0^r | V^{AB} | \psi_0^{s}>|^2}{E_0^A - E_r^A} + \frac{|<\psi_0^r | V^{AB} | \psi_0^{s}>|^2}{E_0^B - E_s^B}
\]

\[\tag{4.3}\]

In the limit of zero overlap \( V^{AB} \) can be expanded as a convergent multipole series and the first term in eq. 4.3 can be seen
to be just the electrostatic multipole interaction energy. The second
and third terms are known as the induction energy. They arise as a
result of the static multipole of one molecule inducing a multipole in
the other.

The last term in eq. 4.3 is the dispersion or van der Waal's
energy. This interaction exists between any two polarizable molecules.
A fluctuation produces a multipole in molecule A which then induces a
multipole in molecule B.

The induction and dispersion terms can be calculated as a
multipole expansion leading to anisotropic attractive interactions which
vary as \(1/r^6\) (dipole-dipole), \(1/r^8\) (dipole-quadrupole) and \(1/r^{10}\)
(quadrupole-quadrupole) etc.

The induction forces are typically very much smaller than either
the electrostatic or dispersion forces and are usually not included in
the total interaction. It should be noted that the dispersion terms
can be calculated by a semi-empirical method involving dipole oscillator
strengths (f-values) deduced from the results of light scattering
experiments (40,41). The long range interaction then consists of
anisotropic electrostatic multipole-multipole and dispersion forces.

At short range, the situation is more complicated as one must
evaluate eq. 4.1 with the antisymmetrized wavefunction (at least in
first order). It is instructive to consider the first and second order
energies as consisting of two parts. The first order energy is divided
into electrostatic and exchange terms (38). The electrostatic term is
the first order energy of eq. 4.1 with the antisymmetrization operator
replaced by the identity operator. The first order exchange term is
\[ E^{(1)}_{\text{exch}} = E^{(1)} - E^{(1)}_{\text{elect}} \]  \hspace{1cm} (4.4)

The effect of the overlap of the electron charge clouds on the long range multipole moments of the molecules can be estimated through the quantity

\[ E^{(1)}_{\text{penetration}} = E^{(1)}_{\text{elect}} - E^{(1)}_{\text{mult}} \]  \hspace{1cm} (4.5)

where \( E^{(1)}_{\text{mult}} \) is the long range electrostatic energy. In a similar manner, the second order energy is partitioned into

\[ E^{(2)}_{\text{penetration}} = E^{(2)} - E^{(2)}_{\text{mult}} \]  \hspace{1cm} (4.6)

where \( E^{(2)} \) is the second order term in eq. 4.1 and \( E^{(2)}_{\text{mult}} \) is the long range multipole dispersion energy. The charge penetration or overlap effects have been shown to reduce the electrostatic interactions at typical lattice separations in solids. The exchange and penetration energies vary approximately exponentially and are strongly anisotropic.

The molecular separations of interest in condensed matter lie in an intermediate range. The potential in this region is constructed by adding the long range electrostatic and dispersion energies to the short range exchange and penetration energies.

The potentials described above involve complicated anisotropic interactions in a numerical form, but for use in a calculation on a condensed system, the potential must be described in a simple mathematical form. This is usually effected with multicentered interactions (atom-atom approximation). The short range and dispersion potentials are fitted to either the 6-12 or 6-exp form.
\[ V(r) = 4 \epsilon \left( \frac{\sigma^{12}}{r^{12}} - \frac{\sigma^6}{r^6} \right) \]  

(4.7)

\[ V(r) = A \epsilon \left(-\alpha r\right) \frac{C_6}{r^6} - \frac{C_8}{r^8} - \frac{C_{10}}{r^{10}} \]

with several interaction sites in the molecule (often but not always the nuclear sites). More complicated forms have been suggested which involve the atom-atom method but with anisotropic parameters (37,42). The 6-12 potential is sketched in Figure 4.1, \( \sigma \) represents the separation at which the potential is zero and \( \epsilon \) is the well depth. \( \sigma \) and \( \alpha \) are measures of the atomic radii and \( C_6 \) and \( \epsilon \) are measures of the atomic polarizability.

The electrostatic interaction is described with a distribution of point multipoles or charges which are fitted so as to reproduce the long range multipole moments of the molecule.

Only recently have evaluations of eq. (4.1) been feasible for molecules as complicated as \( \text{N}_2 \) but large molecular systems have been studied for some time. Empirical potentials have been developed by fitting the atom-atom parameters of eq. (4.7) to a wide range of experimental data including lattice dynamics, sublimation energies, crystal structures and virial coefficients. This approach has been used extensively in the development of potentials for hydrocarbons (43,44).

Two approximations permeate the literature of atom-atom potentials. First is the assumption that a set of parameters for any type of atom can be transferred from one molecule to another. For example, potential parameters for oxygen in \( \text{CO} \) are transferred to oxygen in \( \text{CO}_2 \) or \( \text{O}_2 \) and vice versa. The second assumption deals with interactions of unlike atoms such as carbon and hydrogen. A common approximation is to work
Figure 4.1. The 6-12 Potential Form.
out parameters for the like atoms (carbon-carbon (C-C) or hydrogenhydrogen (H-H)) and then to use the so-called combination rules (below) for the C-H parameters.

\[
\sigma_{AB} = (\sigma_{AA} + \sigma_{BB})/2; \quad \alpha_{AB} = (\alpha_{AA} + \alpha_{BB})/2
\]

\[
\epsilon_{AB} = (\epsilon_{AA}\epsilon_{BB})^{1/2}; \quad C_{6AB} = (C_{6AA}C_{6BB})^{1/2}; \quad A_{AB} = (A_{AA}A_{BB})^{1/2}
\]  

(4.8)

The first of these is simply the mean of the size parameters, and the second is based on an approximate expression for the Van der Waals interaction (45).

4.2 Additivity

In the above discussion the interactions were pair-wise interactions. The total energy of a many body system would be the sum of all pair interactions. This assumption of pairwise additivity is only approximately valid. If there are at least three molecules, the short range interactions are not strictly pairwise additive. This can easily be seen from eq. (4.1) because the antisymmetrization operator can act on more than just pairs. Physically, the electron cloud of each molecule will be distorted by the presence of all the molecules near it, but this clearly cannot happen in a pairwise fashion. The long range electrostatic and 2nd order dispersion energies are strictly pairwise additive but the 3rd and higher order dispersion cannot be described as a sum of pair interactions. In these many body energies, the dispersion interaction between molecules A and B is mediated by a 3rd (3 body), or a 4th (4 body) and so on. In the three body interaction, molecule A induces a multipole in molecule C which then interacts with molecule B.
The three body energy has been calculated in the multipole expansion (46). If only the dipole is considered, the term is known as the triple dipole energy (47) and has been shown to contribute significantly to the energy of a bulk system (2). But, in the adsorbed state, the small number of close triples reduces this energy to only 2% of the two body dispersion energy (48). The higher order multipoles make increasingly smaller contributions. In the light of the present knowledge of intermolecular potentials, these 3 body terms are typically not included.

In the presence of a surface, the interaction between two molecules is significantly altered by a 3 body interaction in which the surface plays the role of the mediating body. The surface mediated interaction (as it has come to be known) was first discussed by Sinanoglu and Pitzer (49), but the approach presented here is due to McLachlan (50). With a field susceptibility, linear response approach and the continuum approximation for the substrate, he showed that the dispersion interaction between two adsorbed molecules is altered by an amount $\Delta E$:

$$\Delta E = \frac{1}{\pi R^3} \int (2 + 3 \cos(2\theta) + 3\cos(2\varphi)) \int_0^\infty a^2(i\omega) g(i\omega) d\omega$$

$$- \frac{3}{\pi R^3} \int_0^\infty \alpha^2(i\omega) g^2(i\omega) d\omega$$  \hspace{1cm} (4.9)

where $g(i\omega) = (\varepsilon(i\omega) - 1)/(\varepsilon(i\omega) + 1)$.

This term is generally positive if the line joining the molecular centres is parallel to the surface and can be as large as 20% of direct dispersion interaction. $\alpha(i\omega)$ is the dynamic polarizability of the molecule and $\varepsilon(i\omega)$ is the dielectric constant of the solid at frequency
Mclachlan also showed that the dispersion interaction of a molecule with a surface can be considered as the interaction of the molecule with its own image in the substrate. In fact, the 3rd body in the substrate mediated interaction was the image of one of the molecules. Figure 4.2 illustrates the image plane and the coordinates of eq. (4.9).

A theoretical estimate of the position for the image plane was made by Zaremba and Kohn (51). They found that, for rare gases adsorbed on noble metals, the image plane should be placed half a lattice spacing above the surface defined by the nuclear centres. Although, graphite is metallic in the basal plane, it is not a noble metal, but, in the absence of a calculation specifically for graphite, the same theory is used for the position of the image plane.

The following approach in applying Mclachlan’s theory is due to Rauber et al. (52). Eq. (4.9) can be written in the form:

$$\Delta E = -\frac{1}{6R^3} \int \left( 2 + 3\cos(2\theta) + 3\cos(2\phi) \right) C_{1S} - \frac{1}{R^2} C_{2S} \tag{4.10}$$

where

$$C_{1S} = \frac{3}{\pi} \int_0^{\infty} g(i\omega) \alpha^2(i\omega) d\omega \tag{4.11}$$

and

$$C_{2S} = \frac{3}{\pi} \int_0^{\infty} \alpha^2(i\omega) d\omega \tag{4.12}$$

In terms of these quantities the parameters in the dispersion interaction $C_6$ and $C_3$ can be written as:

$$C_6 = \frac{3}{\pi} \int_0^{\infty} \alpha^2(i\omega) d\omega \tag{4.13}$$

$$C_3 = \frac{1}{4\pi} \int_0^{\infty} g(i\omega) \alpha(i\omega) d\omega \tag{4.14}$$

Application of this theory requires a knowledge of the quantities $g(i\omega)$.
Figure 4.2. The geometry for the substrate screened interaction; also shown are the image atoms (dashed).
and $\alpha(i\omega)$. Vidali and Cole (53) used Lorentzian approximations to calculate the long range dispersion interaction. Their approximations were used by Rauber et al. (52):

$$\alpha(i\omega) = \alpha_0^2 /[1 + \omega^2/E_a^2],$$

(4.15)

and

$$g(i\omega) = g_0^2 /[1 + \omega^2/E_s^2]$$

(4.16)

where $E_a$ and $E_s$ are characteristic energies of the molecule and the surface and $\alpha_0$ and $g_0$ are static values. Substitution of eqns. (4.15) and (4.16) into eqs. (4.11), (4.13) and (4.14) yields

$$C_6 = \frac{3}{4} \alpha_0^2 E_a$$

(4.17)

$$C_3 = \frac{g_0^2 \alpha_0 E_s}{8(1 + x)}$$

(4.18)

$$C_{1s} = g_0 C_6 \frac{x(2 + x)}{(1 + x)^2}$$

(4.19)

$$C_{2s} = g_0^2 C_6 \frac{x(x^2 + 3x + 1)}{(1 + x)^3}$$

(4.20)

where $x = E_s/E_a$.

Values of $\alpha_0$ and $C_6$ from experiment were used in fitting $g_0$, $E_s$ and $E_a$ for a variety of substrates and adsorbed molecules. These results for CO, Ne, and N$_2$ on graphite were used in the potential models outlined in the next chapter.

4.3 Molecule-Surface Interaction

For long range interactions in the continuum approximation, Lifshitz (54) found the result:
\[ E = C_6/Z^3. \]  

(4.21)

McLachlan (50) showed that this molecule-surface interaction can be considered as a molecule-image molecule interaction.

At short range, the atomic nature of the surface must be taken into account. By far, the most widely used model is the sum of a 6-12 potential over the atoms of the surface. The ordered surface and the \( 1/r^n \) form allows the sum to be performed as a Fourier series similar to the Ewald sum method that is used for ionic lattices. The sum for a 6-12 potential was performed by Steele (55):

\[ V(r) = V_0(z) + \sum_{n>0} V_n(x,y), \]  

(4.22)

\[ V_0(z) = 4\pi \sigma \varepsilon \frac{\sigma^2}{2} \sum_{p=0}^{\infty} \left( \frac{\sigma\varepsilon}{z_p} \right)^{10} - \left( \frac{\sigma\varepsilon}{z_p} \right)^{10}, \]  

(4.23)

\[ V_n = \frac{2\pi \sigma \varepsilon}{a_s} \left[ \frac{\sigma\varepsilon}{2z} \right] \sum_{s=0}^{\infty} \left[ q_n^s \varepsilon s(g_n z) - 2(z_q^s)^2 K_2(g_n z) \right]. \]  

(4.24)

For molecules, the atom-atom approximation is used and the sum must be performed for each interacting site of the molecule. The subscripts \( AS \) refer to the interacting site (or atom)-surface. \( \sigma \) and \( \varepsilon \) are the 6-12 parameters. The quantity \( q_n \) is a surface reciprocal lattice vector, \( a_s \) is the surface unit cell area and the \( K_2 \)'s are modified Bessel functions.

The index 'p' refers to the sum over the graphite layers with \( Z_p \) given by:

\[ Z_p = Z_0 + Pd \]

where \( d = 3.37 \) Å is the interplanar separation. For most molecules, including all those considered here, only the \( f_1 \) needs to be included to
obtain sufficient accuracy.

\[ f_q = -2 \left[ \cos \frac{2\pi}{a} \left( x + \frac{y}{\sqrt{3}} \right) + \cos \frac{2\pi}{a} \left( x - \frac{y}{\sqrt{3}} \right) + \cos \left( \frac{4\pi}{a} \frac{y}{\sqrt{3}} \right) \right] \]  \quad (4.25)

with \( a = 2.46 \, \text{Å}^2 \). If, in the 6-12 model, one approximates the sum over the surface atoms with an integral the result is the 10-4 model. It is often used, but, it is a flat surface model and it can only be used where the surface corrugation is presumed not to be important. In addition, integration over the graphite planes yields a 9-3 potential, the attractive part of which has the Lifshitz 1/2³ form. The 10-4 potential will be used to calculate Henry's Taw constants at high temperatures where the effects of corrugation are small.

It is interesting to note that, although at long range the concept of an image has been used, it plays no role in the 10-4, 6-12 or 9-3 models. The latter all assume that the interactions are centred about the nuclei.

A molecule-surface interaction in which the position of the image plane plays a crucial role is the electrostatic image potential. At long range, molecules possessing an electric multipole moment should produce an image moment in the surface. An ideal metal substrate would have an exact image, whereas, for a dielectric, in the continuum approximation, one would introduce a dielectric constant. It is the static response of the solid which is important here, and in this limit, graphite is considered to be a good metal (56). Typical distances of adsorbed molecules from the surfaces (defined by the nuclear centres) are 3.0 – 4.0 Å. At these small separations, the use of an image plane is questionable for two reasons. First, at close range, the corrugation
of the surface will become important, but the concept of an image plane assumes a flat surface. A second point has to do with the calculation of image forces on graphite specifically. As in the case of substrate mediated interactions, the theory used for the position of the image plane is that due to Zaremba (51) which was worked out for noble metals. Graphite is laminar, and the electrons are not as mobile in the perpendicular direction as they are in the plane. It seems unlikely that graphite could produce as good an image as a noble metal.

Bruch (56) calculated the image potentials for \( N_2 \) and \( CO_2 \) on graphite assuming point multipoles on the centre of mass and found the energy to be a significant fraction of the total of the interaction energy.

Calculations discussed in the next chapter will show that this approach to image forces breaks down when the multipole moments are large or distributed widely in the molecule. In these situations, the multipole centre is able to touch its own image. The remainder of this chapter will present in some detail those specific models employed in calculations.

4.4 \( N_2 \) Models

Nitrogen is second only to the rare gases in the effort that has been made in developing an intermolecular potential. It has yielded several models which have been tested against a broad spectrum of experimental data with some considerable success. The tests included the gas phase (second virial coefficients, viscosity), the liquid phase (thermodynamic properties, structure factors, diffusion coefficients) and the solid phase (lattice dynamics, sublimation energies, structure). Comparisons of many \( N_2-N_2 \) potentials can be found in Murthy et al. (57)
and Ling and Rigby (42). The latter authors suggest a model which was too complicated to be used in the calculations to be presented here and therefore two less accurate but simpler models were chosen.

The two $N_2-N_2$ potential models were due to Luty and Pawley (58) and Berns and van der Avoird (38). The Luty model is an atom-atom 6-exp model with the parameters fitted to the lattice dynamics of the solid. The parameters are given in Table 4.1. The model was used in only one calculation and was primarily intended to be compared to the following model.

Like the Luty potential the van der Avoird potential is an atom-atom 6-exp but also includes an electrostatic interaction in the form of distributed point charges. The dispersion constant was taken from ab initio calculations of Mulder et al (40). In these calculations, ab initio calculations of the anisotropic dispersion coefficients $C_6$, $C_8$ and $C_{10}$ were combined with semi-empirical values of $C_6$ and experimental polarizabilities to form a model for the anisotropic dispersion interactions for nitrogen dimers. Three body interactions were not considered and the induction interactions were found to be very small. The van der Avoird dispersion term was found by fitting this anisotropic molecule-molecule potential to the $C_6/r^6$ atom-atom form.

The electrostatic interactions were approximated with four point charges (two pairs of equal magnitude but opposite sign) symmetrically placed on the molecular axis. The positions and magnitudes were fitted to the electrostatic energy from the multipole expansion up to the hexadecapole for 36 orientations of the dimer. The multipole moments were also taken from the calculations of Mulder et al (40).
Table 4.1

Atom-Atom Nitrogen Potential Models.

\[ V = B \exp(-\alpha \cdot r) - C_6/r^6 \]

<table>
<thead>
<tr>
<th></th>
<th>Luty and Pawley</th>
<th>Berns and van der Avoird</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Short Range</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( B \text{ (kJ M} \text{ol}^{-1}) )</td>
<td>2.050 \times 10^5</td>
<td>7.70 \times 10^5</td>
</tr>
<tr>
<td>( \alpha \text{ (Å}^{-1}) )</td>
<td>3.60</td>
<td>4.036</td>
</tr>
<tr>
<td><strong>Long Range Dispersion</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( C_6 \text{ (kJ Å}^6 \text{ M} \text{ol}^{-1}) )</td>
<td>1803</td>
<td>1407</td>
</tr>
<tr>
<td><strong>Long Range Electrostatic</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( q \text{ (e), position (Å)} )</td>
<td>-</td>
<td>-.373, +1.044</td>
</tr>
<tr>
<td></td>
<td></td>
<td>+.373, +0.847</td>
</tr>
<tr>
<td><strong>Substrate Screening Parameters</strong> (from eq. 4.10-4.12)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( C_{1s} \text{ (kJ M} \text{ol}^{-1} \text{ Å}^6) )</td>
<td>1922</td>
<td></td>
</tr>
<tr>
<td>( C_{2s} \text{ (kJ M} \text{ol}^{-1} \text{ Å}^6) )</td>
<td>3683</td>
<td></td>
</tr>
</tbody>
</table>
The parameters of the exchange term were found by fitting their own SCF calculations on 36 orientations of the dimer to an atom-atom exponential form.

The potential thus derived compares well with semi-empirical potential models fitted to gas phase data and therefore should provide an equally good description of angle averaged interactions. The authors also report good agreement with solid phase structural data (for two structures: cubic phase at 0 K and tetragonal phase at high pressure and 0 K), sublimation energies and lattice dynamics (59,38).

The substrate mediated interaction was calculated with the method and parameters due to Rauber et al (52). This is a molecule-molecule interaction with the force centres located at the centres of mass.

4.5 Hydrocarbon Models

These are almost exclusively atom-atom 6-exp type, with and without an electrostatic interaction. Several authors have presented models (43,44,60,61). The differences between the models lie in the treatment of the electrostatic interaction. The Williams approach is typical and his models seem to be the most often used in the literature. For this reason, it was chosen for the calculations (with altered electrostatic terms).

Williams chose an atom-atom 6-exp form. This model has nine parameters, three for each type of atom, C-C, C-H, H-H. The size parameters $\alpha_{CC} = 3.68 \text{ Å}^{-1}$, $\alpha_{CH} = 3.74 \text{ Å}^{-1}$, $\alpha_{HH} = 3.67 \text{ Å}^{-1}$ were chosen at the outset. $\alpha_{CC}$ was taken from a calculation of the interplanar
separation and compressibilities of graphite (62). \( \alpha_{HH} \) was found by fitting ab initio calculations to the hydrogen dimer. The combination rules were used to find \( \alpha_{CH} \). The remaining six parameters \( B_{CC}, B_{CH}, B_{HH}, C_{CC}, C_{CH}, C_{HH} \) were fitted to the crystal structures and sublimation energies of many aromatic and non-aromatic hydrocarbons. In these fits the hydrogen atom centre was located 1.040 \( \AA \) from the carbon atom for all molecules. The typical C-H distance is 1.110 \( \AA \) from the hydrogen atom.

Williams also included electrostatic interactions in another series of fits in the form of point charges at the atomic sites. The magnitudes of the charges were included as parameters but the charge of the hydrogen atom was maintained equal and opposite to the charge on the carbon atom. The results of both fits are in Table 4.2. It should be noted that the charge distribution, if used in the \( \text{C}_2\text{H}_2 \) molecule, would give a quadrupole of only 57% of the value for the molecule in the gas phase. To alleviate this discrepancy, a new point charge distribution was determined which reproduced the long range quadrupole and hexadecapole moments as determined by SCF calculations (5). This electrostatic model is also described in Table 4.2. The quadrupole moment of \( \text{C}_2\text{H}_2 \) is almost five times that of \( \text{N}_2 \). In \( \text{N}_2 \) it has been shown that the electrostatic interaction is crucial to the proper description of the \( \text{N}_2 - \text{N}_2 \) interaction. The electrostatic interaction should be extremely important in \( \text{C}_2\text{H}_2 \). Since the Williams model leads to a small quadrupole moment, the exchange and dispersion terms must make up the difference if this model is to be used for \( \text{C}_2\text{H}_2 \). One might, then, expect that simply tacking on a larger quadru-
pole would overestimate the binding energy. This turns out to be only partially true for a simple reason. In most hydrocarbon solids studied by Williams, the electrostatic contribution to the energy is not as large as in $C_2H_2$. This means that the Williams fits are primarily to the exchange and dispersion terms.

4.6 $C_2H_2-C_2H_2$ Model

The only potential model which has been developed specifically for $C_2H_2$ is due to Gamba and Bonadeo (GB) (16). It is also an atom-atom 6-exp model but with the electrostatic interaction described by four point dipoles on the molecular axis. The magnitudes and positions of the dipoles were adjusted to fit the quadrupole and hexadecapole moments. The parameters were fitted to the experimental sublimation energies, crystal structures, and lattice dynamics ($K = 0$) of the two solid phases, cubic and orthorhombic. The parameters varied in the fits were all nine 6-exp parameters, and an overall multiplicative constant for the electrostatic energy similar to a dielectric constant. The GB potential parameters are given in Table 4.2. This is the only potential which stabilizes the orthorhombic structure. Other models give the cubic structure at $T = 0$ K. Unfortunately, the value of the sublimation energy used in the GB fit did not include the heat of transition from the cubic phase to the orthorhombic phase. This has been measured to be $\sim 0.6 \text{ kJ M}\text{o}l^{-1}$ (63). A comparison of the observed and calculated values of the sublimation energies is given below. When the transition energy is included the fit is not very good.
### Table 4.2

**Atom-Atom Acetylene Potential Models**

\[ V = B e^{-\alpha R} - C_6/R^6 \]

<table>
<thead>
<tr>
<th></th>
<th>Williams I</th>
<th>Williams II</th>
<th>GB</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Short Range</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$B_{CC}$ (kJ mol$^{-1}$)</td>
<td>350000</td>
<td>300000</td>
<td>1830000</td>
</tr>
<tr>
<td>$B_{CH}$</td>
<td>36000</td>
<td>60000</td>
<td>23000</td>
</tr>
<tr>
<td>$B_{HH}$</td>
<td>11000</td>
<td>12000</td>
<td>31000</td>
</tr>
<tr>
<td>$\alpha_{CC}$ (Å$^{-1}$)</td>
<td>3.60</td>
<td>3.60</td>
<td>3.909</td>
</tr>
<tr>
<td>$\alpha_{CH}$</td>
<td>3.67</td>
<td>3.67</td>
<td>3.703</td>
</tr>
<tr>
<td>$\alpha_{HH}$</td>
<td>3.74</td>
<td>3.74</td>
<td>3.746</td>
</tr>
<tr>
<td><strong>Long Range Dispersion</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$C_{6CC}$ (kJ mol$^{-1}$ Å$^6$)</td>
<td>2386</td>
<td>1880</td>
<td>2029</td>
</tr>
<tr>
<td>$C_{6CH}$</td>
<td>525</td>
<td>562</td>
<td>418</td>
</tr>
<tr>
<td>$C_{6HH}$</td>
<td>115</td>
<td>168</td>
<td>1381</td>
</tr>
<tr>
<td><strong>Electrostatic Models</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1) $q$ (electrons), $Z$ (Å)</td>
<td>+0.179, +0.6035</td>
<td>-0.179, +1.6625</td>
<td>+0.2667, +0.528</td>
</tr>
<tr>
<td>2) dipoles (eÅ), $Z$ (Å)</td>
<td></td>
<td></td>
<td>+0.0337, +2.0</td>
</tr>
<tr>
<td>3) $q$ (electrons), $Z$ (Å)</td>
<td>+0.300, +1.6625</td>
<td>-0.179, +0.6035</td>
<td>-0.244, 0.0</td>
</tr>
<tr>
<td><strong>Substrate Screening</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$C_{1s}$ (kJ mol$^{-1}$ Å$^6$)</td>
<td>8336.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$C_{2s}$</td>
<td>4463.5</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Although the quadrupole and hexadecapole moments were fixed to the values from SCF calculations (5), the next highest moment was a free parameter. Gamba and Bonadeo found that it had an appreciable effect on the calculated frequencies, which improved as the size of this moment was increased from 10 to 24 eÅ². On the other hand, it was found that the lattice energies and constants did not change significantly if the five point charge model was substituted for the four dipoles. Since the former is much easier to calculate, it was used in the structure determinations to be described in the next chapter.

Although the GB model appears to be successful in the region in which it has been fitted, there are disturbing features in the exchange and dispersion terms. The dispersion parameter \( C_{CH} \) is almost as large as \( C_{CC} \) and larger than \( C_{CH} \). These parameters are proportional to the polarizabilities of the relevant atoms and the polarizability for the carbon atom should be larger than that of the hydrogen atom. The parameter \( \alpha \) is inversely proportional to the sum of the hard core radii of the interacting centres. An examination of Table 4.2 shows that Gamba's model has the carbon atom smaller than the hydrogen atom. Finally, the factor \( E = 0.544 \), which reduces the electrostatic energy by a factor of \( E^2 = 0.3 \), seems too high to be explained in terms of a dielectric constant or reduced multipole moments due to charge overlap.
effects.

The substrate-mediated interaction requires a knowledge of the dipole-dipole dispersion parameter $C_6$. This has not been calculated, so the value for Xe was used as an estimate. The isotropic 6-12 parameters for Xe and $C_2H_2$ are similar and one might expect that the values for $C_6$ are close. The method due to Rauber et al was used to calculate the substrate screening parameters. The value of the static polarizability was taken from SCF calculations (5). This term was small and therefore any errors in the use of the Xe parameters will not affect the results.

In the orthorhombic phase, the nearest neighbour C-H separation is only 2.73 Å with the molecules in a Tee configuration. This short distance has led to speculation about the occurrence of hydrogen bonding. SCF calculations (18) on the dimer have shown the Tee configuration to be the most stable and suggested a weak hydrogen bond. Neither of the models presented have any terms representing a hydrogen bond between the hydrogen atom and the centre of the triple C-C bond in the molecule. It would be difficult to include this interaction in a model applicable to many different situations. The large charge difference between the hydrogen atom and the centre of mass in the five point charge model does make the Tee configuration the most stable for the dimer in the Williams model.

4.7 Carbon Monoxide Models

Little research has been done on possible potential models for CO. Some early work (70) in lattice dynamics assumed that the interaction was similar to that of $N_2$, but this ignored the charge asymmetry
found in SCF calculations (6). Recently, a lattice dynamical study of
the cubic phase of CO\textsubscript{2} yielded several asymmetric models, two of which
are summarized in Table 4.3. The electrostatic parts (three point
charges on the molecular axis) were fitted to the multipole moments
found from recent SCF calculations (6). The exchange and dispersion
terms were fitted to the lattice frequencies (|K| = 0) and cohesive
energies. The molecules have three interaction centres, one on each
atom and one at the centre of mass. Because the initial calculations
with these models were disappointing, their use to study the adsorbed
state was not pursued further.

A potential model developed in a manner similar to that applied
to hydrocarbons was introduced by Mirsky (65). It was an atom-atom
6-exp potential with an added electrostatic interaction. The parameters
of this model are also given in Table 4.3. The C-C parameters were
fitted to the cohesive energies and elastic constants of many different
hydrocarbon solids (60). The O-O parameters were fitted to the structures
and cohesive energies of CO\textsubscript{2} in an atom-atom 6-exp plus point quadrupole
model (66). The combination rules were used for the C-O parameters.
The potential was used by Mirsky (65) to calculate various experimental
results of dilute CO-Ar solid mixtures with reasonable success. The
CO-Ar mixtures would not involve electrostatic interactions if they were
sufficiently dilute and therefore the simple superposition of an electro-
static interaction is perhaps more reasonable here than in the Williams
models. The same three point charge interaction was used as in the
previous models.

The asymmetry in the dispersion interaction leads to an asymmetric
Table 4.3
Atom-Atom Carbon Monoxide Potential Models

\[ V(r) = B e^{-\alpha r} - F(r) \left( \frac{C_6}{r^6} + \frac{C_8}{r^8} + \frac{C_{10}}{r^{10}} \right) \]
\[ F(r) = \begin{cases} 1 & r > R \\ e^{-(r/R)} & r < R \end{cases} \]

<table>
<thead>
<tr>
<th>Model 1</th>
<th>( B ) (kJ mol(^{-1}) Å(^{-1}))</th>
<th>( \alpha ) (Å(^{-1}))</th>
<th>( C_6 ) (kJ mol(^{-1}) Å(^6))</th>
<th>( C_8 ) (kJ mol(^{-1}) Å(^8))</th>
<th>( C_{10} ) (kJ mol(^{-1}) Å(^{10}))</th>
<th>( R ) (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C-C</td>
<td>32.58</td>
<td>3.269</td>
<td>3732</td>
<td>31288</td>
<td>280366</td>
<td>3.72</td>
</tr>
<tr>
<td>C-O</td>
<td>31.91</td>
<td>3.521</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-</td>
</tr>
<tr>
<td>C-CM</td>
<td>-8.77</td>
<td>3.113</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-</td>
</tr>
<tr>
<td>O-O</td>
<td>31.15</td>
<td>3.505</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-</td>
</tr>
<tr>
<td>O-CM</td>
<td>-7.84</td>
<td>3.333</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-</td>
</tr>
<tr>
<td>CM-CM</td>
<td>0.27</td>
<td>2.971</td>
<td>1561</td>
<td>13092</td>
<td>117307</td>
<td>3.72</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Model 2</th>
<th>( B ) (kJ mol(^{-1}) Å(^{-1}))</th>
<th>( \alpha ) (Å(^{-1}))</th>
<th>( C_6 ) (kJ mol(^{-1}) Å(^6))</th>
<th>( C_8 ) (kJ mol(^{-1}) Å(^8))</th>
<th>( C_{10} ) (kJ mol(^{-1}) Å(^{10}))</th>
<th>( R ) (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C-C</td>
<td>10.15</td>
<td>3.41</td>
<td>1908</td>
<td>0</td>
<td>0</td>
<td>-</td>
</tr>
<tr>
<td>C-O</td>
<td>9.88</td>
<td>3.41</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-</td>
</tr>
<tr>
<td>C-CM</td>
<td>0</td>
<td>0</td>
<td>1410</td>
<td>0</td>
<td>0</td>
<td>-</td>
</tr>
<tr>
<td>O-O</td>
<td>20.10</td>
<td>3.34</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-</td>
</tr>
<tr>
<td>O-CM</td>
<td>0</td>
<td>0</td>
<td>1017</td>
<td>0</td>
<td>0</td>
<td>-</td>
</tr>
<tr>
<td>CM-CM</td>
<td>0</td>
<td>0</td>
<td>1937</td>
<td>0</td>
<td>0</td>
<td>-</td>
</tr>
</tbody>
</table>

Mirsky

<table>
<thead>
<tr>
<th>Model 2</th>
<th>( B ) (kJ mol(^{-1}) Å(^{-1}))</th>
<th>( \alpha ) (Å(^{-1}))</th>
<th>( C_6 ) (kJ mol(^{-1}) Å(^6))</th>
<th>( C_8 ) (kJ mol(^{-1}) Å(^8))</th>
<th>( C_{10} ) (kJ mol(^{-1}) Å(^{10}))</th>
<th>( R ) (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C-C</td>
<td>3.00</td>
<td>3.68</td>
<td>1761</td>
<td>0</td>
<td>0</td>
<td>-</td>
</tr>
<tr>
<td>C-O</td>
<td>3.17</td>
<td>3.91</td>
<td>1420</td>
<td>0</td>
<td>0</td>
<td>-</td>
</tr>
<tr>
<td>O-O</td>
<td>3.25</td>
<td>4.18</td>
<td>1085</td>
<td>0</td>
<td>0</td>
<td>-</td>
</tr>
</tbody>
</table>

Electrostatic (used in all models)

\( q \) (electrons), \( Z \) (Å)

\[ q = -0.635, -1.0820 \]
\[ 0.831, -0.5446 \]
\[ -0.195, 0.3256 \]

...... continued
Table 4.3 (continued)

Substrate Screening

<table>
<thead>
<tr>
<th></th>
<th>$C_{1s}$ (kJ mol$^{-1}$Å$^6$)</th>
<th>$C_{2s}$ (kJ mol$^{-1}$Å$^6$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C-C</td>
<td>709.7</td>
<td>373.4</td>
</tr>
<tr>
<td>C-O</td>
<td>557.6</td>
<td>293.4</td>
</tr>
<tr>
<td>O-O</td>
<td>438.1</td>
<td>230.5</td>
</tr>
</tbody>
</table>

C-Carbon; O-Oxygen; CM-Centre of Mass

Origin is at the centre of mass

Carbon is at -0.6446 Å

Oxygen is at +0.4836 Å
substrate mediated interaction. Again the method of Rauber et al (52) was used to calculate the substrate mediated parameters. The value of \( C_6 \) and the static polarizability for a CO molecule were taken from the calculations of Jhanwar and Meath (67) and of Amós (68), respectively. The molecule-molecule parameters were then \( C_{1s} = 2263 \text{ kJ} \text{ mol}^{-1} \text{ Å}^6 \) and \( C_{2s} = 1192 \text{ kJ} \text{ mol}^{-1} \text{ Å}^6 \). Conversion to atom-atom parameters was effected by assuming that they were in the same ratio as the \( C_6 \) atom-atom parameters of the Mirsky model. The resulting parameters are listed in Table 4.3 and were used in all of the CO-CO models.

4.8 Molecule-Surface Interactions

The molecule-surface interactions were calculated with one of two procedures, either by a Fourier (if a corrugated surface was required) or a 10-4 method.

\( \text{C}_2\text{H}_2 \):  

The atom-atom 6-exp parameters for C-H and C-C from the Williams model were fitted to a 6-12 form by comparing the separation at zero potential (\( \sigma \)) and the well depth (\( \epsilon \)). The image interaction, if used, was simply superimposed on the above terms.

\( \text{CO} \):

The Mirsky atom-atom 6-exp C-C and O-O parameters were fitted to a 6-12 form as in \( \text{C}_2\text{H}_2 \). The graphite 6-12 parameters were taken from calculations of the interplanar separation and compressibilities of graphite (62), \( \sigma = 3.4, \epsilon = 28 \text{ K} \). Combination rules were used to find the C-graphite and O-graphite parameters.
The \( \text{N}_2 \)-graphite potential was developed by Steele (55) by combining 6-12 \( \text{N}_2 \)-\( \text{N}_2 \) parameters and the 6-12 graphite parameters. The \( \text{N}_2 \)-\( \text{N}_2 \) parameters were fitted to experimental thermodynamic and structural properties of the liquid in molecular dynamics simulations (69).

The molecule-surface parameters for \( \text{C}_2\text{H}_2 \), \( \text{CO} \) and \( \text{N}_2 \) are displayed in Table 4.4.
Table 4.4
Atom-Atom Molecule/Graphite 6-12 Parameters

\[ V = 4\varepsilon \left[ \sigma_{12}^{12} \frac{\sigma_{12}^{6}}{\sigma_{12}^{6}} \right] \]

<table>
<thead>
<tr>
<th>Molecule</th>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{C}_2\text{H}_2 )</td>
<td>( \sigma_{\text{CS}} (\text{Å}) )</td>
<td>3.45</td>
</tr>
<tr>
<td></td>
<td>( \sigma_{\text{HS}} (\text{Å}) )</td>
<td>2.88</td>
</tr>
<tr>
<td></td>
<td>( \varepsilon_{\text{CS}} (\text{K}) )</td>
<td>47.97</td>
</tr>
<tr>
<td></td>
<td>( \varepsilon_{\text{HS}} (\text{K}) )</td>
<td>25.09</td>
</tr>
<tr>
<td>( \text{CO} )</td>
<td>( \sigma_{\text{CS}} (\text{Å}) )</td>
<td>3.39</td>
</tr>
<tr>
<td></td>
<td>( \sigma_{\text{OS}} (\text{Å}) )</td>
<td>3.14</td>
</tr>
<tr>
<td></td>
<td>( \varepsilon_{\text{CS}} (\text{K}) )</td>
<td>33.42</td>
</tr>
<tr>
<td></td>
<td>( \varepsilon_{\text{OS}} (\text{K}) )</td>
<td>41.52</td>
</tr>
<tr>
<td>( \text{N}_2 )</td>
<td>( \sigma_{\text{NS}} (\text{Å}) )</td>
<td>3.36</td>
</tr>
<tr>
<td></td>
<td>( \varepsilon_{\text{NS}} (\text{K}) )</td>
<td>31</td>
</tr>
</tbody>
</table>
CHAPTER FIVE

RESULTS II

5.1 Monte Carlo Methods and Techniques

The statistical mechanics of many body systems often involves integrals over a large number of variables. For example, in the canonical ensemble the average energy is:

\[
\langle U \rangle = \frac{\int U(q_1\ldots q_n)e^{-U(q_1\ldots q_n)/k_BT} dq_1\ldots dq_n}{\int e^{-U(q_1\ldots q_n)/k_BT} dq_1\ldots dq_n}
\] (5.1)

where \( q_i \) describes the coordinates of each particle in the system.

The straightforward numerical evaluation of the integrals of eq. (5.1) is not possible. It has been long known (71,72) that the Monte Carlo procedure is much faster. In its most basic form, one averages the integrand over a randomly chosen set of points in the coordinate space. This method works well if the integrand does not vary too rapidly.

The Boltzmann factor in eq. (5.1) varies very rapidly and an extremely large number of points is needed to obtain sufficient accuracy. The biased sampling procedure, first introduced by Metropolis et al (73) reduces the number of samples needed. The ensemble average can be rewritten as:
\[ <A> = \frac{\int P A(q) e^{-U(q)/k_B T} dq}{\int P e^{-U(q)/k_B T} dq} \]  

(5.2)

where \( P \) can be any probability distribution. Metropolis et al chose the Boltzmann distribution itself for \( P \) which results in:

\[ A = \frac{\int A(q) dq}{\int dq} \]

\[ = \frac{\sum v A(q_v)}{\sum v 1} \]

\[ = \frac{1}{M} \sum v A(q_v) \]  

(5.3)

where \( q_v \) is the \( v \)th point in the sampled set. The method of Metropolis et al (73) is not just to sample randomly the coordinate space but to bias the random sampling with the Boltzmann distribution which helps to ensure that the sampled set of points significantly contributes to the integral (eq. 5.1).

To implement the method, the energy of the system is calculated at an initial position \( (q) \). The coordinates of one or more particles are changed to \( (q) \pm (\Delta q) \) where the \( (\Delta q) \)'s are randomly chosen increments ranging up to a previously selected maximum value. The energy of the new position is evaluated and the Boltzmann factor \( \exp(-\Delta E/kT) \) is compared to a random number between 0-1. If the Boltzmann factor exceeds the random number, the move is accepted, otherwise, the move is rejected. If the move is accepted, the new position is used in the average (eq. 5.3), but, if it is rejected, the old position is put into the average again. In this way, the system evolves towards classical thermodynamic equilibrium.
5.2 Size Effects

A real system involves a very large number of particles but this is not a realistic choice in simulations. The largest simulation published used 100,000 Xe atoms (74). The interaction potentials between Xe atoms are simpler than those to be discussed here. It was desired to test several model potentials on three different systems, therefore the system size had to be quite small.

The magnitude of size effects varies with the number of particles, and acts to decrease the fluctuations in the system.

5.3 Surface Effects

In a small system the number of particles on or near the surface can be a large fraction of the total. The environment for these particles is very different from those in the bulk. Periodic boundaries greatly reduce surface effects but at the expense of introducing a false periodicity into the system. This can be very important in small systems. For example, if the natural periodicity is incommensurate with the boundaries, the structure could be frustrated. In adsorption on a periodic substrate, the boundaries should be maintained commensurate with the substrate.

5.4 Interaction Range

All of the potential models of Chapter 4 are of the long range $1/r^n$ form, and therefore, every molecule interacts with the entire system. Including every pair interaction in the energy was unfeasible and unnecessary and so two cutoff radii were used. Up to the first cutoff, the full anisotropic potential model was used but, between the two cutoff radii, the calculations employed an approximate orientationally-
averaged potential. The effect of the procedure on the energy was less than the uncertainty in the model while the saving in computer time was substantial.

5.5 Sampling

The procedure for determining which particle to move and the maximum increment $\Delta q$ is part of the probability distribution over which one is sampling. If the increment is very small, then $\Delta E$ will be small and most moves will be accepted but the system will be slow to reach equilibrium. By contrast, a large increment will result in a low acceptance rate but the system will again be slow to reach equilibrium. A given system will have some optimum increment size which is not known a priori. A rule of thumb is to choose the increment size to produce an acceptance rate of 50%. This can be done through short test runs or by monitoring the acceptance rate during the run and periodically adjusting the increment size. In situations where the energy dispersion is large, such as at high temperatures or in clusters where the surface molecules have higher energies, the acceptance rate can be monitored for each molecule individually. A different method for handling large energy dispersion has been suggested (75). Here, the increment size is biased by the factor $A e^{B(E-<E>)}$ where $<E>$ is the running average energy. High energy particles are then given large increments. The authors (75) found that, by optimizing the parameters $A$ and $B$, the procedure was substantially faster in reaching equilibrium in the high dispersion systems studied. In the systems to be discussed here, the dispersion was not particularly large and it was found that
this method was not faster in producing equilibrium than monitoring the acceptance rate for each molecule separately.

5.6 Methods

Two general methods were employed in the calculations. The first was to place 64 molecules in periodic boundaries (commensurate with the substrate) and to allow each molecule to move separately.

The second method was to assume a unit consisting of four molecules and to replicate this unit periodically to form a solid cluster, Figure 5.1. The height and orientation of each molecule, the lattice vectors $L_1$ and $L_2$ and the position of the origin were allowed to vary separately. The lattice vectors could also be changed under the restriction of constant area defined by $L_1 \times L_2$. This four sublattice method can only produce ordered solid structures which have no more than a four molecule basis.

5.7 Henry's Law Constants

Henry's Law constant, which is the slope of an isotherm in the limit of zero density, probes the interaction of a single molecule with the surface. With the assumption of a flat (uncorrugated) surface, Henry's Law constant ($K_H$) is given by:

$$K_H = \frac{A}{2 k_B T} \int_0^{L_y} \int_0^{L_x} \sin \theta (e^{-\phi(z, \theta)/k_B T} - 1) \, dz \, d\theta$$

(5.4)

where $\phi(z, \theta)$ is a model potential, $z$ is the height of the centre of mass above the surface, $\theta$ is the tilt angle from the normal to the surface, and $A$ is the total surface area. This section deals with the evaluation of $K_H$ for a standard 10-4 potential model and the attempts to refine
Figure 5.1. The unit consisting of 4 molecules which was replicated to form a solid cluster.
the parameters of the model to fit the experimental data of sec. 3.4.

The atom-surface 10-4 model (eq. 4.23) is the atom-atom 6-12 potential integrated over the surface atoms, and it results in a flat surface model. The approximation of a flat surface at the experimental temperatures (> 155 K) is very good because the maximum corrugation typically obtained from the 6-12 model is ~ 80 K and ~ 20 K for C$_2$H$_2$ and CO respectively.

The double integral involved in the expression for $K_H$ is not analytic and it was evaluated numerically with Simpson's rule. The experimental results for C$_2$H$_2$ and CO are presented in Table 5.1. The values of $q_{ST}$ were derived from the temperature dependence of $K_H$ (eq. 3.5). The first potential tried was that of Williams (set IV) fitted to a 6-12 form. This and potentials very similar to it are the most commonly used potentials for hydrocarbons. The results of the fit are illustrated in Table 5.2. The calculated value of $q_{ST}$ agrees with experiment quite well but $K_H$ is larger than experiment by more than a factor of 2-3. The 6-exp form of the Williams model yielded essentially the same results. In some sense, $K_H$ is a measure of the allowed phase space. The Williams type potentials seem to allow the molecule too much freedom over the surface. There were no other potentials available and so the method was checked by applying it to the CO/graphite system. The Mirsky potential (Table 4.3) as fitted to a 6-12 form but with the values of $\varepsilon_{CS}$ and $\varepsilon_{OS}$ scaled up by 5% was used in the calculations. The calculated results are compared with the experimental ones in Table 5.1. The comparison is obviously quite satisfactory and so it is felt that the disagreement in the case of C$_2$H$_2$ is caused by the potential and not by
Table 5.1
Henry's Law Constants and Isosteric Heats of Adsorption

<table>
<thead>
<tr>
<th>Temperature</th>
<th>$K_H \times 10^4$ (exp)</th>
<th>$K_H \times 10^4$ (calc.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{C}_2\text{H}_2$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>183.76</td>
<td>.95 ± 0.04</td>
<td></td>
</tr>
<tr>
<td>182.70</td>
<td>1.02</td>
<td></td>
</tr>
<tr>
<td>173.85</td>
<td>2.04</td>
<td>5.92</td>
</tr>
<tr>
<td>163.86</td>
<td>4.44</td>
<td></td>
</tr>
<tr>
<td>154.33</td>
<td>12.00</td>
<td></td>
</tr>
<tr>
<td>$q_{ST}$</td>
<td>19.4 ± 0.5</td>
<td>19.4</td>
</tr>
<tr>
<td>$\text{CO}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>102.39</td>
<td>6.9 ± 0.2</td>
<td>7.1</td>
</tr>
<tr>
<td>94.27</td>
<td>21.30 ± 0.05</td>
<td>21.9</td>
</tr>
<tr>
<td>85.66</td>
<td>91 ± 2</td>
<td>91.8</td>
</tr>
<tr>
<td>84.02</td>
<td>122 ± 2</td>
<td>123.2</td>
</tr>
<tr>
<td>$q_{ST}$</td>
<td>11.25 ± 0.3</td>
<td>11.3</td>
</tr>
</tbody>
</table>
Table 5.2
Fitted Values of the 10-4 Parameters for C2H2/Graphite

<table>
<thead>
<tr>
<th></th>
<th>ε_{CS}</th>
<th>σ_{CS}</th>
<th>ε_{HS}</th>
<th>σ_{HS}</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>59.1</td>
<td>2.72</td>
<td>40.8</td>
<td>2.875</td>
</tr>
<tr>
<td>(2)</td>
<td>49.2</td>
<td>2.73</td>
<td>47.4</td>
<td>2.99</td>
</tr>
<tr>
<td>(3)</td>
<td>70.9</td>
<td>2.60</td>
<td>43.1</td>
<td>2.60</td>
</tr>
<tr>
<td>(4)</td>
<td>65.71</td>
<td>2.76</td>
<td>31.6</td>
<td>3.10</td>
</tr>
<tr>
<td>(5)</td>
<td>-0.60</td>
<td>3.35</td>
<td>92.6</td>
<td>2.88</td>
</tr>
<tr>
<td>Williams</td>
<td>48.0</td>
<td>3.45</td>
<td>25.1</td>
<td>2.88</td>
</tr>
</tbody>
</table>
the method.

A refinement of the 10-4 parameters was made with a non-linear IMSL routine (ZXSSQ). The quantities fitted were $q_{st}$ and $K_0$ at 173.86 K. Many fits were found depending on the initial values given to the parameters. Occasionally, an initial set would result in the program running off into some completely non-physical region of parameter space where it was unable to find a fit in a reasonable number of iterations. In these cases, a new set of initial values was given. In all of the fits, the final set of parameters (Table 5.2) had the same physical significance. There are four important differences between these parameters and the Williams parameters (also in Table 5.2).

The well depth for a 10-4 potential is proportional to $\varepsilon_0^2$. The fitted parameters all have well depths for the hydrogen atom up to 50% larger than those for the Williams parameters.

In 4 of the 5 fits, the value of $\sigma_{HS}$ is greater than or equal to $\sigma_{CS}$, which implies that the hydrogen atom is equal to or larger than the carbon atom.

SCF calculations (88) show that the outer charge density contours of an acetylene molecule are egg shaped. In an atom-atom potential model these outer charge density contours approximately determine the hard core repulsive distances, $\sigma$. The shape of an acetylene molecule can be represented with $\sigma_H < \sigma_C$.

When $\sigma_{HS}$ and $\sigma_{CS}$ were fixed to values close to the Williams values, the value of $\varepsilon_{CS}$ approached zero (no interaction at all).

All of the fitted potentials resulted in the molecule lying less than 3 Å from the surface (defined by the nuclear centres) and more
restrained to lie flat on the surface than in the Williams model.

An image force could be used to explain each of these points. If a point charge model is assumed to describe the charge distribution, (eg. the 5 point charge model of Table 4.2), the image force would be purely attractive and would push the molecule closer to the surface. The carbon atoms which usually sit in the potential minimum in the Williams model would be pushed out of the minimum towards the repulsive region of the potential. The hydrogen atoms which usually sit too high would be pushed towards the potential minimum. The increased attraction at the ends of the molecule would come from the image force and the hydrogen atoms. Since the molecule now lies closer to the surface, the repulsive part of the 6-12 potential is more effective in preventing the molecule from tilting.

All attempts to calculate the image force, using the theory outlined in Sec. 4.3 and the five point charge model, resulted in one of the outside charges touching its own image. A point quadrupole at the centre of mass resulted in the same catastrophe. It appears that the image force is far too large if the image plane is raised above the surface. The magnitude of the image force reinforces the objections to the use of an image plane in these systems which was mentioned in Sec 4.3.

5.8 The Solid Phases of Adsorbed Acetylene

Acetylene adsorbed on graphite has been shown to have two different solid structures (19,20). The areas have been determined from isotherm data to be $18.9 \pm 0.5$ and $15.7 \pm 0.3 \text{Å}^2$/molecule.

Neutron diffraction studies have been made and the structures of Figure 3.4 proposed. These experiments were performed at two temperatures 57 K
and 120 K. The results are displayed in Table 5.3. With only two Bragg peaks one cannot obtain a unique structure and the proposed structures were made with no basis assumed. The next two sections will present Monte Carlo simulations of the solid structures at 0 K which employ the two \( C_2H_2-C_2H_2 \) potential models of Table 4.2 and two \( C_2H_2 \)-surface potential models of the previous section.

5.9 Low Density Solid

The simulation of the low density structure employed the 4 molecule method at 5 K with the area free to change. This method was necessary to match the areas in the simulations to those corresponding to the isotherm data.

The \( C_2H_2-C_2H_2 \) GB potential model with the \( C_2H_2 \)-surface model of Williams was the first to be tried and yielded the structure in Fig. 5.2. This is a very slightly incommensurate \( 1 \times \sqrt{3} \) herringbone with the molecules lying flat on the surface. This structure does not reproduce the diffraction Bragg peaks of solid I. The energy of the structure is 32 kJ \( \text{mol}^{-1} \), which is not in agreement with the value of the integral heat, 27 kJ \( \text{mol}^{-1} \), found from isotherms. The Williams model reproduced the single particle adsorption energy and, therefore, we conclude that it is the GB potential which gives too much binding energy.

The next attempt was with the Williams \( C_2H_2-C_2H_2 \) and \( C_2H_2 \)-graphite models and the resulting structure is shown in Figure 5.3. This is a square nearly tee structure (\( P_{2gg} \) space group) with the molecules lying flat on the surface and a lattice spacing of 4.45 \( \text{Å} \). This space group reproduces the diffraction Bragg peaks, but the area of 19.9 \( \text{Å}^2 \)/molecule is larger than the value of 18.9 \( \pm 0.5 \text{ Å}^2 \)
Table 5.3
Neutron Diffraction Data

<table>
<thead>
<tr>
<th>Coverage</th>
<th>Bragg Angle (Deg)</th>
<th>Coherence Length (Å)</th>
<th>Intensity</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.65</td>
<td>16.9</td>
<td>200</td>
<td>93</td>
</tr>
<tr>
<td></td>
<td>27.35</td>
<td>120</td>
<td>175</td>
</tr>
<tr>
<td>0.89</td>
<td>17.03</td>
<td>150</td>
<td>122</td>
</tr>
<tr>
<td></td>
<td>27.60</td>
<td>120</td>
<td>216</td>
</tr>
<tr>
<td>1.24</td>
<td>19.3</td>
<td>120</td>
<td>152</td>
</tr>
<tr>
<td></td>
<td>26.75</td>
<td>200</td>
<td>280</td>
</tr>
<tr>
<td>1.54</td>
<td>19.9</td>
<td>120</td>
<td>152</td>
</tr>
<tr>
<td></td>
<td>26.77</td>
<td>200</td>
<td>280</td>
</tr>
</tbody>
</table>
Figure 5.2. Result of the low density solid C\textsubscript{2}H\textsubscript{2} simulation using the potential due to Gamba and Bonadeo. The (+) signs denote the carbon atoms of the graphite substrate. The dashed lines indicate the replicated unit.
Figure 5.3. The result of the low density solid $C_2H_2$ simulation using the potential due to Williams and the 5 pt. charge model. The (+) signs denote the carbon atoms of the graphite substrate. The dashed lines indicate the replicated unit.
molecule found from the isotherms. The energy is also too high (32 kJ M\textsuperscript{-1}) as in the case of the GB model. To reduce the energy the magnitude of the quadrupole was lowered by 16\%, which reduced the electrostatic energy by 30\%. As was discussed previously, a reduction of the electrostatic moments (from the gas phase values) in condensed systems is often necessary to obtain a fit to experimental data. A reduction of 16\% is not as large as many authors have suggested.

The reduction of 16\% introduces a factor of $\sqrt{\frac{7}{\pi}} = .84$ into the electrostatic potential similar to but smaller than the factor of $\varepsilon = .544$ in the GB model. The simulation employing the factor of $\varepsilon = \sqrt{\frac{7}{\pi}}$ and Williams $C_2H_2-C_2H_2$ and $C_2H_2$-graphite models yielded the structure of Figure 5.4. This is an incommensurate $1\sqrt{3}$ herringbone structure which does not reproduce the neutron Bragg peaks, but the energy of 27 kJ M\textsuperscript{-1} agrees with the experimental value. The molecules in Figure 5.4 are tilted 20° from the surface. The ends tilted from the surface are indicated by the arrows. Williams $C_2H_2$-graphite potential did not fit Henry's Law constants because it allowed the molecule too much freedom to tilt on the surface. The same $C_2H_2-C_2H_2$ potential but now with a $C_2H_2$-graphite potential which fit $K_H$, set #2 of Table 5.2, resulted in the structure of Figure 5.5. This is, again, a square nearly teed lattice with the molecules lying flat on the surface and a lattice spacing of 4.55 Å, larger than in the previous square lattice. It fits the experimental diffraction data. While the energy of 28 kJ M\textsuperscript{-1} agrees with experiment the area of 21 Å\textsuperscript{2}/molecule is too low. No other models for the low density structure were tried.
Figure 5.4. The result of the low density C$_2$H$_2$ solid using the potential due to Williams and the 5 pt. charge model with the quadrupole moment scaled down by 16%. The (+) signs denote the carbon atoms of the substrate. The dashed lines indicate the replicated unit.
Figure 5.5. The result of the low density $C_2H_2$ simulation using the potential due to Williams and the 5 point charge model with the quadrupole moment scaled down 16% and a potential to the surface which fit $q_{ST}$ and $k_H$. The (+) sign denotes the carbon atoms of the graphite substrate. The dashed lines indicate the replicated unit.
In summary, two structures were found, a $1\times\sqrt{3}$ herringbone and a square tee. The herringbone does not reproduce the Bragg angles nor the relative intensities, as will be shown in the next section. It will be proposed that this is the high density structure. The square nearly teed lattice can reproduce the neutron data. Its structure (Figure 5.5) has a nearest neighbour separation of 4.55 Å and the average deviation from a tee orientation is $\approx 3^\circ$. The Bragg angles, plane separations, and relative intensities for a square $P_{2gg}$ lattice (Figure 5.6A) were calculated for several n.n. distances and deviations from the perfect tee orientations. The best fits were found for a n.n. distance of 4.33 Å and a $0^\circ$ deviation. These results and the results from similar calculations on the simulated structures are given in Table 5.4.

The relative intensities were calculated on the assumption of a 2D powdered sample. The necessary structure factor and multiplicities were taken from the International Table on Crystallography. Table 5.4 shows results for only the main peaks. All other peaks have either low structure factors or are at high angles where the geometric factors quickly reduce the intensities.

The simulated structure differs from the structure corresponding to the best fit primarily in the lattice parameter (3.5 - 6%). In the simulated structure the hydrogen atoms are pointing somewhat towards the carbon atoms and away from the centre of mass. This also occurs in the $a,b$ plane of the orthorhombic lattice, where the n.n neighbour separation is 4.31 Å, which is very similar to the best fit.

5.10 **High Density Solid**

Simulations of the high density structure required the use of
Figure 5.6A. The $P_{2gg}$ unit cell which gives the square-tee structure.

Figure 5.6B. The $P_{2gg}$ unit cell which gives the $1 \times \sqrt{3}$ herringbone structure.
Table 5.4
Low Density Structural Fits to the Neutron Data

<table>
<thead>
<tr>
<th></th>
<th>Exp.</th>
<th>Best Fit</th>
<th>Simulated</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bragg Angle (Deg)</td>
<td>16.9</td>
<td>16.9</td>
<td>16.1</td>
</tr>
<tr>
<td></td>
<td>27.35</td>
<td>27.35</td>
<td>25.9</td>
</tr>
<tr>
<td>Plane Separation (Å)</td>
<td>4.33</td>
<td>4.33</td>
<td>4.55</td>
</tr>
<tr>
<td></td>
<td>2.74</td>
<td>2.74</td>
<td>2.88</td>
</tr>
<tr>
<td>Intensity</td>
<td>93</td>
<td>2.00</td>
<td>2.28</td>
</tr>
<tr>
<td>Relative Intensity</td>
<td>1.88</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
either the four molecule method at fixed area or periodic fixed boundaries because the structure was only stable under pressure.

The initial configurations for the simulations were either the diffraction based proposal (Figure 3.4B) or the same centre of mass structure but with random orientations.

All of the models yielded a 1x√3 herringbone structure (P21g Figure 5.6B and 5.7). The GB model was not tried since it already had resulted in a 1x√3 herringbone which was only very slightly incommensurate at zero pressure. It was felt that the introduction of commensurate boundaries at the 1x√3 commensurate density would make no difference.

Only the tilt angle of the molecule from the surface was different. The Williams C2H2-C2H2 potential with no reduction of the quadrupole gave the structure of Figure 5.7. Here, the tilt angle is ~20° (the raised end is indicated by the arrows). Reduction of the quadrupole caused the angle to increase to ~25° with no other changes. The structure has been labelled 'the 2-out structure' by Harris and Berlinsky (76) who made a mean field study of possible structures of N2-like molecules adsorbed on graphite. Substitution of the molecule-surface potential for set #2 of Table 5.2 (fits to K_H and q_ST) reduced the tilt angle to only ~11° and destroyed the order in the tilting angles.

The results of the same structural analysis which were made for the low density case are displayed in Table 5.5. Many fits to the neutron data were obtained by varying the relative orientations and tilt angles of the molecules. The results in Table 5.5 are for the simulated structures. None of the simulated structures fits the diffraction data because a peak at a Bragg angle of 36.5° (h,k = 1,3 and 2,0) has an
Figure 5.7. The result of the high density C$_2$H$_2$ solid simulations. The arrow represents the end of the molecule which is tilted out of the plane and the dashed lines outline a unit cell of the P$_{2gg}$ structure.
Table 5.5
High Density Structural Fits to Neutron Data

<table>
<thead>
<tr>
<th></th>
<th>Exp.</th>
<th>Gamba</th>
<th>Williams $\epsilon = \sqrt{3}$ and Williams to the Surface</th>
<th>Williams $\epsilon = \sqrt{3}$ and Fits to Henry's Law Constants</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\phi=0$</td>
<td>$\phi=0$</td>
<td>$\phi=25$</td>
<td>$\phi=11$</td>
</tr>
<tr>
<td>Bragg Angle (Deg)</td>
<td>19.9</td>
<td>19.9</td>
<td>19.9</td>
<td>19.9</td>
</tr>
<tr>
<td></td>
<td>26.8</td>
<td>26.8</td>
<td>26.8</td>
<td>26.8</td>
</tr>
<tr>
<td>Plane Separation (Å)</td>
<td>3.70</td>
<td>3.69</td>
<td>3.69</td>
<td>3.69</td>
</tr>
<tr>
<td>(h,k)</td>
<td>(0,2)</td>
<td>(1,1)</td>
<td>(h,k)</td>
<td>(h,k)</td>
</tr>
<tr>
<td></td>
<td>2.80</td>
<td>2.79</td>
<td>2.79</td>
<td>2.79</td>
</tr>
<tr>
<td>Relative Intensity</td>
<td>1.84</td>
<td>2.28</td>
<td>2.27</td>
<td>3.42</td>
</tr>
</tbody>
</table>
intensity equal to that of the peak at 19.9°. The angle θ of Figure 5.6 is 30° and 41° in the structures as determined by the GB and Williams models respectively. The best fits were obtained for angles θ of 53°, 52°, 51°, and 48° if the tilt angle φ was 0°, 11°, 20°, and 25° respectively. Therefore, a change of only 10° in the angle φ is necessary in the structure of the Williams models but, a change of 23° is needed in this angle for the GB model structure.

To summarize: the GB potential which was moderately successful in describing the sublimation energies and lattice dynamics in 3D did not predict the correct solid structures in 2D and resulted in a cohesive energy which was far too large. The Williams potential with 5 point charges predicted solid structures (square tee and commensurate $1 \times \sqrt{3}$ herringbone) in agreement with the diffraction data but the cohesive energy and the area per molecule were too large. Reduction of the quadrupole moment resulted in an incorrect structure at low densities as the molecules found it easy to tilt from the surface. A change of the molecule-surface interaction to one in which the molecules found it more difficult to tilt from the surface returned the structure to the square tee. The Williams model with a 5 point charge electrostatic model and a reduced quadrupole has not been used to describe the lattice dynamics of the bulk solids. Calculations of the cohesive energies of the 3D cubic and orthorhombic structures with this model potential yielded 22.7 and 21.4 kJ mol⁻¹ respectively. This is to be compared with experimental values of 23.4 and 28.9 kJ mol⁻¹. A rough check of the stability of these structures at 0 K showed that, in the cubic phase there was a very broad, shallow minimum in the energy at a
volume 12% lower than the experimental volume (isotropic compression) with an energy of 23.7 kJ mol⁻¹. The cubic phase is only stable for T > 133 K, and lattice expansion could make up some of this difference in the volumes and energies. For the orthorhombic phase, an uniaxial compression along the c-axis produced a very small decrease in the energy of 0.2 kJ mol⁻¹. Clearly, this model does not stabilize the orthorhombic structure at low temperatures. Attempts to fit the parameters of this model to the cohesive energies were not successful.

The conclusion from these results is that no satisfactory intermolecular potential for C₂H₂ has been found as yet. Models which seem to work for the bulk systems do not work for the adsorbed systems. The possibility of hydrogen bonding in the 3D orthorhombic and 2D square tee structures needs to be addressed. A hydrogen bond could stabilize both of the structures. It would also tend to compress the square tee structure (found in these simulations) to a density closer to that found experimentally. If the hydrogen bond did exist, one would have to use different potential forms (in these simplistic models) for the different structures since the hydrogen bond would not exist in the cubic or 1x√3 herringbone structures.

5.11 Integral Heats of Adsorption

Direct measurements of the isosteric heat of adsorption as a function of coverage have been made by Piper et al for N₂ (33) and CO (34) on Grafoil. The results for CO were already presented in Figure 3.4. Integration of this curve yields the integral heat of adsorption which is a quantity easily calculated in a Monte Carlo simulation from the relation:
\[ Q = H_g - H_s = (E_g + (PV)_g) - (E_s + (PV)_s) \] (5.5)

where \( g \) and \( s \) refer to the gas and surface phases. The PV term for the surface phase is generally very small and can usually be dropped. The PV term for the gas phase is \( k_B T \). These approximations lead to:

\[ Q = (E_g - E_s) + k_B T. \] (5.6)

The difference in the total energies is the potential energy of the surface phase at temperature \( T \).

\[ Q = k_B T - U(T) \] (5.7)

This was the relation used to calculate the integral heat in the simulations. The experimental heats vs. coverage for CO and \( N_2 \) at \( T = 79.3 \) K are displayed in Figure 5.8 and 5.9. The large values of the integral heat at low coverages were due to adsorption in the damaged areas of the substrate and the cell walls. When these contributions are corrected for, the results are the dashed lines marked 'experiment'. An extrapolation of the integral heat to zero coverage yields the heat of adsorption for a single molecule, \( Q(0) \).

Monte Carlo simulations of the integral heat for \( N_2 \) and CO at coverages up to one monolayer were performed as a test of both the molecule-surface and the molecule-molecule potentials. The same procedure was used for both \( N_2 \) and CO.

\( N_2 \)

An atom-atom 6-12 model and the Fourier method with parameters proposed by Steele (55) (Table 4.4) was employed as the molecule-graphite
Figure 5.8. A comparison of the calculated integral heat of adsorption vs. coverage and the experimental values for the CO/Grafoil system.
Figure 5.9. A comparison of the calculated integral heats of adsorption vs. coverage and the experimental values for the \(\text{N}_2/\text{Grafoil}\) system.
potential. The simulations were performed in two parts.

1. A Monte Carlo simulation of one molecule on graphite was performed first. Typically, $8.0 \times 10^5$ steps were made with an estimated uncertainty in the energy of $\sim 0.02 \text{ kJ M}^{-1}$. The $N_2$-graphite parameters of Table 4.4 resulted in a value of $Q = 9.3 \text{ kJ M}^{-1}$. This is to be compared to the experimental value of $10.4 \text{ kJ M}^{-1}$. Any change in the parameters to fit the experiment would not be unique, so, the well depth parameter $\varepsilon$ was scaled to give $Q(0) = 10.4 \text{ kJ M}^{-1}$. These parameters were then used in the simulations at higher densities.

2. The simulations of the coverage dependence of $Q$ were performed with 64 molecules and periodic boundaries. Typically, 5000 steps were made which resulted in an uncertainty of $\sim 0.05 \text{ kJ M}^{-1}$ in the energy. The temperature was the experimental value of 79.3 K. The total potential of Table 4.1 was used up to a centre of mass separation of 3.0 Å. Between 8.0 and 12.0 Å, a molecule-molecule 6-12 potential was used with $\varepsilon = 91.5 \text{ K}$ and $\sigma = 3.68 \text{ Å}$. This procedure resulted in a difference of $< 1\%$ in the energy but a very large saving in computer time.

The two molecule-molecule potential models of Sec. 4.4 were tested at coverages of 1/4, 1/2, 3/4 of a monolayer (defined by the $1 \times \sqrt{3}$ commensurate monolayer density). The results for both models are displayed in Figure 5.9. It is the difference in energy from the zero coverage value that should be considered when these results are compared to the experiment. It can be seen that the Van der Avoird potential gives
values of the integral heat which are considerably closer to the experimental values than the Luty model but neither model fits the experimental results exactly.

Both of these potentials describe the lattice dynamics of the bulk solid but they give quite different results here. For both models, the film acted as a fluid with the molecules rotating freely. This rotation is the origin of the difference since, in the van der Avoird model the quadrupole energy is orientationally averaged, resulting in a smaller contribution, but in the Luty model there was no electrostatic interaction and the exchange and dispersion terms will not average away.

CO

The same molecule-surface model was used as in the case of N$_2$ but with the parameters due to Mirsky (Table 4.4). The well depth needed to be raised by only 4% to fit the experimental value of Q(0) = 10.9 kJ Mol$^{-1}$. It was values scaled by 5% that fitted the Henry’s law constants in Sec. 5.7.

All three models of Table 4.3 were used in the simulations of the coverage dependence and yielded energies (Figure 5.8) which were too high. The two models which fitted the lattice dynamics (K = 0) and cohesive energies of the bulk solid (64) were far worse than the Mirsky model. It resulted in a fluid-like behaviour with few long-lived clusters. The other two models gave a liquid-like structure but with many long-lived clusters and few isolated molecules.

5.12 Orientational Order-Disorder Transition in N$_2$ and CO

From the previous section two models emerge as the most
successful, the van der Avoird (N₂) and the Mirsky (CO). The remainder of this chapter will be concerned with the simulation of the low temperature structures and the orientational order-disorder transitions of these two molecules adsorbed on graphite.

As alluded to in the introduction, N₂ and CO have many similarities such as mass and size. In the past intermolecular potentials used for CO have been scaled from N₂ model potentials. But CO and N₂ molecules have some important differences. There is a mass asymmetry, and SCF calculations have shown a charge asymmetry in the CO molecule. N₂ has no odd multipoles whereas CO has an octopole and a small dipole moment. Although, N₂ and CO are essentially the same size, the charge density gradients are quite different. N₂, of course, is symmetric but in CO the charge density gradients about the carbon and oxygen atoms are not the same. Therefore, one can expect different exchange and dispersion parameters for the two ends of the CO molecule in an atom-atom model of the intermolecular potential.

In N₂, it has long been known that the electrostatic interaction is essential to the understanding of the condensed phases. For CO, the electrostatic interaction should be larger and more complex than in N₂.

The structure of N₂ at the 1x√3 commensurate density at low temperatures is known (78) to be the herringbone shown in Figure (5.10). Results of heat capacity measurements (79) depict a transition at 27 - 28 K which was interpreted as an order-disorder transition from a 1x√3 herringbone structure to a 1x√3 rotator phase. Recently, a series of x-ray (23) and LEED (24) experiments has examined the low temperature structures as well as the transitions in both N₂ and CO adsorbed on...
Figure 5.10. The commensurate $1 \times \sqrt{3}$ herringbone structure for $N_2$
adsorbed on graphite at 10 K.
graphite. The x-ray studies have shown that the molecules are in a commensurate $1 \times \sqrt{3}$ herringbone structure at low temperatures and coverages up to one monolayer. The orientational correlation length for CO was approximately half that of $N_2$. The LEED study confirmed these results but also showed that there was no head to tail order in the CO structure. When the commensurate monolayers of CO and $N_2$ were heated an orientational order-disorder transition was observed in the x-ray measurements (Figure 5.11A). In $N_2$ this transition was sharp and occurred between 27 - 30 K but, in CO it was much broader, beginning at $\sim$ 20 K. The melting transitions were shown to be at $\sim$ 80 K for both solids (Figure 5.11B). These results are completely the reverse of those expected from the simple scaling arguments for the quadrupole moment that worked well for the bulk solids.

The x-ray studies were also made at higher surface densities but the authors claim considerable uncertainty in the value of the density. They tentatively placed the value at 1.12 commensurate monolayers but suggest that this value may be too high. In any case, the structure of both CO and $N_2$ remained herringbone, but the behaviour of the orientational transition was completely different, in fact, almost the reverse of the situation at the commensurate density. Here, the transition is broad for $N_2$, starting at a very low temperature and is accompanied by a slight increase in the lattice parameter. The transition in CO, on the other hand, does just the reverse. It is sharpened considerably and moves to a higher temperature accompanied by an increase in the lattice parameter. The higher density results are shown in Figures 5.12A, B.
Figure 5.11. X-ray scattering data for the commensurate phases of 
$N_2$ ($\bullet$) and CO (O) adsorbed on graphite, from ref. (23).

The (20) reflection is due to the centre of mass 
$1x\sqrt{3}$ order and the (21) reflection is due to the 
herringbone superlattice.

A) Data for the orientational order-disorder 
transition.

B) The melting transition.
Figure 5.12. X-ray scattering data for the incommensurate phase of \( N_2 \) (A) and CO (B) adsorbed on graphite, from ref. (23). The open circles are the data for the orientational order-disorder transition and the closed circles are the data for the intermolecular distance.
LEED measurements at 1.13 commensurate monolayers have shown that CO has a pinwheel structure shown in Figure 5.13. Since the x-ray results gave no indication of pinwheels, the density might be lower than the 1.12 commensurate monolayers tentatively suggested.

Three calculations have been made on the N₂/graphite system (80-82) which place the transition at \( \sim 30 \) K. The system of O'Shea and Klein was a fixed triangular lattice of point quadrupoles whereas Mouritsen and Berlinsky used an ideal quadrupole Hamiltonian for 10,000 centres, also fixed on a triangular lattice. They found the transition to be 1st order.

Talbot et al used the molecular dynamics method on a smaller system of 96 molecules but a more realistic N₂-N₂ potential. Their model was an atom-atom 6-12 potential (\( \sigma = 3.32 \text{Å}, \epsilon = 35 \text{K} \)) with 3 charges on the atomic site and centre of mass. The 6-12 parameters were taken from Chung and Powles (69) and were developed by fitting to several properties of the 3D liquid. The 3 point charges reproduced the experimental quadrupole moment. They did not include substrate mediated effects. The molecule-graphite potential used was the same as the one used in Sec. 4.8 to calculate the integral heat but the parameters were not scaled to fit the experimental value of 10.4 kJ Mol\(^{-1}\) (this datum was not available at that time). The order-disorder (rotator) transition was found to be at 35 K, i.e., 8 K higher than in the experiment. An important result of the work was the finding that the transition is accompanied with an increased tendency for the molecules to tilt from the surface. To help understand these results, Monte Carlo simulations of CO and N₂ were performed at densities of 1.00 and
Figure 5.13. An incommensurate pinwheel structure.
1.09 commensurate monolayers and temperatures up to 80 K. Simulations at densities up to 1.25 monolayers were also made to determine the zero temperature structures. The potentials used were the van der Avoird \( (N_2) \) and Mirsky (CO) models with a molecule-surface interaction which fitted the experimental values of \( q_{st} \) at zero coverage (Sec. 5.11).

\[ N_2 \]

It was important to know at the outset the zero temperature structure predicted by the van der Avoird model. The 4 molecule and the 64 molecule systems both yielded the commensurate \( 1 \times \sqrt{3} \) herringbone lattice with the molecules lying flat on the surface as is depicted in Figure 5.10 at 10 K. This is in agreement with the x-ray and LEED data.

The structures at densities of 1.09, 1.13 and 1.16 \( 1 \times \sqrt{3} \) commensurate monolayers were found at 5 K using the 4 molecule system at a fixed area. The results at densities of 1.09 and 1.13 were the same as at 1.00 but with an uniaxial distortion in the \( x \)-direction (Figure 5.10). LEED data of Fain and Diehl (83) have shown such an uniaxial distortion for a density of 1.05 commensurate monolayers but at higher densities, a triangular lattice with the molecules tilted from the surface was formed.

At the density of 1.16 \( 1 \times \sqrt{3} \) monolayers the pinwheel structure of Figure 5.13 was created. It is very similar to the (111) plane of the bulk phase and was predicted for \( N_2 \) on graphite by Harris and Berlinsky (77) from their mean field calculations.

The Monte Carlo simulations of the orientational order-disorder phase transition were performed with a small system consisting of 64 molecules in periodic boundaries. In other simulations the effect of
small system sizes has been shown to be a broadening of the phase transition (81). Such an effect would be expected here.

A small system was used as a compromise between an attempt to test many different potential models and to obtain accuracy in the simulations. In typical simulations of the phase transition, 16,000 steps were made but in transition regions up to 32,000 steps were occasionally necessary to obtain sufficient accuracy. The molecule-molecule interaction was taken to be the complete potential in Table 4.1 up to a centre of mass separation of 8.0 Å. Between 8.0 Å and 12.0 Å the molecule-molecule 6-12 potential was used as in the simulation of \( q_{st} \) vs. coverage in Sec. 5.11.

To characterize the system several order parameters were calculated. The average potential energy, \( E \), can be used to calculate the heat capacity either through \( C_V = \frac{dE}{dT} \) or from the fluctuations

\[
C_V = \frac{\langle E^2 \rangle - \langle E \rangle^2}{kT^2}
\]

Very good statistics are necessary to find \( C_V \) because small differences are involved. The average angle of the tilt of the molecular axis from the surface \( \langle \theta \rangle \) was useful in studying the out-of-plane order. The herringbone (in-plane) order was monitored with the quantity \( \langle \cos(2\theta_i) \rangle \) where \( \theta_i \) is the angle from a reference position for molecule 'i'. For all of the runs the reference was a snapshot of the low temperature (10 K) structure. The centre of mass order was followed by calculating the mean square displacements of each molecule from a reference position.

The results of the simulation are presented in Figure 5.14A, B. The in-plane order parameter shows a clear transition centred at 28 K
Figure 5.14. Results of the simulations of the orientational order-disorder transition in the commensurate phase of $N_2$ on graphite
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in agreement with experiment. There is also a peak in the heat capacity as calculated from dE/dT and a change in the tilt angle at this temperature. The agreement with experiment (Figure 5.11) is somewhat better than in the calculations of Taibot et al (82). The difference probably lies in the lower quadrupole moment in the van der Avoird potential model. The monolayer remained solid up to 80 K which was the melting point as detected by the x-ray measurements, but the simulations do not allow for lattice expansion (fixed boundaries) and therefore one can expect the melting temperature to be raised.

Because of this success, a simulation at 1.09 \(1\times\sqrt{3}\) monolayer was tried. The choice of this surface density was determined by the requirement to maintain commensurate periodic boundaries. Only particular densities could be used if the number of molecules was to be kept constant. To achieve a density of 1.09 the commensurate monolayer was distorted uniaxially to be consistent with the 4 molecule structure calculation at this density. The results are in Figure 5.15A,B and should be compared to those of the x-ray experiment in Figure 5.12A,B. We should note that the x-ray measurements showed a broadening of the transition starting at a very low temperature. The in-plane order parameter (Figure 5.15B) shows a sudden drop at 15 - 20 K and another at 35 K. The transition is completed by \(T = \sim 40\) K which is about 5 K higher than the transition temperature found experimentally.

The heat capacity also shows a broadening of the transition with a shoulder on the low temperature side of a peak at 31.5 K. Again, the x-ray experiments indicated a slight decrease in density (increase in
Figure 5.15. Results of the simulations of the orientational order-disorder transition in the incommensurate phase of $N_2$ on graphite.
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lattice parameter) (Figure 5.128) through the transition but the simulation was performed at constant density. The effect of that restriction on the orientational order is difficult to determine, but the change in density was quite small and so, hopefully, would be its effect.

The shoulder in the heat capacity and the first decrease in the in-plane order parameter \( \langle \cos 2\theta \rangle \) is accompanied by a large increase in the tilt angle \( \theta \) at \( T = 17.5 \) K. A snapshot of a typical configuration at \( T = 20 \) K is shown in Figure 5.16. There are 8 molecules standing vertically to form local pinwheel structures. By contrast at \( T = 10 - 15 \) K the molecules were lying flat (no pinwheels).

When the solid was cooled from 20 K to 15 K, the number of molecules standing on the surface was reduced to 3 but the structure seemed to be frozen-in and the energy did not quite return to the original value at 15 K. Hysteresis in low temperature simulations is very common. The solid seemed to relieve the pressure brought on by the increased density and temperature by the formation of pinwheels. At a density of \( 1.16 \times \sqrt{3} \) monolayers at 0 K, the structure was an ordered system of pinwheels. The creation of isolated pinwheels would then account for the broadening of the rotator transition at increased densities which was seen in the x-ray experiments.

For CO the same approach was used. The three CO-CO potentials of Table 4.3 were tried with the molecule-graphite potential which
Figure 6.16. A snapshot of the simulated structure of incommensurate $N_2$ on graphite, projected onto the surface.
fitted both $Q(0)$ and the Henry's Law constant (Sec. 5.7).

The first potential (I in Table 4.3) did not give an ordered herringbone structure when 64 molecules were placed in periodic boundaries at the commensurate density. The structure consisted of small patches of herringbone with many isolated pinwheels. In a larger system it is conceivable that these patches would become domains of herringbone with pinwheel walls, or domains of both pinwheel and herringbone structures. This model also gave a much too large value of the integral heat of adsorption.

Potential model II without the substrate mediated interactions gave an ordered commensurate $1\times\sqrt{3}$ herringbone when 64 molecules were placed in periodic boundaries, but it also corresponded to a value of the integral heat of adsorption which was too large. A quick (poor statistics) investigation of the orientational order-disorder transition showed it to occur at $T \approx 35$ K, which was about 15$^\circ$ higher than was observed in the experiment. The difference is probably due to the large attractions in the model but, when the substrate mediated interaction was added, the low temperature structure became, as in model I, a mixture of herringbone and isolated pinwheels.

This left only the Mirsky model potential which when used in the 4 molecule method at a fixed commensurate density, yielded no obviously ordered state at low temperature. With 64 molecules in periodic boundaries, the result was a badly disordered herringbone structure with patches of herringbone and orientational glassy structure. When, in the 4 molecule method, the density was allowed to change, the structure
at 5 K was an ordered incommensurate herringbone structure at a density of 1.085 monolayers. Therefore, it appears that the molecule which corresponds to the Mirsky potential is too small. There has been a suggestion (86) that the corrugation in the Fourier sum method of the molecule surface potential is as much as a factor of 2 too small. Doubling the corrugation in the calculation with the Mirsky potential did not decrease the density significantly. This was not pursued further. When 64 molecules were placed in a commensurate 1 x 1/√3 herringbone structure with periodic boundaries the system remained stable up to T = 25 K at which point it transformed into the stable orientational glassy structure with only small patches of herringbone as is shown in Figure 5.17. The energy of the glassy structure was lower than that of the ordered herringbone structure. The glass was cooled to 15 K and heated to 80 K. The results for E, C_v, <θ> and R are displayed in Figures 5.18A, B. Experimentally, the transition from an ordered herringbone to a free rotator phase was observed to be very broad between 20 and 35 K. Because of the glassy state, an orientational order parameter was not calculated. The heat capacity seemed to have a broad transition between 30 and 60 K with a peak at 50 K. There also appeared to be a broad shoulder on the low temperature side which is also seen in the change of the tilt angle (Figure 5.18B). The reason is clarified when the mean square deviations from ideal commensurate sites are examined Figure 5.18B. Up to 45 K the layer remained solid but at 50 K eleven molecules jumped to neighbouring solid sites followed by three other molecules at 55 K. At 60 K the monolayer was
Figure 5.17. A snapshot of the simulated structure of commensurate CO in a glass-like state. The shaded circles represent the oxygen atom.
Figure 5.18. Results of the simulations of the orientational order-disorder transition in the commensurate phase of CO on graphite.
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liquid. Thus, melting occurs between 50 - 60 K, which explains the origin of the peak in the heat capacity. The x-ray measurements showed the melting point to be T = 80 K but, since the monolayer in the simulation is being maintained at a commensurate density (it wants to be higher) by the periodic boundaries, it is effectively at a negative pressure, which reduces the melting temperature. The shoulder in the heat capacity therefore could be due to a transition to a free rotor phase just prior to melting.

The simulations at 1.09 monolayers were started from the structure determined by the 4 molecule method at 5 K. This was an uniaxially distorted commensurate herringbone. The head-to-tail ordering of the CO molecules was investigated in the LEED experiment only at the commensurate density and no order was found. This does not mean that order does exist at higher densities. There are many ways of setting up a herringbone if head-to-tail order is considered. The two primary ones are shown below. The energy of structure II was found...
Figure 5.19. Results of the simulations of the orientational order-disorder transition in the incommensurate phase of CO on graphite.
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to be lower than that of I in the Mirsky model at a density of 1.09 1x√3 monolayers by only 11 K. The former structure was used as the starting point in the simulations. The results in Figure 5.19A, B should be compared to the x-ray results of Figure 5.12. The order-disorder transitions in both occur at 35 K but the simulation shows a slightly broader transition. As in other simulations, the loss of in-plane order is accompanied by a loss of the out of plane order (79,82). A possible reason for this is that the herringbone structure makes tilting unfavourable but when the order is lost only the surface interaction is left to hold the molecules flat against the surface. The x-ray data showed a small change in the lattice parameter at the transition but, as before the boundary conditions prevent lattice expansion. There was no evidence of melting of the solid up to the highest temperature investigated, T = 70 K.

Although there is good agreement between the calculated and experimental results it must be remembered that the monolayer in the simulation was not subjected to pressure due to the small size of the molecule in the model. A compensating factor may be that the uniaxially distorted structure is the experimental structure, as was found in the case of N2.

The behaviour of the model at the still higher densities of 1.13, 1.16, 1.25 1x√3 monolayer was investigated at 5 K with the 4 molecule method. At densities of 1.13 and 1.16 1x√3 monolayers, the structure was a uniaxially distorted herringbone but, at the density of 1.25 1x√3 monolayers the pinwheel structure was found. LEED experiments found evidence for the pinwheel structure at a density
of only 1:13 monolayers. If one uses the zero pressure density of 1.09
1x√3 monolayers as the reference, then the density of 1.25 is reduced
to 1.15 monolayers in the calculations. It is possible that pinwheels
may appear at an even lower density in the calculations, but this was
not investigated.

Simulations were performed on a hybrid potential model
consisting of the electrostatic interaction of CO and the atom-atom
parameters of N₂ in an attempt to distinguish the effects of the electro-
static and atom-atom asymmetries. The results pertaining to the
structures at densities of 1.00, 1.04, 1.13, 1.16 monolayers were
especially the same as those obtained for N₂ which indicates that the
major differences in the behaviour of CO and N₂ are to be ascribed to
the dispersion and exchange terms.

The effect of an image force on these results should be
addressed. With the three point charge distribution of the CO models
and an image plane raised above the nuclear centres, the charge on the
carbon atom end touches its own image. A model for the charge
distribution which consists of three centres and multipoles up to the
octopole at each centre (87) also results in this catastrophe, but point
multipoles placed on the centre of mass are stable. The quadrupole-
image quadrupole interaction is greater by a factor of 8/3 if the
molecular axis is perpendicular to the surface than if it is parallel
to it. This anisotropy increases the probability of a pinwheel
structure. Calculations employing the 4 sublattice method did show a
tendency to increase the tilt angle slightly in the case of CO and to
a lesser extent in N₂. The effect of this interaction was still being
pursued at the time of this writing. The energy differences involved are small and large amounts of computer time are required to reach equilibrium.

The conclusion of this section must be that a satisfactory potential model for CO has still to be found. It appears that the properties of CO are more sensitive to details of the potential than are those of N₂.
CHAPTER 6

SUMMARY AND CONCLUSIONS

To help understand the behaviour of the simple linear molecules CO, N₂, and C₂H₂ adsorbed on a graphite surface and the interaction potentials involved, vapour pressure isotherm measurements and classical Monte Carlo simulations were performed.

With the use of standard interaction potentials, the Monte Carlo calculations of C₂H₂/graphite revealed two solid structures: an incommensurate square-tee at low density and a commensurate 1x√3 herringbone at higher densities. Both of these structures were shown to be in agreement with existing diffraction data but differed from those proposed in the literature. It was found that several combinations of molecule-molecule and molecule-surface potentials could produce these structures.

Henry's Law constants were used to study the interaction of a single molecule with the surface. It was found that in the case of CO a simple 10-4 potential model could be used to fit the values of Henry's Law constants but for C₂H₂ no fit could be found with reasonable parameters. An explanation for this was given in terms of image forces, but quantitative estimates of the image force resulted in the molecule being pushed so close to the surface as to touch its own image. The theory used in these calculations employed an image plane raised above the surface (defined by the nuclear centres) by 1.7 Å. It was the position of this plane which caused the catastrophe. The concept of
an image plane can be used at large distances but close to the surface it is perhaps better to consider the interaction as an electrostatic induction interaction between parts of the molecule and the corrugated surface. One could then include the anisotropic polarizability of the surface which cannot be done in an image plane model. Calculations of this nature are underway and considerable improvement has been found but these calculations are much more expensive in terms of computer time.

Simulations of the order-disorder transition in N₂ adsorbed on graphite were found to be in agreement with the x-ray experiments. The broadening of the transition was found to be caused by the formation of isolated pinwheel structures. Because this transition (at higher densities) is accompanied by an increase in the lattice parameter, it would be better to use a constant pressure simulation technique rather than the constant area method used here.

In the case of CO adsorbed on graphite the agreement was not as good. The molecule-molecule potential employed seemed to correspond to a molecule which was too small. The zero-pressure monolayer density was 9% too large when compared to experiment. More work is needed to properly describe the CO molecule-molecule potential.
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