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THE FINITE-DIFFERENCE TIME DOMAIN METHOD AND ITS APPLICATION TO THE ANALYSIS OF MICROSTRIP ANTENNAS
Abstract

In this thesis, issues related to the FD-TD method and its application are discussed. In particular, absorbing boundary conditions, use of signal processing techniques with the FD-TD method, and the application of the FD-TD technique to analyzing microstrip antennas are studied.

A new theory called *dispersive boundary condition* (DBC) theory is formulated and developed. The concept of dispersive boundary condition is introduced first. Based on this concept, three dispersive absorbing boundary conditions are proposed from differing points of view. These DBC's are applied to microstrip and waveguide component analyses. Using these dispersive boundary conditions, great savings in computer memory and significant improvements in the accuracy of the FD-TD method can be achieved for dispersive structure analyses.

The use of digital signal processing (DSP) techniques for improving the performance of the FD-TD method is introduced. We demonstrate that the capabilities and the efficiency of the FD-TD method can be improved in several aspects due to the introduction of DSP. In the dispersive absorbing boundary condition studies, digital filter theory is applied to analyze and design DBC. Several DBC's have been unified by using digital filter theory, and it is expected that this will stimulate further development in absorbing boundary conditions.

Also, modern spectrum estimation and digital filtering techniques are used to improve the efficiency of FD-TD method in solving eigenvalue problems. It is demonstrated by means of numerical and experimental results that the efficiency of the FD-TD method for dielectric resonator analysis improves by about one order of magnitude. This new result makes it possible for the FD-TD method to be used as a practical tool for analyzing dielectric resonators.

The FD-TD method is used to accurately characterize complex planar printed antennas with various feed structures, including microstrip line feed, proximity coupled feed, aperture coupled feed, and coaxial probe feed structures. The validity of a coaxial probe
feed model is demonstrated by a comparison of simulated and experimental results. For high dielectric constant substrate antennas, the dispersive boundary condition is employed to absorb strongly dispersive waves. In addition, several other new treatments have been tested for microstrip antenna analysis. All the numerical results obtained using the FD-TD method are compared with experimental results, and the comparison shows excellent agreement over a wide frequency band.
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Chapter 1

INTRODUCTION

In the last few years, the Finite-Difference Time-Domain (FD-TD) method for solving Maxwell’s equations has received a great of attention in the field of Computational Electromagnetics (CEM). This is primarily due to several desirable attributes. First, the FD-TD method can be applied to problems exhibiting a complex structure which may be very difficult to solve using other analytical or numerical methods. Second, the FD-TD is a time domain method by which transient phenomena can be studied. Third, the Fourier transform of the transient result of FD-TD yields frequency domain results over a large spectrum. This is very elegant, since only one computation is required. Traditional frequency domain methods require many computations (one frequency point at a time). Fourth, it can be applied to inhomogeneous, lossy, anisotropic, time varying and dispersive media. Most other approaches are not that flexible. The main disadvantages of the method are its requirements for, (a) large computer memory, and (b) long computational times when analyzing both three-dimensional and large scale two-dimensional problems. Overcoming these limitations depends on two aspects: the development of fast computers and improvement of the method itself. The purpose of this thesis is to contribute to the development of the method and to employ the improved method to study some microstrip antennas which might be very difficult to analyze using alternate techniques.
1.1 Literature Survey

Since Kane Yee [1] introduced the finite-difference time-domain method for solving Maxwell's equations in 1966, the method has been widely used for solving many electromagnetic problems. In recent years, most of the research have been directed at achieving more accurate discretization schemes [2]-[12], better absorbing boundary conditions [17]-[33], more efficient implementations on supercomputers [44], and applications to various electromagnetic problems. Examples of these problems are scattering problems [45]-[48], microstrip circuits and antennas [49]-[57], waveguides [65]-[70], and problems related to medical applications. The discretization scheme is crucial to modeling the physical geometry of the structures, treating dielectric/magnetic materials, implementation, and accuracy. Absorbing boundary conditions are crucial to reducing the size of the computational domain, the number of discretization nodes, and hence, computer memory and the computation time requirements.

1.1.1 Finite Difference Schemes

The rectangular grid is perhaps the most widely used form of discretization in computational electromagnetics. In the rectangular grid, arbitrary geometries are approximated by using staircases. In Yee's algorithm [1], the electric and magnetic fields are spatially interleaved. Within a rectangular cell, electric fields are placed along the edges, and magnetic fields are placed at the face centers. Furthermore, these electric and magnetic fields are also temporally interlaced. The spatial and temporal derivatives of the field components are approximated in a central difference manner which provides accuracy to the second order. For the rectangular grid, keeping track of geometry is trivial and only requires integer arithmetic. Consequently, the implementation of FD-TD proceeds in a straightforward manner with a minimum requirement for the storage of data. Yee [1] applied FD-TD to initial boundary value problems in isotropic media. Taflove [46] employed the method
to obtain frequency domain solutions to scattering problems. By exciting with incident sinusoidal electric fields and waiting for the steady state, frequency domain solutions were extracted from the time domain results; the stability criteria of the second order Yee's scheme was also derived in Taflove's investigations. Holland [47, 48] employed the FD-TD to analyze electromagnetic pulse problems. These techniques have since been thoroughly investigated and a considerable amount of effort has been expended in the computer code development.

Although the rectangular grid provides the simplest discretization scheme, the accuracy of the staircasing approximation is questionable when the space step is larger than \( \lambda/20 \). To improve upon the staircasing approximation, a number of FD-TD conformal surface models have been proposed. These fall into three principal groups.

The models in the first group use globally-stretched grids. These employ available numerical mesh generation schemes to construct non-Cartesian grids which are continuously and globally stretched to conform with structure surfaces. Examples of this approach include the FD-TD algorithm in curvilinear coordinates [4, 5, 6], tangential flux conservation schemes [7], and the recently developed triangular grid FD-TD algorithm [2].

The models in the second group use locally-stretched grid models. These preserve the basic Cartesian grid arrangement of field components at all space cells except those adjacent to the structure's surface. Space cells adjacent to the surface are deformed to conform with the surface locus. Only field components in these cells are provided with a modified time-stepping algorithm. Examples of this approach include the contour FD-TD scheme [3, 45], which is derived by numerically approximating Ampere's and Faraday's integral equations, the mixed-polygonal modified finite volume method [9, 13], and the finite element derived time domain methods [9, 10].

The models in the third group include variable mesh algorithms [49, 2] and the
multigrid algorithm [13]. Both of these algorithms use fine grids around discontinuities with the grids evolving into coarse meshes near the wall of the computational domain. The main difference between the two algorithms is that the variable mesh uses only one time step, determined by the finest grid in the entire volume, while the multigrid algorithm uses several time increments corresponding to different spatial increments.

Research is ongoing for each of these types of conformal surface models and for developing new finite difference schemes. Key issues include: ease of mesh generation; suppression of numerical artifacts such as instability, dispersion, pseudo-refraction, and subtraction noise limitation of computational dynamic range; coding complexity; and computer execution time [74].

In Chapter 2, an alternative finite difference scheme for solving the Maxwell's equation in the time domain will be presented.

1.1.2 Absorbing Boundary Conditions

In a finite-difference scheme, the grid that contains the points for finite differencing has to be of finite extent due to the limits on computer memory and resources. In most cases the finite-difference grid lies in a box. But in many applications, the media are of infinite extent. To simulate an infinite geometry, absorbing boundary conditions (ABC) are needed at the surface of the box. The use of absorbing boundary conditions reduces computer memory requirements since the size of the box can be made smaller.

There are several approaches to deriving absorbing boundary conditions. One popular approach involves factoring the wave operator into a product of incoming and outcoming wave operators with respect to the computational domain. The operator or the wave equation that governs the outgoing wave field is then used to design the absorbing boundary
condition. Because this approach is based on an approximation to the one-way wave equation, the derived absorbing boundary conditions are called one-way absorbing boundary conditions.

This strategy was used by Lindman in 1975 [23], Clayton and Engquits in 1977 [19], Engquist and Majda in 1977 [20] and in 1979 [21], Mur in 1981 [22], and Lee in 1990 [2]. Several one-way absorbing boundary conditions under different coordinate systems have been presented. These ABCs have been further developed and their performances have been thoroughly tested by Halpern and Trefethen [24, 25], Blaschak [26], Moore [27] and Fang [17].

The other two ABCs which are becoming more and more popular are Key and Higdon ABC [30]-[32], and Liao's ABC [33]. These two ABCs together with the Bayliss-Turkell ABC [28] which was developed under the spherical coordinates can be referred to as one-dimensional ABCs. The reason for using this name will be explained later in Chapter 3. This new classification will provide some physical insights into these ABCs.

Recently, the FD-TD has been used to calculate complex microstrip circuits and antennas [49]-[54],[56, 57], waveguide components [65]-[68], and guided-wave optical structures [69, 70]. All of these calculations have shown the FD-TD to be a very powerful tool for the above analyses. However, this method has one serious limitation when it is applied to the analysis of these structures. It is found that the accuracy of the FD-TD method may vary as a function of frequency, that is, it may not have the required accuracy over a wide frequency range. The reason for this is tied to the fact that when a pulse travels on a particular structure, the velocities of the fields are different for different frequencies due to the dispersive nature of the structure. When applying the ordinary angle absorbing boundary conditions to the boundary of the calculation domain, it is found that it falls short of the mark because it is an optimal absorber of waves at only one frequency or for one
velocity. For the analysis of these structures, a new kind of absorbing boundary conditions needs to be proposed, one which can absorb waves over a wide frequency band. We call this kind of boundary conditions as a Dispersive Boundary Condition (DBC). In Chapter 3, several DBCs will be presented and studied, and dispersive boundary condition theory will be systematically formulated and developed.

1.1.3 The Applications of the FD-TD Method

The wide applications of the FD-TD method were thoroughly reviewed by Taflove in [46] and Jurgens in [3]. We will review several of the latest developments on the applications of the FD-TD technique.

In the last few years, a number of investigators have used the FD-TD method to calculate the frequency-dependent characteristics of microstrip discontinuities [51, 52], microstrip circuits [49, 50], simple microstrip antennas [49, 50, 54], and complex microstrip antennas [72, 73]. All of these calculations have shown the FD-TD method to be a very powerful tool for these analyses because of its several highly desired attributes. However, in the case of the coaxial-line feed microstrip antenna problem the analysis is based on assumptions that deviate from reality. For example, the discontinuity between the coaxial line and patch region is replaced by an equivalent lump resistance, and, as well, the characteristic impedance of the coaxial line is not included in the model [54]. Obviously, it is very difficult to obtain an accurate equivalent resistance to incorporate all of the effects of the discontinuity near the connector, especially if the modeling is being carried out over a wide frequency range. On the other hand, although a number of researchers have given attention to modeling line-fed printed antennas using the FD-TD method, as of yet, none has addressed the problem of strong dispersion when the dielectric constant is high. For
microstrip circuit analysis. absorbing the strongly dispersive wave on high dielectric microstrip line also has not been studied so far. These two issues will be addressed in the thesis.

Recently, work has been reported on FD-TD modeling of semiconductor devices. Sano and Shibata [55] combine the conventional FD-TD form of Maxwell's equations with current continuity equations based on drift diffusion for both electrons and holes to obtain a self-consistent solution for charge and fields in picosecond photoconductive switches. The modeling of the generation and recombination of electrons and holes appears as current density in Maxwell's curl equations. Results are qualitatively compared with experimental data. Another approach also has been reported on the FD-TD modeling of active circuits [56]. In this approach, based on the relationships between the $E$ and $H$ fields and the voltages and currents, the conventional FD-TD method is generalized so as to allow inclusion of lumped elements within the grid. By specifying the appropriate $I$-$V$ characteristics of the sources and elements, both passive and active, as well as linear and nonlinear circuit elements, can be treated. The validity of these two methods needs to be further verified in the future.

The FD-TD method has been used to calculate the properties of waveguide components [65]-[68],[71] in the last few years. It has been shown that the FD-TD method can be easily adapted to complex geometries. However, most of the papers are limited to using monochromatic waves as the excitation for waveguide component analysis due to the lack of a good dispersive absorbing boundary condition. This strikes a blow at one of the most important advantages of time domain methods. That is, by using a pulse as excitation, only one computation is required to get the frequency domain results over a large frequency spectrum. The presented dispersive boundary conditions will be used to attack this problem.
It has been demonstrated that dielectric resonators can be analyzed very accurately using FD-TD [91, 92]. The resonant frequencies for different modes can be obtained with one computation. However, this method has one significant drawback, which is that it requires a very long computation time before the resonant frequencies can be extracted from the FD-TD results. This limitation can be overcome by incorporating digital filtering and modern spectrum estimation techniques into the FD-TD method.

Recently, the FD-TD method has been generalized to treat frequency dispersive materials. For general dispersive materials, two approaches have been developed. In the first approach, convolution integrals are employed [36, 37]. Since these convolutions are applied to every discretization point at every time step, this approach is very time consuming and requires large memory. The second approach [2, 38] does not require time domain convolution. The time domain models of the dispersive materials are written in the form of ordinary time differential equations. This second algorithm is much more efficient than the first in terms of computation time and memory requirement. It can be shown that these two models can be unified if one applies systems analysis concept.

1.2 Description of the Thesis

In this thesis, issues related to the FD-TD method and its applications are discussed. In particular, a finite difference time domain algorithm, absorbing boundary conditions, use of signal processing techniques with the FD-TD method, and applications of the FD-TD technique for analyzing microstrip antennas are studied.

In Chapter 2, an alternative finite difference scheme for solving the Maxwell's equation in the time domain is presented. The new scheme provides greater flexibility for studying the finite-element time-domain (FE-TD) method, multigrid method, variable mesh method, and the method of finite difference approximations to boundary conditions.
In Chapter 3, the concept of dispersive boundary condition is introduced. Based on this concept, three dispersive boundary conditions are proposed and studied from different points of view. Based on these studies, a theory of dispersive absorbing boundary conditions is systematically formulated and developed. These dispersive boundary conditions allow us to achieve great savings in computer memory requirements when analyzing microstrip and waveguide components.

In Chapter 4, digital filtering and spectrum estimation techniques are used with the FD-TD method to improve its efficiency for solving eigenvalue problems. The considerable improvement in the efficiency for the method is demonstrated by means of both numerical and measured results. In addition, several improvements to the present FD-TD method for eigenvalue analysis are presented. These include the analysis of open dielectric resonators, the extraction of resonant frequencies and the calculation of the field distribution from the FD-TD results. The result for the open dielectric resonator analysis is validated using the measured data.

In Chapter 5, the FD-TD method is used to accurately characterize complex planar printed antennas with various feed structures, which include, microstrip line feed, proximity coupled feed, aperture coupled feed and coaxial probe feed structures. A coaxial probe model is developed by using a three-dimensional FD-TD technique. This model is shown to be an efficient and accurate tool for modeling coaxial-line fed structures. On the other hand, although a number of researchers have given attention to modelling line-fed printed antennas using the FD-TD method, as of yet, none has addressed the problem of strong dispersion when the dielectric constant is high. The situation will be addressed in this chapter by means of the dispersive absorbing boundary condition presented in Chapter 3.

Chapter 6 summarizes the study on the FD-TD method and its applications to microstrip component and waveguide component analyses.
Chapter 2

A NEW FD-TD SCHEME FOR SOLVING MAXWELL’S EQUATIONS

2.1 Introduction

To date, Yee’s FD-TD method has received a great deal of attention because it has a number of desirable attributes. Recently, several other time domain methods have been presented. These have been developed to overcome the rectangular lattice limitations of the method. Listed among of these are the finite element derived time domain methods [8, 9], the point-matched time domain finite element method [10, 11], and the FD-TD method which uses triangular grids [2]. All of these methods make use of the conforming ability of the finite element method to approximate physical boundaries more accurately.

The objective of this chapter is to investigate other forms of finite difference schemes, and to improve the stability condition of Yee’s FD-TD method. In what follows, we first present a new FD-TD scheme. Then, we show that this scheme is of second order accuracy, and that it has a larger stability condition than Yee’s scheme. Finally, we discuss the
relationship between the scheme presented here and the finite element derived time domain 
methods (FE-TD).

2.2 Description of the New Scheme

Maxwell’s equations in a source free isotropic medium are

\[
\frac{\partial \vec{H}}{\partial t} = -\frac{1}{\mu} \nabla \times \vec{E} \\
\frac{\partial \vec{E}}{\partial t} = \frac{1}{\varepsilon} \nabla \times \vec{H}.
\] (2.1) (2.2)

For ease of understanding, we introduce the algorithm by describing the two dimensional 
case, and assume TM mode propagation. Under these conditions, Maxwell’s equations 
become

\[
\frac{\partial H_x}{\partial t} = -\frac{1}{\mu} \frac{\partial E_y}{\partial y} \\
\frac{\partial H_y}{\partial t} = \frac{1}{\mu} \frac{\partial E_x}{\partial x} \\
\frac{\partial E_x}{\partial t} = \frac{1}{\varepsilon} \left( \frac{\partial H_y}{\partial x} - \frac{\partial H_x}{\partial y} \right).
\] (2.3) (2.4) (2.5)

Yee's method uses the central finite-difference approximation of both the space and the 
time derivatives to discretize the Maxwell’s equations. The scheme presented here, which is 
analogous to the Rotated Richtmyer Scheme [14]-[16], discretizes Maxwell’s equations into 
the following finite difference equations:

\[
H_{x}^{n+\frac{1}{2}}(i, j) = H_{x}^{n-\frac{1}{2}}(i, j) - \frac{\Delta t}{\mu \Delta y} \cdot \left\{ \frac{1}{2} \left[ E_{y}^{n}(i, j) + E_{y}^{n}(i, j - 1) \right] \\
- \frac{1}{2} \left[ E_{y}^{n}(i - 1, j) + E_{y}^{n}(i - 1, j - 1) \right] \right\}
\] (2.6)

\[
H_{y}^{n+\frac{1}{2}}(i, j) = H_{y}^{n-\frac{1}{2}}(i, j) + \frac{\Delta t}{\mu \Delta x} \cdot \left\{ \frac{1}{2} \left[ E_{x}^{n}(i, j) + E_{x}^{n}(i - 1, j) \right] \\
- \frac{1}{2} \left[ E_{x}^{n}(i, j - 1) + E_{x}^{n}(i - 1, j - 1) \right] \right\}
\] (2.7)
\[ E_z^{n+1}(i, j) = E_z^n(i, j) + \frac{\Delta t}{\varepsilon \Delta x} \cdot \left\{ \frac{1}{2} [H_y^{n+\frac{1}{2}}(i+1, j+1) + H_y^{n-\frac{1}{2}}(i, j+1)] \\
- \frac{1}{2} H_y^{n+\frac{1}{2}}(i+1, j) + H_y^{n+\frac{1}{2}}(i, j)] \right\} \\
- \frac{\Delta t}{\varepsilon \Delta y} \cdot \left\{ \frac{1}{2} [H_x^{n+\frac{1}{2}}(i+1, j+1) + H_x^{n+\frac{1}{2}}(i+1, j)] \\
- \frac{1}{2} H_x^{n+\frac{1}{2}}(i, j+1) + H_x^{n+\frac{1}{2}}(i, j)] \right\}. \] (2.3)

The lattice used for implementing the proposed scheme is shown in region A of Fig. 2.1. It differs from the conventional lattice used for Yee's method, which is shown in region B of Fig. 2.1. The new lattice is referred to as rotated lattice since this lattice rotates \( \pi/4 \) relative to Yee's. The proposed algorithm can be interpreted as an average finite difference scheme. From (2.6)-(2.8), it can be seen that this scheme consists of two steps. The first step consists of finding average values for the components of the fields on fictitious nodes such as those at \( p, p' \) and \( q, q' \). During the second step one uses the values obtained in the first step to derive the centered difference approximation to Maxwell's equations.

It can be shown that the proposed scheme is very compatible with the conventional Yee's method. In region A of Fig. 2.1, the new scheme is used, and in region B, Yee's method is used. At the interface between the two regions, we use both algorithms to calculate the values which correspond to the different schemes. In this way we can easily transfer from one region to the other. The transition is guaranteed to have the same accuracy as either of the two methods, i.e., the second order accuracy.

### 2.3 Stability and Convergence of the Scheme

In this section, we discuss the conditions under which the approximate solutions derived from the numerical scheme converge to the exact value. In any finite difference scheme, a system of differential equations is replaced by a discretized one. The discretized system has
of course an exact theoretical solution. Let \( \bar{u} \) represent the exact solution of the discretized system and \( \bar{U} \) the exact solution of the differential system. Then, if \( \bar{z} \) and \( t \) are the independent variables, the discretized system is said to be convergent to the differential one when the difference between \( \bar{u} \) and \( \bar{U} \), at a fixed point \((\bar{z}, t)\), tends to zero uniformly, as the computational net is refined in such a way that \( \Delta z, \Delta t \to 0 \) and \( m_i, n \to \infty \), \( (i = 1, 2, 3) \), with \( m_i \Delta t = x_i \) and \( n \Delta t = t \) remaining fixed. In general, it is difficult to investigate the problem of convergence. Fortunately, the convergence of discrete approximations to linear hyperbolic differential equations can be studied by using the Lax equivalence theorem in terms of stability and consistency. The theorem reads: If a finite difference approximation is consistent with a properly posed linear initial-value problem, then stability is the necessary and sufficient condition for convergence. Therefore, once the consistency of the scheme is demonstrated, we only need to examine the condition under which the scheme is stable, in order to ensure convergence.

It can be shown that the new scheme is consistent. To start with, consider the hyperbolic system of Maxwell's curl equations (2.1) and (2.2) for \( t \geq 0 \) with initial conditions:

\[
\bar{E}(\bar{r},0) = \bar{G}_1(\bar{r}) \quad \text{and} \quad \bar{H}(\bar{r},0) = \bar{G}_2(\bar{r}).
\]  

(2.9)

On a domain without boundaries, the above system consists of a properly posed initial-value problem called the Cauchy problem. Consistency provides assurance that, as the finite difference mesh is refined (i.e., as space and time steps tend to zero), the truncation errors go to zero. Alternatively, one can say that the finite difference model approximates the desired PDE and not some other PDE. For simplicity, a normalized form of one of Maxwell's curl equations is examined. The model equation is

\[
\frac{\partial U}{\partial t} = \frac{\partial V_y}{\partial x} - \frac{\partial V_x}{\partial y}.
\]  

(2.10)

As the Yee's method, the following central difference approximation is used for the
time derivative

\[
\begin{cases}
\frac{\partial U}{\partial t}
\end{cases}
\approx \frac{U^{n+\frac{1}{2}} - U^{n-\frac{1}{2}}}{\Delta t}.
\] (2.11)

Using Taylor’s expansion

\[
U^{n+\frac{1}{2}} = U^n + \frac{\Delta t}{2} \left\{ \frac{\partial U}{\partial t} \right\}_n + \frac{1}{2!} \left( \frac{\Delta t}{2} \right)^2 \left\{ \frac{\partial^2 U}{\partial t^2} \right\}_n + \ldots (2.12)
\]

\[
U^{n-\frac{1}{2}} = U^n - \frac{\Delta t}{2} \left\{ \frac{\partial U}{\partial t} \right\}_n + \frac{1}{2!} \left( \frac{\Delta t}{2} \right)^2 \left\{ \frac{\partial^2 U}{\partial t^2} \right\}_n - \ldots (2.13)
\]

and by substitution, we have

\[
\frac{U^{n+\frac{1}{2}} - U^{n-\frac{1}{2}}}{\Delta t} = \left\{ \frac{\partial U}{\partial t} \right\}_n + \frac{1}{24} (\Delta t)^2 \left\{ \frac{\partial^2 U}{\partial t^2} \right\}_n + \ldots (2.14)
\]

In the case of the space derivatives, the new algorithm provides the following approximations (refer to Fig. 2.2):

\[
\begin{cases}
\frac{\partial V_y}{\partial x} \approx \frac{1}{\Delta x} \left\{ \frac{1}{2} [V_y(3) + V_y(2)] - \frac{1}{2} [V_y(4) + V_y(1)] \right\} (A) \\
\frac{\partial V_x}{\partial y} \approx \frac{1}{\Delta y} \left\{ \frac{1}{2} [V_x(4) + V_x(3)] - \frac{1}{2} [V_x(2) + V_x(1)] \right\} (A)
\end{cases}
\] (2.15)

(2.16)

Again, by Taylor’s expansion

\[
V_y(1) = V_y(A) - \frac{\Delta x}{2} \left\{ \frac{\partial V_y}{\partial x} \right\}_A \left( A \right) - \frac{\Delta y}{2} \left\{ \frac{\partial V_y}{\partial y} \right\}_A
+ \frac{1}{2!} \left( \frac{\Delta x}{2} \right)^2 \left\{ \frac{\partial^2 V_y}{\partial x^2} \right\}_A + \frac{1}{2!} \left( \frac{\Delta y}{2} \right)^2 \left\{ \frac{\partial^2 V_y}{\partial y^2} \right\}_A + \ldots (2.17)
\]

\[
V_y(2) = V_y(A) + \frac{\Delta x}{2} \left\{ \frac{\partial V_y}{\partial x} \right\}_A \left( A \right) - \frac{\Delta y}{2} \left\{ \frac{\partial V_y}{\partial y} \right\}_A
+ \frac{1}{2!} \left( \frac{\Delta x}{2} \right)^2 \left\{ \frac{\partial^2 V_y}{\partial x^2} \right\}_A + \frac{1}{2!} \left( \frac{\Delta y}{2} \right)^2 \left\{ \frac{\partial^2 V_y}{\partial y^2} \right\}_A
- \frac{1}{2!} \left( \frac{\Delta x}{2} \right) \left( \frac{\Delta y}{2} \right) \left\{ \frac{\partial^2 V_y}{\partial x \partial y} \right\}_A + \ldots (2.18)
\]

and similarly for \( V_y(3), V_y(4), V_x(1), V_x(2), V_x(3), V_x(4) \). Then from equations (2.17) and (2.18) and similar ones for the rest of node values, with the supposition that \( \Delta x = \Delta y = 2h \),
and after carrying out the necessary subtractions, we have

\[
\frac{1}{\Delta x} \left\{ \frac{1}{2} [V_y(3) + V_y(2)] - \frac{1}{2} [V_y(4) + V_y(1)] \right\} = \left\{ \frac{\partial V_y}{\partial x} \right\}_{(4)} + O(h^2) \tag{2.19}
\]

\[
\frac{1}{\Delta y} \left\{ \frac{1}{2} [V_y(3) + V_y(2)] - \frac{1}{2} [V_y(4) + V_y(1)] \right\} = \left\{ \frac{\partial V_y}{\partial x} \right\}_{(4)} + O(h^2). \tag{2.20}
\]

Finally, from equations (2.14), (2.19) and (2.20), we can have

\[
\frac{U^n_{4}^{n+\frac{1}{2}} - U^n_{4}^{n-\frac{1}{2}}}{\Delta t} = \frac{1}{\Delta x} \left\{ \frac{1}{2} [V_y(3) + V_y(2)] - \frac{1}{2} [V_y(4) + V_y(1)] \right\} \\
+ \frac{1}{\Delta y} \left\{ \frac{1}{2} [V_z(4) + V_z(3)] - \frac{1}{2} [V_z(2) + V_z(1)] \right\} \\
= \left( \frac{\partial U}{\partial t} - \frac{\partial V_y}{\partial x} + \frac{\partial V_z}{\partial y} \right)_{(A,n\Delta t)} \\
+ O(\Delta t^2) + O(h^2) + \ldots. \tag{2.21}
\]

From the above equation (2.21), we can see that when we use the new scheme to approximate the differential equation, the principal part of the local truncation error due to the displacement is \(O(\Delta t^2) + O(h^2)\). This error approaches zero with the second order of the mesh lengths \(\Delta t\) and \(h\). Hence, the new scheme is consistent with the differential equation, and the new algorithm is of the second order accuracy.

Under the assumption of no additional numerical boundary conditions, there are several ways of analyzing the stability of a finite difference scheme. Using a method similar to that used by Wilson [14], it can be proven that the rotated scheme is stable if

\[
\frac{c(\Delta t)}{\Delta x} \leq 1 \tag{2.22}
\]

where \(c\) is the velocity of propagation, and \(\Delta x = \Delta y\). This stability criterion is independent of the number of dimensions if the computational grid is uniform. This invariance with the dimensions of the problems is considered to be an advantage of our scheme when compared to Yee's scheme. Yee's stability condition depends on the number of dimensions \(n\) as

\[
\frac{c\Delta t}{\Delta x} \leq \frac{1}{\sqrt{n}}. \tag{2.23}
\]
Actually the condition (2.22) reaches the upper limit of Courant, Friedrichs and Lewy condition. On this basis, and also by examining the number of arithmetic operations in the four schemes [14, 16], Wilson concludes that the rotated scheme is the best algorithm.

We have carried out a numerical experiment to test the stability condition given by (2.22), as well as to check the validity of the new algorithm. An H-plane rectangular waveguide is chosen as the example [71] for our computation, where the excitation that is used on the excitation plane consists of a monochromatic dominant $TE_{10}$ mode wave of unit amplitude. Both Yee’s scheme and the new scheme have been applied to this problem. The stability factor, $\rho = c(\Delta t)/\Delta x$, is assumed to be 0.70 and 0.990, respectively, for the former and latter algorithms. A comparison of the results obtained using these two techniques is given in Fig. 2.3. The quantity that is being compared is the $E_z$ field at a reference point. It is readily seen that by iteration 800 the new technique provides results covering a greater amount of time than the Yee’s scheme. It is in this sense that the new method is considered to be more efficient than Yee’s method. Another computation was carried out to test the stability conditions for Yee’s scheme and the new scheme, respectively. The results show that once the stability factor exceeds 0.707186, Yee’s method begins to diverge. But, in the case of the new scheme, the algorithm does not start to diverge until the value of stability factor exceeds 1. In Fig. 2.4 is given the compatibility testing result of the new scheme and Yee’s method. In this test, the waveguide, as was the case in Fig. 2.1, consists of two regions, A and B. In region A, we use the new scheme, and in Region B, we use the Yee’s scheme. The field is sampled in Region B. From this figure, we can see that the two schemes are very compatible.
2.4 The Relationship between the FE-TD and the FD-TD

It is shown in the appendix that the finite-element derived time-domain method [10, 11], defined over a rectangular subspace and formulated using isoparametric functions, is equivalent to the new finite-difference time domain method. This equivalence leads to simple interpretation for the FE-TD method and allows for straight-forward error analysis.

2.5 Summary

A new scheme of finite-difference time-domain computations for Maxwell's equations is presented. The accuracy of this new scheme is of second order accuracy in both time and space domains. The most important advantage of the scheme, compared with the conventional Yee's method, is in the value of its stability condition. The stability condition for the new FD-TD exceeds that for Yee's method by a factor 1.4 and 1.73 for two-dimensional case and three-dimensional cases, respectively. As well, there are two other important advantages of this method.

First, the new method is compatible with both the Yee's FD-TD method and the recently developed finite-element time-domain (FE-TD) method. With the help of the new scheme, the conventional FD-TD and the newer FE-TD methods can be unified. One benefit that can be realized from unifying the FD-TD and FE-TD methods is that the conforming boundary element method presented by Cangellaris [10, 11] can be simplified in the following manner. Cangellaris suggested that a few irregularly shaped quadrilateral elements are used to conform the geometry of interest while the square grids are used away from the boundary, hence, making use of the attractive feature of the finite-difference method where the index numbers of each node contain the nodal coordinates. Based on the above discussion, we suggest that, near the structure, the quadrilateral elements still be used to conform the
physical boundary, but away from the structure, the conventional Yee's method can be used.

Second, the new FD-TD scheme provides greater flexibility for formulating and studying the multigrid method, variable mesh method and the method of finite difference approximations of the boundary conditions.

This chapter should not be concluded without mentioning that, although the stability condition for the new FD-TD scheme is considerably improved over that of Yee's method, the total computation efficiency of the two methods is almost the same on most current computers. This is due to the fact that, for the two dimensional TM wave case, the total operation number of the Yee's method at each time step is 15, while that of the new method is 22 (it is 46% more than Yee's method). But, with the development of parallel computation, the new method has the potential to increase the efficiency of FD-TD methods. On a multiprocessor computer (which can have tens of thousands of simple processors), the computation time mainly depends on the time it takes for the data communication between the processors. Usually this time is several tens times longer than the computation time it takes on the processors. Thus, for a fixed total computation time, because the new method needs a fewer number of time steps (this means less data communication is needed), it can improve the total efficiency of the FD-TD methods.
Figure 2.1: FD-TD two-dimensional lattice showing TM field placement
Figure 2.2: Basic lattice of the new FD-TD scheme
Figure 2.3: Efficiency comparison of Yee's method and the new scheme, iteration number \( n=800 \)
Figure 2.4: Compatibility of the new scheme and Yee's method
2.6 Appendix: Finite Element Derived Time Domain Methods

In this appendix, first, the finite element derived time domain (FE-TD) methods are reviewed. Then, their relationship with the new FD-TD method is derived. The FE-TD methods can be thought of as a hybrid approach. Its basic principle is that, in the Maxwell's equations given by (2.1) and (2.2), a finite-element basis function expansion is used to represent the spatial variations of the solution while time derivatives are approximated using central differences.

We assume that the space domain in the two dimensions has been discretized into quadrilaterals as depicted in 2.5. The electric-field nodes are represented by dots and the magnetic-field nodes by small circles. Those two sets of nodes are mutually interspaced to form two complementary meshes such that an element of the former always encloses a nodal point of the latter. We assume that \( \vec{E} \) and \( \vec{H} \) can be written in the general functional forms

\[
\vec{E}(\vec{r}, t) \approx \sum_{l=1}^{4} \phi_l(\vec{r}) \vec{E}_l(t) \tag{2.24}
\]
\[
\vec{H}(\vec{r}, t) \approx \sum_{l=1}^{4} \psi_l(\vec{r}) \vec{H}_l(t), \tag{2.25}
\]

where the \( \vec{E}_i \)'s and \( \vec{H}_j \)'s are the nodal values of the electric and magnetic fields, respectively, and the \( \phi_i \)'s and \( \psi_i \)'s are known basis functions which allow us to describe any desirable variation of the fields within the elements. Using an appropriate definition for these functions the field within an element can be made dependent only on its values at the nodes of the element. Substituting the above functional forms into the right sides of Maxwell's equations (2.1) and (2.2) and enforcing the point matching or the collocation on both sides of the equations give

\[
\frac{d\vec{H}_j}{dt} = -\frac{1}{\mu} \sum_{l=1}^{4} (\nabla \phi_l(\vec{r}))_{\vec{r}=\vec{r}_j} \times \vec{E}_l(t), \quad j = 1, 2, ..., N \tag{2.26}
\]
\[ \frac{d \bar{E}_i}{dt} = \frac{1}{\varepsilon} \sum_{i=1}^{4} (\nabla \psi_i(\bar{r}))_{\bar{r} = r_i} \times \bar{E}_i(t), \quad i = 1, 2, ..., M \] (2.27)

where, \( N \) is the number of magnetic nodes, and \( M \) is the number of electric nodes. Using Yee's method as an analogy, we use central difference to approximate the time derivatives in the above two equations and we can obtain the following explicit recurrence formulas

\[ \bar{H}_{j}^{n+\frac{1}{2}} = \bar{H}_{j}^{n-\frac{1}{2}} - \frac{\Delta t}{\mu} \sum_{i=1}^{4} (\nabla \phi_i(\bar{r}))_{\bar{r} = r_j} \times \bar{E}^{n}_{i}, \quad j = 1, 2, ..., N \] (2.28)

\[ \bar{E}^{n+1}_{i} = \bar{E}^{n}_{i} + \frac{1}{\varepsilon} \sum_{i=1}^{4} (\nabla \psi_i(\bar{r}))_{\bar{r} = r_i} \times \bar{E}^{n+\frac{1}{2}}_{i}, \quad i = 1, 2, ..., M. \] (2.29)

Formula (2.28) and (2.29) are the basic equations for the FE-TD method. The element is not limited to the shape of Fig. 2.5. It can be other forms of quadrilaterals or triangles [9]-[11]. But, in the following discussion of the finite element we only consider the quadrilaterals in Fig. 2.5.

The arbitrary quadrilateral is very attractive not only because of its conforming ability but mainly due to a very special interpolation scheme associated with it, which is called the isoparametric quadrilateral. Its construction involves two successive steps: (i) bilinear interpolation in natural coordinates \( \xi \) and \( \eta \) on the unit square; (ii) mapping of the unit square into a general quadrilateral in \( x \) and \( y \) coordinates. The bilinear interpolation function on the square element in the natural coordinates \( \xi \) and \( \eta \) (Fig. 2.6a) is given by

\[ \phi(\xi, \eta) = \sum_{i=1}^{4} N_i(\xi, \eta) \phi_i \] (2.30)

where

\[ N_i(\xi, \eta) = \frac{1}{4} (1 + \xi \xi_i)(1 + \eta \eta_i), \quad i = 1, ..., 4 \] (2.31)

and \( \phi_i \)'s are the nodal values.

The mapping from the natural coordinates to the \( x \) and \( y \) coordinates (Fig. 2.6b) is given by:

\[
\begin{align*}
    x &= \sum_{i=1}^{4} N_i(\xi, \eta) x_i \\
y &= \sum_{i=1}^{4} N_i(\xi, \eta) y_i
\end{align*}
\] (2.32)
where \( N_i(\xi, \eta), i=1,...,4 \), are also given by (2.31). The importance of this nonlinear mapping is well illustrated in Fig. 2.6c. First notice that \( \xi \) and \( \eta \) form a curvilinear coordinate system in the \((x-y)\) plane where the quadrilateral lies. The origin of the natural coordinate system is mapped onto the center of gravity of the quadrilateral. Finally, since the variation of \( x \) and \( y \) is a linear function of \( \xi \) and \( \eta \) along the sides, the resulting interpolation function will also have a linear variation on the same paths. Hence, the isoparametric quadrilateral is a \( C^0 \) element as a linear function is uniquely determined by two points which are common to two adjacent elements. The disadvantage of the isoparametric quadrilateral is that because of the non-linearity of the mapping functions \( N_i \)'s, equation (2.32) cannot be inverted to express interpolation function (2.30) directly in terms of \( x \) and \( y \). Therefore for a given point \((x,y)\), one has to solve the above non-linear equations in order to obtain the corresponding natural coordinates \( \xi \) and \( \eta \). This can be achieved by using the Newton-Raphson method [11].

The differentiation of element interpolation function can be calculated in the following way. Differentiating \( N_i(\xi, \eta) \) with respect to \( \xi \) and \( \eta \), we get

\[
\begin{bmatrix}
\frac{\partial N_i}{\partial \xi} \\
\frac{\partial N_i}{\partial \eta}
\end{bmatrix} =
\begin{bmatrix}
\frac{\partial}{\partial \xi} & \frac{\partial}{\partial \eta}
\end{bmatrix}
\begin{bmatrix}
\frac{\partial N_i}{\partial \xi} \\
\frac{\partial N_i}{\partial \eta}
\end{bmatrix} = [J]
\begin{bmatrix}
\frac{\partial N_i}{\partial x} \\
\frac{\partial N_i}{\partial y}
\end{bmatrix},
\]  

(2.33)

where \( J \) is the Jacobian of the transformation. Solving for \( \frac{\partial N_i}{\partial x} \) and \( \frac{\partial N_i}{\partial y} \), we get

\[
\begin{bmatrix}
\frac{\partial N_i}{\partial x} \\
\frac{\partial N_i}{\partial y}
\end{bmatrix} = [J]^{-1}
\begin{bmatrix}
\frac{\partial N_i}{\partial \xi} \\
\frac{\partial N_i}{\partial \eta}
\end{bmatrix}.
\]  

(2.34)

In the above equation, the natural coordinates for a given point \((x,y)\) are computed using Newton-Raphson iteration. Once \( \frac{\partial N_i}{\partial x} \) and \( \frac{\partial N_i}{\partial y} \) are known, the derivatives \( \frac{\partial \phi}{\partial x} \) and \( \frac{\partial \phi}{\partial y} \) can be calculated from equation (2.30)

\[
\frac{\partial \phi}{\partial x} = \sum_{i=1}^{4} \frac{\partial N_i}{\partial x} \phi_i,
\]  

(2.35)
\[
\frac{\partial \phi}{\partial y} = \sum_{i=1}^{4} \frac{\partial N_i}{\partial y}\phi_i. \tag{2.36}
\]

Now we check what happens for the above finite element derived time domain method when the elements are rectangles. For a rectangular element (Fig. 2.7), the mapping functions simplify to
\[
\begin{cases}
  x = (\xi + 1)\frac{\Delta x}{2} + x_1 \\
y = (\eta + 1)\frac{\Delta y}{2} + y_1.
\end{cases} \tag{2.37}
\]
Since the transformation is linear in this case. The above equation can be inverted
\[
\begin{cases}
  \xi = \frac{2}{\Delta x}(x - x_1) - 1 \\
y = \frac{2}{\Delta y}(y - y_1) - 1.
\end{cases} \tag{2.38}
\]
Substitution of (2.38) into (2.30) yields
\[
\phi(x, y) = \phi_1 + \frac{\phi_2 - \phi_1}{\Delta x}(x - x_1) + \frac{\phi_4 - \phi_1}{\Delta y}(y - y_1) \\
+ \frac{\phi_1 - \phi_2 + \phi_3 - \phi_4}{\Delta x \Delta y}(x - x_1)(y - y_1). \tag{2.39}
\]
Then it is straightforward to obtain the partial derivatives
\[
\begin{cases}
  \frac{\partial \phi}{\partial x} = \frac{\phi_2 - \phi_1}{\Delta x} + \frac{\phi_4 - \phi_1}{\Delta y} - \phi_2 + \phi_3 - \phi_4 \\
  \frac{\partial \phi}{\partial y} = \frac{\phi_4 - \phi_1}{\Delta y} + \frac{\phi_1 - \phi_2 + \phi_3 - \phi_4}{\Delta x \Delta y} + \phi_1 - \phi_2 + \phi_3 - \phi_4(x - x_1). \tag{2.40}
\end{cases}
\]
When \((x, y)\) is on the center of the square, the above equation can be arranged into
\[
\begin{align*}
  \frac{\partial \phi}{\partial x} &= \frac{\phi_2 - \phi_1}{\Delta x} + \frac{\phi_1 - \phi_2 + \phi_3 - \phi_4}{2\Delta x} \\
                          &= \frac{1}{\Delta x}\left\{\frac{1}{2}[\phi_3 + \phi_2] - \frac{1}{2}[\phi_4 + \phi_1]\right\} \tag{2.41} \\
  \frac{\partial \phi}{\partial y} &= \frac{\phi_4 - \phi_1}{\Delta y} + \frac{\phi_1 - \phi_2 + \phi_3 - \phi_4}{2\Delta y} \\
                          &= \frac{1}{\Delta y}\left\{\frac{1}{2}[\phi_4 + \phi_3] - \frac{1}{2}[\phi_2 + \phi_1]\right\}. \tag{2.42}
\end{align*}
\]
Equations (2.41) and (2.42) are exactly the same as finite difference scheme equations (2.15) and (2.16). Based on the above derivation, we can conclude that the finite element derived time domain method, when defined over a rectangular subspace and formulated using isoparametric functions, is equivalent to the new finite difference time domain method.
Figure 2.5: A space domain discretization of finite element time domain method
Figure 2.6: (a) and (b): Mapping from unit square on ($\xi - \eta$) plane to a quadrilateral on the ($x - y$) plane. (c) curvi-linear coordinate system ($\xi - \eta$) in ($x - y$) plane.
Figure 2.7: Rectangular finite element
Chapter 3

DISPERutive BOUNDARY CONDITIONS (DBC)

3.1 A DBC for Microstrip Component Analysis

3.1.1 Background

Recently, FD-TD methods have been used to calculate the frequency-dependent characteristic of microstrip discontinuities [51]-[53], microstrip components and simple microstrip antennas [49, 50, 54] and complex microstrip antennas [72, 73, 78, 79]. All of these calculations have shown the FD-TD method to be a very powerful tool for microstrip component and antenna analysis because it has the following two desirable attributes. First, it can be applied to problems exhibiting a complex structure which may be very difficult to solve using other analytical or numerical methods. Second, only one computation is required to get the frequency domain results over a large frequency spectrum. However, this method has one significant drawback, which is that it requires a very large computer memory, even for the analysis of very simple microstrip lines and coplanar waveguides [51]-[53]. One of the first approaches to be tried for reducing the memory requirement is to use a good absorbing boundary condition so that a smaller computational domain can be used. The authors of
earlier papers have used the one dimensional absorbing boundary condition or Mur's first order absorbing boundary condition (ABC), which is not accurate enough for microstrip analysis, especially for high dielectric constant microstrip components. The reason for this is tied to the fact that, when a Gaussian pulse travels on the microstrip line, the velocities of fields are different for different frequencies due to the dispersion properties of microstrip or coplanar lines. When applying Mur's first-order ABC it is found that it falls short of the mark because it is an effective absorber of waves at only one phase velocity or one frequency.

The objective of this section is to present a dispersive boundary condition (DBC) for microstrip component analysis, which can absorb waves over a wide frequency band. The derivation of this DBC is based on wave decomposition and on an approach that is analogous to that of Bayliss and Turkel [28]. The performance of this DBC is much better than that of the presently used Mur's first order boundary condition [49, 50, 52, 53], and its implementation is much easier compared with that of "super boundary condition" treatment of [52] and [53]. The significant improvement in performance of the present DBC compared with others will be demonstrated by carrying out a numerical analysis of a microstrip line.

3.1.2 Outline of Bayliss and Turc's ABC

Based on Wilcox's expansion of the scattered fields [43], Bayliss and Turkel [28, 29] derived asymptotic absorbing boundary conditions in both the frequency and time domains. These absorbing boundary conditions are applicable to circular boundaries. They have been shown to be more absorbing than the boundary conditions derived by Engquist and Majda [20, 21].

In this absorbing boundary condition, it is assumed that the wave has the form [43]

$$E(r, t) = \sum_{i=1}^{\infty} \frac{E_i(ct-r, \theta, \phi)}{r^i}$$  \hspace{1cm} (3.1)

in the vicinity of the box boundary. It should be noted that the above representation is intuitively obvious since the far field from a source can be expanded in terms of spherical
harmonics.

On defining an operator

$$L_i = \left( \frac{\partial}{\partial r} + \frac{1}{c} \frac{\partial}{\partial t} + \frac{i}{r} \right),$$

we can show that

$$L_i \frac{E_i(ct - r, \theta, \phi)}{r^i} = 0.$$  \hspace{1cm} (3.3)

Hence, if we apply $L_1$ to (3.1), it will annihilate the first term in (3.1) and convert the other terms to higher order terms, namely,

$$L_1 E(r, t) = \sum_{l=2}^{\infty} \frac{(1 - i)E_l(ct - r, \theta, \phi)}{r^{l+1}}.$$ \hspace{1cm} (3.4)

Consequently, $L_1 E(r, t) \sim O(r^{-3})$. Similarly, it can be shown that $L_3 L_1 E(r, t) \sim O(r^{-5})$ and so on. Then, on defining

$$B_m = L_{2m-1} B_{m-1},$$ \hspace{1cm} (3.5)

$$B_1 = L_1,$$ \hspace{1cm} (3.6)

we have

$$B_m = \prod_{l=m}^{1} \left( \frac{\partial}{\partial r} + \frac{1}{c} \frac{\partial}{\partial t} + \frac{2l - 1}{r} \right).$$ \hspace{1cm} (3.7)

Furthermore, it is easy to show that

$$B_m E(r, t) \sim O(1/r^{2m+1}).$$ \hspace{1cm} (3.8)

In fact, $B_m$ annihilates the first $m$ terms in the expansion (3.1). This property is derived by carrying out formal manipulations with (3.1) and does not use any other properties of the wave equation. Hence, the relation given by

$$B_m E(r, t) = 0$$ \hspace{1cm} (3.9)

can be used as an absorbing boundary condition. It is good up to $O(1/r^{2m+1})$. In particular, if we assume that $m = 2$ explicitly, the boundary condition is

$$\left( \frac{\partial}{\partial r} + \frac{1}{c} \frac{\partial}{\partial t} + \frac{3}{r} \right) \left( \frac{\partial}{\partial r} + \frac{1}{c} \frac{\partial}{\partial t} + \frac{1}{r} \right) E(r, t) = 0.$$ \hspace{1cm} (3.10)
The boundary condition (3.9) become increasingly more difficult to implement when $m$ becomes large. Among these absorbing conditions, the second-order condition is the most popular and has been applied to many problems. This boundary condition can be called a one dimensional ABC because its derivation is based on the wave decomposition along only the $r$ direction, and because it involves only space derivatives of the. Now we are going to use the above deriving strategy to present a dispersive boundary condition.

### 3.1.3 Dispersive Boundary Condition (DBC)

In most FD-TD analysis of microstrip components, such as microstrip lines, basic microstrip discontinuities and microstrip antennas, the major direction of the power flow is in the waveguided direction (for a microstrip line, in the metal strip direction). The sideways leakage and radiation are small due to the guiding nature of the metal strip and the high-dielectric constant of the substrate. This is quite similar to the one dimensional propagation case. Based on the above observation, papers [50, 52, 53] use the following one dimensional boundary condition or Mur's first order boundary condition:

$$
\left( \frac{\partial}{\partial z} + \frac{1}{u_t} \frac{\partial}{\partial t} \right) E = 0,
$$

(3.11)

where $E$ represents the tangential electric field components relative to the boundary wall and $u_t$ represents the velocity of propagation of the fields. Since the above boundary condition can only be optimized for a wave whose frequency corresponds to the velocity, $u_t$, the magnitude of the energy reflected by the boundary can be quite large due to reflections at other frequencies. Here, we use the strategy used in deriving Bayliss's ABC to present a dispersive boundary condition which can absorb fields over a wide frequency band.

A dispersive wave can be decomposed into many different frequency components, i.e.

$$
E(t, z) = \sum_{i=1}^{\infty} E_i(z - u_t t),
$$

(3.12)
where each frequency component corresponds to a plane wave with velocity \( v_i \), which is determined by the dispersion relation

\[
v_i = v(f_i),
\]

where \( f \) is the frequency and \( v(f) \) is any form of function which depends on the analyzed structures.

On defining an operator

\[
B_i = \left( \frac{\partial}{\partial z} + \frac{1}{v_i} \frac{\partial}{\partial t} \right),
\]

we can show that

\[
B_i E_i(z - v_i t) = 0.
\]

Hence, if we apply \( B_1 \) to (3.12), it will annihilate the first frequency component in (3.12) and attenuate the other frequency components, namely,

\[
B_1 E(t, z) = \sum_{i=2}^{\infty} \left( 1 - \frac{v_i}{v_1} \right) E'_i(z - v_i t),
\]

where \( (1 - v_i/v_1) \) is called as attenuation factor. Similarly, it can be shown that \( B_2 B_1 \) will annihilate the first two terms in (3.11) and further attenuate the other terms, namely,

\[
B_2 B_1 E(t, z) = \sum_{i=3}^{\infty} \left( 1 - \frac{v_i}{v_1} \right) \left( 1 - \frac{v_i}{v_2} \right) E''_i(z - v_i t),
\]

where \( (1 - v_i/v_1)(1 - v_i/v_2) \) is the attenuation factor. This property is derived by applying formal manipulations to (3.12) and does not use any other properties of the wave equation.

Hence, a boundary condition

\[
\left( \frac{\partial}{\partial z} + \frac{1}{v_1} \frac{\partial}{\partial t} \right) \left( \frac{\partial}{\partial z} + \frac{1}{v_2} \frac{\partial}{\partial t} \right) E = 0
\]

can be used as an absorbing boundary condition, which can absorb plane waves traveling to the right with velocities \( v_1 \) and \( v_2 \). By concatenating several absorbing boundary conditions (3.14), the number of the absorption velocities can be increased. If \( v_1 \) and \( v_2 \) are determined by the dispersion relation \( v = v(f) \), boundary condition (3.18) becomes a multi-frequency absorbing boundary condition or a dispersive boundary condition (DBC).
3.1.4 The Relationship between the Proposed DBC and Key and Higdon's ABC

Keys and Higdon's angle absorbing boundary condition [30]-[32] can also be described in terms of the dispersive boundary condition (3.18). In their work, they choose the velocity \( v \) in (3.18) according to the relation \( v_i = c / \cos \theta_i \), where \( c \) is the propagation velocity of wave, and \( \theta_i \) is the incident angle of the wave with respect to the \( z \)-axis. The reason they can make this choice for the phase velocity is due to the following: A plane wave with velocity \( c \) and angle \( \theta \) can be expressed as

\[
E(t, z) = E(ct - z \cos \theta) = E\left(\frac{c}{\cos \theta}t - z\right)
\]

(3.19)

along the \( z \)-axis. Moreover, an arbitrary wave can be decomposed into a summation of plane waves with different angles, i.e.:

\[
E(t, z) = \sum_i E_i(ct - z \cos \theta_i) = \sum_i E_i\left(\frac{c}{\cos \theta_i}t - z\right).
\]

(3.20)

This new description gives a one-dimensional interpretation to Key and Higdon's ABC. That is, the waves from different angles are first mapped into the waves traveling along the \( z \)-axis with corresponding velocities, then the waves with different velocities in one dimension are absorbed. So, based on this discussion, Key and Higdon's ABC can also be thought as a one dimensional ABC.

3.1.5 Numerical Results

The implementation of the dispersive boundary (3.18) can be realized by employing operators. Let us define the shift operators \( I \), \( Z \), and \( K_z \) by the following:

\[
I E_i^n = E_i^n
\]

(3.21)

\[
Z E_i^n = E_i^{n+1}
\]

(3.22)
where \( i \) is the space position index and \( n \) is the time index. The difference equation for (3.11) is given by:

\[
E_M^n - E_{M-1}^{n-1} - \gamma_i (E_M^{n-1} - E_{M-1}^n) = 0
\]  

(3.24)

where

\[
\gamma_i = \frac{1 - \rho_i}{1 + \rho_i}
\]  

(3.25)

\[
\rho_i = \frac{v(f_i)\Delta t}{\Delta z},
\]  

(3.26)

\( E_M \) represents the tangential electric field component on the boundary and \( E_{M-1} \) represents the tangential electric field component a distance of one node inside the boundary. The boundary condition (3.24) can be expressed by the operators:

\[
[I - Z^{-1}K_z^{-1} - \gamma_i(Z^{-1} - K_z^{-1})]E_M^n = 0
\]  

(3.27)

or

\[
B_i E_M^n = 0
\]  

(3.28)

where,

\[
B_i = I - Z^{-1}K_z^{-1} - \gamma_i(Z^{-1} - K_z^{-1})
\]  

(3.29)

is defined as the difference boundary operator. The difference boundary operator \( B \) for the dispersive boundary condition given by (3.18) can be obtained in the following way:
\[ B = B_1B_2 \]
\[ = [I - Z^{-1}K_z^{-1} - \gamma_1(Z^{-1} - K_z^{-1})][I - Z^{-1}K_z^{-1} - \gamma_2(Z^{-1} - K_z^{-1})] \]
\[ = I - 2Z^{-1}K_z^{-1} + Z^{-2}K_z^{-2} + \gamma_1\gamma_2(Z^{-2} - 2Z^{-1}K_z^{-1} + K_z^{-2}) \]
\[ - (\gamma_1 + \gamma_2)(Z^{-1} - K_z^{-1} - Z^{-2}K_z^{-2} + Z^{-1}K_z^{-2}). \] (3.30)

From the above boundary operator, we can obtain the final second-order dispersive boundary condition:

\[ E_M^n = 2E_{M-1}^{n-1} - E_{M-2}^{n-2} \]
\[ + (\gamma_1 + \gamma_2)(E_{M-1}^{n-1} - E_{M-2}^{n-2}) \]
\[ - \gamma_1\gamma_2(E_M^{n-2} - 2E_{M-1}^{n-1} + E_{M-2}^{n}). \] (3.31)

Using the above dispersive boundary condition, we carry out an analysis on a microstrip line. Fig. (3.1) gives the effective dielectric constant calculated using the FD-TD method. The analysis is carried out by applying both the dispersive boundary condition and Mur's first-order boundary condition at the ends of the microstrip line, while at the remaining walls we only use Mur's first-order boundary condition. The curve identified by crosses was obtained by using a computation domain which is as large as that used in [51] so that the time domain data can be truncated before reflections from the boundary occur. This is an exact result in the sense that it is free of any boundary effects. The curve identified by circles was obtained by using the DBC and using only one third of the former computation domain. In the DBC, the velocities \( v_1 \) and \( v_2 \) were determined by using values 7.12 and 8.50, respectively, for the effective dielectric constants. The above two lines overlap exactly in this figure. The dashed line results from using Mur's first order ABC and the smaller computation domain. In Mur's first-order ABC, the velocity is determined by using an effective dielectric constant of 7.12. It follows from this that the DBC leads to
greatly reduced computation memory requirements. In Fig. (3.2) is shown a propagating $E_z$-pulse in the time domain, as well as a residual signal due to reflections at the boundary of the computation domain for both DBC and Mur's boundary condition. In the DBC, $\epsilon_{ref1} = 7.12$ and $\epsilon_{ref2} = 8.50$ are used to determine the two velocities. In Mur's first-order ABC, $\epsilon_{ref} = 7.12$, 8.12 are used to determine the velocity, respectively. From this result we see that in the time domain the reflections from the computation domain boundary are greatly reduced using DBC; in fact, DBC reflections are an order of magnitude less than those from the first-order boundary conditions. The numerical reflection coefficients for both DBC and the first-order boundary conditions are given in Fig. (3.3). This figure shows that DBC absorbs the wave over a large frequency band, i.e. the reflection coefficient is less than $-45$ dB from 0 to 20 GHz, where $\epsilon_{ref1} = 7.12$ and $\epsilon_{ref2} = 8.50$ are used for the DBC. For the first-order condition, the reflection coefficients are less than $-45$ dB only over the ranges from 0 to 3 GHz when $\epsilon_{ref} = 7.12$, or from 5 to 8 GHz when $\epsilon_{ref} = 8.12$.

3.1.6 Conclusion

The dispersive boundary condition allows the dispersive properties of waves to be incorporated into the design of an absorbing boundary condition. This feature can be very useful when the dispersion for a major outgoing wave is known. Both the validity and the efficiency of the DBC have been demonstrated by carrying out analyses on a microstrip line. With DBC, the memory requirement for FD-TD analyses of microstrip circuits and antennas can be greatly reduced.

The main difference between DBC and ABC is that DBC is designed to optimize the boundary condition according to the dispersive characteristics of the waves, while ABC is designed to optimize the boundary condition according to the propagation direction of the waves. The introduction of the concepts which are the basis of DBC is specially important
for the study of absorption for strongly dispersive waves, such as occurs in conductor waveguides and dielectric waveguides. Further applications of the proposed DBC to waveguide component analysis will be investigated in the next section. Based on the ideas presented in this paper, some ABCs can be modified into DBCs.
Figure 3.1: Effective dielectric constant of a microstrip line. The cross dotted line: Using very large computation domain. The circular dotted line: Using DBC and smaller computation domain. The dashed line: Using Mur's first order ABC and smaller computation domain.
Figure 3.2: Field reflection in time domain due to boundary conditions. (a). Incident waves and reflected waves from the boundary conditions. Solid line: first order Mur's ABC, $\epsilon_{refl} = 7.12$; Dashed line: DBC, $\epsilon_{refl1} = 7.12$ and $\epsilon_{refl2} = 8.50$. (b). Reflected waves from the boundary conditions. Solid line: first order ABC, $\epsilon_{refl} = 7.12$; Dotted line: first order ABC, $\epsilon_{refl} = 8.12$; Dashed line: DBC, $\epsilon_{refl1} = 7.12$ and $\epsilon_{refl2} = 8.50$. 
Figure 3.3: Numerical experiment reflection coefficients for a microstrip line. Dashed line: first order ABC, $\varepsilon_{reff} = 7.12$; Dotted line: first order ABC, $\varepsilon_{reff} = 8.12$; Solid line: DBC, $\varepsilon_{reff1} = 7.12$ and $\varepsilon_{reff2} = 8.50$. 
3.2 Waveguide Component Analysis Using DBC

3.2.1 Background

Recently, the FD-TD method has been used to calculate the properties or characteristics of waveguide components [65]-[68], [71]. All of these calculations have shown the FD-TD method to be a very powerful tool for waveguide component analysis because it can easily be adapted to complex geometries which may be very difficult to solve using other analytical or numerical methods. However, most of the papers are limited to using monochromatic waves as the excitation in waveguide analysis. This means that the analysis has to be repeated for each frequency of interest. So, this strikes a blow at one of the most important advantages of time domain methods (FD-TD and TLM methods), which is that, by using a pulse as excitation, only one computation is required to get the frequency domain results over a large frequency spectrum. The reason that earlier workers chose a monochromatic wave, rather than a pulse of some selected shape as the excitation, is because of the lack of a good dispersive absorbing boundary condition which could be used with the FD-TD method. That is, one that could absorb waves propagating on the FD-TD grid over a wide frequency band. Oliver and McNamara [66] have responded to this limitation and have presented a dispersive boundary condition. It is found that the performance of the DBC they used does not meet the requirements demanded that must be met for carrying out highly accurate analyses. Recently, Alnikula and Kunz [68] used a pulse as the excitation in their analysis and tried to improve the efficiency of the FD-TD technique for waveguide component analysis. It will be shown that their results suffer from large inaccuracies because the boundary condition they used only absorbed waves in a very narrow part of
the dominant mode bandwidth (although they state the reflections due to the absorbing boundary condition (ABC) are less than $-35$ dB to $-50$ dB over $80\%$ of the dominant mode frequency range, it will be shown that this performance can be obtained for that ABC at only less than $20\%$ of the dominant mode frequency bandwidth.).

The objective of this section is to apply the dispersive absorbing boundary condition (DBC) developed in the last section for microstrip component analysis, a case where dispersion is weak, to a strongly dispersive case which occurs in conductor waveguides. This DBC will allow a pulse to be used as the excitation, thereby greatly improving the efficiency of the FD-TD method. The significant improvements brought about by the use of the DBC for waveguide component analysis will be demonstrated with both theoretical and numerical results.

### 3.2.2 Reflection Coefficient for Dispersive Boundary Conditions

It would not have been possible for the ordinary angle absorbing boundary condition (ABC) theory to have been developed so well if the reflection coefficient, $R_{ABC}$, had not been used to evaluate the performance of an ABC. Like ABC, the reflection coefficient for DBC, $R_{DBC}$, has to be formulated before we can carry out a study of DBC.

It is known [17, 27] that the performance of a given ABC can be assessed by deriving a reflection coefficient $R$, which quantifies the nonphysical reflection of a plane wave, as a function of incident angle $\theta$, when it interacts with the grid boundary. Clearly, a good ABC gives a small value of $R$ over a wide range of $\theta$. Like ABC, the DBC can also be evaluated by the corresponding reflection coefficient $R$. But, for DBC, the reflection coefficient is a function of the frequency, rather than the incident angle. A good DBC should give a small value of $R$ over a wide range of frequencies. The reflection coefficient $R$ is defined as the ratio of the reflected wave field to an incident plane wave. Consider a wave traveling to the
right. The wave has the form

\[ E_{\text{in}} = e^{j(\omega t-kz)}. \]  \hspace{1cm} (3.32)

When this wave strikes an artificial boundary, it produces the total wave field

\[ E_{\text{tot}} = e^{j(\omega t-kz)} + R e^{j(\omega t+kz)}, \]  \hspace{1cm} (3.33)

where \( R \) is the reflection coefficient. This wave field satisfies the boundary condition so that \( R \) can be determined by substituting \( E_{\text{tot}} \) into the boundary condition equation. By substituting expression (3.33) into (3.11) and (3.18), the reflection coefficient expressions as a function of frequency are obtained for ABC (3.11) and DBC (3.18). They are, respectively,

\[ R_{\text{ABC}} = \frac{-kv_1 + \omega}{kv_1 + \omega} \]  \hspace{1cm} (3.34)

and

\[ R_{\text{DBC}} = \left( \frac{-kv_1 + \omega}{kv_1 + \omega} \right) \left( \frac{-kv_2 + \omega}{kv_2 + \omega} \right) = \prod_{i=1}^{2} \left( \frac{-kv_i + \omega}{kv_i + \omega} \right) \]  \hspace{1cm} (3.35)

where the propagation constant, \( k \), is governed by the dispersion relation for the wave

\[ k = k(\omega). \]  \hspace{1cm} (3.36)

From expressions (3.34) and (3.35), it can be seen that the reflection coefficient for DBC is directly coupled with the dispersion relation. To continue the discussion of the evaluation for the DBC, based on the reflection coefficient, let us consider the dispersion relation of the dominant waveguide mode, \( TE_{10} \), for our reflection coefficient calculation. The amplitudes of reflection coefficients for ABC (3.11), DBC (3.18) and the DBC used in [66] are shown in Fig. 3.4, where \( k_0 \) is the free space propagation constant, and \( w \) is width of the waveguide. The dashed lines are for ABC (3.11), the dotted line for the DBC [66] and the solid line for DBC (3.18). From this result, it can be seen that the
ABC (3.11) or Mur's first order ABC is a good absorber over only a very narrow range of frequencies. However, DBC (3.18) is effective over almost the total frequency band of the TE_{10} mode. The reflection due to this DBC is less than -40 dB for almost the whole TE_{10} mode frequency band. The performance of DBC [66] is not as good as that of DBC (3.18).

### 3.2.3 Numerical Results

To test the validity of the DBC (3.18) for waveguide component analysis, we carry out an analysis for a homogeneous waveguide. We use an electric wall to launch the wave down the waveguide. The incident transverse electric field on the excitation plane is forced to be a TE_{10} mode field distribution so that the wave that is launched approximates the TE_{10} mode. The incident time-domain field is a sinusoid with a centre frequency \( \omega_0 \) which is modulated by a Gaussian pulse. The width of the Gaussian pulse is selected so that its spectrum fills and overlaps the frequency band in which only the dominant mode can propagate. In the calculation, the wide side of the waveguide is divided into 20 space steps, and the 5% Gaussian pulse width is chosen to be about 140 space steps. At the end of the waveguide, DBC (3.18) and ABC (3.11) are applied, respectively. In Fig. 3.5 are shown the time domain results. Fig. 3.5a shows a sinusoidal signal, modulated by a Gaussian envelope, propagating in a very long waveguide. Fig. 3.5b shows the reflected wave for ABC (3.11), and Fig. 3.5c shows the reflected wave corresponding to DBC (3.18). From this, we see that in the time domain the reflections from the computation domain boundary are greatly reduced using DBC (3.18). The numerical reflection coefficients for both DBC (3.18) and ABC (3.11) are given in Fig. 3.6. This figure further shows that DBC (3.18) is effective over 80% of the frequency band corresponding to the dominant mode for waveguides, i.e. the reflection coefficient is less than -40 dB over this range of frequencies. For ABC (3.11), the reflection coefficient is less than -40 dB over only 10% of the frequency band occupied by the dominant waveguide mode.
3.2.4 Conclusion

The dispersive absorbing boundary condition (DBC) presented in the last section for microstrip component analysis, where the dispersion is weak and where very good results have been obtained, is applied to the strongly dispersive case which occurs in conductor waveguides. The excellent absorbing quality of the DBC for strongly dispersive waves has been demonstrated by both theoretical and numerical results. The reflection coefficient is formulated for the dispersive boundary condition. With the help of this theoretical reflection coefficient, other dispersive boundary conditions can be more easily investigated and developed. One immediate benefit that can be realized from using the formulated reflection coefficient is that the DBC presented in [66] has been analyzed theoretically and has been further developed in the next section.

The workers using Transmission Line Method (TLM) have been trying to find an absorbing boundary condition to absorb the strongly dispersive waves occurring in conductor waveguides for several years [39]-[41]. In the boundary condition they proposed, convolution integrals are employed. Since these convolutions are applied to every nodal on the boundary, for every time step, this boundary condition is very time consuming and requires a large memory. Also, it should be noted that Simons [42] has demonstrated that the absorbing boundary conditions developed for FD-TD method can be applied to the TLM based on an established relation between the FD-TD and TLM methods. Using a method similar to that in [42], the dispersive boundary condition discussed in this section can also be applied to the TLM, and its implementation is much more efficient than that of the method discussed in [39]-[41] in terms of computation time and memory requirement. We have carried out a test that shows this DBC can be easily applied to the FD-TLM method [56].
Figure 3.4: Theoretical reflection coefficients of DBC's and ABC. Dashed line: Mur's first order ABC; Dotted line: DBC [66, Oliver]; Solid line: DBC (3.18).
Figure 3.5: Field reflections in time domain due to DBC's and ABC. (a). Incident wave; (b). Reflected wave due to Mur's first order ABC; (c). Reflected wave due to DBC (3.18)
Figure 3.6: Numerical experiment reflection coefficients. Dashed line: Mur's first order
ABC; Solid line: DBC (3.18)
3.3 A One-Way Dispersive Boundary Condition (DBC)

In this section, we will, using the formulated reflection coefficient for DBC in the last section, as well the approximation techniques developed in deriving an ordinary angle one-way absorbing boundary condition (ABC), systematically generalize and develop a one-way DBC. This one-way DBC is intended to be used for waveguide component analysis.

3.3.1 A One-way Dispersive Boundary Condition (DBC)

For a plane wave traveling to the right, the equation that must be satisfied in the frequency domain is

\[
\frac{\partial E(z, \omega)}{\partial z} + jk(\omega)E(z, \omega) = 0
\]  

(3.37)

where the \(e^{j\omega t}\) time dependence is assumed, and \(k(\omega)\) is the propagation constant. For a non-dispersive wave or TEM wave, \(k(\omega) = \omega/v\), where \(v\) is the propagation velocity of the wave. Substituting this value for \(k(\omega)\) into (3.37) and performing the inverse Fourier transform on the equation, we get the exact absorbing boundary condition for a non-dispersive wave or a TEM wave, which is equivalent to Mur's first order ABC. But, for a dispersive wave, since the propagation constant, \(k(\omega)\), is not such a simple function of \(\omega\), the inverse Fourier transform cannot be performed to obtain an exact analytical absorbing boundary condition. Oliver and McNamara [66] suggested using the Padé series to approximate the square root in \(k(\omega)\). Then, the inverse Fourier transform can be performed to obtain an approximate absorbing boundary condition for dispersive wave, i.e. to obtain a DBC. We note that this kind of approximation to the square root is very similar to the approximation to the
square root performed in deriving the one-way ordinary angle absorbing boundary condition [24, 25]. In the following, we will adapt the approximation techniques developed in deriving one-way ABCs and use the reflection coefficient formulated for DBC to further investigate and develop this class of DBCs.

Without jeopardizing the general validity of the theory in any way, a TE\(_{10}\) mode dispersion relation of waveguide filled with free space is chosen for the following discussion. The propagation constant for the TE\(_{10}\) mode is

\[
k(\omega) = \frac{c}{\sqrt{c}} \left[ 1 - \left( \frac{\omega}{\omega_c} \right)^2 \right]^{1/2} = \frac{\omega}{c} \sqrt{1 - s^2}
\]

(3.38)

where \(c\) is the propagation velocity of the wave in free space, \(\omega_c\) is the cut off frequency of the TE\(_{10}\) mode, and \(s = \omega_c/\omega\). A generalized approximation to \(\sqrt{1 - s^2}\) on the interval \(s \subset [0, 1]\) by a rational function can be written as [24, 25]

\[
\sqrt{1 - s^2} \approx r(s) = \frac{P_m(s)}{Q_n(s)},
\]

(3.39)

where \(P_m\) and \(Q_n\) are polynomials of degree \(m\) and \(n\), respectively, and \(r(s)\) is said to be of type \((m, n)\). By specifying \(r(s)\) as a general type \((2, 0)\) approximant, the radical is approximated by an interpolating polynomial of the form

\[
\sqrt{1 - s^2} \approx p_0 + p_2 s^2.
\]

(3.40)

By substituting (3.40) into (3.37) and multiplying the resultant equation throughout by \((j\omega)\), we have

\[
j\omega \frac{\partial E(t, \omega)}{\partial z} + p_0 \frac{1}{c} (j\omega)^2 E(z, \omega) - p_2 \frac{\omega^2}{c} E(z, \omega) = 0.
\]

(3.41)

Then, after performing the inverse Fourier transform on the above, one obtains the second-order approximate analytical DBC,

\[
\frac{\partial^2 E(z, t)}{\partial z \partial t} + p_0 \frac{\partial^2 E(z, t)}{\partial t^2} - p_2 \frac{\omega^2}{c} E(z, t) = 0.
\]

(3.42)
Similarly, by using the general type \((2,2)\) rational function,

\[
\sqrt{1-s^2} \approx \frac{p_0 + p_2 s^2}{q_0 + q_2 s^2}
\]  

we get the third-order approximate analytical DBC,

\[
-q_0 \frac{\partial^3 E(z,t)}{\partial z \partial t^2} + q_2 \omega^2 \frac{\partial E(z,t)}{\partial z} - \frac{p_0}{c} \frac{\partial^3 E(z,t)}{\partial t^3} + \frac{p_2 \omega^2}{c} \frac{\partial E(z,t)}{\partial t} = 0.
\]  

In deriving the one-way angle ABC \([24, 25]\), the choice of the coefficients \(p_i\) and \(q_i\) is determined by the method of interpolation. Standard techniques such as Chebyshev, least-squares, or Padé approximation are applied with the goal of producing an approximate ABC whose performance is good over a wide range of incident wave angles. But, for DBCs, the coefficients \(p_i\) and \(q_i\) should be determined to optimize the performance of approximate DBC according to the dispersion relation for waves. Seven techniques of approximation are presented in detail in \([24, 25]\). These techniques are: Padé, Least-squares (or \(L^2\) which minimizes the \(L^2\) norm of the error of the approximation), interpolation at Chebyshev points, interpolation at Newman points, Chebyshev (or \(L^\infty\) which minimizes the \(L^\infty\) norm), Chebyshev-Padé (or C-P), and Chebyshev on a subinterval (or \(L^\infty\) which minimizes the \(L^\infty\) norm on the subinterval). In this thesis, we have concentrated on the study of type \((2,0)\) and \((2,2)\) approximate DBCs. The coefficients for seven families of type \((2,0)\) and \((2,2)\) DBCs are given in \([26]\). Next, by using the formulated DBC reflection coefficient, we examine the performance of these seven families of type \((2,0)\) and \((2,2)\) DBCs.

By substituting (3.33) into (3.42) and (3.44), reflection coefficient expressions are obtained as a function of frequency for the general second- and third-order DBCs (type \((2,0)\) and type \((2,2)\)). They are, respectively,

\[
R_{(2,0)} = \frac{\omega k - \frac{p_0}{c} \omega^2 - \frac{p_2}{c} \omega^2}{-\omega k - \frac{p_0}{c} \omega^2 - \frac{p_2}{c} \omega^2}
\]  

and

\[
R_{(2,2)} = \frac{-q_0 \omega^2 k - q_2 \omega^2 k + \frac{p_0}{c} \omega^3 + \frac{p_2}{c} \omega^2}{+ q_0 \omega^2 k + q_2 \omega^2 k + \frac{p_0}{c} \omega^3 + \frac{p_2}{c} \omega^2}.
\]
where the propagation constant, $k(\omega)$, is determined by the $\text{TE}_{10}$ mode dispersion relationship (3.38).

### 3.3.2 Conclusion

By using the reflection coefficient for DBC and by studying the relation between ABC and DBC, a one-way dispersive boundary condition has been generalized and developed systematically.

Figs. 3.7 and 3.8 show the behavior of the reflection coefficients for the two best-performing second- and third-order DBCs, respectively, where $w$ is the width of the waveguide. The solid lines in the figures give the performance of Mur's first order ABC. From Figs. 3.7 and 3.8, it can be seen that, for a sinusoidal source excitation, the first order ABC should be used and the second order one-way DBC used in [67] is not sufficiently absorbent. Also, it can be seen that when a pulsed excitation is used, the performance of the second order one-way DBC used in [66] and the first order ABC used in [68] are lacking and at least a third-order one-way DBC should be used so as to guarantee accurate results in the dominant mode's bandwidth. Also, it can be seen that the third-order $L^\infty$ DBC performs much better than the third-order Padé DBC.
Figure 3.7: Reflection coefficients for the second order one-way DBC's
Figure 3.8: Reflection coefficients for the third order one-way DBC's
3.4 Designing DBC by Using Digital Filtering Theory

The objective of this section is to present another dispersive boundary condition (DBC), which can also absorb waves over a wide frequency band. This DBC is based on a new interpretation to the boundary condition. To start with, the relationship between the absorbing boundary condition and digital filters is discussed. Then, based on this new explanation for the DBC, we investigate the design of a DBC using digital filter theory. Finally, the relationship between our new digital filter DBC and the other DBCs is investigated in the next section.

3.4.1 The Relationship between the Boundary Condition and Digital Filter

As mentioned before, in many FD-TD analyses, the major direction of the power flow within components, such as microstrip lines, feed lines for microstrip antennas and waveguides, is in the waveguided direction due to the guiding nature of these structures. This is quite similar to the one dimensional propagation case. Based on this observation, many workers use the following one dimensional boundary condition

\[
\left( \frac{\partial}{\partial z} + \frac{1}{v_i \partial t} \right) E = 0
\]  

(3.47)

where \( E \) represents the tangential electric field component on the boundary wall and \( v_i \) represents the velocity of propagation of the field. This equation is easily discretized using only field components on and just inside the FD-TD mesh wall, yielding the difference
equation

\[ E_M^n = E_{M-1}^{n-1} + \frac{1 - \rho_i}{1 + \rho_i} (E_M^{n-1} - E_{M-1}^n) \]  (3.48)

where \( E_M \) represents the tangential electric field component on the boundary, \( E_{M-1} \) represents the tangential electric field component at the adjacent node which is inside the boundary, and \( \rho_i = v_i \Delta t / \Delta z \). It will be demonstrated, using the reflection coefficient given by (3.51), that the above boundary condition can only be optimized for a wave whose frequency corresponds to the velocity, \( v_i \), and that the magnitude of the energy reflected by the boundary can be quite large due to reflections of waves at other frequencies. The reflection coefficient \( R \) is defined as the ratio of the reflected wave field to an incident plane wave. Consider a plane wave travelling to the right. The wave has the form

\[ E_{in} = e^{i(\omega \Delta t - ki_x \Delta z)} \]  (3.49)

where \( i_x \) is the space position index and \( n \) is the time index. When this wave strikes an artificial boundary, it produces the total wave field

\[ E_{tot} = e^{i(\omega \Delta t - ki_x \Delta z)} + R e^{i(\omega \Delta t + ki_x \Delta z)} , \]  (3.50)

where \( R \) is the reflection coefficient. Since this wave field satisfies the boundary condition, \( R \) can be determined by substituting \( E_{tot} \) into the boundary condition equation. By substituting expression (3.50) into (3.48), the reflection coefficient expression as a function of frequency is obtained for the ABC (3.48). That is

\[ R_{ABC} = \frac{1 - e^{-j \omega t + j k \Delta z} - \frac{1 - \rho_i}{1 + \rho_i} (e^{-j \omega t} - e^{j k \Delta z})}{1 - e^{-j \omega t - j k \Delta z} - \frac{1 - \rho_i}{1 + \rho_i} (e^{-j \omega t} - e^{-j k \Delta z})} \]  (3.51)

where the propagation constant, \( k = k(\omega) \), is governed by the dispersion relationship for the wave. The dispersion caused by the FD-TD algorithm is ignored because it is much smaller than the dispersion of the wave itself. For further discussion of the DBC, based on the reflection coefficient, the relationship for the dispersion of the dominant \( TE_{10} \) mode for an air-filled waveguide is used in the following analysis.
The solid lines in Fig. 3.9 show the amplitudes of reflection coefficient (3.51) for different wave velocities, where \( w \) is the width of a waveguide, which is divided into 20 space steps, and \( k_0 \) is the free space propagation constant. From this result, it can be seen that the ABC (3.48) or Mur's first order ABC has very good absorbing characteristics over only a very narrow frequency band. Our objective is to develop a dispersive boundary condition by modifying Mur's first order ABC so that it can be used to absorb waves over a wide frequency. With this in mind, let treat the ABC (3.48) as a digital system, where \( E_M \), denoted by \( y(n) \), is thought to be the output of the system, and \( E_{M-1} \) is thought to be the input of the system and is denoted by \( x(n) \). Then, the ABC (3.48) can be rewritten as

\[
y(n) = x(n-1) + \frac{1 - \rho_i}{1 + \rho_i} [y(n-1) - x(n)].
\]  

(3.52)

Performing the \( z \) transform on (3.52), we have the following frequency domain function or frequency response of the system

\[
H(\omega) = H(z)|_{z = e^{j\omega}} = \frac{e^{-j\omega} - \frac{1 - \rho_i}{1 + \rho_i}}{1 - \frac{1 - \rho_i}{1 + \rho_i} e^{-j\omega}}.
\]  

(3.53)

Analyzing the amplitude and phase responses of the above system, we can see that the absorbing boundary condition (3.48) is nothing but an allpass filter. Further, speaking from the digital filtering point of view, the function of the ABC (3.48) is to let all the frequency components pass without any magnitude weighting, but to impose different phase shifts on different frequency components as shown by the solid line in Fig. 3.10. For a dispersive boundary condition, it should also be an allpass filter, but the phase response has to be modified according to the dispersion relation for the wave. Now let us derive the optimal phase response for the dispersive boundary condition system. The boundary condition (3.48) is a non-dispersive boundary condition, which is optimized for one frequency component with phase velocity \( v_i \). In order that waves at other frequencies are also absorbed, the velocity \( v_i \) in ABC (3.48) should be adjusted. This adjustment is equivalent to adjusting the phase shift of the system (3.53) for that frequency. So, the phase shift of the DBC system for one
given frequency can be obtained by following two procedures: (i) determine the velocity of the wave in (3.48) from the dispersion relationship of the wave at a particular frequency; (ii) use the frequency response (3.53) to calculate the phase shift that corresponds to this frequency. For the waveguide analysis, using the $TE_{10}$ mode dispersion, the phase response of the DBC system is given in Fig. 3.10 (dotted line). At this juncture we arrive at an important conclusion, that is, the design of a dispersive boundary condition is nothing more than designing an allpass filter which has the required phase response (dotted line in Fig. 3.10).

3.4.2 Designing DBC Using Digital Filtering Techniques

An $m$th order allpass filter designed to approximate the desired phase response is usually in the following form

$$y(n) + a_1 y(n-1) + a_2 y(n-2) + \ldots + a_m y(n-m) = b_0 x(n) + b_1 x(n-1) + b_2 x(n-2) + \ldots + b_m x(n-m). \quad (3.54)$$

The corresponding dispersive boundary condition is

$$E^n_M = b_0 E^n_{M-1} + b_1 E^{n-1}_{M-1} + b_2 E^{n-2}_{M-1} + \ldots + b_m E^{n-m}_{M-1} - (a_1 E^{n-1}_M + a_2 E^{n-2}_M + \ldots + a_m E^{n-m}_M). \quad (3.55)$$

The reflection coefficient for the above DBC is

$$R = \frac{\sum_{p=0}^{m} a_p e^{-j\omega \Delta t p} - e^{jk\Delta z} \sum_{p=0}^{m} b_p e^{-j\omega \Delta t p}}{\sum_{p=0}^{m} a_p e^{-j\omega \Delta t p} - e^{-j\omega \Delta t} \sum_{p=0}^{m} b_p e^{-j\omega \Delta t p}}. \quad (3.56)$$

There are several methods that can be used to design an allpass filter whose phase response approximates the desired dotted curve in Fig. 3.10. Here, an equation error method [94, 96] is used to design the filter from the desired data. One third-order filter
which was designed using this method is given by

\[
y(n) + a_1 y(n-1) + a_2 y(n-2) + a_3 y(n-3) \\
= b_0 x(n) + b_1 x(n-1) + b_2 x(n-2) + b_3 x(n-3)
\]

(3.57)

where \( a_3 = 1.000, a_1 = -0.9675, a_2 = -0.1499, a_3 = 0.1210, b_0 = -0.3335, b_1 = 1.2101, b_2 = -0.5159, b_3 = -0.3628 \). The phase response of this filter is shown in Fig. 3.10 by the dashed line. The amplitude of the reflection coefficient of the corresponding DBC is shown in Fig. 3.9 by the dashed line. From Fig. 3.9, it can be seen that ABC (3.48) can absorb waves in only a very narrow range of frequencies, whereas DBC (3.57) can absorb waves over a larger band of frequencies. The absorbing quality of the DBC can be improved by increasing the order of the DBC and by investigating other filter designing methods.
Figure 3.9: Reflection coefficients; Solid: Mur's first order ABC; Dashed: digital-filter DBC.
Figure 3.10: Phase response of absorbing boundary condition systems. Solid: Mur's first order ABC; Dotted: theoretical DBC; Dashed: digital-filter DBC.
3.5 The Relationship between the Digital-Filter DBC and Other DBC's

In this section, it will be demonstrated that several other dispersive boundary conditions can be interpreted and developed using the digital filter dispersive boundary condition.

It is well known that digital filters are classified into two types. One is the Finite Impulse Response (FIR) filter, the other is the Infinite Impulse Response (IIR) filter. In the above, we have used the IIR filter to design the dispersive boundary condition. The FIR filter can also be used to design the dispersive boundary condition. But, usually FIR filters have much more coefficients and delays (much higher order) than IIR filters with the same specifications (impulse frequency response). So the main reason for our choosing a recursive digital filter (IIR filter) is that IIR filters need much less computation time and memory size than FIR filters. For the FD-TD method, the saving of computation time and memory size is very important because the absorbing boundary condition is applied at every node on the boundary walls and for each time step. The number of the nodes on the boundary of the calculation domain for most practical structures is very large.

In the past few years, a dispersive boundary condition has been proposed in [39]-[41] for use with the Transmission Line Matrix (TLM) method. This boundary condition is based on a convolution of the streams of TLM impulses that are incident on the boundary with a sequence so-called numerical Green's function to obtain the time-domain reflection sequence of wide-band absorbing terminations. From the view point of the digital filter DBC, it can be seen that this numerical Green's function is nothing more than the impulse response of the dispersive boundary condition system, and that the convolution is nothing
more than the implementation of a FIR filter. So, this dispersive boundary condition can be thought of as a special case of the proposed dispersive boundary condition. In this special case, a FIR filter has been used to design the DBC. This FIR DBC is very time consuming compared with the IIR DBC because FIR DBC involves a convolution of two very long sequences.

The time domain data from the FD-TD method is an over sampled signal (Chapter 4). Further the $TE_{10}$ mode band is very narrow and is located in the very low part of the frequency spectrum. These properties of the time domain method require that the unit impulse response of the FIR DBC system has to be very long in order to accurately describe the non-linear phase response of the allpass filter in the corresponding $TE_{10}$ mode band. In paper [39]-[41], the length of the numerical Green's function is about 2000. Implementing convolution with such a long sequence at each time step, and at each node on the boundary wall is very time consuming so that this DBC is not efficient. However, there is one important advantage with the FIR DBC, which is that it is always stable because of the characteristics of FIR filter.

Another dispersive boundary condition is the One-Way DBC, which was originally presented in [66] and which has been systematically developed in Section 3.3. This DBC can also be interpreted using the digital filter DBC. From (3.42) and (3.44), it can be seen that the second and the third order one-way DBCs involve only first order derivatives along the $z$ direction. So, they can be discretized using only field components which lie on the boundary and the first node inside the FD-TD mesh wall. Then they can then be written in the standard IIR DBC form (3.54). Once they are written in a standard form, their stability can be studied using the stability theory developed in the digital filter and control theory. This is one benefit we bring to the DBC by using digital filter theory. On the other hand, the benefit that we can bring to digital filter theory by studying DBCs is that digital filters might be designed using the wave equation. This point can be explained
in the following.

It should be noted that although we have designed an IIR DBC using digital filter design techniques, the performance of the DBC is not good enough, i.e. the designed phase frequency response does not approximate the required phase response accurately. But, if we design the IIR DBC using the one-way DBC technique, we can get a desired phase frequency response more accurately. This result might bring a new approach to designing digital filters. This example demonstrates the importance of studying the relationship between different fields.

The DBC discussed in Sections 3.1 and 3.2 can also be interpreted using the IIR DBC. For the second order DBC, the discretized boundary condition is (3.31). Similarly, let us take this DBC as a multichannel digital system. Here $E_M$ is thought to be the output of the system and is denoted by $y(n)$; $E_{M-1}$ is thought to be the first input of the system and is denoted by $x_1(n)$; finally $E_{M-2}$ is thought to be the second input of the system and is denoted by $x_2(n)$. Then the DBC (3.31) can be written as

\[
y(n) = 2x_1(n-1) - x_2(n-2) \\
+ (\gamma_1 \gamma_2)(y(n-1) - x_1(n) - x_1(n-2) + x_2(n-1)) \\
- \gamma_1 \gamma_2(y(n-2) - 2x_1(n-1) + x_2(n)).
\]  

(3.58)

Once the DBC is written in this form, its stability can be studied using the stability theory developed in digital filter and control theory. In addition, another multichannel digital filter DBC can be designed from the above model using a technique similar to that used in the last section.
3.6 Summary and Discussions

In this chapter, a theory for dispersive boundary conditions has been systematically formulated and developed. First, based on wave decomposition and using an approach which is analogous to Bayliss and Turkel's, we derived a dispersive boundary condition. This DBC has been applied to microstrip and waveguide component analyses, and the significant improvement in performance of this DBC compared with others has been demonstrated with numerical results. Then, in order to theoretically analyze the performance of DBC and to further develop other DBCs, we have formulated reflection coefficients for DBC. Using the formulated DBC reflection coefficient, as well as approximation techniques developed in deriving one-way Absorbing Boundary Conditions, a one-way DBC was generalized and developed. Finally, by studying the relationship between digital filter and dispersive boundary conditions, we presented a Digital Filter Dispersive Boundary Condition. It has been found that three other DBCs can be interpreted using digital filter DBC. By using digital filter and control system theories we can throw further light on the properties of these three DBCs.

The main difference between DBC and ABC is that DBC is designed to optimize the boundary condition in accordance with the dispersion characteristics of the waves, whereas ABC is designed to optimize the boundary condition based on the propagation direction of the waves. Based on concepts presented in this chapter, ABC and DBC can be developed side by side.

For example, Liao's ABC [33] was presented for absorbing wave in a wide range of angles. This ABC can be modified into a DBC in the following way. In Liao's ABC, there is a constant $\alpha$, which is called as the artificial transmitting coefficient, and which is usually chosen to be 1. Suppose that we know the dispersion for the wave. Then, we can optimize $\alpha$ by calculating the reflection coefficient of Liao's ABC. With the optimized $\alpha$, Liao's ABC
can be used as a DBC.

Another example is that given in Section (3.1), where Key and Higdon's ABC has been described in terms of dispersive boundary conditions. This description gives a one dimensional interpretation of Key and Higdon's ABC. That is, the waves from different angles are first mapped into the waves traveling along the z-axis with corresponding velocities. Then the waves with different velocities in one dimension are absorbed by the dispersive boundary condition. This one dimensional explanation makes it easier for us to understand Key and Higdon's ABC. Furthermore, let us consider that Liao's and Bayliss and Turkel's ABCs have been derived based on the one dimensional wave decomposition models. Then, we can classify Key and Higdon's, Liao's, and Bayliss and Turkel's ABCs as one-dimensional ABCs. In this way, we can simplify the analysis of these ABCs and we can study these ABCs in one dimension rather than in two or three dimensions. Several authors have mentioned the advantage of these ABCs, which is their easy implementation even at the corners of the computation domain. This classification will tell us why, because all of them are one dimensional ABC and they have been applied to absorb the waves in multi-dimensions.
Chapter 4

USE OF DIGITAL SIGNAL PROCESSING FOR FAST FD-TD ANALYSIS OF RESONATORS

In this chapter we discuss the use of digital filtering and spectrum estimation techniques for improving the efficiency of the FD-TD algorithm in solving eigenvalue problems. The great improvement achieved in the efficiency of the method is demonstrated by means of both numerical and measurement results. In addition, several improvements to the present FD-TD method for eigenvalue analysis are presented. These include the analysis of open dielectric resonators and the extraction of the resonant frequencies from the FD-TD results. The result for the open dielectric resonator analysis is validated by using measured data.

4.1 Introduction

The optimization of the performance of resonators in microwave circuits requires accurate and efficient methods for calculating the resonant frequencies and the spatial distributions
of the fields. Various methods have been developed to study the resonant frequencies of resonant structures. Most of them, such as; the mode matching method, integral equation method, and finite element method, are carried out in the frequency domain [90].

The finite-difference time-domain (FD-TD) method has been widely used for solving electromagnetic problems. Recently, it has been used to solve eigenvalue problems associated with resonator structures [91, 92] and to calculate critical parameters for complex microstrip antennas [72, 79]. All of these results have shown the FD-TD method to be a very powerful tool for eigenvalue analysis, primarily because of two desirable attributes. First, it can be applied to problems exhibiting a complex structure which may be very difficult to solve using other analytical or numerical methods. Second, only one computation is required to get the frequency domain results over a large frequency spectrum. However, this method has one significant drawback, which is that it requires a very long computation time for extracting the resonant frequencies from the FD-TD results; for example, in the case of the problem discussed in [91], the time iteration \( N \) has to be as large as \( N = 2^{16} \).

The main purpose of this chapter is to introduce the use of digital filtering and modern spectrum estimation techniques with the FD-TD method, as a means for overcoming the above limitation. By using numerical results, it will be shown that modern spectrum estimation techniques can reduce the time taken to solve a problem, such as that discussed by [91], by one order of magnitude, without any loss of accuracy in calculating the resonant frequencies. It follows from this example, that, in general, the FD-TD computational time for these types of problems can be reduced by one order of magnitude. In addition, several other improvements to the method used in [91] are presented. These include the ability to analyze open dielectric resonators, the technique for extracting the resonator frequencies, as well as the calculation of the field distribution, based on the FD-TD results.
4.2 FD-TD Method for Resonator Analysis

For ease of description, the method is described by referring to the generalized cylindrical shaped dielectric resonator (DR) in Fig. 4.1. This structure is rotationally symmetric. Since \( TE_{015} \) modes are the most commonly used for DR applications, only the \( TE_0 \) modes are discussed. The relevant form of Maxwell’s equations is

\[
\frac{\partial}{\partial t} (\varepsilon E_r) = \frac{\partial H_z}{\partial z} - \frac{\partial H_r}{\partial r} \tag{4.1}
\]
\[
\frac{\partial}{\partial t} (\mu H_r) = \frac{\partial E_z}{\partial z} \tag{4.2}
\]
\[
\frac{\partial}{\partial t} (\mu H_z) = -\frac{1}{r} \frac{\partial (r E_\theta)}{\partial r} \tag{4.3}
\]

Using a central difference scheme similar to that used by Yee [1], the above equations can be discretized as:

\[
E_r^{n+\frac{1}{2}}(i, j) = E_r^{n-\frac{1}{2}}(i, j) + \frac{\Delta t}{\Delta z \varepsilon} [H_z^n(i, j + \frac{1}{2}) - H_z^n(i, j - \frac{1}{2})] - \frac{\Delta t}{\Delta r \varepsilon} [H_r^n(i + \frac{1}{2}, j) - H_r^n(i - \frac{1}{2}, j)] \tag{4.4}
\]

\[
H_z^{n+1}(i, j - \frac{1}{2}) = H_z^n(i, j - \frac{1}{2}) + \frac{\Delta t}{\mu \Delta z} [E_r^{n+\frac{1}{2}}(i, j) - E_r^{n-\frac{1}{2}}(i, j - 1)] \tag{4.5}
\]

\[
H_r^{n+1}(i + \frac{1}{2}, j) = H_r^n(i + \frac{1}{2}, j) - \frac{\Delta t}{\mu \Delta r} [r_{i+\frac{1}{2}} E_\theta^{n+\frac{1}{2}}(i + 1, j) - r_i E_\theta^{n+\frac{1}{2}}(i, j)] \tag{4.6}
\]

where \( i \) and \( j \) are space indices and \( n \) is time index.

The computation domain diagram is shown in Fig. 4.2. The tangential electric field components are located at the interfaces between different materials and on the outer boundaries of the computation domain. The fields at the interfaces between different materials can still be calculated using (4.4), if it is remembered that average of the two dielectric constants, \( (\varepsilon_1 + \varepsilon_2)/2 \), has to be used in place of \( \varepsilon \) in the equation. Using a derivation similar to that used in [52], it can be proved that, for the fields at an interface between three media,
the effective dielectric constant becomes \((\varepsilon_1 + \varepsilon_2 + \varepsilon_3)/3\). and for four media, it becomes \((\varepsilon_1 + \varepsilon_2 + \varepsilon_3 + \varepsilon_4)/4\).

Previous analyses, such as given in [91, 92], are limited to a consideration of a closed resonator, where the tangential electrical fields on the outer boundaries are forced to be zero. Actually, by using the well developed absorbing boundary condition (ABC) in conjunction with the FD-TD method [17], the method can be extended so that it can deal with the open structure problem. In this study, Mur's first-order boundary condition [22] is used:

\[
\left( \frac{\partial}{\partial z} + \frac{1}{v_p} \frac{\partial}{\partial t} \right) E = 0
\]  

(4.7)

where \(E\) represents the tangential electric field component relative to the boundary wall and \(v_p\) represents the phase velocity of the field. One way to impose (4.7) to second-order accuracy is to discretize (4.7) at \(z = (M - \frac{1}{2})\Delta z\). At \(z = (M - \frac{1}{2})\Delta z\) and \(t = (n + \frac{1}{2})\Delta t\),

\[
\left. \frac{\partial}{\partial z} E(z, t) \right|_{z=(M-\frac{1}{2})\Delta z} \approx \frac{1}{\Delta z} \left( E^{n+\frac{1}{2}}_M - E^{n+\frac{1}{2}}_{M-1} \right),
\]

(4.8)

\[
\left. \frac{1}{c} \frac{\partial}{\partial t} E(z, t) \right|_{t=(n+\frac{1}{2})\Delta t} \approx \frac{1}{c\Delta t} \left( E^{n+1}_{M-\frac{1}{2}} - E^n_{M-\frac{1}{2}} \right).
\]

(4.9)

In this manner, the finite difference approximation is accurate to the second order. But since the values at the half grid points and half time steps are not available for \(E\) fields, it is expedient to approximate

\[
E^{n+\frac{1}{2}}_m \approx \frac{1}{2} (E^{n+1}_m + E^n_m),
\]

(4.10)

\[
E^{n+\frac{1}{2}}_{m+\frac{1}{2}} \approx \frac{1}{2} (E^{n+1}_{m+1} + E^n_m).
\]

(4.11)

The above approximations are also second-order accurate if \(E(z, t)\) is a smooth function. Consequently, using (4.8)-(4.11) in (4.7), one obtains

\[
E^n_M = E^{n-1}_{M-1} + \frac{\Delta z - v_p\Delta t}{\Delta z + v_p\Delta t} \left( E^{n-1}_M - E^{n-1}_{M-1} \right)
\]

(4.12)

where \(E_M\) represents the tangential electric field component on the boundary and \(E_{M-1}\) represents the tangential electric field component a distance of one node inside the boundary.
The other absorbing boundary conditions [17] can be applied to improve the accuracy. But, according to our experience, the first order ABC has sufficient accuracy to deal with high dielectric constant resonators.

To start the computation, the initial electric and magnetic fields are set to zero throughout the grid, except at one selected point. Here the electric field is set to 1. This unit impulse source will excite a large number of modes. Using the above algorithm, Fig. 4.3a gives the computed electric field in the time domain at the point of observation. The resonant frequencies can be obtained by taking the Fourier transform of the computed time domain response. The field distribution for any particular frequency can be obtained by performing a Fourier transform at each point in the computation domain at that frequency. With the objective of getting more accurate estimates of the resonant frequency and field distribution than that have been obtained in the past, the following procedure is put forward.

The procedure to be followed is based on the signal analysis of the FD-TD time domain results. In this section, it is assumed that the sequence length of the FD-TD data sequence \( \{x(n)\} \) is very long, where \( x(n) \) is one of the field components. If one follows common practice in FD-TD analysis, the fast Fourier Transform (FFT) algorithm is used to calculate the discrete Fourier transform (DFT) of \( \{x(n)\} \) to get the spectrum, \( X(f) \), of \( x(t) \), where \( x(n) = x(t)|_{t=n\Delta t} \) and \( \Delta t \) is the time step used in the FD-TD algorithm. For some applications, this method is deficient, both in terms of its efficiency and its accuracy. The reason for this is that the \( N/2 \) values of DFT are uniformly distributed over a very large frequency bandwidth, extending from 0 to \( f_s/2 \) Hz, where \( f_s = 1/\Delta t \) is the sampling frequency, and because the frequency resolution, which is given by

\[
\Delta f = \frac{1}{N \cdot \Delta t},
\]

(4.13)

where \( N \) is the length of the sequence \( \{x(n)\} \), is too coarse to accurately determine resonant frequencies. In practice, only the lower part of the band is of interest. One method that has
been suggested here is to do the numerical integration of Fourier Transform of \( x(t) \) directly in the interested frequency band

\[
X(f) = \int_0^\infty x(t) \exp(-j2\pi ft) dt \\
\approx \int_0^{N\Delta t} x(t) \exp(-j2\pi ft) dt \\
\approx \sum_{n=0}^{N-1} x(n) \exp(-j2\pi fn\Delta t) \Delta t. \quad (4.14)
\]

The advantage of this method is that it removes ambiguities sometimes encountered with the discrete Fourier Transform, due to narrowband signal components with center frequencies that lie in the gaps between the \( N/2 \) frequency points evaluated with the DFT. It will be shown in the following that, when FD-TD method is used for resonator analysis, the time domain results are signals which consist of many narrowband signal components. The accuracy of calculating the spectral peaks, i.e. the field distribution, is also enhanced by using (4.14).

The efficiency for evaluating (4.14) can be greatly improved by using the following method. Instead of using the original sequence \( \{x(n)\} \) directly from the FD-TD analysis, a new sequence \( \{x_1(n)\} \) is used in (4.14), which is obtained by decimating the \( \{x(n)\} \) at a certain rate. The desampling rate is determined by the ratio of one-half the sampling frequency \( f_s/2 \) to the maximum frequency \( f_{max} \) of the long sequence \( \{x(n)\} \). Because \( \{x_1(n)\} \) is much shorter than the original sequence \( \{x(n)\} \), the time required to analyze the new time domain sequence can be greatly reduced, with no reduction in the accuracy of the result. The theory which supports this treatment is Nyquist sampling theorem [93].

In order to illustrate the method clearly, let us refer to the dielectric resonator problem given in Fig. 4.1. In Fig. 4.3a is given the time domain results for the observation point shown in Fig. 4.2. This result was obtained directly from the FD-TD analysis. The DFT spectrum corresponding to this result is given in Fig. 4.3b. The parameters used in the calculation are
Dimension: $D = 6.26$ mm, $L = 4.22$ mm. 

$L_1/L = 0.943$ mm, $L_2/L = 0.166$ mm 

$\epsilon_r = 36.2, \quad \epsilon_r = 0.5$ 

Mesh dimensions in dielectric region: $24\Delta z \times 18\Delta r$ 

$\Delta z = 0.17583$ mm, $\Delta r = 6.175824$ mm 

$\Delta t = .65(\Delta z + \Delta r)/(2c)$, $c$ is the speed of light in free space

According to the Nyquist theorem and from the spectrum in Fig. 4.3b, it follows that the original sequence $\{x(n)\}$ is a much over-sampled time domain signal, and that a new sequence $\{x_1(n)\}$ can be obtained by using a desampling rate of about 10. In Fig. 4.3c, the solid line gives the result obtained by applying (4.14) to the long sequence, and the dashed line gives the result obtained by applying (4.14) to the decimated sequence $\{x_1(n)\}$. The two results are exactly the same and therefore the dashed line is obscured by the solid line in Fig. 4.3c.

After getting the much shorter sequence $\{x_1(n)\}$, the numerical integration of (4.14) can also be calculated using a FFT program in the following manner. First, pad zero values to the decimated sequence $\{x_1(n)\}$, then apply FFT to the padded sequence. The number of padded zeros is determined by the required frequency resolution.

Another phenomenon that needs some explanation is why the FD-TD results, $\{x(n)\}$, which can be thought as a unit impulse response of the system under test, only contain components at the lower end of the frequency spectrum. The answer lies in the dispersion that is introduced to the results by the FD-TD algorithm itself [45]. Another simpler explanation to this phenomena is that the wavelength of the waves which can freely propagate on the FD-TD grid should be at least two grid spaces. Otherwise, the grids are too coarse to describe (support) wave movement, thereby preventing waves from propagating on the FD-TD grid. The corresponding cutoff frequency is the maximum frequency of the FD-TD
time domain result, which is equal to about \( f_{max} = \frac{v}{(2\Delta h)} \), where \( v \) is the speed of light in the dielectric materials and \( \Delta h \) is the grid size (where a uniform grid is assumed). For dielectric resonator analysis, since most of the energy is centred in the material which has the largest dielectric constant, the velocity \( v = \frac{c}{\sqrt{\varepsilon_{max}}} \) should be used to determine the maximum frequency of the time domain result of FD-TD method, where \( c \) is the velocity of light in free space. Once the maximum frequency \( f_{max} \) is known, the desampling rate is easily derived.

4.3 Use of Digital Filtering and Modern Spectrum Estimation Techniques with the FD-TD Method

The objective of this section is to use digital filtering and modern spectrum estimation techniques to extract the resonant frequencies of a dielectric resonator from a short sample of FD-TD data, given by \( \{x_2(n)\} \). Suppose \( \{x_2(n)\} \) consists of the first two thousand data points in \( \{x(n)\} \). The DFT spectrum of \( \{x_2(n)\} \) is shown in Fig. 4.4a. After desampling \( \{x_2(n)\} \), using a desampling rate of \( (f_s/2)/f_{max} \), which is about 10, we get a sequence \( \{x_3(n)\} \) whose DFT spectrum is shown in Fig. 4.4b. Because we are interested in the lower frequency band, we further process the signal \( \{x_3(n)\} \) by using a decimating filter to get \( \{x_4(n)\} \), whose DFT spectrum is shown in Fig. 4.4c. When applying the decimating filter [95], we first pass the data through a low-pass digital filter, then, according to the maximum frequency of the filtered output, we desample the filtered output to get the final output signal. In order to improve the accuracy of estimating the resonant frequencies of the first few modes, we further process \( \{x_4(n)\} \) with a low-pass filter and get \( \{y(n)\} \), whose DFT spectrum is shown in Fig. 4.4d. In all cases, ninth order Butterworth filters are used to carry out the filtering. In the filtering process, the data are filtered in both the forward and backward directions, thereby eliminating all phase distortion and minimizing
filter startup transients [96]. In the next phase of the work we carry out a search for a good
high resolution spectrum estimator, with which to extract the resonant frequencies from
the data set \( \{ y(n) \} \).

From the behavior of the spectrum of \( \{ x(n) \} \), based on the results given in Fig. 4.3c,
it seems reasonable to assume that \( \{ y(n) \} \) is composed of sinusoidal components. One of the
best methods for estimating the frequencies of sinusoidal components is the multiple signal
classification (MUSIC) method [97]-[99]. This method belongs to the eigendecomposition-
based class of super-resolution spectrum estimation methods. The term "super-resolution"
refers to the fact that this class of methods have the ability to surpass the limiting behavior of
classical Fourier-based methods. There are a number of reasons for our choosing the MUSIC
algorithm from amongst this class of methods. These are: (i) it is easy to implement, (ii) it
provides good performance, (iii) it is used as a benchmark in the field of signal processing,
and (iv) it provides a good introduction to modern spectrum estimation.

The general aim of eigendecomposition-based methods is to exploit the eigenvalue
decomposition of the correlation matrix of a signal consisting of \( p \) uncorrelated complex
sinusoids and additive complex white noise. The signal is:

\[
y(n) = \sum_{i=1}^{p} A_i \exp(j2\pi f_i n \Delta t + \theta_i) + w(n)
\]

where the amplitudes \( \{ A_i \} \) are real-valued positive constants, the initial phases \( \{ \theta_i \} \) are
independent random variables distributed uniformly on \([0,2\pi]\), and the frequencies \( \{ f_i \} \)
are distinct, \( \Delta t \) is the sample interval of the signal \( \{ y(n) \} \), and \( \{ w(n) \} \) is complex white
noise with zero mean and variance \( \sigma^2 \). Although here we discuss frequency estimation
for \( p \) complex sinusoids in complex white noise, the same methods generally apply to real
sinusoids in real white noise if \( p \) is chosen to be twice the number of real sinusoids. The
autocorrelation function of the above signal is

\[
\tau(k) = E[y(n)y^*(n-k)]
\]
\[ E = \sum_{i=1}^{p} A_i^2 \exp(j2\pi f_i k\Delta t) + \sigma^2 \delta(k) \]  

where \( E \) denotes the expectation operator and \( \ast \) denotes complex conjugate. The corresponding \((M+1) \times (M+1)\) ensemble-averaged autocorrelation matrix

\[
R = \begin{bmatrix}
  r(0) & r(1) & \cdots & r(M) \\
  r(-1) & r(0) & \cdots & r(M-1) \\
  \vdots & \vdots & \ddots & \vdots \\
  r(-M) & r(-M+1) & \cdots & r(0)
\end{bmatrix}
\]  

(4.17)

for \( M > p \) is

\[
R = SDS^H + \sigma^2 I
\]  

(4.18)

where \( I \) is the \((M+1) \times (M+1)\) identity matrix, the rectangular matrix \( S \) is the \((M+1) \times p\) sinusoidal signal matrix defined as

\[
S = [s_1, s_2, \ldots, s_p]
\]

\[
= \begin{bmatrix}
  1 & 1 & \cdots & 1 \\
  \exp(-j2\pi f_1 \Delta t) & \exp(-j2\pi f_2 \Delta t) & \cdots & \exp(-j2\pi f_p \Delta t) \\
  \exp(-j2\pi f_1 2\Delta t) & \exp(-j2\pi f_2 2\Delta t) & \cdots & \exp(-j2\pi f_p 2\Delta t) \\
  \vdots & \vdots & \ddots & \vdots \\
  \exp(-j2\pi f_1 M\Delta t) & \exp(-j2\pi f_2 M\Delta t) & \cdots & \exp(-j2\pi f_p M\Delta t)
\end{bmatrix}
\]  

(4.19)

\( D \) is the \( p \times p \) correlation matrix of the sinusoids, and \( S^H \) denotes conjugate transpose. Note that the \( l \)th column of the matrix \( S \), namely \( s_l \) is a signal vector of dimension \((M+1)\) carrying the frequency information of the \( l \)th complex sinusoid. Let \( \lambda_1 \geq \lambda_2 \ldots \geq \lambda_{M+1} \) denote the eigenvalues of the correlation matrix \( R \), and \( \nu_1 \geq \nu_2 \ldots \geq \nu_{M+1} \) denote the
eigenvalues of $SDS^H$, respectively. Since $S$ is a full rank matrix and $D$ is positive definite, it follows [100] that

$$
\lambda_i = \begin{cases} 
\nu_i + \sigma^2, & i = 1, \ldots, p \\
\sigma^2, & i = p + 1, \ldots, M + 1
\end{cases} \quad (4.20)
$$

Let $v_1, v_2, \ldots, v_{M+1}$ denote the eigenvectors of the correlation matrix $R$. All the $(M + 1 - p)$ eigenvectors associated with the smallest eigenvalues of $R$ satisfy the relation

$$
Rv_i = \sigma^2 v_i, \quad i = p + 1, \ldots, M + 1 \quad (4.21)
$$

or, equivalently,

$$
(R - \sigma^2 I)v_i = 0, \quad i = p + 1, \ldots, M + 1 \quad (4.22)
$$

Using (4.18), the above equation can be rewritten as

$$
SDS^H v_i = 0, \quad i = p + 1, \ldots, M + 1 \quad (4.23)
$$

It readily follows that

$$
S^H v_i = 0, \quad i = p + 1, \ldots, M + 1 \quad (4.24)
$$

or more explicitly

$$
s_i^H v_i = 0, \quad i = p + 1, \ldots, M + 1 \quad (4.25)
$$

where the vector $s_i$ constitutes the $l$th column of matrix $S$.

A fundamental property of the eigenvectors of a correlation matrix is that they are orthogonal to each other. Hence, the eigenvectors $v_1, \ldots, v_p$ span a subspace that is the orthogonal complement of the space spanned by the eigenvectors $v_{p+1}, \ldots, v_{M+1}$. Accordingly, it follows from (4.25) that

$$
\text{span}\{s_1, \ldots, s_p\} = \text{span}\{v_1, \ldots, v_p\} \quad (4.26)
$$

The $\text{span}\{s_1, \ldots, s_p\}$ refers to a subspace that is defined by the set of all linear combinations of the vectors $s_1, \ldots, s_p$. The $\text{span}\{v_1, \ldots, v_p\}$ is similarly defined.
Based on the above discussion, we can conclude the following important property of the eigenvalue decomposition of the \((M + 1) \times (M + 1)\) correlation matrix \(\mathbf{R}\) of the signal defined in (4.15), which is

The space spanned by the eigenvectors of \(\mathbf{R}\) consists of two disjoint subspaces. One called the signal subspace, is spanned by the eigenvectors associated with the \(p\) largest eigenvalues of \(\mathbf{R}\). The second subspace called the noise subspace, is spanned by the eigenvectors associated with the \((M + 1 - p)\) smallest eigenvalues of \(\mathbf{R}\). These two subspace are the orthogonal complement of each other and they satisfy (4.25) and (4.26).

Various eigendecomposition-based methods exploit the above property, i.e. the existence of two subspaces, in different ways. The approach used in the MUSIC algorithm is to estimate the frequencies of the complex sinusoids by searching for those sinusoidal signal vectors \(s_i\) that are orthogonal to the noise subspace. This follows from (4.25).

In practice, the implementation of all of these different methods use the sample estimation of the ensemble-averaged correlation matrix \(\mathbf{R}\). One of the best estimations for \(\mathbf{R}\) [98] is

\[
\hat{\mathbf{R}} = \frac{1}{2(K - M)} \Phi 
\]

(4.27)

where \(K\) is the sequence length of \(\{y(n)\}\) and \(\Phi\) is

\[
\Phi = \mathbf{A}^H \mathbf{A} 
\]

(4.28)
where $A^H$ is defined as

$$A^H = \begin{bmatrix}
  y(M) & \cdots & y(K - 1) & y^*(0) & y^*(K - M + 1) \\
  y(M - 1) & \cdots & y(K - 2) & y^*(1) & y^*(K - M + 2) \\
  \vdots & \cdots & \vdots & \ddots & \vdots \\
  \vdots & \cdots & \vdots & \ddots & \vdots \\
  y(0) & \cdots & y(K - M + 1) & y^*(M) & y^*(K - 1)
\end{bmatrix}$$

(4.29)

Let $\hat{v}_1, \hat{v}_2, \ldots, \hat{v}_{M+1}$ denote the eigenvectors of the estimate $\hat{R}$. Owing to the presence of uncertainties in the eigenvector estimates, $\hat{v}_1, \hat{v}_2, \ldots, \hat{v}_{M+1}$, arising from the limited number of samples that are available in practice for deriving the estimate, $\hat{R}$, the orthogonality relations of (4.25) no longer strictly hold. Accordingly, the MUSIC algorithm bases its estimates of the frequencies of the complex sinusoids in the data vector on locating the peaks in the expression

$$\hat{Y}_{MUSIC}(f) = \frac{1}{\sum_{i=p+1}^{M+1} |s^H \hat{v}_i|^2}$$

(4.30)

where the frequency scanning vector $s(f)$ is defined by

$$s(f) = [1, \exp(-j2\pi f\Delta t), \ldots, \exp(-j2\pi f M \Delta t)]^T$$

(4.31)

where $^T$ denotes transpose. It should be pointed out that MUSIC spectrum $\hat{Y}_{MUSIC}(f)$ is not a true power spectrum since it does not preserve the power of the signal nor can the autocorrelation sequence be recovered by Fourier Transforming the frequency estimator.

The MUSIC algorithm can be summarized below

1. Set up data matrix $A$ using (4.29) and calculate the estimate $\hat{R}$ of the $(M+1) \times (M+1)$ correlation matrix using (4.27). Compute the eigenvalues and eigenvectors of $\hat{R}$.

2. Given that there are $p$ complex sinusoids in the input signal, with $p \leq M$, classify the eigenvalues into two groups: One consisting of the $p$ largest eigenvalues and the other
consisting of the \((M - 1 - p)\) smallest eigenvalues. The first group spans the sample signal subspace, the second group spans the sample noise subspace.

3. Use the eigenvectors associated with the second group to calculate the MUSIC spectrum (4.30). Determine the frequencies of the complex sinusoids by locating the spectral peaks of \(\hat{Y}_{\text{MUSIC}}(f)\).

4. In place of procedure 3, the frequencies can also be determined by using root-MUSIC [100].

### 4.4 Numerical Results

An analysis of signal \(\{y(n)\}\) was carried out using the MUSIC algorithm. It should be noted that this data sequence resulted from the filtering operation carried out in the last section. The result is shown in Fig. 4.5. The dashed line was obtained by applying a Fourier transform (4.14) to a very long FD-TD sequence, corresponding to 20000 time iterations in the FD-TD algorithm. The dotted curve gives the result from Fourier processing (4.14) of the first two thousand points in the former sequence. This shortened sequence corresponds to 2000 time iterations of the FD-TD algorithm. From this curve we see that for short data records, the resonant frequencies cannot be accurately estimated using the Fourier transform. Biases occur in the locations of the first and fourth resonant frequencies and the second and third resonant frequencies are missing altogether. The solid line gives the result of application of digital filtering and the MUSIC spectral estimation technique to the shorter data sequence. In the MUSIC algorithm, the data length of \(\{y(n)\}\), \(K\), was equal to 100; the order of the correlation matrix, \(M + 1\), was determined by the relation \(M = 2K/3\). The accuracy of the method increases with increasing \(M\) [97]. However, \(M + 1\) should not be larger than the number of data points. The choice for the order of the signal subspace, \(p\), is based on the eigenvalue spectrum of \(\hat{\mathbf{R}}\). For our example, \(p\) was equal to 21. When
was changed from 21 to a higher value, we still got accurate frequency estimates. This suggests that the method is robust. Comparing the solid and dashed lines, it is seen that the same order of accuracy is obtained in the resonant frequency estimation by applying signal processing and spectral estimation to a short data set as that obtained by applying a Fourier transform to a much longer data set.

A semi-open dielectric resonator coupled to a microstrip substrate (Fig. 4.6) is also studied. The parameters used for this analysis are:

Dimension: \( D = 11.06 \text{ mm}, \ L = 4.99 \text{ mm} \),

\( L'_1 = 1.59 \text{ mm}, \ L'_2 = 3.18 \text{ mm} \)

\( \varepsilon_{r1} = 35.76, \ \varepsilon_{r2} = 2.2 \)

Dielectric region: \( 15\Delta z \times 18\Delta r \)

\( \Delta z = 0.33267 \text{ mm}, \ \Delta r = 0.325294 \text{ mm} \)

\( \Delta t = 0.65(\Delta z + \Delta r)/(2c), \ c \) is the speed of light in free space

The calculated and measurement results are given in Table I. In the calculation, the resonant frequencies are determined by the method presented in this chapter, where only 2000 time iterations are used in the FD-TD calculation. For the experimental results, the DR was mounted on a substrate, and the measurements were carried out with an HP8510B network analyzer.

4.5 Summary

There are three main results coming from the present study of the FD-TD method. Digital filtering and modern spectrum estimation techniques were successfully incorporated with the FD-TD method as a means of improving its efficiency for carrying out eigenvalue analysis. The efficiency and validity of the method are demonstrated using both numerical and measured results. Another relatively new spectrum estimation method, which
is called Thomson's multiple-window-method (MWM) [101], was also tested with FD-TD data. Equally good frequency estimates were obtained using MWM. The second main outcome of this research was the application of signal analyses to the time domain data obtained using the FD-TD algorithm. It has been shown that the FD-TD time domain signal for dielectric resonator analyses is much over sampled. The data that are retained for later processing can be greatly compressed, without degrading the accuracy of the analysis. This conclusion is valid when the FD-TD method is used to analyze microstrip components and antennas. In these latter cases, the maximum frequency of time domain result, $f_{\text{max}}$, which sets the desampling or compressing rate, is not determined by the cutoff frequency of the FD-TD algorithm itself, but rather by the maximum frequency of the excitation gaussian pulse. According to our experience, for the analysis of microstrip antennas and components [72, 79], the data from the FD-TD results can be compressed by at least one order of magnitude. So, based on this conclusion, both the memory requirements for the FD-TD time domain results and the time it takes for processing the data can be reduced by at least one order of magnitude. The third result that was demonstrated by this research is that good results can be obtained by using absorbing boundary conditions when applying the FD-TD to open dielectric resonators. The validity of the analysis was demonstrated by a comparison of measurements and calculated results. All of the above conclusions are applicable to other time domain methods, such as the Transmission Line Matrix method.

In conclusion, it should be mentioned that signal processing and spectrum estimation techniques can greatly improve both the capability and the efficiency of time domain methods. This point has been reinforced in this thesis and by several papers [70, 75, 83, 86, 102, 103], where the authors have to greater or lesser degree drawn on signal processing techniques to improve the performance of their numerical algorithms. More discussions on this point will be carried out in concluding Chapter.
Figure 4.1: A generalized cylindrical shaped dielectric resonator

Figure 4.2: FD-TD grids, the tangential electric field components are arranged on the interface of different materials and on the outer boundaries of the computation domain.
Figure 4.3: (a) Time domain result directly obtained from the FD-TD algorithm and (b) its corresponding DFT spectrum. (c) Normalized amplitude spectrum of Fourier transform of long sequence and desampled shorter sequence.
Figure 4.4: Digital filtering processing of the FD-TD time domain result. (a-d) DFT amplitude spectrum
Figure 4.6: Semi-open dielectric resonator on a microstrip substrate.

Table 4.1: Resonant frequencies for the TE_{015} mode of a semi-open DR.

<table>
<thead>
<tr>
<th>L' (mm)</th>
<th>FD-TD results (GHz)</th>
<th>measured results (GHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.59</td>
<td>4.9680</td>
<td>4.9832</td>
</tr>
<tr>
<td>3.18</td>
<td>4.7770</td>
<td>4.7918</td>
</tr>
</tbody>
</table>
Chapter 5

MICROSTRIP ANTENNA ANALYSIS USING THE FD-TD TECHNIQUE

5.1 Background

The popularity of planar printed antennas has steadily increased over the past decade, or so, due to a number of advantages: such as, low cost, low weight, low profile, conformability with existing structures, and ease of fabrication and integration with active devices. During this period of time they have become an important area of study within the antenna community and have led to a major innovation in antenna theory. Usually printed antennas are fabricated on a substrate, or on a number substrates backed by a metallic sheet (the ground plane). The radiating elements, consisting of thin metallic patches or slots in metallic sheet, are located at an interface, commonly consisting of a dielectric and air. Multilayered or stacked structures are often used to increase antenna bandwidth. This can be achieved, for example, by simply introducing an air-gap between the dielectric layers. Usually the bandwidth can be increased to more than 10 percent. Practically, there are three common
structures that are used to feed planar printed antennas. These are coaxial probe feeds, microstrip line feeds, and aperture coupled feeds. The coaxial-fed structure is often used in a single element or a small array because of the ease of matching its characteristic impedance to that of the antenna; and, as well, the parasitic radiation from the feed network tends to be insignificant. Furthermore, it can also be used as the transition from a printed circuit located on one side of a substrate to the printed antenna on the other side. Compared to probe feeds, microstrip line-fed structures are more suitable for large arrays due to the ease of fabrication and lower-costs, but the serious drawback of this feed structure is the strong parasitic radiation [58]. The aperture-coupled structure has all of the advantages of the former two structures, and isolates radiation from the feed network, thereby leaving the main antenna radiation uncontaminated. All three of these practical feed structures will be discussed in this chapter.

To date, many numerical techniques [58]-[63] have been developed to analyze planar printed antennas in the spectral domain. For coaxial-fed patch antennas, the earliest model to be adopted for full-wave analysis is the delta current source model [59]. The model is based on the use of sinusoidal expansion modes and the assumption that the current on the probe is constant. The assumption restricts the model to the point where reasonable results can only be obtained near the resonant frequency of the patch antenna. Another popular model is based on sophisticated attachment models [60], in which the excitation current is spread over a charge cell. This model was developed to be compatible with roof-top basis functions. Unfortunately, the resulting matrix needs to be carefully treated because it is severely ill conditioned in the vicinity of the resonant frequency. Recently, a more accurate spectral domain model was developed [61], in which the fringing field is replaced by a frill of magnetic current. However, the discontinuity between the coaxial line and the patch substrate, as well as the higher order modes near the connector region, cannot be easily accounted for, even though a primary TEM mode excitation concept is incorporated in the
model. It is found that, spectral domain methods can provide a more accurate model for microstrip line-fed antennas than for coaxial-fed antennas, even though some non-practical assumptions must be imposed in the line-fed model. A number of assumptions, such as the transverse directed currents [62] not being taken into account and little consideration being given to contributions from higher order modes propagating down the feed line, will cause the numerical results to diverge as the frequency increases. Furthermore, when an antenna consists of a multilayered structure, the spectral domain methods become more difficult to use because of the complexity of the Sommerfeld-type integral treatment.

The Finite-Difference Time-Domain method has been widely used to solve electromagnetic problems since 1966. Since Maxwell's equations are discretized directly, using central difference, in both space and time, the FD-TD method is more flexible for modeling complex structures. In the last few years, a number of investigators have used the FD-TD method to analyze microstrip problems [49]-[54], but in the case of the coaxial-line feed problem, the analysis is based on assumptions that deviate from practice. For example, the discontinuity between the coaxial line and patch region is replaced by an equivalent lump resistance, and as well, the characteristic impedance of the coaxial line is not included in the model [54]. Obviously, it is very difficult to obtain an accurate equivalent resistance to incorporate all of the effects of the discontinuity near the connector, especially if the modeling is being carried out over a wide frequency range. On the other hand, although a number of researchers have given attention to modeling line-fed printed antennas using the FD-TD method, as of yet, none has addressed the problem of strong dispersion when the dielectric constant is high. This situation will be addressed in this chapter using the dispersive boundary condition presented in Chapter 3.

In this chapter it will be shown that the FD-TD method provides a technique for accurate modeling of planar printed antennas. There are three features of this full-wave analysis technique that will be highlighted. First, rather than being limited to treatment
of simple printed antenna structures. This study focuses on complex printed antennas, such as microstrip line-fed aperture coupled stacked microstrip antennas and coaxial-fed stacked microstrip antennas. Second, a coaxial feed model is presented, which provides a robust description of probe feeds, as well as allowing for modelling of complex printed antennas. The model takes into account contributions from the higher order modes at the junction between the probe and the antenna. The validity of the model is demonstrated by a comparison of simulated and experimental results. The example, which will be discussed in detail, is the coaxial-fed stacked microstrip antenna. The third feature of this paper is the novel use of a dispersive boundary condition. Its implementation will be shown to be quite straightforward. This boundary condition is useful in analyzing printed antenna structures which contain microstrip lines, where the dielectric constant of the line is high.

The antenna structures that are analyzed in this chapter can be considered to be representative of printed antenna structures. As well, the results of the sophisticated numerical treatment will be shown to be in excellent agreement with the experimental results over a very wide frequency range. The experimental results that are used to validate the numerical modelling were obtained using an HP8510B network analyzer. Details with regards to calibration and measurement error will be provided in the following sections.

5.2 Discretization of Maxwell's Equations

The generalized microstrip antenna under analysis is shown in Fig. 5.1, where the patch, feed line, and the ground plane are made of a perfect conductor \((\sigma = \infty)\) and the substrate has a relative dielectric constant \(\varepsilon_r\). The structure is assumed to be in an open environment, that is, above the dielectric and the metal strip surface, free space is assumed to extend to infinity; in the horizontal direction, apart from the discontinuity region, the substrate-ground structure also extends uniformly into infinity.
The Maxwell equations governing the solution of this problem are
\[
\frac{\partial \vec{E}}{\partial t} = \frac{1}{\varepsilon_i} \nabla \times \vec{H} \tag{5.1}
\]
\[
\frac{\partial \vec{H}}{\partial t} = -\frac{1}{\mu_o} \nabla \times \vec{E} \tag{5.2}
\]
where \(i=1,2\) represents the substrate and the free-space region, respectively. At the interface of the two regions, the field continuity conditions are enforced.

For the uniqueness of the solutions to these Maxwell equations, the following conditions must be satisfied: (i) The initial condition for the fields must be specified on the whole domain of interest; that is, \(\vec{E}(\vec{r}, t = 0)\) and \(\vec{H}(\vec{r}, t = 0)\) must be given everywhere inside the computation domain; (ii) The tangential components of \(\vec{E}\) and \(\vec{H}\) on the boundary of the domain of interest must be given for all \(t > 0\). For the boundary at infinity, Sommerfeld’s radiation condition must be satisfied, that is, the wave at infinity must be of an outgoing type.

In a rectangular coordinate system \((x,y,z)\), Maxwell’s curl equations may be written in component form as,
\[
\frac{\partial H_z}{\partial t} = \frac{1}{\mu} \left( \frac{\partial E_y}{\partial y} - \frac{\partial E_x}{\partial z} \right) \tag{5.3}
\]
\[
\frac{\partial H_y}{\partial t} = \frac{1}{\mu} \left( \frac{\partial E_z}{\partial z} - \frac{\partial E_x}{\partial x} \right) \tag{5.4}
\]
\[
\frac{\partial H_x}{\partial t} = \frac{1}{\mu} \left( \frac{\partial E_y}{\partial y} - \frac{\partial E_z}{\partial x} \right) \tag{5.5}
\]
\[
\frac{\partial E_z}{\partial t} = \frac{1}{\varepsilon} \left( \frac{\partial H_y}{\partial y} - \frac{\partial H_x}{\partial z} \right) \tag{5.6}
\]
\[
\frac{\partial E_y}{\partial t} = \frac{1}{\varepsilon} \left( \frac{\partial H_z}{\partial z} - \frac{\partial H_x}{\partial x} \right) \tag{5.7}
\]
\[
\frac{\partial E_x}{\partial t} = \frac{1}{\varepsilon} \left( \frac{\partial H_z}{\partial x} - \frac{\partial H_y}{\partial y} \right) \tag{5.8}
\]
The system of the above six coupled partial differential equations of (5.3)-(5.8) forms the basis of the FD-TD algorithm for electromagnetic wave interactions with general three-dimensional objects.
In order to find an approximate solution to this set of equations, the problem is discretized over a finite three-dimensional computational domain. Discrete approximations to these continuous partial differential equations are obtained by using the centered difference approximation to the first-order partial differentials in both the time and space domains.

\[
\frac{\partial f}{\partial x} = \frac{f(x + \Delta x/2, t) - f(x - \Delta x/2, t)}{\Delta x} + O(\Delta x^2)
\]
\[
\frac{\partial f}{\partial t} = \frac{f(x, t + \Delta t/2) - f(x, t - \Delta t/2)}{\Delta t} + O(\Delta t^2).
\]

To achieve the accuracy of (5.9), and to realize all of the required space derivatives of the system of (5.3)-(5.8), Yee [1] positioned the components of \(\vec{E}\) and \(\vec{H}\) about a unit cell of the lattice as shown in Fig. 5.2. To achieve the accuracy of (5.10), he evaluated \(\vec{E}\) and \(\vec{H}\) at alternate half time steps. To be more specific, if the components of \(\vec{E}\) is at time \(n\Delta t\), the components of \(\vec{H}\) are calculated at \((n + 1/2)\Delta t\). For this reason, this algorithm is also called the leapfrog method. The explicit finite difference approximations to (5.3)-(5.8) are

\[
H_x^{n+\frac{1}{2}}(i, j, k) = H_x^{n-\frac{1}{2}}(i, j, k) - \frac{\Delta t}{\mu} \left[ \frac{E_y^n(i, j, k) - E_y^n(i, j, -1, k)}{\Delta y} - \frac{E_y^n(i, j, k) - E_y^n(i, j, k - 1)}{\Delta z} \right]
\]
\[
H_y^{n+\frac{1}{2}}(i, j, k) = H_y^{n-\frac{1}{2}}(i, j, k) - \frac{\Delta t}{\mu} \left[ \frac{E_z^n(i, j, k) - E_z^n(i, j, k - 1)}{\Delta z} - \frac{E_z^n(i, j, k) - E_z^n(i - 1, j, k)}{\Delta x} \right]
\]
\[
H_z^{n+\frac{1}{2}}(i, j, k) = H_z^{n-\frac{1}{2}}(i, j, k) - \frac{\Delta t}{\mu} \left[ \frac{E_y^n(i, j, k) - E_y^n(i - 1, j, k)}{\Delta y} - \frac{E_y^n(i, j, k) - E_y^n(i, j, k - 1)}{\Delta z} \right]
\]
\[ E_x^{n+1}(i, j, k) = E_x^n(i, j, k) + \frac{\Delta t}{\varepsilon} \left[ \frac{H_x^{n+\frac{1}{2}}(i, j, k + 1) - H_x^{n+\frac{1}{2}}(i, j, k)}{\Delta y} \right. \\
\left. - \frac{H_x^{n+\frac{1}{2}}(i, j, k + 1) - H_x^{n+\frac{1}{2}}(i, j, k)}{\Delta z} \right] \] (5.14)

\[ E_y^{n+1}(i, j, k) = E_y^n(i, j, k) + \frac{\Delta t}{\varepsilon} \left[ \frac{H_y^{n+\frac{1}{2}}(i, j, k + 1) - H_y^{n+\frac{1}{2}}(i, j, k)}{\Delta z} \right. \\
\left. - \frac{H_x^{n+\frac{1}{2}}(i, j + 1, k) - H_x^{n+\frac{1}{2}}(i, j, k)}{\Delta x} \right] \] (5.15)

\[ E_z^{n+1}(i, j, k) = E_z^n(i, j, k) + \frac{\Delta t}{\varepsilon} \left[ \frac{H_y^{n+\frac{1}{2}}(i + 1, j, k) - H_y^{n+\frac{1}{2}}(i, j, k)}{\Delta x} \right. \\
\left. - \frac{H_x^{n+\frac{1}{2}}(i, j, k + 1) - H_x^{n+\frac{1}{2}}(i, j, k)}{\Delta y} \right] \] (5.16)

The entire computational domain is formed by stacking the basic rectangular cells into a rectangular volume shown in Fig. 5.1. With the system of finite-difference equations represented by (5.11)-(5.16) the new value of a field vector component at any lattice point depends only on its previous value and on the four surrounding previous values of the components of the other field vector. Therefore, at any given time step, the computation of a field vector can proceed either one point at a time; or, if \( p \) parallel processors are employed concurrently, \( p \) points at a time.

The above FD-TD scheme is specially suitable for microstrip component analysis due to the following advantages. First, there is no need for special treatment at the edge of a microstrip antenna or transmission line if the tangential \( \vec{E} \) and vertical \( \vec{H} \) components are located on the metal strip and only the parallel components of the electric field are located
on the edge of the strip. Second, because the discretization steps used in the analysis
of microstrip components are very small, the numerical dispersion of the above scheme
is negligible compared to the physical dispersion of the microstrip structure. Finally, the
central difference nature of the leapfrog method makes it a relatively accurate method
(second-order accuracy in both time and space), and makes it a very direct method from a
mathematical point of view compared to the other time domain methods.

For finite difference scheme (5.11)-(5.16), a stability condition must be found
which guarantees that the numerical error generated in one step of the calculation does not
accumulate and grow, and which guarantees that the approximate solution derived using
the numerical scheme converges to the theoretical one. The stability condition of Yee's
algorithm is [46]

\[ v_{\text{max}} \cdot \Delta t \leq \frac{1}{\sqrt{\frac{1}{\Delta x^2} + \frac{1}{\Delta y^2} + \frac{1}{\Delta z^2}}} \]  \hspace{1cm} (5.17)

For the special case of \( \Delta x = \Delta y = \Delta z = \Delta h \), (5.17) becomes

\[ v_{\text{max}} \cdot \Delta t \leq \frac{1}{\sqrt{3}} \cdot \Delta h \]  \hspace{1cm} (5.18)

where \( v_{\text{max}} \) is the maximum electromagnetic wave phase velocity within the media being
modeled. Usually the space steps in the FD-TD technique are determined in such a way
that the fine parts of the structure can be modeled accurately. Then, the time step is limited
by the above stability condition.

The finite difference form (5.11)-(5.16) of Maxwell's equations is derived in the
uniform region of the medium and therefore cannot be applied directly to the nodal points
located on the dielectric-air interface, on conductors, or on the boundary planes of the finite
difference mesh. All these points require special treatment.

The field components which lie on the dielectric-air interface are the tangential
components of \( \vec{E}(E_y \text{ and } E_z) \) and the vertical component of \( \vec{H}(H_z) \). In calculating \( H_z \),
the difference equation similar to (5.11) can still be used because the value of \( \mu \) does not change across the boundary, and because the \( E_y \) and \( E_z \) components used to calculate \( H_y \) are the tangential components with respect to the interface and are thus continuous across the boundary. To calculate \( E_y \) and \( E_z \), however, finite difference formulation other than (5.15) and (5.16) must be derived from the field continuity conditions across the boundary [52]. The derived result is that \( E_y \) can be obtained by the discretization form of

\[
\frac{\epsilon_1 + \epsilon_2}{2} \frac{\partial E_y}{\partial t} = \frac{\partial H_y}{\partial z} - \frac{\Delta H_z}{\Delta z}
\]

(5.19)

and \( E_z \) can be obtained through

\[
\frac{\epsilon_1 + \epsilon_2}{2} \frac{\partial E_z}{\partial t} = \frac{\Delta H_y}{\Delta z} - \frac{\partial H_z}{\partial y}.
\]

(5.20)

In other words, the average value of \( \epsilon \) is used in (5.15) and (5.16) for the calculation of the interface \( E_y \) and \( E_z \) nodes.

The microstrip and the ground planes are assumed to be perfectly conducting and have zero thickness and are treated by setting the tangential electric fields, \( E_y \) and \( E_z \), and normal magnetic fields, \( H_z \), to zero. In Yee's FD-TD scheme, the boundary condition imposed on the normal magnetic field is automatically satisfied by the finite difference calculations if the tangential electric fields have been specified.

The computation domain can be reduced by one-half if one applies a magnetic wall boundary condition at the center of the structure if the analyzed structures are symmetric.

In some analyses, we apply a direct magnetic wall boundary condition, that is, the tangential magnetic components and the normal electric components are forced to be zero on this wall, instead anti-symmetrical tangential magnetic field condition and symmetrical tangential electrical field condition are applied. In this way, the geometry of the analyzed antennas can be more accurately aligned.

Since the computation domain cannot include the whole space, the finite difference
mesh must be truncated to accommodate the finite size of computer memories. The truncation planes are the side, top, and end surfaces (Fig. 5.1). The numerical algorithm on the truncation planes must simulate the propagation of the outgoing waves: this is known as the artificial absorbing boundary condition (ABC). In order to achieve an accurate result, a good ABC has to be used. In the next section, we will discuss the used absorbing boundary conditions in details.

5.3 Absorbing Boundary Conditions

The primary property of the boundary condition is that the boundary is transparent to the wave propagating out with respect to the computational domain. There are several ways to simulate this property. Perhaps the simplest and most obvious means of eliminating reflections at the mesh walls is to pad the computational domain with lossy regions which absorb the incident waves [54]. But, it has been demonstrated that the layer should be relatively thick in order to absorb the outgoing waves without generating significant reflections. The second way to obtain this property is to impose an artificial boundary condition. The most common methods used to derive absorbing boundary conditions are based on asymptotic expansion of the one-way wave equation. Many researchers have developed theories to derive these approximate boundary conditions [19]-[27]. Here, a derivation of the one-way absorbing boundary condition based on the work of Mur [22] is presented in order to understand ABC, and to further study the relationship between the ABC and DBC.

Without loss of generality, a wave inside the computational domain is assumed to be travelling in the +z direction incident on the mesh boundary at \( z = M \Delta z \). A continuous space is first assumed and the boundary conditions required to prevent reflections at the \( z = M \Delta z \) boundary are derived. The medium is assumed to be lossless and uniform, without free currents or charge density. Any single component of the electric or magnetic
field, represented by \( \phi \), satisfies the scalar wave equation in cartesian coordinates,

\[
\left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + \frac{\partial^2}{\partial z^2} - \frac{1}{c^2} \frac{\partial^2}{\partial t^2} \right) \phi = 0.
\]

(5.21)

A plane wave travelling in the computational domain in the \( z \) direction can be expressed as,

\[
\phi = e^{i(\omega t - k_x x - k_y y - k_z z)}
\]

(5.22)

For perfect absorption the wave must satisfy the one-way or first order wave equation,

\[
\left( \frac{\partial}{\partial z} + \frac{1}{v_x} \frac{\partial}{\partial t} \right) \phi = 0
\]

(5.23)

or

\[
\left( \frac{\partial}{\partial z} + \frac{k_z}{\omega} \frac{\partial}{\partial t} \right) \phi = 0
\]

(5.24)

where \( k^2 = k_x^2 + k_y^2 + k_z^2 \) and therefore \( k_z = (k^2 - k_x^2 - k_y^2)^{\frac{1}{2}} \). Substituting for \( k_z \),

\[
\left( \frac{\partial}{\partial z} \left[ 1 - \frac{k_z^2}{k^2} \right] - \frac{k_z}{k^2} \frac{\partial}{\partial t} \right) \phi = 0
\]

(5.25)

where \( k = \omega/c \). The first approximation to this equation is to assume approximately normal incidence, or \( k_x \approx 0 \) and \( k_y \approx 0 \). In this case the boundary condition simplifies to

\[
\left( \frac{\partial}{\partial z} + \frac{1}{c} \frac{\partial}{\partial t} \right) \phi = 0.
\]

(5.26)

This equation is readily discretized by using centered differences at \( z = (M - 1/2)\Delta z \) and at \( t = n + 1/2 \) in the following manner,

\[
\frac{1}{2} \left( \frac{\phi_M^{n+1} - \phi_M^{n+1}}{\Delta z} + \frac{\phi_M^n - \phi_M^n}{\Delta z} \right) + \frac{1}{2c} \left( \frac{\phi_M^{n+1} - \phi_M^n}{\Delta t} + \frac{\phi_M^{n+1} - \phi_M^{n+1}}{\Delta t} \right) = 0
\]

(5.27)

which reduces to,

\[
\phi_M^n = \phi_M^{n-1} + \frac{1 - \rho}{1 + \rho}(\phi_M^{n-1} - \phi_M^{n+1}),
\]

(5.28)

where \( \phi_M \) represents the field components on the boundary, \( \phi_M^{n-1} \) represents field component a distance of one node inside the boundary, and \( \rho = c\Delta t/\Delta z \). This is the so-called first order ABC which was presented by Mur [22] for application to the FD-TD method.
For the microstrip antenna analysis, on the feed lines the waves are normally incident to the mesh walls. It should be noted that the normal incidence assumption is not valid for the fringing fields which are propagating tangential to the side walls, therefore the side walls should be far enough away that the fringing fields are negligible at the walls. Additionally, radiation is not generally normal to the mesh walls. Therefore a higher order absorbing boundary condition is necessary to handle problems in which radiation is a significant factor.

The one-way wave equation (5.25) is again considered, and it is observed that if the directions of propagation, i.e. \( k_x \) and \( k_y \), were known, then this expression could be used to develop an exact absorbing boundary condition for the specified direction of propagation. Using this idea the more general case where the direction of propagation is near normal with \( k_x \ll 0 \) and \( k_y \ll 0 \) is considered. In this case the square root in (5.25) may be approximated to yield,

\[
\left[ \frac{\partial}{\partial x} + \frac{1}{c} \left( 1 - \frac{1}{2k^2} \right) \left( k_x^2 + k_y^2 \right) \frac{\partial}{\partial t} \right] \phi = 0. \tag{5.29}
\]

If this expression is differentiated with respect to time,

\[
\left[ \frac{\partial^2}{\partial z \partial t} + \frac{1}{c} \left( \frac{\partial^2}{\partial t^2} - \frac{c^2}{2} \left( k_x^2 + k_y^2 \right) \frac{\partial^2}{\partial t^2} \right) \right] \phi = 0. \tag{5.30}
\]

For plane wave solution the following relations hold

\[
\frac{\partial^2}{\partial t^2} \leftarrow -\omega^2, \quad \frac{\partial^2}{\partial x^2} \leftarrow -k_x^2, \quad \frac{\partial^2}{\partial y^2} \leftarrow -k_y^2 \tag{5.31}
\]

Using these relations to go back to a differential equation,

\[
\left[ \frac{1}{c} \frac{\partial^2}{\partial z \partial t} + \frac{1}{c^2} \frac{\partial^2}{\partial t^2} - \frac{1}{2} \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) \right] \phi = 0; \tag{5.32}
\]

which is the continuous second order absorbing boundary condition. The finite difference approximations for this equation make use of time and space averaging to achieve centered differences in space and time in a manner similar to the first order absorbing boundary condition [49]. The above equation is much more absorbent than the strictly normal incidence
boundary condition (5.26) although it still assumes that the angle of incidence is close to being normal. However, for microstrip component analysis, this second boundary condition has a number of disadvantages when compared with the first order boundary condition. These are (i) the implementation of the boundary condition is much more complicated than the first order boundary condition since the discretized second order boundary condition needs the values on nine neighboring nodes while first order ABC needs the value only on one neighbor node; (ii) because the metallic or dielectric boundaries intersect the outer boundaries, this makes it very difficult to apply the second order boundary condition; (iii) the corner treatment of the computational domain with (5.32) is not as easy as with the normal incident boundary condition (5.26). Overall, the normal incidence boundary condition is much easier to apply for these situations as it has no derivatives tangential to the walls.

Considering the above factors, Mur's first order absorbing boundary condition (5.28) is used to evaluate the tangential field components on almost all the mesh walls. The most important factor to be considered when applying the boundary conditions is the proper selection of the phase velocity. For aperture-coupled stacked antennas and for the side and the end walls, we choose local phase velocities, that is, inside the dielectric the velocity is determined by the local $\varepsilon_r$ and below and above the dielectric the velocity is determined by $\varepsilon_r = 1.0$. On the front feed line wall, a new boundary condition, the *dispersive boundary condition* (DBC), is applied to absorb the dispersive wave on the microstrip line.

In the FD-TD simulation of microstrip circuits and antennas, it was observed that most of the energy propagating towards the radiating element comes out or is reflected back onto the feed stripline. So the accuracy of the frequency domain results is greatly dependent on the absorbing boundary condition applied on this wall. Usually, nearly applying the Mur's first order ABC will leave a visible amount of reflection. This is mainly due to the velocity of the wave on the stripline not being a constant but rather being a function of
frequency [52, 49]. In order to absorb this dispersive wave, Zhang and Mei [52] have used the super boundary condition treatment proposed by Fang [17, 18]. This treatment consists of four steps:

1. Apply Mur's first order ABC (5.28) to the tangential electrical fields on the boundary walls;

2. Use the electrical field values calculated in procedure 1 and use the finite-difference equations to calculate the tangential $\vec{H}$ next to the boundary;

3. Apply the same kind of boundary condition on the tangential $\vec{H}$ next to the boundary;

4. Compare the values obtained in procedures 2 and 3. These two $\vec{H}$ fields will always have the property that the errors contained in them due to imperfect treatment of the boundary condition will have opposite signs and the magnitudes of these errors will maintain a known ratio. By using a weighted average of these two $\vec{H}$ we get an error cancellation effect and obtain the final $\vec{H}$.

The fortuitous cancellation of errors that occurred above can actually result in an improved performance for the boundary condition. However, it is felt that the derivation of boundary condition needs both simplification and a strong theoretical foundation. Therefore, a new boundary condition should be presented which takes into account the dispersive characteristics of the microstrip line. This boundary condition is called as dispersive boundary condition (DBC), which has been discussed systematically in Chapter 3. For high dielectric constant microstrip component analysis, the DBC (3.37) presented in Chapter 3 is used.
5.4 Designing the Excitation

The FD-TD technique used for microstrip component analysis consists of three key components: i.e. the finite-difference scheme, the boundary condition used to truncate the computational domain, and the source of excitation that is used to get the whole process going. This section will discuss the types of sources that are used to provide excitation for FD-TD analysis.

In the case of planar printed antenna problems, microstrip lines and coaxial probes are the basic structures which are used as feeds. When $t = 0$, all the fields in the computational domain are set to zeros. Then, a Gaussian pulse is used as the source of excitation in the time domain because its smooth Gaussian shaped spectrum can provide information from DC to the desired frequency simply by adjusting the width of the pulse. In the spatial domain, the fields on the excitation plane are specified with a desired mode distribution.

5.4.1 Source Treatment for Line-Fed Microstrip Antennas

In the case of microstrip line or microstrip line-fed problems, in order to simulate a voltage source excitation it is necessary to impose the vertical electric field, $E_z$, in a rectangular region underneath the stripline. The remaining electric field components on the source plane might be specified in different ways. In [52], an electric wall source is used; i.e. the remaining electric field components on the source wall of the mesh are set to zero. An unwanted side effect of this type of excitation is that a sharp magnetic field is induced tangential to the source wall and that the pulse is reduced in magnitude. This will cause trouble in the absorbing boundary condition treatment [52]. Another excitation scheme is to simulate a magnetic wall at the source plane [50]. The source plane consists only of $E_z$ and $E_y$ components, with the tangential magnetic field components offset by $\pm \Delta z/2$. If the magnetic wall is implemented by setting the tangential magnetic field components to
zero just behind the source plane, then significant distortion on the pulse still occurs. If the magnetic wall is enforced directly on the source plane by using image theory; i.e. \( \mathbf{H}_{\text{tan}} \) outside the magnetic wall is equal to \( -\mathbf{H}_{\text{tan}} \) inside the magnetic wall, then the remaining electric field components on the source plane may be readily calculated using the finite-difference equations. Using this excitation, the induced tangential magnetic field can be greatly reduced. Fig. 5.3 shows results for testing different sources. The dashed lines are obtained using an electric wall source, which show \( E_z \) fields just underneath the microstrip line at different locations. The solid lines are obtained using a magnetic wall source. In our analysis, we use the magnetical wall source. Although in the above a fictitious source is used, the boundary conditions will force the field to take on the realistic distributions after the wave propagates a distance of a few lattices. Once the Gaussian pulse is well clear of the front plane, the front plane is shifted forwards about ten lattices and is transformed into an absorbing boundary condition. Because the dominant mode for the microstrip line is the quasi-TEM mode, which is known to be dispersive, the dispersive characteristics of the waves propagating on the line must be taken into account by using a dispersive absorbing condition. This becomes more important when the dielectric constant of the substrate is very high, for example \( \varepsilon_r = 10.2 \)

5.4.2 Source Treatment for Coaxial-Fed Patch Antennas

The coaxial line-fed connection is a critical part of coaxial-fed patch antennas and needs a special treatment. The curved boundary of the inner and outer conductors of a coaxial line is approximated by staircasing, and the tangential components of the electrical field are forced to zero at the conductor surface.

As shown in Fig. 5.4, the inner conductor of the coaxial line is attached to the patch antenna going through the dielectric substrate and outer conductor is connected
to the ground plane. In the coaxial-fed model, the antenna is divided into two regions for the purpose of easy computation. One is the coaxial line region and the other is the patch antenna region. These two regions are carefully merged near the ground interface. Although, the boundary of the coaxial line is approximated by using staircasing, the extent to which waves are scattered into the coaxial line is largely determined by the characteristic impedance of the coaxial line, i.e., its electric characteristics, but seldom upon the specific shape, i.e., its physical characteristics [73]. It is interesting to observe that a very good numerical result can be obtained provided that the numerical characteristic impedance of the coaxial line is almost the same as that of the coaxial line used in the measurement. The importance of the model is that the computational effort needed for the coaxial line region is less than 2% of that for the patch antenna region.

From a knowledge of the modes that exist on a coaxial line, a simple field distribution can be specified at the excitation plane in such a way that the field components in the rectangular coordinate system take on the projected values of the analytically radial field distribution. The non-TEM modes which are excited by the non-physical excitation will decay after propagating at most a few lattices. The only mode which is able to propagate down the coaxial line is the TEM mode. Since the TEM mode is a non-dispersive wave, the first order absorbing boundary condition will absorb almost all of the wave that is reflected by the antenna and which travels backwards towards the excitation plane of the coaxial line.

5.5 Variable Mesh and Multigrid Methods

In microstrip circuits or antennas, the thickness of the substrate is very small compared with the dimensions of the other parts of the structure, and all the discontinuities are located on the surface of the substrate. These properties restrict that a few grids must be
placed under the substrate in order to model the discontinuities accurately. If a uniform grid is used in the vertical direction, two obvious problems arise. The first is that if using the same grid size we are going to have too many grids in the vertical direction. The second problem relates to complications that arise when implementing absorbing boundary conditions. The latter usually requires a reasonable separation between the boundary and the source. Typically, it should be 0.25 to 0.5 wavelength. With a fine mesh size, these separations require the displacement of a large number of lattice points, both in the vertical and horizontal directions.

There are two methods which can be used to solve these problems. They are multigrid [13, 12] and variable mesh methods. In the first method, a locally fine uniform grid is embedded into the coarse grid. Inside each grid part, the ratio of $\Delta t$ to $\Delta h$ is kept the same so that in all subareas of the mesh exactly the same FD-TD algorithm can be employed. The coarse and the fine grid regions are solved simultaneously, and the boundary conditions between two regions are enforced to ensure a smooth transition.

The variable mesh method uses a mesh whose size changes gradually with distance. Only one time step is used throughout the mesh in this method, which is determined by the finest grid, while in the multigrid method each subgrid domain uses its corresponding time step. In both of these two methods, the Yee's FD-TD scheme should be used in the subdomain in order to obtain the second order accuracy relative to the local grids. The key issue that must be addressed when implementing these methods is how to deal with the transition between the coarse and fine grids. Considering that the transition with the variable mesh method is much more simpler than that of the multigrid method, the variable mesh method should be used for microstrip component analysis. By using this method, the node number in the computational domain can be reduced by about one-half, thereby the computational time can be reduced by about half.
Consider an interface between two lattices, each with its own lattice spacing, as shown in Fig. 5.5. It is observed that centered differences are maintained for all field values except $E_t$. At this point, a higher order finite difference scheme can be derived by fitting a second degree polynomial to the magnetic fields at three points. Here, we adopt an alternative scheme used by Sheen [49]. In this scheme, one lets $\Delta_2 = \Delta_1/3$, then centered differences are maintained by differencing $H_{i+1}$ and $H_{i-1}$,

$$
\left( \frac{\partial H}{\partial x} \right)_{E_t \text{ point}} = \frac{H_{i+\frac{1}{2}} - H_{i-\frac{1}{2}}}{\Delta_1}.
$$

(5.33)

The above discretization is of second order accuracy relative to the coarse grid, $\Delta_1$.

5.6 Numerical and Experimental Results

Numerical results have been computed for four microstrip antennas, a line-fed rectangular patch antenna, a proximity coupled triangular patch antenna, an aperture-coupled stacked rectangular patch antenna, and a coaxial probe-fed stacked rectangular patch antenna. These antennas have dimensions on the order of 3 cm, and the operating frequency ranges are all less than 10 GHz. These antenna structures are chosen to be representative of printed antenna structures. As well, in each instance, we try to introduce new techniques for improving the performance of the FD-TD method when applied to analysis of the microstrip. For example, the conforming method will be tested with the proximity coupled triangular patch antenna; the dispersive boundary condition will be employed in the aperture-coupled stacked microstrip rectangular patch antenna analysis; and coaxial-fed microstrip antenna model will be demonstrated and validated by analyzing a coaxial-fed patch antenna.

All the numerical results obtained by the FD-TD method are compared with experimental results. These measurements of the input characteristics of the planar printed antennas under discussion are carried out on an HP8510B network analyzer. To set the
reference plane at a specific location, two kinds of calibration techniques are used: one is the standard coaxial line calibration and the other is the TRL calibration. The former can only be used to set the reference plane at the interface between the coaxial-cable and SMA connector. The latter can be used to set the reference plane at any place on a line, so that the effect of the coax-to-microstrip transition can be eliminated from the measured results. In the TRL calibration, three calibration kits were required; a Thru line of length $l_{thru}$, an open-circuit Reflect line of length $l_{open} = l_{thru}/2$, and a delay Line of length $l_{open} = l_{thru} + \Delta l$. The resulting reference planes are defined at a distance $l_{thru}/2$ from the connector to the patch antenna. The characteristic impedance and propagation constant of the three lines must be known at the center of the frequency band being tested and must be the same as those for the line, on which the reference plane is located. Usually $\Delta l = \lambda_g/4$, where $\lambda_g$ is the waveguide wavelength corresponding to the center frequency in the frequency range of interest. A limitation of the TRL calibration is the fact that the only values of impedance and propagation constant for the line that are used in the calibration are those at center of the frequency band. As is well known, the characteristic impedance and effective dielectric constant for a line vary with frequency. The effects of dispersion on the microstrip line cannot be taken into account by means of experimental techniques. The limitation brought about by dispersion restricts the bandwidth of the measurements, as well as causing measurement errors, especially when the dispersion is serious.

5.6.1 Line-Fed Rectangular Microstrip Antenna

The dimensions of the microstrip antenna to be analyzed are given in Fig. 5.6. To model the antenna accurately along the $z$-direction, $\Delta z$ is chosen such that the distance between four nodes exactly equals to the thickness. In order to correctly model the dimension of the antenna, $\Delta y$ and $\Delta z$ have been chosen so that an integral number of nodes will fit the rectangular patch accurately. The computational parameters used in the FD-TD analysis
\[ \Delta h = 1.59/4 \text{ mm} \]
\[ \Delta x = \Delta h, \quad \Delta y = 1.9132\Delta h, \quad \Delta z = 1.8416\Delta h \]
\[ \Delta t = 0.515\Delta h/c \]
Computation domain: \( 30\Delta x \times 55\Delta y \times 160\Delta z \)
Microstrip line width: \( 6\Delta y \)
Use of symmetry: magnetic wall divides antenna into two equal parts.

The spatial distribution of \( E_z(y, z, t) \) just beneath the microstrip at 450, 600, 800, 2000, and 6000 time steps is shown in Fig. 5.7. The plots in this figure show, respectively, the Gaussian pulse traveling down the microstrip line \((t = 450\Delta t)\), the moment when the pulse enters the patch \((t = 600\Delta t \text{ and } t = 800\Delta t)\), the picture at the state of resonance \((t = 2000\Delta t)\), and the residual wave after some time \((t = 6000\Delta t)\). Notice that most of the energy propagating toward the radiating element is reflected back from the feed stripline. So a good absorbing boundary condition should be used at the front wall. For this example, the first order ABC is used on the front wall since the dispersion of the feed line is not serious due to its low dielectric constant.

There are many techniques that can be used for deriving the antenna's radiation pattern. For example, one can take direct advantage of the FD-TD method, because the field at any time step in the computational domain is known during the simulation process. Using an equivalence principle and assuming that the substrate is infinitely large, the air-dielectric interface can be replaced by a conductor sheet on which is superposed a magnetic current. By applying image theory, the surface magnetic current \( J_m \) can be written as

\[ J_m(f) = 2E(f) \times n \quad (5.34) \]

where \( E(f) \) is the electric field on the air-dielectric interface at a particular frequency and \( n \) is the outward unit vector perpendicular to the interface. After obtaining \( J_m \) and using the
free space Green's function for magnetic current, the radiation pattern is easily obtained. Fig. 5.8 shows the amplitude distribution of the equivalent magnetic current at the first resonant frequency. Clearly seen in the figure is that the field has little variation along the width of the antenna. The variation along the length of the antenna is sinusoidal-like. This implies that the cavity and transmission line models are reasonable. It also should be noticed that the FD-TD method has taken into account the effect of the microstrip line feed.

The scattering coefficient for the antenna is given in Fig. 5.9. This result shows good agreement with the measured data. There is close agreement between simulated and measured values of the antenna's resonant frequencies. The scattering parameter $S_{11}(\omega)$ has been obtained by simple Fourier transform of the transient waveforms as

$$S_{11}(\omega) = \frac{F(V_r(t))}{F(V_i(t))}$$  \hspace{1cm} (5.35)

where $V_i(t)$ and $V_r(t)$ are the incident and reflected voltages, respectively, which are obtained by numerical integration of the vertical electric field underneath the center of the microstrip line. The input impedance for the antenna may be calculated from the $S_{11}(\omega)$ by transforming the reference plane to the edge of the microstrip antenna,

$$Z_{in}(\omega) = Z_0(\omega) \frac{1 + S_{11}(\omega)e^{i2\gamma(\omega)L}}{1 - S_{11}(\omega)e^{i2\gamma(\omega)L}}$$  \hspace{1cm} (5.36)

where $\gamma(\omega)$ is the wavenumber on the microstrip and is calculated by

$$e^{-\gamma(\omega)(z_f - z_i)} = \frac{F(V(z_f, t))}{F(V(z_i, t))},$$  \hspace{1cm} (5.37)

$L$ is the distance from the edge of the antenna to the reference plane, and $Z_0(\omega)$ is the characteristic impedance of the microstrip line.

In the above analysis, the use of a uniform grid in the vertical direction resulted in a large memory requirement, thereby long computational time. In order to save the memory,
the variable mesh method discussed in the last section can be used without degrading the analysis accuracy [49].

5.6.2 Proximity Coupled Triangular Patch Antenna

In this subsection, we discuss the analysis of a triangular microstrip antenna, which is proximity coupled to a microstrip feed line. The reason that we choose the triangular shape is that we want to test the application of conforming models to microstrip component analysis.

Proximity coupling is of interest because it allows for ease of fabrication, as well as flexibility in the design of microstrip antennas. The input impedance of the antenna may be matched by varying the length of the coupling region. Additionally, the substrate is often thicker which causes the bandwidth to be larger. The actual antenna under consideration is shown in Fig. 5.10. The computational parameters used in the FD-TD analysis are

\[
\Delta h = 1.59/4 \text{ mm} \\
\Delta z = \Delta h, \quad \Delta y = 1.4305\Delta h, \quad \Delta x = 2.4780\Delta h \\
\Delta t = 0.515\Delta h/c \\
\text{Computation domain: } 50\Delta x \times 55\Delta y \times 140\Delta z \\
\text{Microstrip line width: } 8\Delta y \\
\text{Use of symmetry: magnetic wall along the centre plane.}
\]

In the calculation, a conformal method has been employed to treat the triangular edges of the antenna. As discussed in Introduction, several conformable surface models for scattering problems have been developed to overcome the shortcoming of the staircasing approximation used with Yee’s scheme. The contour finite-difference time-domain method (CFDTD) [3, 45] has been chosen in our analysis for its straightforward physical interpretation and the ease
with which it can be implemented. In computational fluid dynamics (CPD), this method is called finite volume method (FV) [9, 13]. It is derived by integrating the basic equations to be solved over a grid element (a finite volume) and then discrete approximations are applied to the resulting integral quantities on a grid element. In computational electromagnetics, the basic equations are the Maxwell’s differential equations. Integrating these equations yields the Ampere’s and Faraday’s integral equations. The integral equations can be discretized on non-rectangular lattice, which is the general CFDTD method. The CFDTD method can be interpreted as the generalization of the Yee’s method because the discrete approximations to the integral equations over surfaces of Yee’s unit lattice produces the exact Yee’s scheme.

Fig. 5.11 shows the characteristic impedance of the microstrip feed line. Fig. 5.12 shows the amplitude distribution of the equivalent magnetic current at the first resonant frequency. The scattering coefficient results, shown in Fig. 5.13, show fair agreement with the measured data. There is close agreement between the resonant frequencies derived from the simulated and measured results. The dotted line is obtained by applying a CFDTD scheme to the edges. This is similar to the one used in [3]. This result demonstrates that the improvement brought about by using the the CFDTD is very small. This is because of the very small grid size. In microstrip antenna analysis, the patches are typically discretized using 20 to 40 grid spacings. Thus, the space steps are on the order of $\lambda/60$ to $\lambda/100$ in size.

### 5.6.3 Aperture-Coupled Stacked Microstrip Rectangular Patch Antenna

The topology of the aperture-coupled patch antenna [64] is similar to that for a traditional microstrip antenna, except for the fact that the microstrip patch antenna is located on one substrate, with a relative dielectric constant $\varepsilon_{pr}$, and the feed network is located on another substrate, with relative dielectric constant $\varepsilon_{fr}$. Usually, $\varepsilon_{fr}$ is higher than $\varepsilon_{pr}$ in
order to reduce the dimensions of the feed network. These two substrates are separated by a common ground plane. In order to couple electromagnetic power from the feed network to the patch antenna, an electrically small opening or aperture is made in the ground plane, as shown in Fig. 5.17. Since the radiator and the feeder are separated by the common ground plane, the radiation from the feed network can be eliminated from the field pattern. As well, the feed network will be decoupled from the antenna. Because \( \varepsilon_r \) usually has a large value, the microstrip line will be strongly dispersive, thereby degrading the performance of the first order absorbing boundary condition. Fig. 5.14 shows the numerical experiments in the time domain, where the curves show the reflected waves of a Gaussian pulse from different absorbing boundary conditions. It is observed that the reflected wave for a first order boundary is about ten times greater than that from the dispersive boundary condition (3.73), and that the reflection from super boundary condition treatment is also greater than that from dispersive boundary condition. Therefore, the dispersive boundary condition is used in the analysis to be carried out. In this example, the distance between the open end of microstrip line and the center of the aperture is 3.8 mm. The two velocities that are selected for designing the absorbing boundary condition are \( v_1 = \frac{c}{\sqrt{7.12}} \) and \( v_2 = \frac{c}{\sqrt{8.5}} \). These correspond to frequencies 1 GHz and 8 GHz, respectively, where \( c \) is the speed of light in free space.

Fig. 5.15 and Fig. 5.16 show the amplitudes of magnetic currents on the upper patch and lower patch, respectively. Fig. 5.17 shows a Smith Chart for the input impedance of the aperture coupled stacked patch antenna. The coupling aperture length is chosen to be equal to 30 grid spaces and its width to two grid spaces. Fairly good agreement is observed between calculated and measured results over the frequency band from 3 to 5.6 GHz. This is the band in which the antenna operates most efficiently. Because of the serious dispersion in the microstrip line (Fig. 5.18 shows the characteristic impedance of the microstrip line which has been calculated using the FD-TD method), it is difficult to
develop a TRL calibration which is accurate over a wide frequency band. The measurement
repeatability of the return loss is about ±0.05 dB, and phase is about ±30°. The observed
experimental error is primarily due to the uncertainties inherent in the calibration kits that
were used for the TRL calibration.

5.6.4 Coaxial Probe-Fed Stacked Rectangular Patch Antenna

The FD-TD coaxial-fed microstrip antenna model has been demonstrated and validated in
[78] using both measured and numerical results. To show the applicability of the coaxial
probe-fed model to more complicated printed antenna structures, the coaxial probe-fed
stacked patch antenna is investigated. As shown in Fig. 5.19 the antenna consists of two
patches. The coaxial probe is connected to the lower patch. An air gap is introduced
between the two patches in order to increase the bandwidth of the antenna. In this example,
the feed probe is located at a point which (12.5, 4) mm from the low left corner of the lower
patch.

Fig. 5.19 gives the measured and calculated results for the reflection coefficient of the
stacked patch antenna. It is obvious that the comparison between theory and measurement
is excellent both in magnitude and phase within a wide frequency range. From the reflection
coefficient we discover that the antenna has a bandwidth that exceeds 16 percent at the
first resonate frequency. The return loss for this band of frequency is less than −10 dB.
Figure 5.1: A generalized microstrip antenna enclosed in the computation domain.
Figure 5.2: Yee's lattice
Figure 5.3: Source testing for microstrip line, Dashed line: electrical wall source; Solid line: magnetical wall source.
Figure 5.4: Side view of a coaxial probe-fed printed antenna
Figure 5.5: Field locations near the fine and coarse grid.
Figure 5.6: Line-fed rectangular microstrip antenna.
Figure 5.7: Time domain $E_x$-field just underneath the microstrip line.
Equivalent magnetic current density distribution $j_{my}$ at $f=3.0$ GHz

Figure 5.8: Equivalent magnetic current density distribution at $f=3.0$ GHz. (a) $J_{mx}$; (b) $J_{my}$. 
Figure 5.9: Reflection coefficient of line-fed patch antenna.
Figure 5.10: Proximity coupled microstrip antenna.

\[ L = 42.0 \text{ mm} \]
\[ t = 3.18 \text{ mm} \]
\[ tm = 1.59 \text{ mm} \]
\[ W = 4.55 \text{ mm} \]
\[ d = 18.0 \text{ mm} \]
\[ \varepsilon_1 = \varepsilon_2 = 2.2 \]
Figure 5.11: Characteristic impedance of the feed line for the proximity coupled microstrip antenna.
Figure 5.12: Equivalent magnetic current at f=3 GHz, (a) $J_{mz}$; (b) $J_{my}$. 
Figure 5.13: Reflection coefficient of proximity coupled microstrip antenna.
Figure 5.14: Reflected waves from different absorbing boundary conditions.
Figure 5.15: Equivalent magnetic current density distribution at $f=4.9$ GHz, on the upper patch plane, (a) $J_{mz}$; (b) $J_{my}$. 

Equivalent magnetic current density distribution $J_{my}$ at $f=4.9$ GHz.

Equivalent magnetic current density distribution $J_{mz}$ at $f=4.9$ GHz.
Figure 5.16: Equivalent magnetic current density distribution at f=4.9 GHz, on the lower patch plane. (a) $J_{mz}$; (b) $J_{my}$. 
Figure 5.17: Input impedance of an aperture-coupled stacked microstrip antenna.
5.7 Summary

By carrying out a numerical analysis of a number of complex printed antennas, it has been shown that the finite-difference time-domain (FD-TD) method is a very powerful tool for analyzing planar printed antennas. The method can be used to accurately predict all of the antenna parameters of interest over a wide frequency range, based on one simulation in the time domain. It can provide not only input information for the antennas, but also very detailed field distributions, including the near and far fields. The three-dimensional FD-TD coaxial feed model provides a means to address more complicated, but practical printed antenna problems. The validity of the model is demonstrated by comparing the numerical and experimental results. The dispersive boundary condition was successfully used for analyzing components of printed antennas with large dielectric constant substrates. It has been demonstrated that the implementation of the DBC is much simpler than that for the super boundary condition, and that DBC's performance is better than both that of the first order ABC and super boundary condition.
Figure 5.18: Characteristic impedance of the feed line for the aperture-coupled stacked antenna.
Figure 5.19: Reflection coefficient of a coaxial probe-fed stacked patch antenna.
Chapter 6

CONCLUSIONS

The main contribution of this dissertation is summarized below. In Chapter 2, a new scheme is presented for deriving finite-difference time-domain solutions of Maxwell's equations. In Chapter 3, a new theory of dispersive boundary condition (DBC) is systematically formulated and developed. By using these dispersive boundary conditions, one can analyze many dispersive structures with a much higher accuracy and a much smaller memory. In Chapter 4, modern spectrum estimation and digital filtering techniques are used with the FD-TD method to improve its efficiency for solving eigenvalue problems. The major improvements that can now be achieved in the efficiency of the FD-TD method are demonstrated by means of numerical and measurement results. In Chapter 5, the finite-difference time-domain technique is used to analyze complex planar printed antennas with various feed structures. In addition, the publications [71]-[89] are representative of the contributions this thesis has made to the FD-TD method and its applications.

We have adopted many concepts from digital filter and control theories and incorporated them into the FD-TD algorithm in Chapter 3. Actually, these concepts can be employed to help develop the FD-TD technique in at least other two aspects. One is dispersive material analysis by using the FD-TD. The other one is finite-difference time-domain
implementation of surface impedance boundary conditions [34, 35].

Only recently, the FD-TD method has been generalized to treat frequency dispersive materials. For general frequency dispersive materials, two approaches have been developed. In the first approach, convolution integrals are employed [36, 37]. Since these convolutions are applied to every discretization point, as well as for every time step, this approach is time consuming and requires a large memory. The second approach [2, 38] does not require time domain convolution. The time domain models of the dispersive materials are written in the form of ordinary time differential equations. The second algorithm is much more efficient than the first in terms of computational overhead and memory requirements. These two models can be unified by using a system concept.

The main issue that must be dealt with in order to generalize the FD-TD technique for analyzing dispersive materials is the development of an efficient time domain model. This model should describe the relationship between \( D \) and \( E \) or \( B \) and \( H \) in time domain, where \( D \) and \( E \) are the electric flux density and electric field intensity, respectively, and \( B \) and \( H \) are the magnetic flux density and magnetic intensity, respectively. In the case of electrical dispersion, let us consider the dispersive material as a linear system, or have \( E \) as the input of the system, and \( D \) as the output of the system. Then, the relation between \( D \) and \( E \) can be described by an ordinary time differential equation, by a time convolution integral, or by a frequency domain system function. The first two models are in the time domain and the third one is in the frequency domain. These three models can be derived from one another, i.e., they are just three different ways of describing the system. The use of the differential equation model produces the most efficient FD-TD algorithm for analyzing dispersive structures. In most practical problems, the dispersive characteristics of a material are described by a collection of discrete data points contained within some frequency band. Using these data as the frequency response of a system, the differential equation model of the dispersive structure can be obtained by designing an appropriate filter or system.
The above can also be applied to develop finite-difference time-domain implementation of surface impedance boundary conditions [34, 35].

In Chapter 3, it has been shown that several absorbing boundary conditions can be written into digital systems. It is expected that digital filter theory or system control theory, which are well developed, will be employed to develop a comprehensive absorbing boundary condition theory. Neural network theory might also be employed to further develop the theory developed in this chapter.

By carrying out analysis for a number of complex printed antennas in Chapter 5 and [79], it has been shown that the FD-TD method is a very powerful tool for analyzing planar printed antennas. However, it should be noted that there are two main drawbacks with regards to the use of the FD-TD method for microstrip component analysis. They are: the requirement for a large computer memory, as well as long computation run-times. The first problem is mainly due to the grid having to be very small in order to model the discontinuities on the substrate surface accurately. This can be overcome to some degree by using a variable mesh along the thickness direction of the substrate. The second problem can be overcome by using digital signal processing techniques. Several methods have been tried for reducing the computational time. They are the Prony [103], Modern Spectrum Estimation (MUSIC)[76], Multiple-Window-Method (MWM) [78], and System Identification [104] methods. From a spectrum estimation point of view, all these methods are to estimate the spectrum of FD-TD time domain data in a very short period of time, and all of them are spectrum estimation methods. It should be emphasized that for different structures, the signal models of the time domain data should be analyzed first, then according to the signal models, different methods are chosen. Otherwise the quality of results derived from the data will be less than optimal. For example, in the case of dielectric resonator analysis, the time domain sequence consists of very narrow band signals, which resemble sinusoidal signals. These kinds of signals can be analyzed best by using methods like MUSIC. They could not
be analyzed well by using System Identification method used in [104], which actually is the so-called ARMA spectrum estimation method in the signal processing techniques.
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