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ABSTRACT
•

.. .
In order t~'improv~ the performance of differential encoding

systems, the encoding and decoding models have to change according

to, the speech waveform. The speech signal can be treated as qtiasi-

stationary processes, which over a' short period of time can be model~ ,

led by a certain set of parameters. Adaptive algorithms should be,

viewed as means of adjust!ng the system parameters.

In this th~sis, a'2.048 sec. lo~g sentence has been studied

by the Box-Jenkins time series procedure to determine the order of
, .

the linear prediction model and to investigate ,the need for adding. ~ . " .
moving-average terms. The algorithm suggested by Box-Jenkins for

parameter estimation has been employed to update the parameters. '

of the predictor of' a. pre'di,ct:iQn error coder each sp~cific period, ,

of til;1le.

Since it is difficult to 'implement this ~~gorithm on-line

ari alternative scheme.h~as been st,udied. I~ e.. b_ased ,o~ uSing~he _.

Box-Jenkins proce~ure to determine a suitable ARMA model and then

updating the parameters ,of this m~del using a good on-line. estimation

algorithm. Tqe applicability pf'the recursive least-squares and the

stochastic gpproximation algorithms has been investigated. Stochastic

approximation appears mor~ 'p'romisiI1~ as ft takes less time lor comput-

ation.with an acc~ptable performance •
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model used with the same algorithm.

1
t.

~
As a result of this st~dy, the ~~~tion of moving average

terms to tlie' prg,ict.or.' s model are shown to', be necessary. But when

Box~Jenkins' algorithm was tested with-an ARMA model with adaptive an~

fixed initial parameters, it did not outperform the pure autoregressive
, . \

The application or the three adaptive llgOrit~s, the Box-
tr

Jenkins' approach, the recursive',least-squares and the stochastic
/
approximation, has, been studied for ~he PZC configuration and the

..,
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•
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."

performance of· the-predictor was evaluated in each case. the res~lts

of ~his study in~icate>that combining stochastic approximation with the

time series, and including an adaptive quant~zer is appl~cable to. . . ~

differential encoder configurations, mainly the'DPCM, with sxight modi-

ficiations, and would yield better signal-to-noise ratio .
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CHAPTER 1

INTRODUCTION

One way to improve the performance of differential encoding

systems would be'to change the encoding and decoding models according

~ 'to the speech waveform. The' speech signal can be treated as quasi-

stationary processes,; which over a short period of time can be mielled

by a certain set of pargmeters. The time frame in which one considers

the process stationary is in the order of several tens of msec. Adaptive

algorithms should be viewed as means of adjusting the system parameters.

The model of the predictor used to

the order was determined using the

be chosen as pure autoregressive and

final prediction~ criterion [lJ

with th~ best mod~l order selected from all possible orders from 1 to

10 [2J.

In this thesis, a 2.048 sec long sentence has been sttldied by

the Box-Jenkins [3J procedure to.determine the order of the linear pre-

diction model and investigate the need to add mpving average ~£ms. ,The. -
'algorithm suggested by Box-Je~kins in estimating the conditional likelihood

value of the parameters has been employed to update the parameters of the
• ~I

for on-line use, has been studied

predictor of a prediction error coder each spec~fic period of time. It

is difficult co implement this algorithm' on-line because it requires a

relatively long t~ computation.

An alternative scheme, suitable

1
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.
in this thesis. It is based on using the Box-Jenkins procedure to

determine a suitable ~~ model from the first group of samples and

then updating the parameters of this model using ~ good on-line esti-

mation algorithm. The ap~licability of the recursive least squares

algorithm [4-6J and the stochastic approximation algorithm [7-12J has

been investigated. Stochastic approximation appears more ~OmiSing as
I

it takes less time for computation t'th an acce~table performance.

The arrangement of the thes's is as follows:

In Chapter 2, the three met ds mentioned in the above paragraph

are introduced in their generalities;'
\

\
The choice of a suitable time-series model \or the speech

\

sentence, "speed aI;ld efficiency were stressed", has b'~en develop~ in

Chapter J. First, the sentence has been divided into sections of similar

characteristics. Four sections were picked randomly and the tim~ series

models were obtai~ed separately. An overall model has been chosen for

the whole sentence. A comparison has been made between the use of a pure

autoregressive model and a mixed autoregressive moving average model in

adaptive prediction. Since the process is stationary over limited periods

of time, the length of th~ optimal adaptation period has aiso been inves-

tigated in case of fixed and variable initial parameter values.

In Chapter 4, two on-line algorithms, ~he recursive least squa~es

and the stochastic approximation are useq as adaptive. algorithms for the

same data. A method'is propos~d to combine the,accuracy in' order deter­
)

mfnation of the Box-Jenkins approach and its fast convergence to the true

parameters with the tmall computation time of the stochastic approximatio~
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and its simplicity. The first method is used to estimate the first

set of parameters and 'the second algorithm tracks and upd~s the

model. The results of simulation are given for ~~ (7, 2) in compar­

ison with the performance of AR (6).

Finally, the conclusions of this work and suggestlons for

future work are given in Chapter 5.

Figures representing the data are shown in Appendix A with

a description of the experimental set-up which was done in the McMaster

University's Communications Laboratory [2J. The conditions of con­

vergence of the stochastic approximation algorithm are described in

Appendix B.



CHAPTER 2

IDENTIFICATION TECHNIQUES

2.1 Introduction

The problem of system modelling and i~eAtification has been of
"\...

great importance in the engineering field because of the large number

of applications. It has bee~ also used in physical sciences, social

sciences, bioengineering and econometrics.

Two types of modelling problems exist. In the first type; we

have both-the input and output sequences, i.e. we have the causes and

the effects. In the second type, the causes are unknown or known but
r
~:

unmeasurable and the available knowledge consists of the output sequence.

The first type of problem is often called system identification, while the
,

second is known as the problem of stoch:stic modelling. The two problems

) are related clos~ly. )
Identification algorithms can be divided into two main ca~egories;

Q
The entire data is used for estimating the parameters of

obtaining the best fit according to a certain criterion.

said, to be "off-line" when it requires a large amount of dqta

f-line algorithms and on-line algorithms. An identification

omputationally costly.

to

G nerally, "of.f-line" methods give highly accurate estim:;ltes but are

namely,

An "on-line" algoJ;:ithm has to satisfy the following criteria:

4












































































































































