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ABSTRACT

The purpose of this research was to develop a model which would
aid in selecting the best systems development approach for supplying a
decision maker with a computer based support system. The research
proceeded in several stages.

First a hierarchical model was developed. The "top" level of the
model described situations in terms of four factors or meta-comnstructs;
User Participation in the Decision Making Process, Problem Space
Complexity, Resource Availability and Organizational Context. The set
of factors was based on Churchman‘'s systems theory and the
crganizational interaction represented by the Leavitt Diamond. In the
"lower" level the factors were each described by a set of attributes.
The list of attributes was based on a literature search, aided by a
model developed by Ginzberg and Stohr.

Next the model was validated in a three phase process. The first
phase involved validation of the model structure and content. A
normative group technique (Delphi method) was chosen to obtain expert
consensus on both the factors and the attributes that defined them,

The second phase of the validation aided in content validation of
the lower level of the model and associated a factor value with each
unique set of attribute levels. It consisted of two sets of case-based
interviews. Two of the factors had been defined as managerial in nature
and these interviews were conducted with senior administrative
personnel. The other two factors had been defined as technical in
nature and the subjects of these interviews had a systems background,

The third phase of the research aided in content validation of
the "top" level of the model and determined which approaches were
preferred in which situations {unique set of factor values). It
consisted of a set of case-based interviews with senior MIS personnel
(including experienced academics) to assign the "best" or "preferred"
approach to each of the situations (set of factor wvalues).

Based on the results of these studies we have shown that it is
possible to define situations in terms of a hierarchically ordered set
of attributes, for the purpose of determining how best to provide
computer based support for the decision maker facing a particular
situation. ‘ ‘
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HAPTER 1
INTRODUCTION
1.0 DECISION MAKING IN A MANAGERIAL CONTEXT

The responsibility for decision making rests with those who have
the authority to make and implement decisions, rather than with those
who supply the decision maker with information, or provide him/her with
counsel. Because of this direct responsibility one expects the decision
maker to possess a desire to make the best possible decision. The
discipline of Management Science is predicated on the need for decision
makers to make the best possible decisions. In the.real world this is
often. translated into making better decisionms, assuming that better or

beét in this context can be defined.

For the purpose of this research it was necessary to define what
was meant by "better" decisions, or the "best" decision in a managerial
context. Better, preferred, appropriate and other similar texms imply a
value judgment. The basis for the judgment used in this paper is that
adopted by Vroom [1973]. vhich is that the effectivengss of wmanagers is

defined in terms of their track record of making the "right decisions",



from an organizational perspective. Better decisions are those which
when considered over the long term can be viewed as more beneficial from
the organizational viewpoint. Therefore systems which support decision
makers should help them make more of the "right" decisions or help them
make better individual decisions consistently so that their "track

record! improves.

Sanders [1984] attempted to develop a measure for DSS/MIS success
and identified two meta-factors for this: organizational effectiveness
and member welfare. He pointed out that while one hopes that these are

linked, there is no universally accepted proof that this is so.

When discussing the first meta-factor, organizational
effectiveness, Sanders [1Y84] cited how Huber [1981] linked
organizational goal achievement and the quality of individual decision
making. This suggests that the best individual decisions are those
which lead to the best organizational outcomes in the long run {increase
organizational effectiveness). Even though criteria may vary between
organizations as to what constitﬁtes the best decisions, this means
that, if an information system is to be effective in supporting a
decision maker(s), it should aid that decision maker(s) in consistently

making better decisions.



The second meta-factor suggests that it is important that
information systems not have a negative impact on the welfare of the
individual decision maker. This is especially true for the case of
managerial decision makers who are discretionary system users and have a
choice in selecting the tools to perform their jobs (Lucas [1975],
Methlie [1983]). They will either ignore a system which they perceive
as not helping them, or make only token use of it (i.e. go through the
motions of using it in a fashion similar to that described by De
Brabander and Thiers [1984)] for user participation in systems

development ).

If both organizational and member welfare are to be positively
related to better decisions, then the goals of the organization and of
the individual must converge. That is: A) the individual in general
will not benefit in the long term from decisions which consistently are
not in the organization’s best interests, and B) the organization will
not benefit in the long run from decisions which are consistently

against the best interests of its members.

For the purposes of this research the definition of best or
better decisions assumes that in general, decisions that are in the
organization’s best interests, over time are in the decision maker’s
best interests as well. In addition to defining what a better decision
is, we also qeed to describe a framework for the decision making

process itself to aid our understanding of how to support this process.



1.1 A FRAMEWORK FOR DECISION MAKING

One widely accepted model of human decision making is that
presented by Simon [1960]. It classified decisions as ranging
continuously from programmable (structured) to nonprogrammable
(unstructured). Programmed decisions are defined as being repetitive or
routine, such as the determining of salary payments to employees who
have been ill. Nonprogrammed decisions are those which are novel or
unstructured and consequential. In some sense they are seen as the

overall decision making process, not merely the final act. Simon said

[1960 p 6]:

"General Eisenhower's D-Day decision is a good example of a
nonprogrammed decision. Remember, we are considering not merely the
final act of ordering the attack, but the whole complex of intelligence
and design activities that preceded it. Many of the components of the
decisions were programmed - by standard techniques for military planning
- but before these components could be designed they had to be provided
with a broader framework of military and political policy."

Simon also described the decision making process as consisting of

three phases, intelligence, design and choice,

The intelligence phase of the decision making process refers to
the initial procedures where the environment is scanned for problems and
related information. The design phase involves inventing, developing,
and analyzing possible solutions to the problems presented by the
preceding stage. The choice phase refers to the selection of the best

of the alternmatives geﬁerated in the previous phase.



Although the above description appears to define a linear
process, moving smoothly from one phase to the next, this is not the
case. The process of decision making involves a great deal of
backtracking and iteration, with feedback from one phase capable of
causing a re-evaluation of the outputs of preceding phases (See Figure
I). Or as Simon (1960 pg. 3] said:

* The cycle of phases is, however, far more complex than the
sequence suggests. Each phase in making a particular decision
is itself a complex decision making process. The design phase,
for example, may call for mew intelligence activities; problems
at any given level generate subproblems that in turn have thelr
intelligence, design, and choice phases, and so on. There are
wheels within wheels..... Nevertheless, the three large phases
are often clearly discernible as the organizational decision
process unfolds."

Other studies into decision making have confirmed that these

phases can be identified, but that they are interleaved and interactive

{Carlson [1983]).

Simon's model of decision making has been used by many authors to
develop frameworks and discuss computer based support of decision making
(i.e Gorry and Scott Morton [1971), Sprague and Carlson [1982], Davis
and Olson [1985], Luconi et al [1989], Sabherwal and Grover [1989]).

_ Therefore, while there may be many other modzls (or frameworks) for
decision making, since a great deal of the relevant information systems

literature makes use of the Simon model, we have also used it.



Intelligence

Design

Choice

SIMON'S MODEL OF DECISION MAKING
FIGURE I

Although Simon's model has formed the basis for a great deal of
research computer based support for decision makers, it has been adapted
by many of the authors who have used it. For example, Sprague and
Carlson [1982], Mittman and Moore [1989], and others have suggested that
the implementation of the decisions should be considered as a separate
phase of the decision making process, since it may need a different type
of support‘than the other phases. Simiiarly, Simon's original
description of decisions as ranging from programmed to non-programmable

has been adapted by many writers.



Keen and Scott Morton [1978] renamed the endpoints of the scale
as structured and unstructured in an attempt to relate less directly to
the computer, They also described a middle ground, semi-structured
decisions. To do this they made use of two concepts; the concept of
perceived structure and deep structure, and that of the phases of the
decision making process. They noted that problems often appear to be
unstructured, but if studied carefully, they can be shown to be
structured, or at least to contain structured subproblems. This however
leads to the question of context. Given the state of knowledge a given
decision maker possesses, or the time a given decision maker has to
spend on a problem, that problem may be perceived to be unstructured,
while in fact it may possess underlying structure or has structured

sub-problems.

Similarly, if one loocks at the stages of the decision making
process independently, then it may be that one stage of the process is
well defined or structured, while another is ill defined. In the
situation where all the phases are structured, then we can define
algorithms or rules to allow us to find the problem, design the
alternatives and finally to select the best alternative. This is a
structured problem. At the other extreme where all phases are
unstructured, it is not clear how to gather information about the
problem or even how to define the problem, there is no clear cut methed
for developing alternatives, and no clear criteria for choosing among

alternatives. This is an unstructured problem.
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A semi-structured problem would then be one where either one or
more, but not all phases of the decision making problem are

unstructured, or where it is perceived that that are subproblems of the

overall problem that are unstructured.

Luconi et al [1989] have extended this by looking at four
characteristics of problems (the data, the procedures, the goals and
constraints, and the strategies used to decide which procedures to use).
A fully structured problem is one where all four elements are structured
i.e. there are well-specified data, the goals are well and clearly
stated and there exist standard procedures for solving the problem, and
hence no need for flexible strategies to select the problem solving
procedures. As problems become less structured there may be no
straightforward solution techniques, or the data may be 1ncomp1ete or
111 specified, or the poals and constraints unclear. In the extreme,

unstructured problems are those that possess only unstructured

characteristics.

Young [1989] also recognizes the difficulty in differentiating
between structured and unstructured problems, and uses a different set
of problem characteristics to differentiate betwﬁen them. These are:
the objectives, outcome affecting variables, and the relations between

the outcome affecting variables.

Cain moaE



The field of Organizational Behavior has provided other relevant
definitions. Wood [1986] has attempted to develop a model for
describing tasks and how they differ from one another. He states that
tasks contain three essential components: products, required acts and
information cues. He defines complexity as a function of three types of
complexity: component, coordinative and dynamic. The component
complexity has to do with the number of distinct acts that need to be
performed. The coordinative complexity has to do with the nature of the
relationships between the task inputs and the task products. The
dynamic complexity has to do with the changes in the states of the world

affecting the relationships between task inputs and products.

For this research we will define the problem solving process as
consisting of three phases: intelligence, design and choice. Ve will
define problems as ranging from structured to unstructured. We will
also define the four problem characteristics as: data, procedures,
gdals and constraiﬁts, and the strategies used to decide which
procedures to use. The task of problem solQing for a particular class
of problems will be defined as more or less complex based on the task
characteristics of the problem solving tasks normally found in that
environment; i.e. the number of non repetitive tasks involved, the
number and type of relationships between the task inputs and the task

products, and how these relationships change with time.



10

1.2 RESEARCH TIFICATION

The principal justification for undertaking this research is the
need to improve the delivery of computerized support to decision makers.
An expected corollary of the research is the development of increased
understanding of the decision making process, particularly the
interaction between the current strategies for supplying computer
support and the decision making process., It is our contention that to
improve the process of supplying computer-based support one must be able
to: 1) determine the actual needs of the user(s), 2) determine how
different users make use of support tools, and 3) determine how to

distinguish among different categories of users.

This research attempts to classify users in terms of the decision
making or problem solving situations that they are faced with. Based on
the charactgristics of those situations the model being developed then
would suggest an approach to supplying computer-based support systems
that would increase the probability of a successful implementation of
that support system. Underlying this research is the assumption that
if we can disfinguish different categories of users, then all users in
that category can be treated similarly. Therefore the characteristics
of the situation will include both the user needs, and something about

how the user would make use of a support tool.
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This research is based on the premise that if one can determine
how a given decision maker should be supported, then one could improv-
upon the delivery of that support. Improved delivery could include such
factors as increased user acceptance, lower cost of delivering the

service, or improved effectiveness of the decision maker using the CBIS.

1 ENERAL OR 1ZATIONAL PROBLEMS CAUSED BY CBI

CBIS were developed because of a presumed need for better
information support to make better decisions. Improperly designed CBIS
can impede or distort the flow of information in the organization. Some

of the possible problems described in the literature include :

1) Decreasa in The Flow of Information to Senior Management.

The use of Management Information Systems can be disfunctional
since they can lead to an increasing concentration on the upward flow of
information in the organization, at the expense of the corresponding
dovnward flows (Hopwood and Earl [1980]) and a potential boycott of the
formal information systems by members at the lower levels of the

organization,
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Similarly Argyris [1980] talks about the problem of over-control;
the more we try to control our organizations by means of formal
information systems, the less likely we are to succeed., Here, formal
information systems are " manifested by documents and other records,
usually indicating compliance with prespecified rules and procedures"
{Davis and Olson [1985] p 30). The use of formal information systems in
this fashion is likely to result in the institutionalization of
injustices, with accompanying diminished employee loyalty and
performance and the resulting reduction in the quality and/or quantity

of upward information flows.

2) Decreased Attention to Critical Issues,

Bureaucratic rationalization occurs when the focus of the
organization shifts from the external environment to its internal
structure, because of the disproportionately large volume of internally
generated data that is available (Hopwood and Earl [1980]). This in
turn leads to sub-unit goals which are measured in terms of the formal
systems outputs rather than in terms of real productive measures,
because the real measures are often difficult to quantify and report in

a fashion compatible with most "hard data" based CBIS.
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Supplying decision makers with a decision support system can
have disfunctional consequences (Bosman [1983]) in that it can Increase
the emphasis on generating action alternatives, and increase the problem

of coordination in decision making tasks.

3)Focus on Formal Channels.

Mintzberg [1972) suggested that most top managers receive their
information via informal rather than formal channels. Computer-based
support systems for high level decision makers can create problems if
these systems represent an attempt to enforce a reliance on the formal
information systems. They may then represent an attempt to change how

users make thelr decisions.

Methlie [1983] has sugpgested that Decision Support Systems can
alter the power structure in an organization. DSS do this by providing
certain individuals with increased power, based on their relation to the
new technology, rather than on their organizational roles or comnscious
senior management decisions to alter the power structure in the

organization.

In the extreme this can lead to the support of a "one right way
of doing things" type of approach in an organization as decision makers

become reliant on the formal information systems, and the available
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computer-based analysis tools. This may in turn reduce the
organization's ability to handle different or unique situations. Often
the strategic use of information systems involves looking at different
ways of approaching common problems. Sprague and McNurlin [1986] pave
an example of a manufacturing firm with a central plant and warehouse
and various distribution centers trying to increase the return on
investment (ROI). The application of standard techniques to reduce
inventory resulted in plans that would slightly increase ROI. When
challenged to be creative, they found that a totally unique and
different approach was the best way to improve the ROI. Their solution
was to eliminate the central warehouse altogether, and install an
improved computer-based distribution system. Peters and Waterman [1982]
have also stressed the importance of non-traditional solutions to
problems (allowing or encouraging employee discretion in problem

solving).

4) Opportunity Cost of Failed Systems

The cost of developing support systems for decision makers has
been justified by the existence of a high payback which would offset the
costs of development and implementation of these systems (Keen and Scott
Morton [1978]). The existence of potential gains also creates an
opportunity cost if the system implementation is a failure, or if it is

only marginally successful.
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More recently, several authors have written about a second type
of opportunity cost when they have discussed the use of information
systems for competitive advantage (e.g. Sprague and McNurlin [1986],
Wiseman [1988], Cash et al [1988)). Sabherwal and Grover [1989] attempt
to provide a framework for computer based support of these strategic
decisions, (that is for Strategic Information Systems (SIS)) stating the
need to provide the correct SIS in each situation. They all indicate
the large possible benefits of the use of CBIS for strategic decision
making.

One key example of the strategic use of IS is the total redesign
of organizations that properly designed and utilized IS can facilitate.
Drucker [1989] talks about the positive changes that will take place in
organizations that learn to use information rather than datg. He speaks
of the benefits of removing the layers of anaiysts and middle managers
and creating new organizations that are smaller, and have flaﬁter
| structures. Similarly, Keen [1989] states that by the year 2000 the use
of Information technologies will shift from economic health (gaining a
competitive advantage) to organizational health. This is consistent with
Peters and Waterman [1982] who suggest that successful ogganizations
stay successful by avoiding the development of complex ogganizational
rules and procedures. Companies that do not take advantage of these
opportunities may find the opportunity cost is their continued

existence,
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1.4 ARY

This research will be valuable if it can improve the delivery of
computerized support. Improving the delivery of support services is
important (Burns and Dennis [1985]) as the cost of supplying these
services is high. This cost includes:

- the actual cost of development and implementation of the

technology (which is continually becoming less and less of a

major factor (Benjamin and Scott Morton [1988])),

- the organizational costs of implementation
- the opportunity cost assoclated with sub-optimal decision making,
- the organizational costs of having to repair or replace a

(CBIS) that is not working properly.

Strassman [1989] details many of these hidden organizational

implementation costs when discussing the true cost of 0ffice Automation.

The increasing use of computers will no doubt affect the decision
making process itself. The better we understand how the process is
affected, tﬁe better we will be able to manage this change. Research in
this area is a step in the process of learning how to supply
computerized support to decision makers in the most efficient fashion.
This research suggests that this can be accomplished only by considering
a wide variety of situational factors. This is congruent with GinzBerg

and Ariav [1984] who suggested that:
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» A key direction for future research is gaining a better
understanding of the range of DSS enviromments and roles......
Further work is needed , however to develop a design relevant
taxonomy of DSS environments identifying key environmental
characteristics and the constraints they place on the choice of
DSS components, their arrangement and the resources required."
Furthermore this research is based to some extent on research
into the decision making process itself. Vroom {1973] and Vroom and
Jago [1978] have suggested that certain types of decision making are
appropriate in certain situations. I1f there are different ways to

approach decision making in different situations, should there not be

different means of supplying computerized support for thege situations?

There is no one way of ensuring that support systems will be
beneficial in all instances. There exists a large body of Information
Systems literature which attempts to define how to minimize the negative
organizational consequences of implementing information systems (Mumford
and Weir [1979], De Maio [1980], Oppelland and Kolf [1980], Land et al
[1980], Huber [1984]). This research has a place in this tradition in
that it attempts to define which of a set of approaches to decision
support would be more appropriate in a given situation. Similarly this
research continues the tradition of contingency modeling. It seeks to
explain how particular types of systems may be developed, or how to
select between different methodologies at various stages in the systems
development life cycle (Taggert and Tharpe[1975], Davis [1982], Ein-Dor
and Segev [1978], Mann and Watson [1984], Naumann et al [1980], Sage

[1981], McKeen [1983], Burns and Dennis [1985]).
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DEVELOPMENT QF THE FOQUR FACTOR MODEL

2.0 INTROD 10N

This research was based on three assumptions. The first, that it
is possible to define various strategies or approaches for the
development of computerized support for decision makers. The second,
that it is possible to define situations using a set of factors which
are each defined by a set of attributes (situational variables). The
third, that some approaches are preferred or more sultable in a given
situation (set of factor values) than others. These assumptions are
founded on the concept that approaches for developing support systems
should be tailored to situations. This is based on a similar concept
which has been accepted in the literature (Silver [1988]) thaf DSS

should be tailored to situations. Symbolically this may be represented

as:

F(lxil) ---------- > Y)
where
~[x1} = PRESENT SITUATION suhset of {FACTOR VALUES)

{Y) = APPROPRIATE APPROACH(ES) subset of {APPROACHES FOR SUPPORT
SYSTEMS DEVELOPMENT)

18
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There may be more than one approach that is appropriate in a given

situation,

The four factor model developed in this research (Fig II) has
been defined in a hierarchical fashion, where the factors in the model
serve as both independent and dependent variables at different levels.
At the top level of the model, each situation is defined as a unique set
consisting of a value for each of the four factors (X;j}. These sets of
factor values are then matched to approaches {Y). At the more detalled
level in the model, each factor value is itself associated with at

least one set of attribute levels,

Although the final list of factors and their defining attributes
was defined by means of expert consensus, an initial set of "seed"
definitions were needed as inputs into this process. Since better
quality input meant an easier process of obtaining consensus and better
output from this process, it was necessary to develop these initial
definitions carefully. The overall dependent variables, (approaches to
developing computer based support systems) are defined in section 2.1.
The independent variables, (the factors and their defining attributes)

are defined in section 2.2.



SYSTEMS DEVELOPMENT APPROACHES

NULL APPROACH

SYSTEMS DEVELOPMENT LIFE CYCLE APPROACH
PROTOTYPING APPROACH
DECISION MAKER CENTRED APPROACH

DECISION MAKING SYSTEMS APPROACH

EACYOR |
FUSER PARTICIPATION

-USER ROLE

*USER PARTICIPATION
FSOLICITATION

«USER DISCRETION

-PROBLEM IMPORTANCE

iFAC‘I'OR 11
ROBLEM SPACE
COMPLEXITY

-UNIQUENESS

~PROBLEM SET
COMPLEXITY

-DATA RESQURCE
COMPLEXITY

-RANGE OF
PROBLEMS

- INTERDEPENDENCE
OF DECISIONS

-PROBLEM
STRUCTURE

-AVAILABILITY OF
HUMAN EXPERTISE

-DEVELOPER TASK
COMPREHENS 10N
COMPREHENSTON

-AVAILABILITY OF
TECHNOLOGY

-AVAILABILITY OF
TIME

-AVAILABILITY OF
SYSTEMS PERSONNEL

FIGURE 11

-USER SYSTEMS DEV.

ESOURCE AVALLABILITY

N

FACTOR 1V
DRGANIZATIONAL CONTEXT

-ORGANIZATIONAL HISTORY

-ORGANTZATIONAL RESISTANCE
TO CHANGE

~OFFIC1AL ENDORSEMENT

-ORGANIZATIONAL ENVIRONMENT

20



21

2.1 THE APPROACHES FOR SUPPLYING COMPUTER-BASED SUPPORT SYSTEMS

We will define an approach for supplying computer-based support
in terms of both the type of system provided and the level of

participation of the end user in the systems development process.

At this stage only generalized approaches are used, even though
if this tool were to be used in practice it would need to be fine-tuned
to the set of methodologies available in a given firm. This is similar
to the procedure used by G. Davis [1982] in developing a contingency
model for selecting a strategy for information requirements analysis,
and that used by‘Burns and Dennis [1985] for selecting one of three
generalized approaches to systems development. These models can be
contrasted with one that has been developed for a chemical company in
the U.S. (Rhudy et al, {1986]) for actually selecting one of that

company's development methodologies for use in a particular situation.

It is possible to look at systems development approaches from
several perspectives. We have defined and maintained a user
perspective, as opposed to either a developer (or tool-oriented )
perspective, or a reference discipline perspective. This meant that
when we considered the development of the various systems or the
philosophy behind these approaches for support systems development, we

attempted to do so in the context of the effect on the end user. Our



22

seed definitions of the dependent variables alsgo reflected this "bias".
This bias is justified because of the lmportance of designing

information systems from an end user perspective.

It is necessary to understand the philosophy as well as the
content of an approach before one can understand how to use it
appropriately. In the following section we will outline both the
evolution of information systems used for the support of managerial
decision makers, and the evolution of the different approaches for

developing these systems.

2.1 PUTERIZED POR R_D Kl

Much of the following discussion and description of the types of
Information Sjstems is based on material‘that can be found in many
standard sources such as Senn [1982], Sprague and Carlson [1982] and
Davis and Olson [1985]. More recent works by Sprague and McNurlin
[1986], Wiseman [1988], Gray et al [1989], Bidgoli [1989] and others

also expand on some of these issues.

Early EDP systems were often referred to as transaction
processing systems (TPS) because this adequately described their
function which was the pfocessing of organizational transactions (e. g.

journal entries). They represented an automation of clerical functions
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and provided little if any support for managerial decision making.
Sprague and Carlson [1982] state that these systems provide support for
the intelligence phase of the decision making process. They do this by
improving the data gathering activities. By making transaction
processing more efficient they provided management with operational
reports that were more complete and timely than before. The new systems
also appeared to consume fewer organizational resources while producing
these reports (Wiseman [1988), Davis and Olson (1985), Senn [1982],
Sprague and Carlson [1982]). TPS were superseded by more sophisticated
systems with integrated data files which allowed them to provide more
comprehensive reports. In time, data base-centred information retrieval
systems appeared which offered some level of on-line query facility for
managers. As the systems became more sophisticated, the term Management

Information Systems began to be used (Aron [1976]).

Management Information -Systems (MIS) have been defined as
supporting all three phases of the decision making process
(intellipence, design and choice) (Davis and Olson [1985]). However, in
practice they appear to provide the decision maker with better access to
information, and some simple computational facilities, leaving the
design and choice phases of the process relatively unsupported ( Keen
and Scott Morton [1978], Bonczek et al [1981], and Sprague and Carlson
[1982]). Other authors have dgﬁ;ggg_them as providing support for

structured decision making processes (Wiseman [1988], Turban and

Schaeffer [¥989]) - RV ﬁ
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Management Science/Operations Research provides the manager with
models for problem description and decision making (Burns and Austin
{1985]). Since the late 1950's the computer has been used to provide
the computational power to deal with more sophisticated models and
increased amounts of data as managers attempt to cope with an
increasingly more complex enviromnment (Holloway [1979]). Models and
associated data may be used to create Decision Support Systems (DSS).
DSS represent an attempt at explicitly providing support to all phases
of the decision making process (which few MIS appear to do (Sprague and
Carlson [1982])). Emphasis is on the design and choice phases of the
decision making process (Keen and Scott Morton [1978], Sprague [1980],
Bonczek et al [1981] and Ginzberg and Ariav [1984]). Often they are
defined in terms of providing support for the unstructured or
semi-structured processes (Cats-Baril and Huber [1987], Luconi et al

1989] and many others).

Another approach for providing managerial decision support has
developed from the narrower perspective of Artificial Intelligence (AIL)
(Blanning [1984), Pau [1986], Luconi et al [1989]). Simon's work on
decision making was part of a larger effort directed at understanding
and emulating human cognition. One offshoot of Al research was a
different approach to supporting the decision making procesg, the expert

systems approach. This approach supplants the human decision maker with

an automated counterpart which supplies suggested solutions to the human
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who, in effect, becomes a decision ratifier (who either accepts or
rejects a system generated solution) (Michie [1982], Hayes-Roth et al

[1983], Lee [1983], Winston [1984], Henderson [1987]).

2,1.2 THE DEPENDENT VARIABLE: DEVELOPMENT APPROACHES

Some of the ways in which computers have been used teo aid
decision makers have been introduced in the previous section. A
continuous set of alternmatives for supplying computerized decision
support can be visualized (Alter [1980), Sanders {1984])). One endpoint
can be labeled as no computerized support of the decision making
process. The other could be labeled as complete computer control of the
decision making process; i.e. computerized decision making (Figure III).
Along this continuum the complete range of techniques for supporting

decision makers could be placed.

Three specific methods in which support has been provided for
decision makers have been outlined; Management Information Systems
(MIS), Decision Support Systems (DSS) and Expert Systems (ES). Although
there are no precise definitions for what is meant by these terms, there
appears to be agreement that there are different types of IS. Also
there appears to be agreement that in general we can differentiate
between the level of "support" for the decision making process provi&ed

by the different types of systems. (Bidgoli [1989], Alter [1580], and .

RN
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others differentiate between EDP/MIS and DSS, Luconi et al [1989],
Henderson [1987], and Turban and Watkins [1986] compare/contrast

DSS/ES).

MANAGEMENT
INFORMATION
SYSTEMS

DECISION
SUPPORT
SYSTEMS

CONTINUUM OF CBIS

FIGURE T1I1

In the manner of Alter [1980] or Wiseman [1988] we could consider
these three concepts (MIS, DSS, ES) to represent three sets which
overlap (Fig III), in that there are no firm boundaries between MIS and
DSS or DSS and ES. Alter stated that EDP systems and DSS's are by ﬁo
means mutually exclusive, and that there was no point in belaboring the
degree of overlap or non-overlap between them. Similarly we should
concentrate on the different ways of supporting decision making that
these various definitions represent. For the purposes of our current
research we will use existing definitions of these types of IS to

generate three archetypal systems for supporting decision makers.

FRT N
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We will then use these archetypal system types to define
approaches to supporting decision makers, where an approach is defined
as being composed of the end product (the system itself) and the level
of end-user participation in the implementation. It is believed that
many computer-based approaches currently in use for aiding decision

makers could be associated with the set of approaches we will derive.

The three archetypal systems for supporting decision makers are:
(1) Organizational Information Systems (01S),
(2) Decision Maker Centred Systems (DMCS),
(3) Decision Making Systems (DMS),

and they will be defined in the following section.

2.1.3 DEFINITION OF THE SYSTEM TYPES

As Wiseman [1988] states, the term MIS has never been defined to
everyone's satisfaction. However, despite the lack of definition for the
term MIS, we can identify common functions from definitions presented by
many authors (e.g. Keen and Scott Morton [1978], Sprague and Carlson -
[1982]; Wiseman [1988]). We will define an OIS as being capable of:

(1) Processing transactions

(2) Maintaining masﬁer files

(3) Produciné fixed format reports

(4) Processing simple inquiries.
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An OIS is a large scale organizational or multi-user system which
performs clerical tasks such as transaction processing and maintaining
files. It is also capable of producing routine reports and responding
to simple inquiries. In genmeral it provides the user with information

rather than analysis capability.

Similarly there is no consensus as to what a DSS is. We will
define a DMCS based on common features of definitions for DSS presented
by many authors (e.g. Keen and Scott Morton [1978), Ginzberg and Stohr
[1982], Sprague and Carlson 1982], Sprague and McNurlin [1986], Bidgoli
[(1989]). A Decision Maker Centred System is a system designed
specifically to aid a decision maker (or a group of decision makers) by
providing the decision maker with both data and support for the analysis
and presentation of that data., 1t may aid the decision maker in the
collection of information necessary to make a decision, by providing
access to corporate databases or by providing an internal database.
These systems are designed to support, not replace managers in their
decision making activities, and they are aimed at supporting decision
makers who are faced with unstructured or semi-structured tasks.
Typically use of these systems will involve substantial manipulation of
data, usually by-means-of sophisticated models, In a real sense the
decision maker through his interaction with the DSS becomes an integral

part of the problem processing system.
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A Decision Making System (DMS) 1s a system which is designed to
provide a decision ratifier with a proposed solution to a given problem
which can either be accepted or rejected., A decision ratifier is
defined as a decision maker whose role in the decision making process is
limited to either accepting or rejecting a proposed sclution. As such a
decision ratifier is not normally involved in the actual decision making
process. With a DMS the user is reduced to a decision ratifier, and
since the system would normally select both the data resources and the
problem solving techniques used, the user is very dependent on the

system,

These systems differ from OIS in that they are aimed at the same
types of decision making situations as the DMCS; i.e. those that are
semi-structured or unstructured whereas 0IS automate the structured
parts of the overall problems. Another way of expressing this is to
note that DMS are useful in solving problems that require "expertise",
(Hayes-Roth et al [1983], Blanning [1984]), or problems where "all
possible situations and outcomes are not known or cannot be explored
beforehand" (Sprague and McNurlin [1986j p 379). This differentiates
them from decision table programmes.' A further differentiation is that :
in a DMS ;helknowlédge base upon which the decision are based is
sepérate froﬁ thei“inférence engine” (which consists of tﬁe programs'
which perfdrm thgfseléétion of the proposed solution). This allows
- simplified‘création, maintenance anﬁ updating procedures for what'may be

‘%very large and complex knowledge bases.
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We can make use of one of the examples cited by Simon [1960] to

emphasize the differences among these three system types, as follows:

An example of an OIS is a payroll system. It processes
transactions, updates files, produces regular monthly reports and
automates programmed or structured decision processes by determining the

proper pay for each employee.

An example of a related DMCS would be the Compensation module of an
Human Resource Information System. This module allows access to salary
and benefit data, provides access to modeling packages to perform
various types of statistical analysis of salaries of various categories
of employees, provides the tools to allow for graphical or other user

defined reports, etc.

An example of a related DMS would be a rule-based compensation
system provided by a consultant which would monitor employee salaries
periodically and compare them to community standards (which would be
provided on a periodic basis by the consultant), monitor compliance with
pay equity guidelines, and if necessary suggest actibns which should be

taken by senior management to rectify problems.

At this point it is necessary to emphasize that it is not
possible to completely differentiate among different types of

Information Systems. These definitions will be used to define different
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approaches to supplying computer based support to decision makers. In
the end, the adequacy of these definitions is determined by whether or
not they represent most types of approaches for supplying decision
support, and whether they are defined clearly enough so that they
represent the same construct to different individuals. The test of this
adequacy will be in whether or not these definitions are accepted by
subjects in empirical studies supporting this research (as described in
Chapter Four), and whether or not consistent results are obtained from

these studies,

It is important to note that we have defined the OIS, DMCS and
DMS in terms of their function rather than thelr structure. This is in
accordance with general systems theory and with the reality of today's

technology where the same tools can be used in different systems.

Just as Simon stressed looking at the overall decision making
process in differentiating between programmed and nonprogrammed
decisions, researchers working with DSS have suggested ﬁhat DSS research
needs to consider the support of the whole decision making process, not
just isolated decision tasks (Nunamaker et al [1988]). 1If we look at
the entire decision making process using task complexity as defined by
Wood (1986), then OIS perform a small set of different tasks ( although
these may be highly repetitive so that the total number of tasks

performed is large), and there is a relatively simple precedence

— Lt
AT

relationshipfﬁmgﬂg these tasks. Furthermore, neither the set of tasks-
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nor the relationships among the tasks tends to change over time.
Therefore we could say that in some sense the OIS represents the

automation of less complex decision making processes (and will form the

basis for "less complex approaches").

DMS are designed to automate, and DMCS to automate or support more
of the overall decision making process, and therefore perform {(or are
capable of performing) a larger set of tasks, The interrelationships
between these tasks are often more complex (involving feedback loops
between different tasks), and over time the number of tasks and the
relationships among the tasks is subject to change. In some sense these
systems represent the automation of more complex decision making

processes (and will form the basis of "more complex approaches").
2.1.4 APPROACHES FOR SUPPLYING DECISI PPORT

We have defined an approach for supplying computer based
decision support as having two components: the type of system supplied,
and the level of end user participation in the systems development
process. (The term participation is used in the sense of Barki and
Hartwick [1989], that is participation refers to a set of behaviocrs or
activities performed bj individuals. The syétems development process
refers to the analysis, design, and implementation of an information

system.) We will use the three generic system types defined in the

previous section to implement the first component.
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A larpge body of IS literature discussing systems development deals
with the topic of end user participation in the develeopment of various
of these types of information systems. In the literature on DSS, there
is nearly a consensus (Silver [1988] that systems designed to support
decision makers should be developed in some sort of adaptive or
evolutionary fashion with the end user. Some writexs have stressed that
this is critical. 1In articles describing some of the other types of
support systems listed earlier, the participation of the user also

appears important.

Based on the preceding discussion, we have defined our
Participation construct in the following manner. If, in developing a
support system with a decision maker, the development is evolutionary
with the final end user, then we will assume that it requires a high
level of end user participation and will be defined as a High
Participation Approach. If the development is evolutionary, but
involving someone other than the eventual end user then we will define
it as a Low Participation Approach. If the development of the system is
non-eﬁolutionary and does not require a high level of end user
parﬁicipation we will also define it as a Low Parpigipation Approach.
Although we have not consid;red all non-evolutionary,'participétive

approaches, we will consider non-evolutionary approachgf/EEEE/bave

mechanisms allowing a substantial amount of feedback from the end user

in the anal 'sis and design phases to be High Participation Approaches.
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1f we include a Null Approach we have a set of five development
approaches in terms of these two constructs: participation in the
systems development effort, and the level of complexity of the support

system. These are defined in Table 1 and described in more detail in the

following sections.

TABLE 1

APPROACHES FOR SUPPLYING COMPUTER - BASED SUPPORT FOR _DECISTON MAKERS

1) The Null Approach is used for situations where no meaningful
computer based support system could be implemented.

The two "less complex" approaches are:

2) The Prototyping Approach, a less complex approach which

requires a high level of user participation in the development
of the system.

3) The Systems Development Life Cycle Approach, a less complex
approach which requires a low level of user parcicipation in
the development of the system.

The two “more complex" approaches are:

4) The Decision Maker Centred Approach, a more complex approach
which requires a high level of end user participation in the
development of the system.

5) The Decision Making Systems Approach, a more complex approach
which requires little end user participation in the
development of the system.
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2,1.4.1 THE DEVELOPMENT PROCESS

Langefors [1977} suggested that the systems perspective has two
main aspects: the construction aspect and the operations aspect. The
construction aspect is concerned with how the system can be built up
from individual components in such a way that the system as a whole can
attain the desired external properties. Once operating, a system can be
described in terms of its form (structure) and function (Churchman
[1979}). Ginzberg and Ariav [1984} said that design proceed: from an
ideal system to a critical review of resource availability for defining
a feasible system. Based on Churchman [1979] they defined five systems
aspects that must be considered:

{1) the environment (decision situations am' access patterns)

(2) the role (types and levels of decision support)

(3) the components (i.e. dialog, data and model management)

(4) the arrangement of the components (i.e linkages among the
components and the assignment of functions to modules)

(5) the resources available for the system (i.e. hardware, software

human skills and data)

If a system is to meet a given need, (in our case to help
decision makers make better decisions from an overall organizational

perspective) then the development of the system must bé undertaken in an
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appropriate fashion, so that the resulting system will have the desired
properties. In this context an appropriate fashion was defined as one

which takes into account the five systems aspects described above.

The role the system is expected to fill allows us to
differentiate between different system types (and indirectly between
approaches). Some systems are designed to replace human decision makers
(DMS). Other systems, although they do provide some level of support
for decision makers, will have as their primary function organizational

transaction processing and report production (0IS).

In describing the environment we are in a sense defining the
needs or what has to be done. As Silver [1988] noted it is part of the
accepted wisdom in DSS research that different situations require
different types of support. Therefore the situations will define the

role that the system is to play.

Once the external factors have been determined (i.e. the
environment, and how the system is to interact or impact on its
environment) then the internal factors can be considered. The last
three systems considerations: the components, their interrelationships
and the available resources, tell us what the syﬁtem is to look like.
Ideally the systems design should initially consider the components
neéessary to £ill the role, and how they should be arranged. Only then

should reality in the form of resource constraints be considered. If we
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place the user in a central position in the decision making system (i.e.
utilize him/her as a valuable system resource)} then we can define which
approach to take to develop the necessary system, based on the level of

resource availability, including end user participation.

2.1.4.2 REVIEW OF QIS DEVELOPMENT ISSUES

Since their inception there have been complaints about
computerized support systems. Part of the reason has to do with the
nature of the demands on information systems. Galbraith [1976] stated

that:

"The greater the task uncertainty, the greater the amount of
information that has to be processed among decision makers
during task execution in order to achieve a given level of

performance."
He then went on to suggest three methods for reducing this uncertainty:

(1) by means of Coordination by rules or programs
(2) by means of a Hierarchy where the more complex decisions are
are referred to a level in the hiérarchy where a global

perspective exists

(3) by means of Coordination by targets or goals.
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Information Systems were developed to help decision makers cope
with an increasingly more complex environment. They can do this by
helping an organization to cope with the increased information
processing load that comes with the increased uncertainty that
accompanies a more complex environment. If the information systems
themselves contribute to the environmental complexity rather than
helping to simplify the situation then they simply are not doing their

job. There will be dissatisfaction with them.

Ackoff [1967] in a classic article, "Management Misinformation
Systems", stated that simply supplying the manager with more information
and more communications will not increase his effectiveness but may in
fact decrease it. A manager (decision maker) needs more of the “"right"
or appropriate information, and less information in total. Similarly a
manager has enough to worry about learning and maintaining expertise
with the tools of his own profession without having to leaxn about the
complexities of CBIS. To help remedy these problems Ackoff suggested a
five stage development process for information systems. This would help
systems people to develop better information systems without requiring
managers to become systems specialists. He also suggested that three
groups must participate in this process: the managers, the systems

specialists and the analysts.
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Many others have attempted to define how systems development
should proceed. Peters [1981] reviewed different systems development
l1ife cycles, before defining a simplified life cycle with four stages:
analysis, design, implementation and operations. Lucas [1986] stated
that Computer Based Information Systems have a life cycle just like a
living organism or a new product and lists ten stages consisting of
several sub-stages. Ciborra et al [1980] presented a review of systems
analysis methodologies and attempted to develop a framework with which
to compare them. They stated that a causal link exists between the
failure of many applications and the lack of a sound methodology to
capture user information needs and to design a new system accordingly.
Taggart and Tharp [1977] have attempted to evaluate various Systems
Analysis approaches. Munro and Davis [1977] also compared methods for
determining information requirements. Sprague and McNurlin [1986)
outline some "New" approaches to IS development and Konsynski {1989}

provides a review of the advances in IS design.

Although problems in developing Information Systems have been

identified since the late 1960's, and many researchers have attempted to

‘develop more appropriate development strategies, the problems have

persisted until the 1980’s. Several researchers have developed
radically different methods of developing information systems (e.g.
prototyping (Davis [1982], Burms and Dennis [1985], Gaines [1988]) or
socio-technical systems development (Mumford and Weir [1979])) while

attempting to solve these problems. These approaches involve high
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levels of user participation and are discussed later. Others have
suggested the development of specialized breeds of IS such as Executive
Information Systems (EIS) (McNurlin [1987]), Strategic Information

Systems (Wiseman [1988]), Expert Support Systems (Luconi et al [1989])

and others.

2.1.4.3 THE FOUR APPROACHE

The Systems Development Life Cycle Approach

There are still many large scale information systems, such as
the OIS described earlier in this section, that were developed using the
systems development life cyele concept (SDLC) as outlined in Peters
[1981]. 1In fact Necco, Gordon and Tsai [1987] state that the SDLC is

still very widely used by most organizations for developing CBIS.

For the purpose of this paper a Systems Development Life Cycle
Appreach will be defined in terms of both the development approach and
the function of the system it produces. The development approach
includes analysis, design, implementation and-operations phases for the
development of the underlying system. Furthermore, although a
meﬁhodology of this type may contain formative evaluation procedures to
ensure that the project remains on track, it will not involve

prototyping or evolutionary development {as these terms are normally
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interpreted). Also, although the development process may be
participative, in that the user community as a whole will be
represented, in general the individual decision makers will not design
reports or support tools to help them with their specific decision
making problems. That is, although the eventual end users could
participate to varying degrees in the development of the system, the
reports this approach provides to individual end users are from some set
of standardized or easily created reports. From the perspective of
providing computer based support to an individual decision maker this

represents a low level of user participation.

As defined before, the system provides decision makers with
information, as opposed to data and the means to analyze it. The focus
of the system is managing the organization’'s information resources and
providing support for structured problem solving. This approach can be

defined as a Low Participation, Low Complexity approach.
The Protot Approach (PA

As suggested in the previous section there are many authors who
have suggested alternative design strategies for developing large scale
information systems. In situations that can be classified as uncertain
Davis and Olson [1985] and Burns and Dennis [1985]) have suggested that
it would be preferable to develop systems in either an evolutionﬁry

fashion or by means of prototyping,
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Keen [1980) suggests that all DSS need to be developed in an
evolutionary fashion. Gaines [1988] suggests a prototyping approach for
the development of expert systems. Other authors have suggested that
in all systems development efforts, significant end user participation
is necessary, and have described development approaches that are

adaptive or evolutionary.

Cerveney, Garrity and Sanders [1986) present a model which
describes three levels of prototyping: 1)Input/OQutput Design, 2)
Heuristic Design and 3) Adaptive Design. They define Input/Output
Design as the generation of printed reports and/or on-line screens.
Heuristic Design is defined as the development of screen formats and
some system functions. Adaptive design involves the complete
development of the system in an iterative fashion { and is most suitable

for the development of DSS).

We will define a Prototyping Approach in a fashion similar to
Cerveney, Garrity and Sanders [1986] Input/Output or level 1)
definition. The Prototyping Approach produces a support system which
supplies information to a decision maker from an existing underlying
01S. The information is provided as a set of reports for a specific
decision maker which areldevéloped in the following fashion. The
production of the initial report(s) is the first step in the development
of the support system, There 1s some form of feedback mechanism whereby

the user can request changes or improvements in the report(s) with which
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he is supplied., 1In the extreme case there is no final set of reports as
such, but a set which is currently in use and which is in the process of
evolving as new needs or present inadequacies are identified and changes
implemented. We will define this approach as a High Participation, Low

Gomplexity Approach,

2.1.4,3.1 APPROACHES BASED ON MORE COMPLEX SUPPORT SYSTEMS

" The concept of Decision Support has evolved from two main areas
of research : the theoretical studies of organizational decision making
done at Carnegie Institute of Technology during the late 1950's and
early '60's and the technical work on interactive computer systems
mainly carried out at the Massachusetts Institute of Technology in the
1960's." (From the series forward of the Addison Wesley series on
Decision Support by P.G. Keen and C. Stable.)

The first DSS were designed to aid senior managers in making
decisions involving semi-structured or unstructured problems. Early
‘texts on DSS outlined the contributions of Management Science, MIS,
Behavioral Science and Computer Science to this emerging fleld (Keen and
Scott Morton [1978], Alter [1980]). The developﬁent of this concept of
decision support as a separate class of information systems can be
'followed by examining how the various definitions have evolved since the
early 1970's. To aid in understahding the development of the concepﬁ we
have made use of a framework from Ginzberg and Stohr [1982] which .

separates the elements that characterize DSS into 3 groups:

[
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(1) The underlying technological components {ANATOMY)
(2) The ways the DSS are used (PHYSIOLOGY)

(3) The processes by which DS§ are developed (ONTOGENY)

One of the first frameworks for DSS was developed by Gorry and
Scott Morton [1971]. It concentrated on the nature of the decisions
being supported (semi-structured or unstructured), and on the
organizational level being supported in order to detecmine what
situations would be appropriate for the implementatien of a DSS. This
framework made use of Simon's taxonomy of decisions and a taxonomy
developed by Anthony [1965] for specifying Organizational level. This
reflected a concern with how the system was to be used, or the

PHYSIOLOGICAL aspects of DSS.

Early definitions also indirectly addressed the issue of user
involvement. These systems were directed atlmanagers in the higher
levels in the management structure, who were clearly discretionary
users. It was considered important that the support systems not impose
a foreign decision making structure on thé user (Keen and écott Morton
[1978]). These systems focused on an individual user rather than a user

groﬁpl'(DeSanctis and Gallupe [1985], Nunamaker et al [1988])

Later definitions, developed following the implementatipn of
several of these support systems, considered system objectives and usage

patterns as essential features of a DSS (Alter [198C]). Alter

BRI A US|
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concentrated on the PHYSIOLOGICAL aspects of these systems as had
earlier writers. However, when he attempted to define different types
of DSS as either model based or data based, he was emphasizing the

ANATOMY of the support systems.

Alter's model defined seven types of systems and six generic
operations that could be performed by support systems. These operations
formed a hierarchy with the most sophisticated systems performing all
the operations, including making the decisions. However, in general,
users of these first DSS had a great deal of discretion in whether or

not they made use of the systems.

Carlson [1983] was alsc interested in defining what types of
problems (PHYSIOLOGY) were amenable to DSS type systems. He used the
Simon model to help determine which operations in the organization

appeared to be suitable grounds for DSS development.

Keen [1980] defined DSS in terms of how the system was
developed. He claimed that it was necessary to take an evolutionary
approach in order to develop adequate systems for decision support.
This marked a transition in_how the user was viewed with respect to the
system. The user had always played a key role in the development of
decision support systems. However, rather than tailoring a system to
the user, the user now played a key'role in the development of the

system.
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In terms of the model derived from Ginzberg and Stohr, Keen
focused on ONTOGENICAL and PHYSIOLOGICAL, aspects of the system. He
allowed for both evolution in use as well as evolutionary development
(prototyping, as suggested in his article on using value analysis for
DSS justification (Keen {1981]), is an example of evolutionary
development). Evolutionary usage is where there is no final system, but
the system itself keeps growing and changing as the users needs continue

to change, and the user learns more of its capabilities.

Moore and Chang [1983] suggested that it was not possible to
define decision support systems in terms of what type of decisions they
could support because that depended on the decision maker. Instead they
focused on the how the system was used and what were its capabilities

(PHYSTOLOGY) .

Bonczek, Holsapple and Winston [1981] defined DSS in terms of
three components: a language subsystem, a knowledge subsystem and a
problem processiné subsystem, They included the user as part of the
system itself. This awareness of the role of the user as controller of
the decision making process and of his importance in the development of
this support represents the core of what we will define as the DMCS
approach. Although technically they were concerned with the system's
components, which would #uggest an emphasis oﬁ the_ANATOMY of the
sy;tem, they were also concernedrwith the Eﬂx&lnggI and ONTOGENY. They

have redefined the role of the user from being outside of the system,
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boundaries, to beilng an integral part of the system itself. This
allowed for the possibility of having a decision ratifier as the user,
with the computer having taken over most of the actual decision making

functions.

By including problem processing in the system Bonczek, Holsapple
and Winston [1981) made it possible to define a range of DSS based on
whether or not they make use of analytical models and procedural
languages (in support of a decision maker), or non-procedural languages
and heuristic search-based problem-solving techniques (in support of a

decision ratifier).

Turban and Watkins [1986] carried this one step further. They
quote Alter in suggesting that in the future DSS will disappear and be
replaced by Expert Decision Support Systems (EDSS) which will be a blend
of DSS and ES. Luconi et al [1989], Henderson [1987], Jones [1986],
Géul and Tonge [1987) and others have discussed how to make use of the
technology and concepts from work on ES in developing sophisticated

systems to support rather than replace decision makers.

Sprague [1980) presented a framework classifying various roles in
the use and development of DSS, and for defining how this

support is provided. Sprague's definition considered ANATOMICAL,
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PHYSTOLOGICAL and ONTOGENICAL factors., First Sprague defined five roles
associated with the support system process. Depending on the end user
and the tools avallable, the end user could f£fill various sets of these
roles, including those which contain the more technical
responsibilities. He then defined five methods of integrating (or
development and implementation}. The user participacion in the
development of the system varies with each method of integration.

Finally he defined three levels of support: specific DSS, DSS generator

and DSS tools.

Later authors have described how to develop DSS to aid decision
makers with ill-structured problems {(Cats-Baril and Huber [1937]), for
strategic decision making (Sabherwal and Van Grover [1989]) or for other

specific types of decision making. These models focus on the PHYSIOLOGY

or use of the support system,

Decigsion Maker Centred Approach

As with the term MIS there is no clear definition of DSS that
would receive universal recognition. However, it appears that there are
a considerable number of systems which could be defined as Decision

Maker Centred Systems in the following manner :
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They will have the following PHYSIOLOGICAL characteristics:

(1) they provide support for decision makers,
(2) they provide support for "unstructured or semi-structured

environments"”,
They will have the following ANATOMICAL characteristics:

(3) they allow the user convenient access to the system resources (well
developed user interface),
(4) they make use of the end user as a resource in their design,

development, and operation.

The Decision Maker Gentred Approach (DMCA) will be defined as a Decision

Maker Centred System with the following ONTOGENICAL characteristics:

(5) the development will be participative, making use of the end user
as a resource.
(6) the development will be evolutionary because both the
requirements for the final system and the available resources will
change as the user (or the user community) participates in the
development process. “
E
Therefore it can be defined ;; a High Participation,

High Complexity approach.
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ecisio aking Systems roac

Expert Systems evolved from research into Artificial Intelligence
(Al) to form another "class" of support systems for decision makers. Al
is itself a new field whose origins date back to the 1950's (Minsky
{1984), Winston [1977]). An interesting history of AI can be found in

the book "The History of Artificial Intelligence" by McCorduck [1979].

For our purposes there does exist an alternative approach to
decision support which can be defined based on several different
definitions of Expert Systems. The term‘"Expert System" itself
carries strong connotations regarding just what the system is or what it
can do (as did the terms MIS and DSS). Therefore it is impossible to
provide a single clear definition for what an "Expert System" is. We
have attempted to use the context free term Decision Making System (DMS)
for which we have developed the more precise definition needed for

research purposes.

The Decision Making Systems Approach (DMSA) can be defined in

terms of the model of Ginzberg and Stohr as follows:
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It will have the following PHYSIOLOGICAL Characteristics:

1) It will replace, not support a human decision maker.

2) It will be useful in semi-structured or unstructured decision making

situations,

It will have the following ANATOMICAL characteristics:

3) Normally it will feature some type of heuristic problem solving
module working in conjunction with a knowledge base.

4) The end user will not be part of the decision making system.

It will have the following ONTOGENICAL characteristics:

5) It will be developed in an evolutionary fashion.

6) The final end users will not be involved with the development of

this type of support system, so it will not be participative.

Therefore it can be defined as a Low Participation, High

Complexity approach.



52

2.2 THE INDEPENDENT VARIABLES ; THE F RS AND THEIR 1B1)

In the previous section a set of approaches for supplying
computer-based support to decision makers was outlined. In this section
a framework or model to help in differentiating among situations will be
outlined. Ginzberg and Stohr [1982] have developed a framework for
comparing different models of decision support systems. This provided a
useful tool for determining what comstructs or attributes the various
authors who have written about support systems have considered
important. A second framework, based on general systems theory, was
used to develop a small set of high level factors that could be used to
differentiate between situations. Finally the attributes were
associated with the factors. This provided the initial input into the
Delphi process (See Appendix I for a description of a Delphi Process)

which produced the final model.

The initial model which was submitted to the Delphi panel
contained three factors, described by eighteen attributes. After the
Delphi study, the model was structured into four factors which were
described by twenty attributes. This is the model which was used to
describe or define the various situations, and this is the model that -

will be described in detail here.
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2,21 THE FOQUR FACTOR MODEL

To be able to distinguish between situations it is proposed that
situations can be adequately described by four factors, each of which is
composed of various attributes. The general model is shown in Figure II
while details of the factor values and attribute levels are in Table II

and Table III respectively.

There are some important assumptions underlying the development
of this model. The most important is that the factors and attributes
underlying the model will be initially represented by simple discrete
representations. Normally the best we could do would be to define
attribute levels or factor values as being more or less appropriate or
accurate descriptors of a given real world situation. However, by
operationalizing the attributes and factors in terms of wvery broad
categories, we can attempt to capture the real distinctions between
situations rather than getting lost in the overlap of the concepts or

the terminology.
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TABLE T1

FOUR FACTOR MODEL FOR SYSTEM SELECTION

Factor T: User Participation in the Decisio ocess

Values

Attributes:

: High Level of User Participation

Intermediate Level of User Participation

Low Level of User Participation

User Role in the Decision Making Process

User Participation/Solicitation in Systems Development
User Discretion (in System Use)

Problem Importance (toc the Decision Maker)

Factor 11: Problem Space Complexity

Values

Attributes:

: Complex, Moderate, Simple

Problem Uniqueness

Problem Set Complexity

Data Resource Complexity

Range of Problems (in the Problem Set)
Interdependence of Declsions

Problem Structure

Factor ITI1: Resource Avajilability

Values

Attributes:

: Null, Simple, No_Constraints,

Decision Making System Approach

Availability of (Problem Domain Specific) Human Experts
Developer Task Comprehension

User Systems Development Comprehension

Availability of Technology(at Cost Beneficial Prices)
Availability of Time (To Develop Specific Systems)
Availability of Systems Personnel (to Develop Systems)

Pactor IV: Organizational Gontext

Values

Attributes:

: Supportive, Non Supportive

Previous History of MIS Projects
Organizational Resistance to Change
0fficial Endorsement
Organizational Environment

Note: Phrases in () may be left out of attribute names, depending on the

context.
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LEVELS FOR THE ATTRIBUTES IN THE FOUR FACTOR MODEL

Factor 1: User Participation in the Decision Making Process

ATTRIBUTE

-User Role in the

Decision Making Process

-User Participation/Solicitation
In Systems Development

-User Discretion
-Problem Importance (to the
Decision Maker)

LEVELS

Decision Maker, Decision Ratifying
Role, True Decision Ratifier
Solicited-High Participation
Solicited-Low Participation
Unsolicited-High Participation
Unsolicited-Low Participation
Discretionary User, Forced User
Important, Unimportant

Factor I1: Problem Space Complexity

ATTRIBUTE

-Problem Uniqueness
-Problem Set Complexity
-Data Resource Complexity

-Range of Problems

-Interdependence of Decisions
-Problem Structure

Factor 111: Resource Availability
ATTRIBUTE

-Availability of Human Expertise
-Developer Task Comprehension
-User Systems Development
Comprehension

-Availability of Technology
-Availability of Time

To Develop Specific Systems
-Availability of Systems
Personnel

Factor_IV; Orpanizational Context

ATTRIBUTE

~-Previous History Of MIS Projects
~Organizational Resistance to
Change

-0fficial Endorsement

-Organizational Environment

LEVELS

Unique, Recurrent

Simple, Complex

Simple {Data Resources)

Complex (Data Resources)

Wide (Range of Problems)

Narrow (Range of Problems)

{Pooled or Sequential}, Recipreoecal
Unstructured, Structured

LEVELS
Available, Uravailable

Experienced, Inexperisnced
Experienced, Inexperienced

Available, Unavailable
No (Time) Constraints
{Time) Constraints
{Staff) Available

Low (Staff) Availability

LEVELS

Successful, Unsuccessful
Resistance to Change
Supportive of Change

"0fficial Endorsement

Little Support
Supportive, Non Supportive

Note: Depending on the context phrases in () may be left out of
attribute names or attribute level names.

55
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2,2.2 THE DEVELOPMENT OF THE OVERALL MODEL: THE, FOUR FACTORS

The Leavitt diamond (Figure IV) is used to show the
interrelationship between the different parts of an organization. It
shows the interrelationships between the task, technology, people and
the organizational structure (Taesik and Grudnitski [1985]). Many
previous contingency models (Davis [1982], Culnan [1983], Courtney et al
[1983], Mann and Watson [1984), Burns and Dennis [1985), Garanto and

Watson [1985], Sethi and Teng [1988]) have used some of these factors.

TASK
ORGANIZATION / PEOPLE
(STRUCTURE) \

(TECHNCLOGY)

THE LEAVITT DIAMOND

FIGURE IV

A Delphi Panel (see section 3.4 for a description of the Delphi
Technique) was asked to validate the model. The initial model

originally submitted to the Delphi panel omitted the organizational
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structure component. This initial model postulated that for determining
which appreoach(es) would be appropriate for supporting a decision maker,
many of the organizational structure variables could be taken into
account as either aspects of the task {problem attributes) or the people
(user attributes) or the technology (resource availability). However,

the Delphi panel preferred to use all four factors.

The four factors can also be derived from Churchman’'s five basic
considerations in the general definition of systems. We have defined
approaches for developing computer-based support for decision makers as
being composed of:

systems - the components and the g;;gggémgn;_gﬁ_;hg_ggmggggg;g
implementation - how the systems are implemented.
We have also defined an overall role for these systems (to aid decision
makers in making better decisions from an organizational perspective).
If we are able to define situations {the resources that are available to
develop the system and the environment the system will exist in), then

we can match approaches to situations (which is our goal). Based on

. Ginzberg and Ariav [1984] the environmental considerations include

characteristics of the problem or task type and access pattern (which
includes characteristics of the user and the user'’s organization).
Therefore we need to know about the resource availability, the
characteristics of the problem, the characteristics of the ‘user in the
use of the system, andithe ovefall_organizational context (Table II and

Table<III show the four factors and their attritutes.)
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2,2.3 DEFINITIONS OF THE FACTORS AND THEIR ATTRIBUT ES

2.2.3.1 FACTOR I: USER PARTICIPATION IN THE DECISION MAKING PROCESS

The first factor, User Participation in the Decision Making
Process is operationalized as having three levels: Low Participation,
Intermediate Participation and High Participation. We will make use of
the definition of Barki and Hartwick [1989] of User Participation as a
set of behaviors or activities performed by the users. It 1s assumed
that users who perform more of the activities associated with the
decision making process will need a different type of support system

than those who perform fewer of the activities.
(1) USER ROLE IN THE DECISTON MARING PROCESS

Early definitions of DSS stressed their role in supporting rather
than replacing decision makers (Alter [1980], Keen and Scott Morton
[1978], Ginzberg and Stohr [1982]). Lee [1983] differentiated between
ES which seek to replace the decision maker with a decision ratifier
and DSS which support the decision maker. Henderson [1987]
differentiates between ES which replace decision makers and DSS which
support them, but suggests that in practice the distinctions are not
this clear. Others have described how DSS and ES could be merged in
Expert Support Systems (Turban and Watkins [1986], King [1986], Fordyce

and Sullivan [1986], Luconi et al [1989]).
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This attribute defines the role that the user chooses to adopt;
i.e whether the user accepts the role of decision ratifier as opposed to
the role of decision maker. Adler [1984] suggested that one of the
major problems with commercializing medical diagnostic expert systems is
that doctors (like most other professionals) will accept computer-based
advisors, but not substitutes. This means that in general they insist
on remaining part of the decision making process or on remaining
decision makers, rather than becoming decision ratifiers. Therefore in
selecting which approach to use it is necessary to understand which role

the user wants to play.

This attribute has three levels; "Decision Maker", "True Decision
Ratifier", and "Decision Ratifying Role". The third level was added
when respondents to the second phase of the validation process (section
3.5.2) differentiated between decision ratifiers who change theix role
depending on cother situatiounal factors, and those who always function as

true decision ratifiers.

USER PARTICTIPATION/SOLICTITATION SYSTEMS LOPMENT

This attribute refers to the user's activities during the systems

development process, rather than the activities of the user in the

decision making process the system is designed to support. There are
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two dimensions of this attribute: whether or not the user has solicited
the system, and whether or not the user has a high need to participate

in the systems development process.

The effect of solicitation of the system has been studied by
several authors. Sprague and Carlsen [1982] suggested that a user who
has solicited or initiated the systems development effort has a greater
stake in the success of the system than one who has not. Similarly
Courtney et al [1983] used Alter's [1980] results to show that DSS are
more likely to be successful if they are solicited by either the user or
top level management, They also argued that successful implementation is
easier if the user has solicited the system. They apparently reasoned
that a user who solicits a system will have enough of an understanding
of the problem space to have identified the need for a system. We will
operationalize this dimension of the attribute as Solicited or

Unsolicited.

Many authors have discussed the effect of eqd-dﬁer participation

kg
during the systems development, on the systems success. Debrabander and

AN

Edstrom [1977] and Debrabander and Thiers [1984) suggegted that the type
of interaction between the user and the system developers can be related
to system success. Silver [1988] asks what do we do substantively as we
proceed to design DSS in an adaptive fashion with user participation.

If the user is forced into sham participation then it may be worse than

no participation at allc This is because in these situations a user may
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use the system as little as possible once it has been developed.
Debrabander and Edstrom also suggested that effective communication will
be defined differently in different situations. Similarly Oppelland and
Kolf [1980] defined different types of appropriate user participation in
different situations, Hirscheim [1985] has reviewed user experiences
with participative design. We will use a simple dichotomous
representation for this dimension of end user participation, High

Participation, and Low Participation,

User participation in the widest sense includes participation in
the choice of the tools, therefore we will hypothesize that this

attribute can be operationalized as a four leveled variable with levels:

"Solicited - Hiph Participation"
"Solicited - Low Participation"
"Unsolicited - High Participation”
"Unsolicited - Low Participation”

During the analysis of the results of the second phase of the
validation study (section 4.2.1) we will test whether or not they can be

considered as different dimensions of one underlying construct.

(3) USER_DISCRETION IN SYSTEM USE

This attribute is cleosely related to user role. Whether or not
users will accept or reject a given role depends on the amount of

discretion they have. However, the amount of discretion that users have
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may affect which approach for supplying decision support should be
selected. This is in addition to whether or not they will accept a role

as a Decision Maker or a Decision Ratifier, which is defined by the

attribute User Role.

1f ve consider the situation where the user is left in the role
of decision maker the user may have considerable discretion over whether
or not to use the system in a given situation. Methlie [{1983] states
that many users of DSS have considerable discretion over how and when
they will perform a specific task and a choice of the tools that they
will use, Young [1983] stated that the managerial user will retain
control over the task and outcome and Lucas {1986] suggested that DSS
users have more discretion than other system users. Hogue [1989]
suggests more research has to be done on whether or not the user uses

the output from a DSS at his/her discretion.

We will operationalize this concept as a dichotomous variable
with values "Discretionary User" and "Forced User". A "Discretionmary
User" would be able to choose not only the type of support system, but
the method used to solve the problem, the data needed, etc. A "Forced

User" would have little choice.
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(4) PROBLEM TMPORTANCE TO THE DECISTON MAKER

User involvement (Barki and Hartwick [1989]), which has to do
with the importance of the problem to decision makers, is related to
user participation in two ways: (1) It may affect how the user will
structure the decision making environment (thus influencing the type of
support system the user will want or accept), (2) Depending upon the
importance of the problem to the decision maker, he/she may take a more
or less active role in the decision making process, thus more directly
influencing the type of support system required. For this study, user

involvement has been operationalized as Problem Importance.

This is one of the attributes suggested by the participants in
the Delphi study. Some of the comments included when participants were
asked for additional attributes were "Importance of the problem to the
decision maker ", "Interest or willingness of the individuals", "Crises
occurring". As well, one of the participants explained the difference
between involvement and participation and suggested both were important
issues. - These all seem to have a common element of addressing the user
perception of the problem as being important, in defining the user's

participation in the decision making process.

The two levels are "Important" and "Unimportant”.
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2.2.3.2 FACT I1..,. PROBLEM SPACE 11

This factor refers to the complexity of the task of developing
the particular support system, from the systems development perspective.
It is hypothesized that it will be more or less difficult to develop a
support system based on the characteristics of the problem space with
which the user is confronted. (By problem space we mean the set of
possible problems or problem types that the decision maker may face over
the expected life of the system). This factor is operaticnallzed as

Complex, Moderate or Simple.
(1) PROBLEM UNIQUENESS

There are two considerations here. The first is whether the
problems are unique or ad hoc, or whethexr they are recurring. The
second is whether they are unique to one user or are found
organization-wide, Many authors have stated that ES are only
appropriate in situations where problems are recurrent (e.g. R.Davis
[1982], Turban and Watkins [1986]). This is similar to Institutional
DSS (Donovan and Madnick [1976], Garanto and Watson [1985]) as compared
to Ad Hoe DSS. If the computer sysfem must be designed to take over
more of the Decision Making process, théh it will be more complex and/or
more expensive to develop. This variable was opgrationalized in a
dichotomous fashion for the next phase of the research with levels

"Unique"” and "Recurrent”.
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{2) PROBLEM SET COMPLEXITY

Sabherwal and Grover [1989] suggest that problem homogeneity or
the degree of problem type variety affects the difficulty of providing
support for strategic decision makers. Sanders and Courtney [1985] and
Mann and Watson [1984] discuss some of the attributes of problem type

variety and their affects on computer based support,

Turban and Watkins [1986) suggested that ES are more suitable for
a narrow domain and DSS for a wider problem domain., This may be because
ES performance in general "degrades rapidly" cutside a narrow area of
expertise (Davis [1984)). Donovan and Madnick [1976] in their
comparison showed Ad Hoc DSS more appropriate for situations where there
is a wider problem domain than Institutional DSS. From a systems
development point of view, the need to handle more than one problem set
would create a more complex problem space in that it would take a more
sophisticated system to deal with this variety. For example, Efstathiou
et al [1985] suggest that one shouldn't try to develop general purpose
" inference engines, so if one develops a large knowledge base then one
will need to develop several different inference engines for multiple
users to make use of this valuable resource. This is similar to
developiﬁg multiple DSS utilizing the same data base, as opposed to
developing one overall DSS. This variable is operationalized as

"Complex" (when there are mulﬁiple disjoint prggiem sets), or "Simple".
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(3) DATA RESOURCE COMPLEXITY

This attribute represents the complexity of data resources
required by individual problems that the decision maker may face, so it
is an attribute in the problem space factor rather than in the resources
factor. A problem space requiring "simple data resources" is one where
the data required by problems that the decision maker might face can be
pre-specified or at least access to the data can be pre-specified in
some sense. A problem space requiring "Complex Data Resources" is one
where the data required to solve the problem (and the source of that
data) cannot be specified a priori. This is based on the Donovan and
Madnick [1976]) comparison of Institutional and Ad Hoc DSS and the

problems.

Nunamaker et al [1988) suggest that the need to access a wide
range of ad hoc data, both internal and external, is necessary if
unstructured decision processes are to be supported. It would appear
that the greater the number of possible sources the more complex the
problem of designing a system to access these sources, especially if
there is no certainty over which sources should be used in any situation
(this could be why in practice so few DSS address ill-structured
problems as noted by Cats-Baril and Huber [1987) and Nunamaker et al
{1988]). Watson and Sprague [1989] describe some of the difficulties in

collecting and maintaining data from a wide variety of sources.

S
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This attribute will be operationalized as either "Simple Data

Resources", or "Complex Data Resources".

(4) RANGE OF PROBLEMS

This attribute differs from the problem set complexity (attribute
2 of this factor) in that even if a problem space can be said to
encompass only one type of problem (one problem set) one may still be
able to define a range of problems within that problem set (Donovan and
Madnick [1976], Garanto and Watson [1985]). An example would be a
financial support system that is required to provide support to a
particular financial analyst. This system is designed to work with a
particular type of problem, rather than a variety of problems
(financial, manufacturing, perscnnel etc.) However, depending on the
decision maker it may be required to provide support for a wider or
narrower range of problems of that type. This is especially true in the
case where the system is expected to grow and develop with the user. 1In
many ways this attribute is related to the concept of evalution in use
introduced by Keen [1980] in that, unless the support system can be
"fully developed" initially, to provide support for the entire range of
problems within a problem set it must be able to grow with the user,
However, many proponents of evolutionary DSS argue this may be neither
possible nor desirable. This variable will be operationalized as a
dichotomous variable with values "Narrow Range TF Problems" and "Wide

Range of Problems".
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(5) INTERDEPENDENCE OF DECISIONS

This attribute can be operationalized based on a three valued
taxonomy of Thompson [1967], and used by many writers on DSS (e.p.
Sprague and Carlson [1982]). Pooled refers to decisions which are
basically independent. Sequential refers to systems in which decisions
are made serially, with each decision based on the previous one in a
linear fashion. Reciprocal refers to decision making processes where
decisions from one decision maker affect those made by another, and in
turn those decisions may affect the decisions made by the first decision

maker, in a type of feedback process.

Basic systems theory (Davis and Olson [1985]) tells us that LE
we can break a system into a set of minimally interacting subsystems,
designing and maintaining that set of smaller systems will be simpler
than designing and maintaining the original singie laxge system. The
more interaction between decision makers (human or automated), the less
independent the decision making subsystems are and the more complicated
the task of designing support for them. Sprague.and McNurlin [1986]
suggest that Group DSS (GDSS) will be used to support pooled
interdependent decisions. Based on a similar rational we will
operationalize this variable as "Pooled or Sequential" (a state
representing a low level of interaction between decision maﬁers) and

"Reciprocal” (a state representing a high level of interaction).
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{(6) PROBLEM_STRUCTURE

This attribute is derived from the modification of the Simon
(1960] taxonomy used by Keen and Scott Morton [1978] to describe the
characteristics of problems that DSS should be focused on. It is
assumed that it may be possible to specify at the time of system
development some idea of the degree of structure the problems will
possess. This is not to say that the problems cannot be broken down
into structured and less structured segments, but that this cannot be
done a priori. The concept that it is a more difficult task to support
users in a less structured problem space is rooted in much of the DSS
literature (Scott Morton [1971], Alter [1980]). 1Indeed Cats-Baril and
Huber [1987] suggest that most DSS support Decision Makers dealing with
moderate to well structured problems. Nunamaker et al [1988] suggest
that little has been done to support decision makers facing less
structured problems, possibly because of the difficulty or cost of doing

so. The concept of task structure is also discussed in section 2.1.3.

This attribute is implemented as a dichotomous variable with

levels "Structured" and "Unstructured”.
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2,2.3.3 FACTOR II1,,,RESOURCE AVAILABILITY

The resource availability factor will be assigned four values
representing points on a scale from no support possible (Null), through
restricted support possible (Simple), to no restrictions on the support
available (No Constraints), to the need for computer controlled decision

making (DMSA).

Null--cescmneecan- Implies that it will not be possible to provide

computerized support due to the lack of resources,
Simple System---- This means that the availability of resources will

force the choice of more basic support systems.
No Constraints--- This means that resources will not constrain the
choice of strategy as suggested by the other factors.
DMSA~---mmmcenca- Implies that it will be necessary to supply a
Decision Making System due to the lack of
available, problem specific, human expertise.

1) AVATLABILITY OF HUMAN EXPERTISE IN OBLEM A

This attribute is meant to represent whether or not a capable
human decision mater exists in a particular situation. If not then it
will be necessary to supply a computerized decision maker. One of the
arguments behind research to develop expert systems has been the
scarcity of human expertise in certain fields and therefore the need to
"clone" this expertise (Winston [1984])). It is operationalized as a

dichotomous variable with values "Available" and "Unavailable".
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(2) DEVELOPER TASK COMPREHENSION

The higher the level of knowledge of the developer for developing
support systems for a particular problem space, the greater the
probability that the system can be ére-specified {Davis [1982], Burns
and Dennis [1985], Sethi and Teng {1988]). If the opposite is true then
the system will most likely need to undergo some form of evolutionary
development. This variable is operaticnalized in the following fashion:
"Experienced"------cnncoen- The developer has a good understanding of

the problem space the user is facing

either by having developed similar

systems or by having knowledge of the user’s

task because of previous training.
"Inexperienced"---«----v~-- The developer has little understanding

of the problem space faced by the user.

(3) USER SYSTEMS DEVELOPMENT COMPREHENSION

The higher the level of comprehension that the user has
concerning the task of developing information systems, then the greater
the probability that the systems analysis phase will produce a better
product, or that any type of system pre-specification will be
successful;'and the system will more easily b;mﬁﬁde to fit the users
needs (Davis [1982], Burns And Dennis f1§§5]; Sethi and Teng [1988]).

This is because a user with a knowledge of the systems development
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process is more likely to positively interact with the systems

development team. This variable is operationalized in the following

fashion:

"Experienced"---c-sc-eaaanan The user has a good understanding of the
use of support systems in this
particular problem space either by
having previously cooperated in a
similar project or having had some
formal training in Information Systems.

"Inexperienced"--------vv-- The user has little understanding of how

a computer-based system might be useful,
or of how it might be developed.

(4) AVATIABILITY OF TECHNOLOGY

This attribute is operationalized as appropriate technology being
either "Available" or "Unavailable" at a cost beneficial price for a
specific project. Note that although the appropriate software might
exist it may be too expensive for use in a particular situation. For
exampie, a framework package may exist that is suited for one particular
application but it would require the purchase of specific hardware so
that the total cost would be prohibitive. Or there may not be
appropriate commercial software available for a particular application
so that the system would need to be developed from lower ievel tools
(Prolog, Lisp, a DBMS, a procedural languége etc.) which would increase

the cost and time required to develop the system.
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(5) AVATLABILITY OF TIME TO DEVELOP SPECIFIC SYSTEMS

This attribute represents whether or not the time to develop a
system is a major constraint. Donovan and Madnick [1976] suggest that
Ad Hoc DSS (which leave more of the Problem Processing with the user)
are more appropriate (or realizable) than Institutional DSS in
situations where time is critical. Similarly, unless there are existing
systems available, it would appear (Hayes-Roth et al [1983], Davis
[1984]) that it takes a considerable amount of time to develop a DMS.
Also Courtney et al [1983] suggested that if the time frame is short
term normally some form of crash design would be used. Cats-Baril and
Gustafson [1988] suggest that timeliness of data is one of the concerns
in deciding whether to collect and analyze data on a routine basis,
since a larger and more complex system is needed to continually monitor
the environment (as opposed to providing information only when it is
needed). Such a system would take more time to develop. Availability
of time is operationalized as "No Time Constraints" and "Time

Constraints".

{6) AGAILABILITY OF_SYSTEMS PERSONNEL TO DEVELOP SPECIFIC.§YST§ﬂS

This attribute measures whether or not there are sufficient
- support staff to provide aid to develop individual systems. It will be
operationalized as "Development Staff Available" and "Low Staff

Availability".
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2.2,3.4 FACTOR 1V: QORGANIZATIONAL TE

During the first phase of the validation process, several of tho
Delphi study respondents felt that it was necessary to take into account
the organizational context in an explicit fashion. Examples of models
where this is done (Leavitt Diamend) were given and individual
attributes based on organizational context were also suggested. Mason
and Mitroff's [1973] seminal paper "A Program for Research on Management
Information systems" can be taken as the beginning of the accepted
tradition of contextual approaches for analyzing information systems
issues. Ein-Dor and Segev [1978] suggested that the successful
development of information systems depended in part on their
organizational context. They empirically studied the effects of four of
the organizational context variables that they had suggested. Olson
[1978] and Olson and Chervany [1980) studied the relationship between
organizational characteristics and the structure of the information
services function. In the late 1970's and early 1980's several other
authors also studied the relationship between organizational variables
and characteristi;s of IS (i.e. Sanders and Courtney [1983], Cerveny

and Sanders [1986], Cheney, Mann and Amoroso [1986], Rivard [1987]).

'In this section a reduced set of organizational context variables
are outlined, because it is believed that many organizational factors
affect the availability of resources, which is addressed in Factor III.

This factor will be operationalized as "Supportive" or "Non-supportive",



75

(1) PREVIOUS HISTORY OF MIS PROJECTS

It is postulated that if the organization has a poor history of
1S implementation, then the individuals in the organization will have
less of a predisposition to work with computer systems. This
corresponds roughly with the Ein-Dor and Segev factor of Psychological
Climate (also mentioned by Cheney, Mann and Amoroso [1986]). Although
the user may have worked with previous systems, personally know what c¢an
be done with computers, and may actually feel that they are beneficial,
he/she may be alone in his/her beliefs and not actively support the
development of a system, believing the risks if it fails are more

significant than the rewards if it succeeds.

In this context we could say that if the organizational history
was "Successful” then it will increase the probability that more
sophisticated systems will be implemented as opposed to the case where:

the history was "Unsuccessful",

(2) ORGANIZATTONAL RESTISTANCE TO CHANGE

This attribute can be interpreted in one of two ways. In fewer
and fewer organiz;tions there is a complete lack of experience with
computer-based systems. In these organizations the implementation of
computer-based systems would represent a major change. Since major

changes may be stressful to the members of an organization, there would
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be a natural resistance to change in that organization. In other
organizations, there can be a distinct traditienal sense, where even
though they make use of technology, they are reluctant ro do so. A
value is placed on doing things the way they have been done and it is
more difficult to justify changing the status quo. This variable could
be interpreted as having two states: "Resistance to Change", (so that it
is more difficult to implement more sophisticated technology) and

»Supportive of Change".

(3) OFFICIAL ENDORSEMENT

Many writefs on organizational context suggest that an important
factor affecting the success of implementation of an MIS is official
organizaﬁional support. This can take many forms: ‘the organizational
position of the MIS executive is sufficiently high in the organization.
or the steering committee is placed high enough in the organization
(Ein-Dor and Segev [1978], Riva?d [1987], Young [1989]) so that it can
exert true pressure to make available the necessary resources for
change, or the executives themselves are supportive of the use of

computer-based support systems.

Official endorszment can have two effects, it can improve the
organizational climate to make systems development more acceptable, or
it can free up resources to make it more possible. It will be

operationalized as "Official Endorsement" and "Little support”.
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(4) ORGAN]ZATIONAL ENVIRONMENT

Ein-Dor and Segev [1978] suggest that factors from both the
organization’'s internal and external environment affect the
implementation of IS in that organization. These factors could include
the stability of the environment, the market share, the industrial
markets in which the organization competes, and the internal stability
(stability of management, stability of process technology). Duncan
[1972] in an early article on organizational environments says that both

the internal and external environment must be considered.

The postulate here is that organizationms that face more uncertain
environments will have more complex decision making tasks than those
which face more stable enviromments (similar to comments by Galbraith
[1976]), and in the more complex enviromments it will be more necessary
to provide more sophisticated support systems because they will need not
only better data, but better tools to manipulate and transform that data
{nto information. It will be operationalized as having two states

"Supportive” and "Non-Supportive".



CHAPTER THREE

METHODOQLOGY
3.0 INTRODUCTION

In the first stage of this research a model was developed, based
on a thorough search of the literature. The model and the literature it
is based on have been outlined in the preceding chapter. In the next
stage the model was validated using a three phase process. This chapter
contains a discuséion of some general issues in validation as they apply

to this type of research and a description of how the experimental tests

of this model’s validity were carried out.

3.1 MODEL VALIDATION

The method ﬁf validation chosen for the proposed model used two
similar, although theoretically different paradigms. The first
experimental metﬁodology, which can be used to argue the validity of the
model, generally follows the outline of Straub [1986]. This is a more
typical Information Systems (IS) approach to validation. The second
makes use of the tenets of Social Judgment Theory (Hammond {1980]) which

has been found useful in policy determination research.

78
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Both discussions of model validation will be based en the data
from twoe types of studies or tests of the model. One test of the model
{(which is referred to as the first phase of the validation process),
involved submitting the model to an expert panel in a Delphi exercise (a
detailed description of the Delphi process is found in Appendix I). The
other test involved interviewing a number of subjects who have a
knowledge of Information Systems issues, either by virtue of their being
practitioners, (IS analysts, or IS managers, or executives) or by being
academics working in the IS field. The interviewing process
incorporated the second and third phases of the validation process. In
the second phase a separate test of each factor and the relationship of
that factor with its underlying attributes was conducted. In the third

phase, sets of factor values were matched to system types.

3.2 VALIDATION: USING THE METHODOLOGY DESCRIBED BY STRAUB

Campbell and Stanley [1966] have described two types of validity:
internal and external validity. Internal validity can be deseribed in
terms of causality, (does A causé B?) whereas external validity is !
defined in terms of how well (if at all) the results of a particular
study can be generalized from the experimental situation to other
rsituations. Uﬁfortunately, as Campbell and Staniey observed, we can
only speak of approximate validity since we can never prove validity,

only disprove it,
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Gook and Campbell [1979] defined internal validity in terms of
statistical conclusion validity and construct validity, and external
validity in terms of being able to generalize results to target

populations and across target populations.

Straub [1986] defined a model for conducting IS research so as to
ensure approximate validity. He defined three types of validity:
1) Instrument Validation (consisting of three phases: Content
Validity, Construct Validity and
Reliability)
2) Internal Validity
3) Statistical Conclusion Validity
For the purpose of our research Statistical Conclusion Validity
can be treated as a part of Internal Validity as Cook and Campbell
[1979] have suggested, and indeed it is the only issue of Internal
Validity that concerns this particular research. Instrument Validation

and Internal Validity are discussed in'the following sections.
3.2.1 IE&TRQMENTQ&%IDATIQB
3.2.1.1 CONTENT VALIDITY
An instrument possesses content validity if ic is representative

of the real universe, rather than the author's view of the universe., To

ensure content validity one can submit the instrument to a form of
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expert review (Cronbach [1971]). Three possible methods of expert
review were considered for this study : the use of a questiomnaire, the

Nominal Group Technique (NGT) and the Delphi Technique.

The simplest method of expert review would have been to submit
the model in the form of a questionnaire to a number of experts. If a
closed questionnaire (Davis [1982]) were used one would have to ensure
that all possible attributes and factors were listed initially and
associated with the correct factor. If an open questionnaire (Davis
[1982]) were used it would be difficult to ensure that attributes that
represented the same construct were removed, and there was a high
possibility of the model becoming very large with a large number of
related factors and attributes, many of which overlapped or were of
importance to only a few individuals. In either case it would be
difficult to allow the experts to change the model structure (e.g. move

an attribute from one factor to another).

The other two methods, which involve obtaining expert consensus,
are the Delphi Technique and the Nominal Group Technique {( Hampton et
al [1987), Gibson et al [1979], Dietz [1987])). The NGT is a highly
structured face-to-face decision making process. It is effective in
developing group consensus. However, because it involves getting the
expert panel together in one location for a long meeting, it was
considered impractical for this particular research effort. The method

of obtaining expert consensus which was selected for use in the first
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phase of the validation process was the Delphi Technique (Linstone and
Turoff [1975], Irvine and Martin {1984)). The Delphi is a normative
group technique which employs an expert panel who are individually given
the instrument and asked to comment on it, The individual responses are
then collated, and a summary of the responses is sent back to the

respondents. This process is repeated until a consensus has been

reached.
3.2.1,2 CONSTRUCT VALIDITY

Construct validity is an operational issue. It asks whether the
measures chosen are true constructs describing the event or artifacts of
the methodology itself. One of the major threats to construct validity
(Cook and Campbell [1979]) involves inadequate pre-operational
explication of constructs. This means that the constructs used must be

as clearly and unambiguously defined as possible.

Because of the feedback mechanism involved in a Delphi study,
this problem is less serious in this type of a study than in
questionnaire-based research. However, if the constructs are presented
in a format that is difficult for the Delphi panel to comprehend, then
the process of gaining consensus will be hindered and manyrof the
comments submitted by the respondents may be requests for~c1ar1£ication
of the constructs. In the extreme, participants may give up in

frustration.‘
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In case-based research this means: (1) that the dependent
variable must be clearly defined for the subjects, (2) that the
independent variables should be clearly defined, and (3) that the cases
themselves should be pretested to ensure that they do represent the

situations that they are supposed to.

Two other threats to construct validity are the possibility of
having mono-operational bias or mono-method bias. The former refers to
a biasing based on having only one exemplar of a construct., For
example,if we were interested in the effect of communications expertise
on retention then we should have multiple communicators, with as
different characteristics as possible so that any extraneous factors
mipht be identified as affecting the retention. The latter refers to
using a single methodology to test the constructs, ignoring the effects
that the testing procedure itself may have on the results (Cook and

Campbell [1979]).

Note that in most types of behavioral research there is usually a
trade off between the levels of the various validities that the
researcher is able to ensure (Judd and Kenney [1982]), and often it is
not possible to fully demonstrate all the different types of validity,
so that some judgment must be used in deciding which validities present
real threats to the model, This holds true for Information Systems

research in éeneral, as well as for this research in particular.
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3.2.1.3 RELIABILITY

Reliability is defined as the degree of consistency between two
measures of the same thing (Mehrens and Lehmann [1984]). There are four
common methods that can be used to estimate reliability; test-retest,
parallel forms, split-half and internal consistency (Ferguson [1976]).

None of these is particularly appropriate im our situation.

The test-retest method allows one to generalize how an individual
would do if presented the same task at different times. This method
assumes that if the individual performs the task similarly in both cases
then the test is reliable. Problems include learning occurring between
test and retest, memory effects, and the need to administer the same
test twice. This method is not appropriate for IS research involving
senior managers because of the probability of high subject mortality
(drop-out) rates, and the "learning effects" that would most certainly

be present with as difficult a cognitive task as this.

One method of implementing a test-retest type of strategy is to
use equivalent or parallel forms, so that the individual is presented
with two tests composed of different, but quivalent questions. This
means that one can eliminate the memory eif;;Es and lessen the amount of

learning between tests if the two tests can be scheduled close together.
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The practical problem of using this method in survey research is the

high probability that the respondents will drop out between tests.

If the parallel forms method is taken to the extreme, one
develops the split-half estimate of reliability. Here the two tests are
given simultaneously, with each test forming "one half" of the
administered test. The underlying assumption here is that the two
halves of the test are equivalent. The problem here is often the length

of the instrument, since one effectively has twice as many questions.

An approach that measures the internal consistency of an
instrument would appear to be the most practical in many forms of IS
research. If a model is being tested in a range of situations the
reliability of the model can be tested by analyzing the internal
variation of responses on an individual basis as well as analyzing

aggregate performance (Crombach [1951]).

In general we can say that the two sources of unreliability are:
vagueness in the test questions, and the possibility of the subjects not
understanding the task (inter-subject and intra-subject variability
(Stanley [1971])). If the subjects do not understand the task then they
will tend to answer in a random fashion. Thus the coefficient of
multiple determination (R?) for individual subjects will indicate
whether or not lack of reliability is a threat to the validity of the

study, since any increased randomness in the answers will lead to a
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reduction in the value of R2. This however assumes that the model is
linear or can at least be approximated by a linear model. If the model
is not linear, than some other method (possibly residual examination)
must be used to determine if there is a consistent subject policy. An
important assumption is that there is no bias in the instrument itself

that will lead to a trend being observed in the data.

In a study such as the one outlined here, one is concerned more
with the consistency of the responses than with the reliability of the
- instrument per se. This is because it is assumed that expert decision
makers will possess a consistent policy with regard to working in their
area of expertise; otherwise their performance should be noticeably
lower than others working in the field. Problems with the reliability
of the instrument will tend to lower the measured consistency of the
responses (see Cook and Campbell [1979] or Stanley [1971]) for a
discussion of reliability). Therefore we will assume that if the
elicited policies are consistent for individuals, then the instruments

are reliable,

3:.2.1.4 INTERNAL VALIDITY

3.2.1.4.1 STATISTICAL CONCLUSION VALIDITY

Statistical Conclusion Validity is a measure of the mathematical

relationships among variables. To improve this measure we must take
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(L)

(2)

(3)
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ensure that we use the proper statistical tools to analyze
the results (that is, we do not violate some of the basic
assumptions of the tests)

not attempt any "fishing expeditions", (that is we need to
recognize that if we look at the correlation between some
variable X, and 100 other variables, at the .05 level of
significance, then we will find a few "significant"
correlations by chance, so we must consider the
statistical effect of having made several comparisons).

use reliable measures (as defined in the previous section).

One of our concerns is to show not only that the model is valid

for the situations that will be tested, but that it is valid for most

situations that will occur. In theory we could test more and more

plausible situations, making any interpolations of the results more and

more accurate. In order to minimize the number of situations that need

to be tested, so that we can reduce the resources required by such a

study we can:

(1)

(2)

select representative situations which in some way span the
total set of situations,

test them in a fashion which could logically be expanded to
include the entire set, if the resources were available.
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3.3 ANOTHER APPROACH: IAL JUDGMENT THEQRY

Social Judgment Theory makes use of the Lens model of Egon
Brunswik (Hammond et al [1986], Hammond [1980], Doherty [1980]) to
describe how judgments involve interactions between the environment and
subjects. The model is based on representative design and the use of
idiographic-statistical analyses for the description of the judgment
policy of each individual subject. (Idiographic-statistical means that
significance tests should be applied to each subject’s behavior.) The
lens model (Figure V) displays how there are two parallel sets of
relationships: between the enviromment and the cues used to model the
environment, and the judgments based on models utilizing the cues. Just
as the individual may have different utilization rates for each cue
(rgi's), so the cues vary in ecological validity (fey's); being more or

less representative of the real environment.
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In examples presented in Hammond et al {1964] and Hursch et al
{1964], the distal variable or criterion was the actual IQ score of a
group of 78 patients. The cues were the patients’ responses or sScores
on 19 Rorschach factors. The judgments were the estimates of a group of
clinicians as to the patients’' IQ scores. Multiple regression was used
to determine the environmental validities, (the multiple regression
coefficients of determination which are represented by reiz)‘ These
values correspond to the relationship between the cues or the factors
used in making judgments and the value of the criteria in the "real"
world. The relation between the subjects and the cues, (the values of
rsiz)' represent the clinicians’ ability to make use of a particular
cue. Note that the study is idiographic-statistical because it is based
on the idea of uniqueness of each person's judgments. Each person must
be considered as an individual, and each individual'’s behavior must meet
statistical tests of regularity or dependabllity before the behavioral

data can be defined in terms of situational variables.

Hammond et al [1986] suggested that a general quantitative study
based on the lens model proceed in four stages. Doherty [1980)]
describes the methodology in relation to definition of Judgment Policies
in more detail, outlining a six step process. The first four steps are
used in defining the model, the last two steps in defining the use of

the model. The first four are:
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1) Find out what cues are potentially relevant to the
determination of the distal variable,

2) Apply object sampling, to create a set of profiles or
cases which represent or span the object space.

3) Define and obtain a set of policy implementers to make the
judgments (subject sampling).

4) Capture the judgments of the subjects.

In the literature, (Hammond et al [1964], Cooksey et al
[1986],[1987], Doherty [1980), York, Doherty and Kamouri [1987] are good
examples) cue determination involved such activities as initial
literature searches, deliberations with experts, and surveys of
potential subjects. This insured that the set of cues was comprehensive

yet manageable and could explain the majority of the policy variations.

Since the cases or profiles were to be as realistic as possible,
the set of profiles or cases were often constructed from real cases to
which the experimenter had access, with minor modifications made to mask
identities. The key to this second step appeared to be ensuring that
the cases represented adequately the universe to be measured. In some
of the studies, this meant developing a set of cases which represented
all combinations of all the levels of the independent variables or cues,
In other Qtudies this meant ensuring that a large set of cases (large
with respect to the universe of possible real cases) was developed, and

that the sample was statistically similar to the population as a whole.
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The set of policy implementers was normally taken as individuals
who would be faced with these types of decisions, although some studies
made use of experts and some novices while others compared groups with
different skill levels. In the Doherty studies where judgment policies
were considered, care was taken to ensure that the subjects were
representative of the population of policy implementers. Finally the
judgment policies were examined, It appears that in the studies care
was taken to ensure that the individuals had a stable judgmeut policy,

and this was reflected by a high value of Rg (the multiple correlation

coefficient).

If we compare the Doherty methodology to the validation
methodology proposed by Straub, we see that many similar issues are
considered by both, It is necessary to ensure tﬁat all relevant factors
are included in the model, (this is done with the aid of experts). The
entire judgment space must be adequately covered, and the implementers
or subjects must be representative of the population that they
represent. Also, it is necessary that subjects’ responses be conslstent

to ensure that not only have they understood the task, but they are

capable of handling it.

In our study we used experts in the Delphi panel to ensure that
all relevant factors and their defining attributes are considered. We
attempted to test all non-dominated situations using simplified

two-valued or three-valued implementations of the factors and their
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defining attributes, ensuring adequate coverage of the judgment space.
Finally, we selected three sets of respondents for the two final phases
of the study who were knowledgeable about the task and who were

representative of the total population of knowledgeable respondents.

3.4 THE METHODOLOGY OF THE DELPHI STUDY (PHASE ONE)

A description of the general Delphi technique can be found in
Appendix I. In this section issues of particular concern to this study,
which constituted the first phase in the validation of the model, will

be discussed.

In setting up a Delphi it is critical that the expert panel
consist of true experts, since we are relying on their expertise to
validate the content of the model. For our purposes experts were
defined as academics who had published in the leading MIS journals on
related (i,e. "organizational aspects of MIS") topies. A list of
suitable candidates was agreed upon, and members of the list were
contacted by telephone to solicit their participation. Originally about
Qixteen individuals agreed to participate in the study. For reasons
described later only ten members completed the first round and

mewbership dropped to nine for the final rounds.
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The expert panel were sent a questionnaire outlining the factors
and the attributes which define these factors, descriptions of the
approaches to supplying support systems, as well as the instrument
itself (see Appendix II for the initial Delphl instrument, and the one
used in successive rounds). They were initially asked to perform two
tasks. The first was to define the structure of the medel, having been
given a three factor model as initial input. The second was to help
assess how the model could be implemented, again having been given an

initial proposed implementation.

To perform the first task the respondents were asked to answer on
a Likert-like scale their impressions of the importance of each factor
in defining different situations where different types of support
systems could be used. They were also encouraged to list any additional
factors that they felt were necessary to help describe situations. They
were then asked to rate how well each attribute described the Ffactor
that it was associated with, using a Likert-like scale. They were also
given the option of moving attributes between factors if they felt that
they described another factor better than the one with which they were

currently associated.

The second task that the resﬁondents were asked to perform was to
aid in defining how the model was to be implemented. A set of rules was
proposed which iIndicated the effect that various factors would have on

the types of systems to choose in different situations. The experts
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were asked to agree/disagree using a Likert-like scale and to again

submit any comments, changes or new rules.

After all the experts submitted their initial responses these

were analyzed and tabulated and returned te the panel., This continued

until a consensus had been reached. The definition of consensus used in

this study can be found in Table IV,

Note:

(1)

(2)

(3

(4)

TABLE IV

RULES FOR DETERMINING CONSENSUS IN THE DELPRI STUDY

Any component in the model (either factor or attribute) that
was perceived as being very necessary or very important

(a score of 5 on the 5 point Likert Scale) by at least two
members of the panel would be kept in the model.

Any component in the model that was perceived as being
necessary or important (score of 4 on the 5 point Likert
scale)by at least 2/3 of the panel would remain in the
model,

Any component with an average score of at least & would be
kept in the model,

Any component with at least 2/3 of the panel rating it as
3 or lower would be dropped from the model.

In cases of conflict between the rules, the rules are listed in
order of precedence, i.e. rule one would take precedence over rule four.
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In order to reduce the possibility of experimenter bias, the
questionnaire was designed so that little or no Interpretation of the
results was necessary, except for the tabulation of responses after each
round. The questionnaire had either yes\no or numerical responses and a
predetermined definition of consensus. (However respondents were
encouraged to write in any comments that they felt were important.)

This helped to ensure that the Delphi study could be capped after the
minimum number of rounds. Based on the literature (Dietz [1987] and

Erffmeyer et al. [1986}) the target number of rounds was three.

THE INTERVIEW METHODOLOGY IN THE SE D D THIRD PH

Phase Two of the research study involved associating attribute
levels with factor values, and Phase Three built on this by associating
factor values with systems development approaches. From the start of
this research effort it was realized that it would be folly to attempt
to work with a set of fifteen to twenty attributes describing different
situations to be examined. If each attribute were represented as a
dichotomous variable there would be 229 or about one million different
situations to consider in some fashion. Even if we could eliminate
classes of situations as being either non-interesting or dominated in
some sense by other classes it appeared that there would be far too many

cases to consider,
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The four factor model represents an hierarchical problem, which
can be solved more simply (Keeney and Raiffa [1976])). The problem can
be considered as two sub-problems, the first of which involves
determining what attribute sets contributed to which factor values (for
each of the four factors), and then the overall problem of which set of
factor values could be associated with which systems development

approaches.

Since each of the four factors has ag most six attributes, there
are less than 2° possible situations for each factor or less than 256
situations for the subproblem of associating sets of attribute levels
wiéh factor values. If each factor had three values, then there would
be 3% or 81 situations for the subproblem of associating factor values
with uapproaches. This represents a total of less than 400 situations for
both subproblems combined, making the second and third phases of the

validation process feasible.

3.5.1 PHASE TWQ: VALIDATION OF THE FOUR FACTOR

After we had developed a set of cues and validated that set in
some fashion, if we make use of Social Judgment Theory, the next step
would be to develop a set of cases or profiles which could be presented
to an appropriate group of subjects. Care must be taken to ensure that

all relevant cases or profiles are somehow considered. If the variables
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are nominal in nature, one must consider presenting all possible cases.
However, if the wvariables are ordinal, then one could make use of the
inherent ordering of values and attempt to present a subset of the set
of all possible cases. As long as the extreme points are included one
could attempt to generalize to cases which are defined by intermediato
values of the variables by making use of various dominance arguments.
Care must also be taken to ensure that the subjects are representative

of the population to which one would like to generalize the results of

the study.

If we consider the model validation approach as defined by
Straub [1986] to eliminate mono-method bias in the content validation of
the model, one needs to make use of another method of content validation
as well as the Delphi. One also needs to demonstrate construct
validity; i.e. one needs to be able to show that the results will be
applicable in many situations, which means that the responses of many

subjects to the different situations are similar.

To provide a second measure of the content validity of the model
and to provide a measure of the construct validity we presented a
representative set of subjects various situations (defined by the levels
of the attributes which make up the factors) and asked the subjects to
determine the values of the different factors associated with each of
these situations. We then attempted to determine if the set of

attributes determined by the Delphi to describe each factor was complete
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and correct.

To help ensure that the proper subjects were used, the four
factors were divided into two sets of two, Factor I and IV being
organizational in nature, Factor II and III being technical in nature,
In an attempt to ensure proper subject sampling, subjects who were given
the sets of cases for Factor I and IV held managerial or administrative
positions. Subjects given the cases for Factor II and III held senior
IS positions. Approximately 25 interviews were conducted for each
factor, with each subject receiving both cases for the factors in their
set (This took about 90 minutes of the subject’s time). The interviews
were conducted in Hamilton, Ottawa and Kingston, and an effort was made
to include as much demographical variability as possible (see section
3.3). This included interviewing subjects from the public and private
sectors, from bureaucratic organizations such as the military, and
organic ones such as universities, as well as using both male and female
respondents. We have chosen a technique used in Multi Attribute Value
Theory (or Multi Attribute Utility Theory) research to elicit subject
response to many different situations without the need to present
totally differeqt profiles or cases to the subject or the need to

provide standard gambles (Torrance [1976], Torrance et al. {1982]).

The first step was to develop a set of four instruments which
would adequately represent as many of the different situations (sets of

attribute values) as possible. For Factor I, with four attributes
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having (2,2,2,4) possible levels respectively, there were 32 possible
situations. Factor III had attributes with (2,2,2,2,2) possible levels
for a total of 32 possible situations. Factor IV had attributes with
(2,2,2,2) possible levels for a total of sixteen possible situations.
For these three factors it was determined that the best technique would

be to present all possible situations to the subjects,

Factor Il presented a different problem. There are six
attributes used to describe Factor II, each having two assigned levels,
There would need to be a total of 64 situations presented to the subject
to completely cover all possible combinations. Since this was thought
to be too large a task to give to the subjects, the number of situations
was reduced by use of dominance arguments. Initially it was postulated
that we could reduce the number of situations from the initial 64 to 23

by the use of two hypotheses, us follows:

1) Consider Factor I[I to be composed of two sets of three
attributes, each of which could be considered independently (one set
being composed of Problem Uniqueness, Problem Set Complexity and Data
Resource Complexity, the other of Problem Structure, Range of Problems,

and Interdependence of Decisions).

It was assumed (based on the literature search, as well as the
comments received during the Delphi) that the attributes, Data Resource

Complexity and Problem Set Complexity, were each dominant in defining
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the factor value. That is, if either of these attributes was defined
as being at the level which contributed to inereased Problem Space
Complexity, (their "high" wvalue) then the Factor value would be
automatically set at Complex. It was also believed that Problem

Uniqueness might be dominant as well, but this was not as certain.

2) It was assumed that the remaining three attributes had a less
drastic effect on Problem Space Complexity, in that one could not assume
that setting any one (or even setting all) of them to their "high" level

would cause the factor value to be set to Complex.

Based on these two hypotheses for Factor II it was decided to:

(1) Test all eight combinations of the first block of attributes
(those that were assumed to be dominant ) when the other
three attributes were set to their "low" value)., This would
establish whether or not the attributes were indeed dominant.

(2) Use the situation where all attributes were set to their
"high" value as a benchmark.

(3) Test the remaining seven combinations of Problem
Uniqueness set to its "high" value while keeping Data
Resource Complexity and Problem Set Complexity at their "low"
values, with the other set of three attributes. This was
necessary in case Problem Uniqueness was not dominant.

(4) Test the remaining seven combinations of the second set of
attributes against the situation when all of the first set of
attributes were set to their "low" wvalue.

Having decided on how to ensure that the appropriate environment

was being sampled adequately, the next step was to ensure that the cases

were clear enough so that the responses of the individuals really did
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correspond to their beliefs about what should be done in the various
situations. As was previously mentioned there were several sources of
ambiguity that could lower the credibility of the study.

I) The subjects might not understand what the various attributes

or factors were.

To ensure that the subjects understood the various constructs in
use in the experiment they were provided with written definitions of the
factor and the various factor levels, as well as the attributes and the
various attribute levels. They were then given addltional verbal
descriptions of these entities, since repetition helps learning, and

since some individuals respond better to verbal instructions as opposed

to written instructions (and vice versa).

II) The cases or profiles might not adequately represent the

situations that they were supposed to.

To guard against this possibility the cases were first pretested
by a panel of academics and practitioners to judge whether or not they
represented the situations (set of attribute levels). The judges were
given the descriptions of the factors and their defining attributes, the
initial cases and subsequent modifications, and a set of cards with the
attribute levels thgt the case (or situation) was supposed to match. If

the judges felt that the situation did not adequately represent the set
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of attribute levels on the appropriate card they were asked to give
reasons, Any situations that had been found to be problematic were then
modified before the next judge was given the case, Four or five judges
were asked to rate each case. For all cases, by the time the fourth
judge was queried, that judge agreed that the situations, as described
by the cases, matched the sets of attributes defined on the cards. This

completed the pretest process.

During the interviews, to ensure that subjects would understand
the situation being considered, they were given both a description of

the situation (case) and a card listing the levels of the attributes.

I11) The cognitive difficulty of the task might lead to

inconsistencies in the responses.

A key assumption in Social Judgment Theory is that the underlying
policies of the various subjects is more or less consistent. Therefore
some degree of anchoring and adjustment in the subjects' cognitive
processes is acceptable, provided that the cases are given in some
logical order, which moves gradually between similar situations.
Therefore we felt comfortable using a methodology similar to the one
previously described by Torrance [1976], Torrance et al. [1982] for

Multiple Attribute Value Theory studies.

In Phase Two, subjects were presented with situations which
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represented the different combinations of attribute levels and asked to
give their preferences for describing the various situations in terms of
each of the given factor values. For example, for Factor 1 they would
be given a situation and asked to state their preference for describing
the situation as one where they would prefer to have a decision making
style that could be described as incorporating a High level of
Participation in the Decision Makéng Process, a Low level of
Participation, or an Intermediate level. Factors I, IT and III had
three factor values to consider. The procedure was similar for Factor

IV except that there are only two factor values.

Initially a type of preference thermometer (see Torrance [1982])
was prepared and the subjects were asked to display their preference for
each factor value for each case individually on the preference
thermometer. The cards which described the attribute levels, with which
the subjects had been provided, were pointed at one end so they could be

placed to indicate a particular level on the preference thermometer.

This technique had several problems associated with it. The
first was that it simply was confusing to place more than 12 pointers on
the thermometer at any one time. The second problem was that many of
the subjects found it awkward or silly to use the thermometer at all.
They preferred to give their responses as an ordered triplet e.g. (High
30, Intermediate 40, Low 70). Therefore this revised technique was

adopted for this study. Since respondents from the beginning of the
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first set of interviews had not been making significant use of the
preference thermometer as an aid, not using it at all was not believed

to have significantly altered the task presented to the subjects.

Although it would have been preferable to have obtained the three
responses per case as independent observations, this proved not te be
feasible. The judgment policies of the subjects allowed for tradeoffs
between the various levels as the situations changed. Because ol the
interrelations among the responses, subjects were allowed to give
preferences between 0 and 100 for each factor level. They were told
that a higher number indicated a stronger preference than a lower

number, and that the results would be normalized during data analysis.

To enable the subjects to compare their responses from one case
to another and to help them to express consistent policies the following

steps were taken:

1) The subjects were seated so that they always had the matrix of
responses in front of them so that they could see what their previous
responses had been.

2) If a subject gave an inconsistent response, he or she was
asked about the response. The purpose of this was not to enforce
consistency, but to note why their policies changed drastically for
small situational changes. The interviewer attempted not to correct the
subjects but to query them to understand the differences in their
responses. Sometimes these questions resulted in a change of answer, if
the response was "wrong" from the subject’'s perspective, i.e. if they
had reversed the direction of change from the previous result.

Sometimes it resulted in a correction because, as they stated, their
standards or baselines had indeed shifted and they wanted to reconsider
their initial responses. Sometimes it resulted in an explanation of
their policy. This was helpful in interpreting the results of the study.



105

3) The cases were presented so that there were a minimum number
of cues changing value fiom one case to the next, helping the
respondents to keep a common baseline. For example if there were four
attributes (labeled A to D), each with two values, then all four
combinations of two of the attributes (A and B) would be presented to
the subject with the other two attributes (C and D) held fixed. Then C
would be set to its other value and the four parallel cases would be
presented, Then D would be assigned its other value and the parallel
set of eight cases (with D at the new value) would be presented,.

The last major concern about the validity of the technique had to
do with whether or not the technique itself could introduce any
regularity or pattern to the results, which would cause a systematic
bias. To minimize the systematic effects of the method, cases were
presented to different subjects in oue of several orders. To minimize
the biasing effects, the dependent variable (factor value) was presented
in an asymmetrical fashion although by the end of the trial the subjects
usuzlly responded to each situation with a set of responses for all the

relevant dependent variables. The analysis of the data from Phase Two

is found in section 4.2 and a copy of the instrument is in Appendix IV.

3.5.2 PHASE THREE: VALIDATION OF THE SITUATION-APPROACH MATCHING

The methodology of the Third Phase was similar to that employed
in the Second Phase, with some important exceptions. Because the task
the subjects were now asked to perform involved selecting which of a
set of systems development approaches they would choose in a given
situation, it was felt that the target subject population had shifted to

IS managers and academics. Subjects had to either have some
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understanding of IS theory to appreciate which system should be used in
which situation, or they had to have had some managerial experience in
the IS field to appreciate the consequences of their decisions.
Prospective participants were told what the task was and asked if they
felt that they had had appropriate experience. When individuals stated
that they felt that they weren't appropriate subjects, they were asked
to supply the name of an individual in their organization who might be
more appropriate. Because of the difficulty in obtaining senior
managerial subjects, the interviews were held in Toronto as well as
Ottawa, Kingston and Hamilton. Altogether there were 24 subjects
interviewed for this phase. There were fewer women interviewed in the

third phase because there are few women in senior management positions.

Just as the cases in Phase Two spanned the Attribute Spaces, the
cases in Phase Three spanned the Factor Space. There are three levels of
Factor I (User Participation in the Decision Making Process), three
levels of Factor II (Problem Space Complexity), four levels of Factor
I1I (Resourée Availability) and two levels of Factor IV (Organizational
Context). This would mean that a brute force approach would require
3%3*4%2 or 72 cases. However, we reduced the number of cases

necessary for Factor III as follows:

Factor III has 4 levels: Null, Simple, No Constraints, and DMSA.
Null means that the resources are so constrained that it is not possible

to supply a support system for the decision maker. In this instance,
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Factor III determines uniquely the systems development approach, which
is the Null Approach. Similarly if the resource that is lacking is
Human Expertise in the problem area, it had been agreed by the subjects
in Phase Two that the best that could be done was to use a Decision
Making Systems Approach. That is, if there was no human decision maker
to support, then if you could do anything it was to create & Decision
Making System, so that again the value of Factor III uniquely determined
the type of approach, which is DMSA. This meant that we only had to
consider the other two values of Factor III (Simple and No_Constraints),

and consider (3*3%2%2) or 36 cases in all.

The last significant difference between Phase Three and Phase Two
had to do with the validation of the cases. In Phase Two, draft cases
were presented to a panel of experts who determined if they did
represent the attribute sets that they were supposed to. Because of the
hierarchical nature of the model it would have been more difficult for a
panel of experts to validate the set of cases used in Phase Three.
However the initial cases used in Phase Two had been constructed in a
modular fashion. Also they had been deliberately designed in similar
settings to make it possible to make up combined cases where the overall
situation was described in ﬁérms of the text descriptions that had been
determined in Phase Two to represent the various factor values, This
ensured that the cases presented to the panel did indeed represent the

specified set of factor values,
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The supporting documentation that the subjects were presented
with included a set of definitions of the various systems development
approaches, a set of factor definitions including lists of the
attributes which defined each factor, and a description of the task
itself, The definitions were presented orally and in written form. The
data collection procedure was similar to that employed in Phase Two.

The data analysis from Phase Three is given in section 4.3 and a copy of

the instrument is in Appendix V.



CHAPTER FQUR
ANALYSIS OF VALIDATI DIE
4.0 INTRODUCTION

This chapter discusses the validation of the four factor model.
The First Phase of the validation process consisted of a Delphi study
with a panel of academic experts to assess the content validity of the
proposed model. The Second and Third Phases involved examinatlon of the
judgment policies of a set of practitioners and academics. This was
done to complete construct validation and to gather implementation data,
The interviews conducted in the Second Phase provided insight into the
relationships between the four factors and their underlying attributes.
The Third Phase interviews provided insight into how the factors
combined to determine which approaches for developing support systems

were preferred in which situations (as defined by the factor values),

4.1 ANALYSIS OF THE DELPHI STUDY

The purpose of the Delphi study was twofold. The first task was

to produce a model that:
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1) contained all of the factors that experts in IS would
recognize as being important in determining which systems
development approach should be used in different situations,

2) contained the necessary attributes to describe as

fully as possible each of the factors.

The second task was to develop a model implementation strategy
or a set of rules for selecting which of a set of systems development
approaches should be used in different situations. For the purpose of
this research, situations are defined in terms of unique sets of

independent variable values.

4,1.1 THE FIRST ROUND

After the first round of the Delphi study two things became
apparent. The first was that the overall list of attributes, or cues
that might influence the selection of a systems development approach,
was reasonably complete (see Table V for the numerical responses to the
first round. A list of comments from the panel members is in Appendix
IIT). The second was that the panel felt that the three factor model

presented in the first round should be modified to a four factor model.

The addition of the fourth factor was not entirely unexpected. In
defining three factors (User Participation in the Decision Making

Process, Problem Space Complexity, and Resource Availability) an attempt



TABLE V
SUMMARY OF THE RESPONSES TO THE F ou
ATTRIBUTE AVG, RESPONSE _COMMENT
FACTOR 1 TUSER INVOLVEMENT IN THE 4.5 Changed to user
DECISION MAKING PROCESS participation
(1) Need for a Decision Maker or 4.4
a Decision Ratifier
(2) Need for User Participation 4.2
in the Systems Development
(3} User Cognitive Style 2.6 Dropped from model
{4) Degree of User Discretion 4.2
(5) User Declsion Making Style 3.4
(6) Organizational Decision Making 4.2 Moved to
Style Organizational
Context Factor
Average 3.8
FACTOR II PROBLEM SPACE COMPLEXITY 4.8
(1) Problem Uniqueness 4.3
{2) Problem Set Definition 3.8
(3) Data Resource Specification 4.0
(4) Range of Prohlems 4.0
(5) Problem Type 3.4 Dropped from
model
(6) Interdependence of Decisions 4.3
(7 Problem Structure 4.1
Average 4.0
FACTOR III RESOURCE AVAILABILITY 4.5
(1) Availability of Human Expertise 4.5
(2) User/Developer Task Comprehension 4.3 Split into two
attributes,
“3)  Availability of Technology 4.5
© 4)  Availability of Time to Develop 4.4
Specific Systems
(5) Availability of Systems 4.4
Personnel to Develop Specific
Systems
Average 4.4

Notes: The responses were scored on a 5 point scale, with 1

Responses marked between
the demarcaticens on the scale were recorded to the nearest .5.

representing unnecessary and 5 necessary.

111



112

had been made to define factors which were as independent as possible,
to make the analysis in the later phases of the project simpler.
Therefore, although there was justification in the literature for an
Organizational Context Factor (Chapter Two, Model Development, has a
more detailed discussion of the theoretical basis of the model) it was
fe:lt that this factor would be significantly correlated with both User
Participation and with Resource Availability. However, after the first
round of the Delphi it became apparent that the expert panel felt more
comfortable with a model that described the world in terms of all faur
factors, so the Organizational Context Factor was included in the

subsequent rounds.

The model was significantly changed after the first round:

1) two attributes were dropped from the model entirely,

2) a compound attribute was split into two distinct attributes,
3) an attribute was moved from Factor I to the new factor,

4) five new attributes describing the new factor were created,

Of the 23 attributes listed in the second round of the Delphi,

only sixteen were the same as in the first round,

Although consensus concerning the content of the model appeared
to be forming, it was obvious that the task of developing a model
implementation strategy was nearly impossible. Of the approximately

fifteen respondents who had been sent the original instrument, only ten
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answered, and one of these answered only those questions concerning the
model structure, and not those questions concerning the model
implementation. The respondents were nearly unanimous in feeling that
the second part of the task was extremely difficult, and more

importantly several felt that it was not a useful exercise.

Based on these criticisms, it was decided that the validation of
model implementation should not be part of the Delphi exercise. The
development of an implementation strategy was delayed until the second
and third phases of the validation process. In the second and third
rounds of the Delphi study the panel were asked to consider only the
structure of the model. There were no further defections from the

panel after the first round.

4,1.2 THE SECOND AND THIRD RQUNDS

Once the fourth factor had been added to the model there were no
other major corrections to the model structure. During the second round
Organizational Culture, one of the new attributes suggested by the panel
for the Organizational Context factor, was dropped from the model. An
overall consensus was forming about what the factors and their

attvibutes should be (Table VI). The third and final round of the

- Delphi produced the agreed-upon convergence, where the rules on
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TABLE VI
SUMMARY OF THE RESPONSES TO THE LAST TWO ROUNDS

ATTRIBUTE __AVG, RESPONSE AVG, RESPONSE
SECOND ROUND THIRD ROUND
FACTOR 1 USER PARTICIPATION IN THE 4.4 4.7
DECISION MAKING PROCESS
(1) Need for a Decision Maker or 4.0 4.4
a Decision Ratifier

(2) Need for User Participation 4.3 4.0
in the Systems Development
(3) Degree of User Discretion 3.7 4.3
(4) User Decision Making Style 3.3 3.1 (D)
(5) Importance of Problem to D/M 4.1 3.94 (6)
Average 3.9 (3.95) 4.16
FACTOR 1T PROBLEM SPACE COMPLEXITY 4.4 4.6
(1) Problem Uniqueness 4.5 4.1
(2) Problem Set Definition 3.6 3.9 ()
(1) Data Resource Specification 3.8 3.9 (6)
{4) Range of Problems 3.7 4.3
(5) Interdependence of Decisions 3.7 4.1
(6) Problem Structure 4.7 4.6
Average 4.0 4.15
FACTOR III RESOURCE AVAILABILITY 4.5 4.7
(1) Availability of Human Expertise 4.5 4.6
(2) User Task Comprehension 3.8 4.8
Developer Task Comprehension 4,1 4.5
3) Availability of Technology 4.3 3.94 (6)
(4) Availability of Time to Develop 4.6 4.7
Specific Systems
(5) Availability of Systems 4.2 4.5
Personnel to Develop Specific
Systems
Average 4.3 4.5
FACTOR IV ORGANIZATIONAL CONTEXT 4.3 4.6
(1) Organizational History 4.4 4.5
(2) Organizational Resistance to Change 4.1 4.4
(3) Official Endorsement of Project 3.7 4.3
{(4) Organizational Environment 3.7 3.9 (6)
(5) Organizational Culture 2.7(D)
(6) Orpanizational Decision Making Style 3.6 3.4 (D)
Average 3. (4.1) 4.3

Notes: (A) The responses were scored in the same manner as round one.
(B) For round three the averages shown in brackets are the averages for
the attributes used in both rounds. The other averages represent the
averages for attributes left in the model

(C): (2) kept because two people scored this a 5; (6) kept because 6
people scored this a 4 or higher, (D) to be dropped after this round,
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attribute acceptance that had been set out before the study started were
satisfied (Table IV in Chapter Three). The participants also rated

Factor Independence in round three.

Two attributes (Organizational Decision Making Style and User
Decision Making Style) were dropped from the model after the third
round, leaving a total of 20 attributes defining four factors. The
responses to the questions on independence confirmed the original
expectations in that the lowest levels of orthogonality between factors
predicted by the Delphi panel were between the Organizational Context
factor (Factor IV) and both Factor I and Factor III. Using similar
rules to those which were used to determine which attributes were
included in the model (noting that a higher score means the two factors

are more independent), these are the only Factors that were not

independent.

TABLE VII
SCORES ON ORTHOGONALITY QUESTIONS

(1) FACTOR I AND FACTOR II 3.94 (A)
(2) FACTOR I AND FACTOR III 4.2 -

(3) FACTOR I AND FACTOR IV 3.2

(4) FACTOR II AND FACTOR III 3.6 (a)
(5) FACTOR II AND FACTOR IV 4.1

(6) FACTOR III AND FACTOR IV 3.2

Notes: (A) Two respondents scored this a 5.
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4.2 ANALYSIS OF THE SECOND PHASE OF THE VALIDATION PROCESS

In the second phase, the objective was:

To determine by means of rank order statistics if a unique
factor value could be associated with each set of attribute
levels, and if so to determine what that value should be.
In order to do this we would need to determine by means of
regression analysis:
- if the attribute lists developed during the Delphi study
were adequate for determining factor values( indicating
if the respondents had consistent judgment policies)
- which of the attributes were significant in determining
factor values ( indicating if the model was adequate)
- the relative importance of each attribute to determining
factor value ( giving us insight into the model structure)
When performing the regression analysis, it was noted that for all
factors, individual respondents were more consistent (had higher values
of Rz), than the overall group when the factor values were regressed
against the attributes or cues. It is plausible that the difference
between the overall group consistency and the average individual
consistency is caused by demographic differences in the subjects (e. g.
a great deal of interest is currently focused on the differences in
managerial styles of males and females). Similarly it would not be
inconceivable that individuals in different organizational settings
would have adopted different ways of interpreting cues or inputs,

consistent with their organizational norms (Hampton et al [1987]

discusses organizational culture)., When this was discussed with
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respondents, most felt that despite the structured nature of the case
approach, they brought their own biases into the process, based on who

they were, and what they had done,

The presence of individual differences was expected, given the
nature of the model. Although all factors and attributes were entered
into the model based on the consensus of the expert panel, this did not
mean that all experts felt that all of the attributes were important, or
felt as strongly about each attribute, In fact some attributes that
some experts felt were important were left out of the model( helping to
explain why the average individual value of R? is high, but not
extremely high for all factors). It was expected that subjects might

use subsets of the attribute sets in their judgment policies.

Unique Factor values were assigned to each situation using
Kendall's Coefficient of Concordance (W) for Factor I, Factor II and
Factor III, where the number of factor values was > 2, For Factor IV,
which has only two factor values, the Wilcoxon Matched Pairs test (which
is used to distinguish between two related conditions (Seigel [1956]))

was used,

Kendall's W is a measure of the degree of agreement of the
rankings assigned by multiple judges. A value of W = 1 means perfect
agreement, one of 0 means perfect disagreement. In using this measure

one can assume that if W is significant then the ordering is significant
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and the level with the "best" ranking (lowest mean ranking) will be
assumed to be the factor value associated with this situation. (This
assumption is defended in Kendall [1948] and repeated in Seipgel [1956)
and Churchill [1983) as well as other texts). The mean rankings for
each situation are obtained by summing the ranks assigned to each factor
value over all judges, and dividing by the number of Judges. For
example, if there are three judges and they each agsipgn a rank of one to
a particular factor level, the mean rank = 1 (which is the lowest

possible or "best" mean ranking).

Similar decision rules were adopted for all four factors.

For Factor II and Factor III the decision rule is:
IF Kendall's W is significant at the .10 level
THEN Factor value equals the factor value with the "lowest" ranking
ELSE No Factor value can be assigned
For Factor I the decision rule is:
IF Kendall's W is significant at the .10 level
THEN Factor value equals the factor value with the "lowest" ranking
ELSE Factor Value is Intermediate
For Factor IV
IF Wilcoxon Matched Pairs test is significant at .10 level
THEN Factor value equals the factor value indicated
ELSE No Factor value can be assigned
To determine the significance of W, the Chi-Square approximation
can only be used if the number of items (N) to be rated is larger than
7. For N< 7 and M (the number of raters) < 20 tabulated values of S

are available, (Kendall [1948], Seigel [1956]) for testing against .10
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and .05 levels of significance. §, which is the sum of the squares of
the deviations between the actual rankings and the theoretical rankings
of perfect agreement, can be related to W with or without corrections

for ties. Without the correction for tiles

W = 125/(M2 (N2 -N) = §/S,
With the correction for ties (T') this becomes
W=8/(S, - MT")

and T' = (ts-t)/12 where t is the number of tied rankings
and the summation is done over all sets of ties for all rankings.

In our case the most appropriate test of the significance of W
was an approximation based on the Fisher z statistic, (tabulated in
Fisher and Yates [1948]) as suggested by Kendall, rather than the
Chi-Square test or an attempt to extrapclate from tabulated significance
levels. This approximation is given by:

z = .51n((M-1)W)/(1-W))
Where z has parameters
vy =N-1-(2/M)
and
V2 - (M"l)vl

To determine the significance of the Wilcoxon Matched pairs test,
the standard normal deviate (for which significance levels are found
tabulated in most elementary statistics texts) was calculated from the
sum of the ranks (T) by assuming that T is normally distributed. For the

number of observations as small as eight, this is a good approximation

(Seigel [1956]).
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4 LYSI FF R
v
CTOR _1: US P CIPATIO CISIO
VALUES

High Level of User Participation in the Decision Making Process
Intermediate Level of User Participation in the Decision Making Process
Low Level of User Participation in the Decision Making Process

Name Attribute
Role (User Role in The Decision Making Process)
Part (User Participation/Solicitation in System Development)
Disc (User Discretion in System Use)
Imp (Problem Importance (to the Decision Maker))
Attribute Levels
Role Decision Maker, Decision Ratifying Role,
True Decision Ratifier (DM, DR, TDR)
Part Solicited-High Participation, Solicited-Low Participation
Unsolicited-High Part, Unsolicited-Low Part (SH, SL,UH,UL)
Disc Forced User, Discretionary User (F,D)
Tmp Important, Unimportant (I,U)

4,2,1.1 THE DEPENDENT VARIABLES FOR FACTOR |

The respondents were asked to put themselves in the position of
the described decision maker, for each case, and to state their
preference for using a decision making style that could be described as
either High Participation of the User in the Decision Making Process, or
Low Participation, or Intermediate Participation. (Alternatively, if
they had trouble visualizing themselves as the decision maker they were
asked which style they believed the decision maker described in the text

would prefer to adopt.) They were asked to statithis preference for
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each approach on a scale of 0 - 100, O meaning no preference for using
this particular approach to decision making, and 100 meaning that they
had as strong a preference as possible for using this approach to
decision making. Subject responses to the three variables are the
dependent variables and were named ValueH, Valuel and ValueL. A copy of

the complete instrument is in Appendix IV.

Because they felt that these questions were related, many people
answered the three questions as a set. They lowered or raised the two
extreme values unless there was only a modest change in their perception
of the situation, and only then would they change the middle value.

When regression analysis was performed on the data, linear relationships
were found between the indicator variables representing the attribute

levels and ValueH and ValueL, but not with Valuel.

The Intermediate level really corresponds to an indeterminate
state. Based on respondents’ comments, often if the individual was not
certain if he/she preferred a High or Low level in the situation, the
preference for the Intermediate level rose. At other times if the change
between two situations was slight the respondent increased the
preference for the Intermediate level rather than increasing the

preference for one of the extreme levels.
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Because many respondents had been using this factor value as an
Indeterminate state it was decided Lu assign this factor value to those
situations where no clear preference arose for either High or Low levels
of participation. Further evidence that subjects used this factor
value as an indeterminate state is found in the relatively small value
of R? for individuals (about .38 for Valuel compared to about .76 for
Valuel and .80 for ValueH). This indicates that while the subjects had
relatively consistent policies for determining whether or not a
situation was best described as High or Low Participation, they had no
consistent policy for the Intermediate state. Also, of the 23
respondents, four had no attributes enter in the multiple regression
equation for Valuel at the .10 level of significance. Ancther seven had
Role as the only attribute to enter the regression equation at the .10
level, leaving only 12 with more than one attribute significant in
determining preference for this factor. This would be the case if the
Intermediate state was preferred, when the other states were not

appropriate (i.e. if it were a true indeterminate state),

In sgction 4.2.1.5 it will be shown that the three dependent
variables are measures of one related construct and can be represented
by a single variable (VALUE) which defines the level of participatien in
the decision making process preferred in a given situation. VALUE is
defined on [0 - 100] with O representing no user participation and 100
representing high user parcticipation. The range of VALUE ecould be

partitioned into three segments, each associated with a factor value.
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4.2,1,2 SPECIAL CONSIDERATIONS FOR ATTRIBUTE PART

The attribute " User Participation/Solicitation in the Systems
Development Process" could be included in the analysis in three
different ways. It was initially felt, that although there were two
bi-valued components to this attribute, they would act in conjunction,
so that there would effectively be only three levels for this attribute,
with SL and UH representing the same level. However, by treating these
two components as two separate attributes during the interview we
allowed for the converse to be true . Therefore we could do one of

three things:

1) consider both solicitation and participation as independent
attributes,

2) consider them as a single attribute with three values,

3) consider them as one four-valued attribute (using a system
of dummy variables in the regression analysis).

To do this, two different types of regression analysis were run,

First, three dummy variables were coded as shown in Table IX.

TABLE
CODING FOR ATTRIBUTE PART IN FACTOR I
Part Level _Part Part3 Partd
SH 1 0 0
SL 0 0 1
UH 0 1 0
UL -1 -1 -1
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As well as reducing bias by using this scheme, the variable
"Part" is the same as if we had recoded the 4 leveled attribute into an
unbiased three level representation (the regression results are in Table
X). The second set of regressions (Table XI) were run with the
attributes Partl and Part?2 respectively standing for "Participation in
the Systems Development Process" and "Solicitation of the System". They
were then treated as independent variables in the regression equation,

with each having levels (0,1).

When the regressions were run using Partl and Part2, both entered
the regression Equation, with significance at the .0l level for
dependent variable ValueH. However for the dependent variable ValueL
Pare2 is significant at the .10 level. In doing this the value of R is

very close to the value when only Part enters into the equation,

The value of F is lowered noticeably for both ValueH and ValuelL
because two variables are being used to describe what can adequately be
described by one. Therefore, the variable Part will be used to represent
the attribute User Participation/Solicitation in System Development,
with values of (1) when the system is both soclicited and the user
participated in its development, (0) when either the user solicited the
system and did not participate in its development or when the user
participated in the development of the system but had not solicited the
system and (-1) when the user neither solicited the system nor

participated in its development.



TABLE X

OVERALL REGRESSTON RESULTS FOR VALUE 1 CTO
USING PART, PART3 AND PART4

Funetion ValueH Valuel

Multiple R . 74595 72437

Multiple RZ .55644 .52471

Ad] R .55396 .52205

F 224.2 197.3

Sig (F) .0000 .0000

Attributes entered T Sig T T Sig T

Role 22.23 ,0000 -22.24 . 0000

Imp 19.14 .0000 -16.28 .0000

Part 5.33 ,0000 - 4,39 .0000

Disc 2.87 .0043 - 3,25 .0012

Const 8.86 .0000 47.48 . 0000

Not entered

Part3 .38 ,7056 - .35 7244

Parté A4 6637 .17 L4410

Note that the regression results shown are for the aggregate
population., Similar results were obtained for Individual members.

Table XTI

OVERALL REGRESSION RESULTS FOR VALU ND VALU CTO

USING 1
Function ValueH Valuel,
Multiple R .74616 . 72480
Multiple RZ .55675 .52534
Adj RZ .55364 .52202
F 179.4 158.0
Sig (F) .0000 .0000
Attributes entered T Sig T T Sig T
Role 22,20 ,0000 -22.28 .0000
Imp 19.13 .0000 -16.28 .0000
Partl 4.26 .0000 - 3.79 . 0002
Part2 3,27 .0011 - 2.41 .0159
Dise 2.87 .0043 - 3.25 .0012
Const 4,18 ,0000 41.37 .0000
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4,2.1.3 ANALYSIS OF INDIVIDUAL RESPONSES

Regression analysis on the individual responses determines the
consistency of judgments of the individual respondents. Only if
individuals exhibit consistent response patterns can we define what
factor value corresponds to which set of attribute levels, If
individuals do not exhibit consistent judgment policies then we cannot
assume that their responses are reliable. Although in some studies
using Social Judgment Theory values of Rs2 >= .9 have been reported,
other studies report values considerably lower than this (Hoffman et al
{1968), Doherty [1980),Hammond et al [1964], Hursch et al [1964],
Brehmer [1986] Cooksey et al [1986]). Based on these articles and a
discussion with R. Hackett [1989], mean values of R2 of at least .72 (R
= .85) will be taken to mean that the judges have exhibited linear
consistency in their policies. Table XII is a summary of some of the
significant results for regressions for Factor I using ValueH and Valuel

as the dependent variable.

Some interesting trends are apparent in Table XII. It was
observed that most respondents provided answers as ordered triplets,
often changing the value of ValueH, then adjusting the value of ValueL,

based on the change made to ValueH, and then changing ValueI.
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The mean value and the distributions (Table XIII) of R2 for
ValueH and R? for Valuel are similar enough to sugpest that there is a
relation between ValuelL and ValueH. Also, for 15/23 of the respondents
all attributes that were significant in the regression equation for
ValueH were significant for Valuel, and for another six only one of the
four attributes changed with respect to whether or not it was

significant at a given level,

More direct evidence of the relation between the dependent
variables came from a further study where ValueH was regressed on
Valuel and ValueL. When ValueH was regressed on Valuel the correlation
coefficient (R) was greater than 0.9 for 17 of the 23 respondents, and
for only one respondent was it less then 0.8. When ValueH was regressed
on both Valuel and ValueL, R was greater than .95 for 14/23 respondents

and less than .85 for only 2/23 respondents, with an overall average

value of 0,95,

From the data in Table XII the average value of R? for the 23
respondents can be calculated (mean'Rz(H) = ,795, mean RZ(L) = ,76).
These values are much higher then the values of R? for the group as a
whole ( R2(H) = .56, RZ(L) =.525). Also, consistency of each individual
judge is higher than the consistency of thq group overall (with one
exception, see Table XIII),. It is believed that the difference between
the overall results and the mean of the individual results is due to the

individual differences among respondents.



128

Table XTI
IgDIVIDUAL REGRESSION RESULTS FOR FACTOR I
Respondent R®{H) Re(1L, Attributes not Sip., at .05 level
Subjectl 76646 49611 Part not sig at .10
Subject? 98101 .97530 Part sig at .10
Subject3 74741 .73955 Disc not sig at .10
Subjectd .82024 .82024 all significant at .05 level (I)
Subject5 .98638 .97022 (H)all significant at .05 level
(L)Disc not sig at .10
Subjecté .B4488 .630098 (H)Part sig at .10,Disc not sig at .10
(L)Disc not sig at .10
Subjeet? .80786 .77234 Disec not sig at .10
Subject8 .63601 .60415 Part not sig at .10
Subject9 .80008 .80008 Dise sig at .10,Part not sig at .10
Subjectl0 .70970 64341 (H)Disc not sig at .10
(L)Disc, Part sig at .10
Subjectll .92383 .98437  (H)Disc,not sig at .10
(L)Import not sig,Disc,Part sig at .10
Subjectl? . 79894 .66218 Dise not sig at .10
Subjectll .83448 .83394 Dise not sig at .10
Subjectls .72151 .63680 (H)Disc sig at .10,Part not sig at .10
(L)Disc,Part not sig at .10
Subjeetl5 .71324 . 88844 (H)Disc, Part not sig at .10
{L)Disc, Part not sig,Import sig at .1
Subjectlé .99129 . 98454 Disc, Part not sig at .10
Subjectl? .62808 . 59897 Dise not sig at .10
Subjectl8 L71476 .69083  (H)Part not sig at ,10
(L)Disc sig at .10,Part not sig at ,10
Subjectl9 .77310 . 76081 Disc sig at .10,Part not sig at .10
Subject20 .87236 .85717 Disc not sig at .10
Subject2l 76445 .65209  (H)Disc not sig at .10
(L)Disc,Part not sig at .10
Subject22 .60786 .67610 Disc not sig at .10
Subject23 .83396 .83356 Disc,Part not sig at .10

Notes : All attributes are significant at the .05 level unless
otherwise noted in the final column

(H)} Attributes not significant at the .05 level for the ValueH analysis,
(L) Attributes not significant at the .05 level for the Valuel analysis.
(I) : Subject4 felt that the value of ValueH and Valuel would
automatically go to zero if the role switched from Decision Maker to
Decision Ratifier. Rather than entering these 16 records, which would
make regression analysis on the other variables more difficult, only the
sixteen records where the value of Role was set to "Decision Maker" were
entered into the database. In general the difficulty with Role was
handled by most respondents by adding a third level, where they presumed
the individual would be attempting to take on the role of decision
ratifier, but being human might not be as successful in some situations
as in others. If the individual were a True Decision Ratifier then they
agreed with Subject4 that ValueH and Valuel would be zero.
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TABLE XITI
DISTRIBUTION OF &g FOR _INDIVIDUAL RESPOND 0 c
Value of R2 Number of Respondents Number of Respondents
ValueH Valuel,

<,55 0 1
.55 -.60 0 1
.60 -,65 3 4
.65 -.75 5 5
.75 -.85 10 6

>.B5 5 6

For all 23 respondents, the attribute Role was significant and
for 22 of the respondents the attribute Problem Importance was
significant. For 14 of the respondents the attribute Part was
significant, but for only 6 of the respondents the attribute Disec was
significant, (yet in the overall regression it was significant). This
provides further validation of the model structure since on average the
subjects in this phase of the research found all the attributes to be
significant in their judgment policies. These results indicate that of
the four attributes, Problem Importance to the Decision Maker and User
Role in the Decision Making Process are dominant attributes and User
Participation/Solicitation in System Development and User Discretion
play a minor role in defining User Participation in the Decision Making

Process { Table XIV).

Table XIV

VALUES OF RZFOR INDIVIDUAL ATTRIBUTES FOR_FACTOR
YALUES OF ._—__%}______LL———E—__IE_—_—________;L
Attribute R (H) Re(L)

T(H)  Sig T(H) T(L) Sig T(L)

Role .30652 .32872 22.23 .0000 -22.24 0000
Import .22722 .17615 19.14 .0000 - -16.28 .0000
Part .01760 .01281 5.33 .0000 - 4.39 ,0000

Disec .00510 .00702 2,89 L0043 - 3.25 ,0012



4,2,1,4 ASSIGNING FACTOR VALUES TO SITUATIONS

TABLE XV

ATTRIBUTE LEVELS
Role Part Imp Disc

DM UL
DM UL
DM UL
DM UL
DM SL
DM SL
DM SL
DM SL
DM  UH
DM UH
DM UH
DM UH
DM SH
DM SH
DM SH
DM SH
DR UL
DR UL
DR UL
DR UL
DR SL
DR SL
DR SL
DR SL
DR UH
DR UH
DR UH
DR UH
DR SH
DR ~ SH
DR SH
DR SH
Note:
and N = 3

FACTOR VALUES MATCHED TO SITUATIONS FOR._FACTOR I

HoHG - o HCoOHEC HCOHCO HCoHEC HCOHC HC =G
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FACTOR KENDALL'S
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COMMENTS ON THE SIGNIFICANCE

VALUE ) OF W

Low .2368 Significant at the .05 level
HIGH .7885 Significant at the .05 level

INT .0005 Not significant at the .10 level
HIGH . 7465 Significant at the .05 level

INT .0228 Not significant at the .10 level
HIGH .6640 Significant at the .05 level

INT L0425 Not significant at the .10 level
HIGH .6920 Significant at the .05 level

INT .0035 Not significant at the .10 level
HIGH .8332 Significant at the .05 level

INT .0476 Not significant at the .10 level
HIGH . 8083 Significant at the .05 level

INT .0845 Not significant at the .10 level
HIGH .7543 Significant at the .05 level
HIGH L1624 Significant at the .05 level
HIGH .8033 Significant at the .05 level

LoW .8319 Significant at the .05 level

INT L0405 Not significant at the .10 level
LowW L4616 Significant at the .05 level

INT .0977 Not significant at the .10 level
Low .8182 Significant at the .05 level

INT .0821 Not significant at the .10 level
LOW .5682 Significant at the .05 level

INT .0936 Not significant at the .10 level
LOW .5666 Significant at the .05 level

INT .0839 Not significant at the .10 level
Low 5942 Significant at the .05 level

INT .0646 Not significant at the .10 level
Low .5526 Significant at the .05 level

INT .0612 Not significant at the .10 level
Low .3598 Significant at the .05 level™
INT .0222 Not significant at the .10 level

The level of significance is calculated using the rules for M = 23
For significance at the ,10 level W >= ,1009 and
at the .05 level _

W >=.1301
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Based on the results shown in Table XV and the earlier discussion
of the addition of the True Declsion Ratifier level for the attribute
User Role (see note on Table XII) we can state seven rules for
determining the Factor Value for "User Participation in the Decision

Making Process" (an equivalent Decision Tree is presented in Chapter V):

1) IF the Decision Maker is a True Decislon Ratifier
THEN the factor wvalue will be LOW,

{ Used to determine factor value in 16/48 situations.)

2) IF the Decision Maker is operating in a Decision Ratifying Role
AND the Problem is Unimportant
THEN the factor wvalue is LOW.

(Used to determine factor value in 8/48 situations.)

3) IF the Decision Maker is operating in a Decision Ratifying Role
AND the Problem is Important
THEN the factor value Is INTERMEDIATE.

{(Used to determine factor value in 8/48 situations.)

4) IF the Decision Maker is operating as a Decision Maker
AND the Problem is Important
THEN the factor wvalue is HIGH.

(Used to determine factor value in 8/48 situatioms.)
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5) IF the Decision Maker is operating as a Decision Maker
AND the Problem is Unimportant
AND the System was Solicited and the User Participated in its
development
AND IF the User 1s Discretionary
THEN the factor value is HIGH
ELSE IF the User is Forced
THEN the factor value is INTERMEDIATE

(Used to determine factor value in 2/48 situations)

6) IF the Decision Maker is operating as a Decision Maker
AND tha Problem is Unimportant
AND the User either Solicited the system or Participated in its
development (but not both)
THEN the factor value is INTERMEDIATE.
(Used to determine factor value in 4/48 situations.)
7) IF the Decision Maker is operating as a Decision Maker
AND the Problem is Unimportant
AND the User neither Solicited the system, nor Participated in its
development
AND IF the User is Discretionary,
THEN the factor value is INTERMEDIATE
ELSE IF the User is Forced
THEN the factor wvalue is LOW,

(Used in determining factor value in 2/48 situations.)
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42,1 E OF INGLE ME RE F EV e

As has been previously discussed in section 4.2.1.1, it should
be possible to define a single variable to represent the value of the
level of User Participation in the Decision Making Process. A simple
way of converting from the three dependent variables to a single one

could be the following formula:
Value = 50%(2*ValueH + Valuel)/(ValueH + Valuel + Valuel)

This corresponds to setting up a scale, which appears to
correctly map the extreme scores correctly, that is:
1) A respondent who gives ValueH a score of 100, and Valuel and
Valuel scores of 0 has a score for VALUE of 100.
2) A respondent who gives Valuel a score of 100, and Valuel and
ValueH scores of 0 has a score for VALUE of 0.
3) A respondent who gives each of ValueH, Valuel and ValueL a

score of 50, has a score for VALUE of 50.

The system however tends to be conservative, in that it tends to
force other responses towards the midpoint. For example a respondent
who gives ValueH a score of 75, Valuel a score of 50, aﬁd Valuel, a score
.of 25 has a score for value of 65.7;‘If we assume equal intervals for

High, Intermediate and Low ranges on the scale, this 1s on the border
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between the Intermediate and High ranges, even though it is a situation
where the respondent has indicated a preference for a High Level of

Participation,

Even given the shortcomings that a simple conversion such as this
has, it is useful in demonstrating that the resulting variable VALUE
matches the data well and in most cases gives results that are
consistent with the underlying data. We can compare this variable with
ValueH and Valuel in Table XVI for the overall situation. The
comparison of individual regression analysis is similar, with the mean
value of R? of .80 for VALUE as compared to one of .795 for ValueH and

.76 for Valuel, and the distribution of values of R? being similar.

IABLE XVI
co SON O G 0 SU v Vv v

Funetion ValueH Valuel Value
Multiple R . 74595 L 72437 . 74760
Multiple R#%2 . 535644 .52471 .55891

Adj Rk2 35396 .52205 .55644

F 224.2 197.3 226.5

Sig (F) .0000 .0000 .0000
Attributes entered T Sig T T Sig T T Sig T
Role 22,23 ,0000 -22.24  .0000 23.39  .0000
Imp 19.14 .0000 -16.28 .0000 17.89  .0000
Part 5.33 .0000 - 4.3% .0000 5.16 .0000
Disc 2,87 .0043 - 3,25 ,0012 3.52 .0005
Const 8.86 .0000 47.48  .0000 16.10 .0000

A complementary measure for matching factor values to situations
can be obtained by taking the caleulated variable VALUE and averaging it

over all respondents. The overall scale can be split into intervals,
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and a factor value of High, Intermediate or Low can be assigned, based
on the average score (see Table XVII), If the variable VALUE is a good
representation of the underlying construct, then these two methods

should agree on which factor value to use in any situation.

TABLE XVII
MATCHING VALUE TQ FACTOR VALUE FOR FACTOR I
v "Value® Factoy lLevel
0 - .33 LOW
.34 -« 66 INT
.67 - 1.00 HIGH

In 30/32 cases both measures are in agreement. In cases 1 and
15 where Kendal's W indicates little disagreement among judges, VALUE
indicates an Intermediate value. BRecause of the relatively small number
of respondents, only one or two individuals who rated this situation
very differently from the majority could cause the average value to
increase outside of a category. In the cases where the two measures
disagreed the average scores of VALUE were (.40, .65) and it would take
a small change in VALUE to move these from Intermediate to the factor
value suggested by the Kendall-based analysis. This particular
representation for the underlying construct has already been notéd in
the previous section to be susceptible to this type of conservative

error.
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Based on the high correlation coefficients when Valuel is
regressed on Valuel and ValueL, the high level of agreement between a
representation of the underlying concept and the direct method of
determining factor value for each situation, and how well the data seems
to match being described by this single dependent variable, it appears

that there is indeed a single construct underlying Factor I,



4.2.2 ANALYSIS OF FACTOR 11

TABLE XVITT

FACTOR ITI: PROBLEM SPACE COMPLEXITY

VALUES
Complex
Moderate
Simple
Name Attribute
Unique Problem Uniqueness
Pset Problem Set Complexity
Data Data Resource Complexity
Range Range of Problems
Depend Interdependence of Decisions
Struct Problem Structure
Attribute Levels
Unique Unique or Recurrent (U,R)
Pset Simple or Gomplex (§,C)
Data Simple or Complex (§,C)
Range Narrow or Wide {N,W)
Depend Reciprocal or (Pooled or Sequential) (R,P)
Struct Structured or Unstructured (s,U)

4.2,2.1 THE DEPENDENT VARIABLES FOR FACTOR 1l

For each situation, each respondent was asked to consider
himself/herself to be a systems manager in a large corporation who had
just been called into the Director of Personmel’'s office. They were
then asked to state their preference for describing the situation as
being either Complex, Moderately Complex or Simple, from the poiﬁt of
view of developing a support system for the decision maker in that

situation., The initial case description and subsequent modifications

are found in Appendix IV.

137
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They were asked to state these preferences in a manner similar to
that outlined for Factor I, and as a result the same issues about the
dependent variables are addressed here; i. e. are they really
representations of a single underlying construet? The three variables

used to represent the responses were ValueC, ValueM, ValueS,

Regression analysis was used to determine if the wvarious judges
or raters exhibited consistency with respect to their policies. For
this factor, for the first nine respondents there were only twenty three
cases and six variables so that the number of degrees of freedom are
limited and this might have affected whether or not attributes were
found to be significant in the multiple regression equations. As a
result, the .10 level of significance was found more frequently than it

was for Factor I. The results of this analysis are shown in Table XIX.

The results displayed in Table XIX and Table XX indicate similar
trends to those analyzed for Factor I. However, the prcblems caused by
the correlation of the three dependent variables is exacerbated for this
factor. For Factor I, Valuel could not be considered independently,
because it was being used as an indeterminate state between ValueH and
ValueL. However, for Factor II, the middle value (ValueM) does not
correspond to an indeterminate state. Instead of treating the middle
level as an indeterminate or uncertain responses (similar to the case
with Valuel for Factor I), the respondents appear to have used Moderate

as a distinct state, As observed during the interviews the apparent
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policy of many of the respondents was to first raise or lower their
preference for defining the situation as Complex. Then based on that
change, they would modify both their preference for defining the
situation as Moderate, and their preference for defining the situation
as Simple. However, some respondents still exhibited a tendency to base
their overall policy on the two extreme responses, showing a high level
of consistency in their policies for defining a situation as complex,
and their poliey for defining a situation as simple ( 9/24 respondents

have RZ greater than .7 for both ValueC and ValueS regressed against the

attribute levels).

Evidence of the relationship between the dependent variables
comes from analyzing the regression of ValueC on the other two dependent
variables. When ValueC was regressed on ValueS alone, the mean value of
R was .85, and only 10 respondents had R greater than .9 while & had R
less than .8. The addition of the second variable (ValueM) into the
regression equation increased the mean value of R to .93, and 20 of the
respondents had correlation coefficients greater than .90, and only

2 less than .85.



REGRESSTON RESULTS FOR VALUEC, VALUEM, VALUES AND VALUE OF FACTOR II

Note: All correlations except those denoted by

TABLE XIX

Respondent R2(C) R2 (M) R2(S) RZ¢v)
Subjectl 87065  cce-a. .72497 .83524
Subject?2 .79588 39790 .86692 .80518
Subject3 .89265 43170 .81985 .38308
Subject4 . 70407 13710 .54599 61202
Subjects .91869 83030 .49283 . 75464
Subject6 .76479 54630 .53310 .70210
Subject? .86808 76480 .79857 .79266
Subject8 57105  -eeee- .53995 .75039
Subject9 .95595 36398 .68426 .95038
Subjectl0 .81535 34140 .46236 .71002
Subjectll .64185 27297 .52229 .57261
Subjectl2 .69946 53717 .65149 .68613
Subjectl3 .91433 56927 .49886 .85118
Subjectls .83457 51683 .54950 .75785
Subjectl5 .88434 10138 .48129 .72923
Subjectlé 85315 cemee- .71511 .89346
Subjectl? 88815  cee--- .52331 77344
Subjectl® .62139 20994 .49760 .57602
Subjectl9 .62139 75700 .55447 .66703
Subject20 .84015 23971 .61026 .75634
Subject2l .88510 28899 . 71280 .77089
Subject22 .94735 25536 .78332 .89572
Subject23 .B1725 .30571 .79793 .82485
Subject24 .79395 .59227 . 74357 .75622

are derived from
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regressions where the F test was significant at the .10 level or better.

OO o~

DIS

ValueC

1

4
5
1
4

ValueM

2

L= o

TABLE }K
IRIBUTION OF R“FOR FAGCTOR II

Value$

Respondents Respondents Respondents Respondents

1

O N~ WU

VALUE

5
12
7
1
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Summarizing, the judges exhibited a consistent policy for ValueC
(average RZ(C) = ,81), but their policles were less consistent with
respect to ValueS (average R2(S) = .63), and not very consistent with
respect to ValueM for which average Rz(M) - .42 and only 20 respondents

had any consistent policy at all (see note on Table XIX),

The results of regressing ValueC against Value M and Value$
differ markedly from the results of a similar regression analysis
performed for Factor I. For Factor I the addition of the second
variable in the regression equation resulted in only a slight increase
in the value of R. Also for Factor I, two respondents exhibited
perfect correlation between ValueH and ValueL while none exhibited
perfect correlation between ValueH and (ValueL in conjunction with
Valuel). For Factor II, five of the respondents exhibited perfect
correlation between ValueC and (ValueS in conjunction with ValueM),
while none exhibited perfect correlation between ValueC and ValueS

alone,

Therefore, because of the correlation between the dependent
variables a single measure of the Problem Space Complexity was used in
the overall analysis. This measure was calculated in the following
manner :

IF (ValueC + ValueM + ValueS) > 100 THEN
VALUE = 50%(2*ValueC + ValueM)/(ValueC + ValueM + ValueS)

ELSE VALUE = (2%*ValueC + ValueM)/2
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This measure has the same conservative tendencies as the measure
calculated for Factor 1. However, this measure takes into account the
tendency of several of the respondents to initially lower only ValueC to
show a lessening of preference for describing the situation as complex
while holding ValueM and ValueS constant. They would do this until they
felt that a significant change in the situation had occurred after which
they would increase ValueM as well. This tendency was particularly
apparent over the last 12 situations when respondents who, despite
having rated all these situations as complex, wished to differentiate

among them,

4,2.2.2 SPECIAL FEATURES IN THE ANALYSIS

As described in Chapter Three, before the study it had been
assumed that there were two sets of attributes definiag this factor, It
was believed that the three attributes in the first set would cause the
problem space to be complex if any one of them was at a level which
would increase the complexity of the system, Particularly Pset and Data
were believed to dominate the determination of factor wvalue strongly, so

that only a subset of situations were tested.

After analyzing the results from the first nine respondents, two

things became clear.
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1) The attribute Unique was judged to have very little effect on
the assessment of the situation by over half of the respondents. Those
respondents who felt that the attribute had any effect, felt that the

effect was small, and they differed in the direction of the effect.

2) The attributes Data and Pset were not as dominant in the sense

that they could not determine the factor value individually,

As a result of this initial analysis, twelve additional
situations were added to the instrument for the final fifteen
interviews. For six of these situations: Unique was set to Recurrent,
Data was set to Complex, Pset was set to Simple, and the three
attributes were allowed to vary over the six relevant combinations. For
the other six, the values of Data and Pset were reversed. These were
the only additional situations of the 32 possible situations where only

one of Pset or Data was set to Complex that it was necessary to consider

since:

1) The attribute Unique apparently had little effect on the
Factor value so it was given a set value eliminating the need
to test sixteen situations.

2) The two situations with one of Pset or Data set to Complex and
the other set to Simple, and Struct set to Structured, Depend
set to Interdependent and Range set to Narrow were already
being tested.

3) Since respondents had defined Problem Space Complexity as
Complex for the situation with Pset and Data set to
Simple, Struct set to Unstructured, Depend set to Pooled,
and Range set to Wide, both situations where one of Pset or
Data was set to Complex while the other three attributes
remained at these levels would clearly be Complex as well.
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4.2.2.3 ANALYSIS OF INDIVIDUAL RESPONSES

Using VALUE (as defined in section 4.2.2.1) the mean value of RZ2
for the group was .76. This meant that the respondents, while still
demonstrating a consistent policy with regards to VALUE, were less
consistent than they had been with regards to ValueC. It must be noted
that the measure VALUE is only a method for displaying that the
underlying construct exists, and does not necessarily represent the
optimal functional form of the construct. For the purpose of this
analysis it is only necessary to demonstrate that an underlying

construct exists.

For the group as a whole, when VALUE was regressed against the
independent variables, R? for the group was ,475, which is much lower
than the mean value of R? for individuals. The minimum value of R? for

any respondent was .57, which was about 20% larger than the group value,

It appears that the difference between the consistency displayed
by individual judges and the lower level of consistency shown by the
regression over all respondents may be caused by demograﬁhic factors,
similar to the case for Factor I. For this second factor we can add one
additional source of demographic variation to those listed for Factor I.
Although the individuals selected as judges for the second and third
cases were systems analysts, project managers or managers of IS

functions, and therefore appropriate representatives of the subject
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space, they had different backgrounds. It is postulated that the
difference in background of the individuals (l.e. whether they have an
EDP background, or whether they could more properly be defined as having
a user oriented background) could lead to a different view as to what

level of Problem Space Complexity a given situation exhibits.

As mentioned previously, the attribute Unique was not significant
in explaining the variation in responses, If VALUE is regressed with
Unique as the sole explanatory variable over all respondents, it is
statistically significant, but it explains less than 2% of the total
variation., If VALUE is regressed on the set of all the attributes
together over all respondents, then Unique doesn't enter into the

regression equation at the .10 level of significance (Table XXII).

Only five of the 24 respondents have Unique enter into the
regression expressions between VALUE and the six attributes (Table XXI
and Table XXII). Over half of the respondents when explicitly asked,
stated that they found Unique not to have a significant effect on
whether or not the problem space was complex, and many of the rest felt
its effect was minor (and differed on the direction of the effect).
Therefore the attribute Unique was dropped from the model, as had been

expected after the initial interviews.



SIGNIFICANCE OF ATTRIBUTES IN THE INDIVIDUAL REGRESSION EQUATTONS
- FOR FACTOR 11

Name

Subjectl
Subject?2
Subject3d
Subjectd

Subject5’

Subjectb

Subject?

Subject8

Subject9

Subjectl0
Subjectll
Subjectl2
Subjectll
Subjectld
Subjectl5
Subjectlé
Subjectl?
Subjectl8
Subjectl9
Subject20
Subject2l
Subject2?2
Subject23
Subject24

TABLE XXI

Attribute Sipnificance
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Unique, Pset not significant at .10, Data significant at .10

Unique, Pset not significant at .10
Unique, Depend not significant at .10
Unique, Depend not significant at .10

Data, Range, Struct significant at .10
Unique, Data, Range, Depend not significant at .10

Unique, Range not significant at .10

Unique, Pset, Depend not significant at .10

Pset, Depend not significant at .10

Unique, Range not significant at .10

Unique not significant at .10

Unique not significant at .10, Data significant at .10
Unique, Range not significant at .10

All significant

Range, Depend not significant at .10

Unique not significant at .10, Depend significant at .10

Unique not significant at .10
Unique not significant at .10
Range, Depend significant at .10

Unique not sig. at .10, Range, Depend significant at .10

Unique, not significant at .10
Unique, Range not significant at .10
Unique not significant at .10

All significant

Unique not significant at .10, Depend significant at .10

Note : All attributes not mentioned were significant at the .05 level

TABLE XXII
SIGNIFICANCE OF VARTIOUS ATTRIBUTES FOR FAGTOR_IT
No. of times sig No. Of Times sig Mult%ple
‘Attribute at .05 at__,10 R T Sig(T)
Struct 23 24 .14803 14.37  .0000
Data 20 23 .14630 14.53  ,0000
Pset 20 20 .09029 12.39  .0000
Range 15 18 .05709 8.02 .0000
Depend 14 18 .03349 6.88 .0000
Unique 5 5 --e----i - 1.59 ,1123
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The results of performing an ANOVA on the data show that the main
effects explain about 50 % of the variance, but the two-way interactions
explain about 6% of the variance. The two major interactions are
between Data and Struct and Pset and Struct. Since these are the threc
attributes which have the largest effect on whether or not the situation
is Complex it is not unrealistic to assume that these attributes will
have a synergistic effect, in that if two of them are at levels that

would cause the situation to become Complex, then it becomes Complex.

Another explanation of the interaction effects would be that it
is an artifact of the unbalanced nature of the experimental design. In
order to reduce the number of situations that the respondents had to
consider, &ll possible combinations of attribute levels were not
presented. Only those combinations that were undominated were used,
However, the only significant interaction terms that were found were

those that could logically have been expected,

The presence of interaction terms has some significance in terms
of the model. It has been assumed that the attributes are orthogonal,
and that a linear relationship between the vafiables exists, so a proper
measure of the consistency of the judges' ratings is the R? fromla
linear regression. If there is substantial correlation between

attributes, then R? will underestimate the level of consistency of the
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Judges' ratings. The existence of correlation between the attributes
may explain why the mean value of R% for Factor II is slightly lower

than the mean value of R2 for Factor I,

4,2,24 IGNI F RY TO SIT

Table XXIII shows how the model matches situations to factor
levels. For this factor, values were only assigned to the situations
where Kendall's W was significant. Indeterminate situations were not to
be assipned the factor value Moderate, but were to be left as
indeterminate. This was because of the ability of the respondents to
identify three unique values for this factor. Using the procedure
outlined in section 4.2, levels of significance for W were calculated.
For the .05 level (M = 24, N = 3) W = .1248, For the .10 level of

significance W = 0967,

For all 36 cases using Kendall's W we were able to define a unique
factor value as being most preferred at either the .05 or .10 level of
significance. Because of the small number of respondents (15) for the
final twelve situations it was necessary to use the .10 level of
significance. The factor value chosen by dividing the range of VALUE
into three equal partitions agreed with these predictions in 27 of 36

cases. But in all cases of disagreement it was within 5% of the factor
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level selected by Kendall’s W, and it exhibited the conservative ervor
discussed earlier. That is, it assigned a factor value of Moderate to

situations that were assigned a factor value of Complex by Kendall's W.

For Factor II, because all three variables were used in the
definition of the situation, this conservative bias may have been
increased. As shown in Table XXIV we can improve the match between
factor values assigned to situations by VALUE and those by the Kendall's
W analysis, by changing the association between VALUE and the Factor

levels to take into account the bias.

Five of the nine cases of disagreement occur in the last twelve
situations. Most of the respondents indicated that the situations were
complex, as is evidenced by the large values of Kendall's W. This is
also shown by using the Wilcoxon matched pairs method to compare the
rank of ValueM against ValueG. For 11/12 of these situations there is a
significant difference in the ranking of these variables, despite the
small number of cases (15) in the sample. In the one situation where
there was no significant difference, nine respondents felt the situation
was more complex than moderate, as opposed to five who felt it was more
moderate than complex, and one who was indifferent. Becaﬁse of the
conservative bias of this measure it is possible to have situations that
are clearly ranked as complex, yet are rated as moderate. Table XXIV
- shows how slight adjustments to the range of the factor value Moderate

improves the agreement between these two measures.
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ange Depend Struct Factor ) Sig level VALUE
U COMPLEX ,9185 .05 87
S COMPLEX .7147 .05 72
s MODERATE .3144 .05 59
S MODERATE .1255 .05 52
S SIMPLE .3825 .05 31
S MODERATE ,2369 .05 57
S MODERATE ,0984 .10 51
S COMPLEX .8164 .05 74
U COMPLEX .8352 .05 76
U COMPLEX ,3765 .05 4%
u MODERATE ,1567 .05 52
S SIMPLE 6767 .05 25
] MODERATE .1591 .05 44
s MODERATE .1441 .05 52
S MODERATE .1988 .05 41
u COMPLEX .4026 .05 66%
U COMPLEX .8338 .05 14
U COMPLEX .3551 .05 63*
u MODERATE .0987 .10 51
S SIMPLE .5213 .05 27
S MODERATE .1993 .10 43
S **MODERATE ,0963 .10 50
s MODERATE ,1746 .05 40
U COMPLEX .2538 .05 62%
U COMPLEX .8083 .05 7
u COMPLEX .6887 .05 65%
S COMPLEX .6679 .05 65%
s COMPLEX .6621 .05 69
s COMPLEX .4905 .05 64*
u COMPLEX .7770 .05 72
U COMPLEX .8292 .05 72
4] COMPLEX .6759 .05 68
S COMPLEX .6048 .05 66%
s COMPLEX .66355 .05 69
S COMPLEX 5083 .05 62%
U COMPLEX .7944 .05 72

: *%Although the significance test for

this is an approximation we can say that W =

significant at the .10 level.

Value

.10 uses W = .0967, since

.0963 is approximately

*Disagreement between Kendall's W and VALUE for level of Factor
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TABLE XXIV
VARTATION BETWEEN MODELS FOR DIFFERENT PARTITIONS OF VALUE FOR FACTOR 11
NUMBER OF SITUATIONS BOUNDS ON MODERATE
IN AGREEMENT WITH W LEVEL OF VALUE
27 33 < VALUE < 67
3 35 < VALUE < 65
34 37 < VALUE < 863
36 37 < VALUE < 62

The five attributes fall into two sets. The attributes that are
most important in determining the factor value are Pset, Data and

Structure. The "less" important attributes are Range and Depend. This

is close to original expectations,

For the following rules (based on the results displayed in Table
XXIII} the attribute levels that add complexity to the system are: (Pset
= Complex), (Data = Complex), (Range = Wide), (Depend = Reciprocal),

(Structure = Unstructured). An equivalent Decision Tree can be found in

Chapter Five.
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Rules for determining Factor II Values based on Attribute Levels

(1) The attribute Unique doesn't need to be considered in setting factor

values and will be dropped from the model.

{2) If none of the attributes is set to a level which would add

complexity to the system, then the problem space complexity is simple.

(3) If only one of the attributes is set to a level which would add
complexity to the system, then the problem space complexity is

moderate,

(4) If only Range and Depend are set at levels which would add

complexity to the system, then the problem space complexity is moderate.

(5) If any two or more attributes (other than Range and Depend alone)
are set at levels which will add complexity to the system, then the

problem space complexity is complex.
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4.2.3 ANALYSIS OF FACTOR 111

TABLE XXV

FACTOR TITT: RESOQURCE AVATLABILITY

VALUES

Null
Simple
No_constraints
Decision Making Systems Approach

Name Attribute

Develop Developer Task Comprehension

User User Systems Development Comprehension

Tech Availability of Technology

Time Availability of Time to Develop Specific Systems
Person Availability of Systems Personnel

Attribute Levels

Develop Experienced, Inexperienced (E,I)
User Experienced, Inexperienced (E,I)
Tech Available, Unavailable (A,U)

Time No Constraints, Constraints (N,GC)
Person Available, Low Availabilicy (A,L)

4,2.3.1 THE DEPENDENT VARIABLES FOR FACTOR 111

For <ach of the situations each respondent was asked to consi@er
himself/herself to be the systems manager in a large corporation who had
just been called into the Director of Personnel’s office. They were
then asked to state their preference for describing the level of
Resource Avaiiability as either Null, Simple or No Constraints. The

fourth value of this factor (DMSA) was not tested for explicitly.
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However, there was unanimity from the respondents that, if there was no
human expertise in the decision making process, then the only thing that
could be done was to develop a DMSA, The initial case and the

modifications are found in Appendix IV.

The factor values were defined in terms of the effect of

Resource Availability on the system that could be developed as follows:

1) If the resource constraints were too severe, then nothing could be
done (Null),

2) If the resource constraints posed no major problems, one could
develop the complete system the user had requested (No Constraints)

3) If serious resource constraints existed, one could develop a base or

initial system (Simple).

The data analysis procedure was the same as for the other two
factors and similar issues with regards to subject responses and |
response patterns need to be addressed. The three variables used to
represent the responses are ValueN, ValueS, ValueNC. The results of the
regression analysis for the three dependent variables are found in Table
XXVI, as are the results for the regression analysis on VALUE. VALUE
represents a single measure of the underlying construct of Resource
Availability, andfit has been calculated from the three measured
dependent variables using an analogous élgorithm to that developed for

Factor II.
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IF (ValueN + Value$S + ValueNC) > 100

THEN VALUE = 50%(2% ValueNG + ValueS)/(ValueNC + ValueS +Valuel)

ELSE VALUE = 2%ValueNC + ValueS

The calcula:zed measure VALUE has the sama2 conservative bias as

has been discussed for Facter 1 and Factor II.

The three factor values were highly correlated. From Table
XXVIII the two extreme values (ValueN and ValueNC) were more highly
correlated with each other than either was with ValueS., When ValueNGC
was regressed on ValueN the mean correlation coefficient R was 74,
indicating a significant correlation. However when ValueNC was
regressed on both ValueN and ValueS the mean v#lue of R was .91 (.92 if
one omits the lone outlier where R was less than .75). Also eighteen of
the 25 respondents had R >.9 and three had R = 1.00 when ValueN and
ValueS were in the equation. None of the respondents had a policy with
perfect correlation between any two of the dependent variables. This
appeared to indicate that in general, the policies of the respondents
involved all three factor values in a fashion similar to that found with
Factor II. However it should be noted that some respondents had no
consistent policy at all for one of the Factor Values (shown in Table
XXVI as an entry of ----- in the column of various R2 values), so their

exact policy would differ from the norm.



TABLE XXVI

INDIVIDUAL REGRESSIO ESULTS FO CTOR 1T

Respondent R2(N) R2(S) RZ(NC) RZ (V)
Subjectl .87226 47756 .62894 .78188
Subject2 .86082 .14325 . 78991 .88917
Subject3 .B38% @ ---e-- .89229 .88273
Subject4 .61024 .09826 .83336 .87913
Subject5 .78494  ----- .72126 .84003
Subjectb .80420 ----- .81488 .89659
Subject? = ae---- .61149 .78065 .61819
Subject3d L62774  eeee-- .66010 .77040
Subject9 .83616 .28533 .30330 .93809
Subjectl0 .68302 .09207 .82883 .93440
Subjectll .78495 .--a-- .86348 .88272
Subjectl2 .68175 ------ .90174 .85586
Subjectl3 .72913 .21960 .77879 .83516
Subjectl4 . 72480 .08870 .88154 .84924
Subjectl5 .63959 .11255 .88841 .88371
Subjectl6 .83926 . 60045 .65121 .79312
Subjectl? .67611 . 25469 .74918 .81789
Subjectl8 .54613 .19192 .90596 .82519
Subje=tl9 .53314 67941 .87394 .84649
Subject20 .80916 .63548 .82791 .89606
Subject2l .79111 .10515 .89709 91711
Subject22 =00 seean. .74376 .76091 .78677
Subject23 73354 ee-e-- .66307 .78096
Subject24 .82087 .67977 .92549 .90939
Subject25 .51362 .54664 .76185 .81141
Mean .72811 .34557 .78310 .84487

Notes: 1) For ValueN the mean is taken over 23 subjects with consistent
policies, for ValueS over 19 subjects with consistent policies.

2) If we ignore Subject9 who exhibits little consistency for
ValueNC, the mean increases to .80,

3) All results oxcept those denoted by ------ are from
regressions where the value of the F test was greater than .10.

TAB It
-DISTRIBUTION OF R“FOR FACTOR III
9 ValueN Value$S ValueNC VALUE
R Respondents Respondents  Respondents Respondents
< .6 3 13 1 0
6 - .7 6 5 4 1
7 - .8 6 1 7 5
8 - .9 8 0 10 15
.9 0 0 3 4

156
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TABLE XXVITI
CORRELATION COEFFICIENTS FOR VALUENC KEGRESSED ON VAIUEN AND VALUES
FOR FACTOR 111X
Subject ValueS (Alone) ValueN (Alone) Both
Subjectl .36585 .92549 .93593
Subject? .02411 .96707 .97463
Subject3 .17437 .91685 .91685
Subject4 .60648 .B65083 .93954
Subject5 .37975 .71398 .93465
Subjectb .36806 .81418 .90610
Subject? .65368 43481 .80215
Subject8 .45384 .63509 1.00000
Subject9 .19101 .33333 .97145
Subjectll . 34022 .67508 .81051
Subjectll .15344 87437 .94601
Subjectl2 .13230 . 79006 .93683
Subjectl3 74633 . 78566 1.00000
Subjectléd .35437 .74059 1.00000
~ubjectl$s .41633 .77501 .91907
Subjectl6 .63078 .83411 .83411
Subjectl? .10361 .68611 .15526
Subjectl8 46738 ,B2545 .99835
Subjectl9 .89669 .69461 .95546
Subject20 .90610 .73097 .92975
Subject2l .09748 .61682 .61682
Subject22 82800 0 eeeees .82800
Subject23 .14885 .75381 .94213
Subject24 .89955 .93410 .97644
Subject25 .74633 63767 .87034

Notes: 1) Subject 22 felt that you could always do something therefore
ValueN = 0 for all cases. All other correlations, regardless of the
significance of the F test are quoted,

2) For ValueN (alone) and Both all F tests are significant at the .10
level except as noted,

14
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The results from regressing the factor values against the

attributes for individual respondents (Table XXVI) showed:

1) there was a significant consistency of tse subjects’ policies
with respect to ValueNC (mean value of = .78 with one
significant outlier omitted R = ,80),

2) there was 8 significant policy with respect to ValueN (mean
value of R® = .73 for the 23 respondents who had variables
enter the regression equation), although it appears to be less
consistent on average than the policy for ValueNC.

3) thers was no consistent policy overall for ValunS (mean value
of R® = .35 and 6/25 respondents had no attrib.tes enter

the regression equation). JIn fact only 7 of the 25
respondents had values of R > .5.

It was not possible to determine how respondents considered the
three factor values, other than that they considered them as a highly
correlated triplet. Some respondents showed a more consistent policy
with respect to ValueN rather than ValueNC, others showed a more
consistent policy with respect to Value$ over either ValueNC or ValueN
(although no one had their most consistent policy for ValueS).
Therefore, unlike the situation with Factor I where the middle factor
value was an indeterminate state, all three factor values must be taken
as representing definable levels of the underlying construct. As was
the case with Factor II we could only assign factor values to those

situations where Kendall's W was significant (See Table XXX) .



4.2.3.2 ANALYSIS OF THE INDIVIDUAL RESPONSES

The mean over all respondents of the correlation cocfficients
obtained from the regression of VALUE against the attributes was .85,
which indicates a high degree of consistency among respondents with
respect to an overall assessment of Resource Availability. For Factor
III the consistency with regards to the overall policy is higher than
with regards to the "policies" representing individual factor values
(Table XXVI). For the group as a whole when the dependent variables
representing the Factor values and VALUE were repressed against the
attributes, the value of R2 for ValueNC was the larpest (.51), followed
by the value for VALUE, (.50) then ValueN, (.36) and ValueS (.05) (F
test significant at the .05 level). All respondents had values of R2
for Value greater than the group value whereas for the other dependent
variables there were individuals who had either inconsistent or
relatively inconsistent policies. This indicates that the respondents
did have some form of overall policy for the concept of resource

availability.

As with Factor II the difference between the consistency
displayed by the individual judges, and the lack of consistency shown by
the regression over all respondents, is most likely the result of
demographic factors, including the background of the individual Judge.
Table XXIX shows how often the individual attributes enter into the

regression equations for individual judges or raters.



160

TABLE XXIX

SIGNIFICANCE OF DIFFERENT ATTRIBUTES FOR FACTOR 11T

Attribute # of Times Sig Rk%k2 T Sig(T)
Time 25 .16531 16.24 . 0000
User 21 .08212 11.45 .0000
Person 21 07998 11.30 .0000
Tech 21 .09405 12.25 .0000
Develop 21 .08105 11.37 .0000

Note the number of times each attribute entered into an
individual’'s repression equation. For this factor most respondents felt
that time was the most significant attribute, but still found all the
attributes to be significant. At the .10 level of significance fourteen
of the 25 respondents had all five attributes enter the regression
equation for VALUE. Eight had four attributes enter the regression
equation and only three of the twenty five respondents had less than

four attributrs enter into the regression equations.

4,2.3.3 ASSIGNING FACTOR VALUES TO SITUATION

Table XXX displays how well the model matches situations to
factor values for this factor. It has been assumed that the individual
respondents were able to identify three distinct factor values. Using
the procedure outlined previously the levels of significance for W have
been calculated for M = 25, N = 3 as:

at the .05 level W >= ,1199

at the .10 level W >= ,0928
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At the .05 level of significance 30/32 situations can be uniquely
associated with a given resource avallability level. If we look at
VALUE and split the range into three equal segments we can assoclate
VALUE <= 33 with NULL, 33 < VALUE <= 66 with SIMPLE and VALUE > 66
with NO_CONSTRAINTS. Then in the 30 situations where there iz a factor
value assigned by Kendall's W, the descriptor asscciated with Value is
the same as the factor value assigned by Kendall’'s W. In two situations
(situation 6 and situation 12}, the value of VALUE is 67, which 1is on
the boundary between the NO_CONSTRAINTS and SIMPLE ranges whereas the

Kendall analysis shows the rankings tied.

In both these situations although the value of W appears to
suggest that there is a significant concordance, and hence one of the
levels can be uniquely matched to the situation, the mean rankings of
SIMPLE and NO_CONSTRAINTS are tied. Also the value of VALUE is on the
boundary between the ranges associated with these two factor values.

For Factor I (section 4.2.1.1) if there was no clear preference between
the three factor values, then that indicated an indeterminate situation,
and the middle factor value (Intermediate Level of Participation) was
considered to represent an indeterminate state. For this factor {Factor
III), because it appears that the factor values represent distinet
states, it is not clear that this is the desired course of action.
However, a conservative assumption would be to consider significant

constraints to exist if the respondents were evenly split about whether
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TABLE XXX
FACTOR VALUES MATCHED TO STITUATIONS FOR FACTOR TII
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Factor 1) Sip, Level Value
NO_CONSTRAINTS .88%91 .05 95
NO_CONSTRAINTS .6888 .05 79
SIMPLE L4624 .05 61
NO_CONSTRAINTS .7823 .05 79
NO_CONSTRAINTS .7772 .05 B6
SIMPLE L4369 .05 67
SIMPLE .3256 .05 41
SIMPLE . 3460 .05 57
NO_CONSTRAINTS .7689 .05 85
NO_CONSTRAINTS ,5475 .05 72
SIMPLE 4279 .05 50
SIMPLE . 3630 .05 67
NO_CONSTRAINTS .4254 .05 71
SIMPLE .2204 .05 52
NULL L4577 + .05 28
SIMPLE L2484 .05 45
NO_CONSTRAINTS .7634 .03 85
NO_CONSTRAINTS .5991 .05 73
SIMPLE .3903 .05 46
SIMPLE 4229 .05 62
NO_CONSTRAINTS .4309 .05 74
SIMPLE .1831 .05 55
NULL 4765 .05 29
SIMPLE .3552 .05 47
NO_CONSTRAINTS .3591 .05 69
SIMPLE .1254 .05 53
NULL .4699 .03 27
SIMPLE L2770 .05 43
SIMPLE .1345 .05 48
NULL L4804 .05 29
NULL .7537 .05 12
NULL L4778 .05 22
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or not significant constraints existed in a situation. Therefore we
will assipgn the factor value SIMPLE { which indicates that constraints

do exist) to both of these situations,

Rules for Assigning Factor Values for Factoyr III

In the following rules, which are derived from the results
displayed in Table XXX, the attribute levels that represent a lowering
of Resource Availability are: (Develop = Inexperienced),

(User = Inexperienced), (Tech = Unavailable), (Time = Constraints),
(Person = Low Availlabilicy).

(1) If four or five of the attributes are at a level such that they
would represent a lowering of the availability of resources for systems

development (e.g. less time to develop the system), then no significant
system can be developed.

FACTOR VALUE = NULL

(2) If three of the attributes are at values such that they represent
a lowering of the available resources for systems development, then only
a simple system can be developed.

FACTOR VALUE = SIMPLE

(3) If no more than one of the attributes is at a value such that it
would represent a lowering of the available resources for systems
development, then there are no significant constraints on the systems
development,

FACTOR VALUE = NO CONSTRAINTS

(4) If two of the attributes are at values such that they represent a
lowering of the available resources for systems development, then :
a) if one of the unavailable resources is TIME, then only a simple
system can be developed.
FACTOR VALUE = SIMPLE ~
b) otherwise there are no significant constraints on the systems
development effort.
' FACTOR VALUE = NO_CONSTRAINTS)

Rule 4(b) is supported in five of the six situations it applies to, with
the exception of situation 6 which is discussed above. Note that with
this one exception, these four rules define the selection of factor
value for all 32 situatioms.
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4.2.4 ANALYSIS OF FACTOR_ IV

TABLE XXXT
ACTOR _1V: ORG T CONTEXT
VALUES

Supportive
Non Supportive

Name Attribute

Success Previous History of MIS Projects

Resist Organizational Resistance to Change

Endorse 0fficial Endorsement

Environ Organizational Environment
Attribute Level
Success Successful {S) /Unsuccessful (U)
Resist Resistance to Change(R)/Supportive of Change(S)
Endorse Official Endorsement(0)/Little Support (L)
Environment Supportive(S)/Non Supportive(N)

4.2.4.1 THE DEPENDENT VARIABLES FOR FACTOR IV

For each situation each respondent was asked to consider
himself/herself to be the systems manager in a large organization. They
had been called into the Director of Personnel’'s office. They were
asked to assess their preferences for defining the Organizational
Context as either Supportive or Non Supportive. Since this assessment
had nothing te do with the technical aspects of systemﬁ development but
was more of a general management issue, the égépondehfs for this factor

were the same as for Factor I, and had administrative rather than
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systems backgrounds. The dependent varliables describing the preference
were labeled ValueN and ValueS. The initial case and the subsequent

modifications are found in Appendix 1V,

The methodology was similar to that used for the first three
factors. However, some of the issues that have been addressed were not
of importance here. There were only two values assoclated with the
fourth factor, so most respondents essentially used a zero sum strategy
for answering. That is, if their preference for describing the
situation as supportive dropped by 10 points (say Erom 90 to 80C) from
one situation to the next their preference for describing the situation
as non-supportive rose by 10 points (from 10 to 20). Eleven of the 23
respondents had a correlation coefficient of 1.00 between ValueS and
ValueN and only three had correlation coefficients of less than .95,
Therefore although results are shown for both dependent variables, it is
clear that we could represent the underlying construct as a single

variable ValueS.

Another problem stemmed from the small number of cases. There
were only sixteen data points for each individual and four variables, so
the number of degrees of freedom was reduced. This may have had some
effect on certain measures; e.g. the level of significance at which the
attributes entered into the regression equations. However, as can be
seen from the following table the overall regression showed a higher

degree of consistency between all respondents than for any of the other
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This may have been because of the relative significance of the

attributes, or it may have been an artifact of the small number of data

points.
TABLE XXXII
OVERALL REGRESSTION RESULTS FOR VALUES AND VALUEN FOR FACTOR IV
Function Value$S ValuelN
Multiple R .81180 . 79949
Multiple R#*2 .65902 .63918
Adjusted R¥#2 .65526 .63521
F 175.39 160.76
Sig F . 0000 . 0000
Attribute Entered T Sig T T Sig T
Endorse 17.89 .0000 -16.90 . 0000
Resist 16,17 . 0000 -15.63 . 0000
Success 9.78 . 0000 - 9.76 .0000
Environ 4.96 .0000 - 4,25 .0000
Constant 2.97 .0032 48,51 .0000
All four of the attributes were significant at the .0001 level in

the overall regression (Table XXXII) and this seemed to indicate that

they all were significant in the respondents’ view in determining the

value of Organizational Context.

When performing regression analysis on

the individual respondent’'s answers this was only partially supported.

In Table XXXITI we can see that less than half of the respondents found

the attribute Environ to be significant.

However since 10/23 did find

it significant, and since overall it was significant, this attribute was

kept in the model.



4.2,4.2 ANALYSIS OF THE INDIVIDUAL RESPONSES

Attribute Number of Respondents who found Attribute Significant
Significance Level .05 .10

All 8 10
Environ 10 12
Success 16 18
Resist 21 23
Endorse 23 23

IABLE XXXIV

COMPARTSON OF REGRESSION RESULTS FOR VALUES AND VALUEN FOR FACTOR IV
Respondent RZ(VALUES) R (VALUEN)
Subjectl .95672 .98028
Subject2 .93016 ,93016
Subject3 .86001 .84529
Subject4 .79927 .79927
Subject5 .94737 .87288
Subjectb .88677 .75578
Subject? 77645 .87417
Subject8 .89544 .83008
Subject9 .89210 .89210
Subjectl0 .95605 .88438
Subjectll .90061 .85410
Subjectl2 .93738 .93738
Subjectl3 .97192 .97192
Subjectl4d .73582 .83690
Subjectl5 .91233 .91233
Subjectléd .91007 . 91007
Subjectl? .85738 .B5738
Subjectl$8 .83994 .83438
Subjectl9 .93777 .93281
Subject20 . .89492 .89492
Subject2l .95199 .95199
Subject22 . 94907 . 94907
Subject23 .83142 .83142

Note: 1) All results come from regression equations that have F tests
significant at the .05 level,

TABLE XXXTIT

SIGNIFICANCE OF ATTRIBUTES FOR FACTOR TV
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TABLE XXXV

DISTRIBUTION OF RZFOR FACTOR IV

R2 # of Respondents (S) # of Respondents (N)
.7-.8 3 2
8-.9 8 12
9-1.0 12 9

For six of the individuals it made a significant difference if we
used iuclusion limits of .10 as opposed to .05. The mean of the
regression coefficient (for all individuals) rose from .86 (fér limits
of .05) to .89 for limits of .10 (for ValueS, the results are similar
for ValueN). When the .10 limite were used every respondents’ R? was
higher than the overall R2, and the average was higher than the overall
value of R2 (.89 vs .65). Furthermore by using the .10 level of
significance the number of respondents who rated all four attributes as

significant rose from eight to ten.

If we also consider Table XXXVI, it could be argued that there
were two types of attributes, those that were reasonably dominant
(Endorse ,Resist) and which at the .10 level are seen ag being important
by all respondents, and those which were less important

{(Success,Environ),
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TABLE XXXVI
SIGNTIFICANCE OF VARIOUS ATTRIBUTES FOR FACTOR IV

ValueS$S
Attribute R? T Sig T No. Times Sig.
Endorse .30048 17.89 .0000
Resist .24568 16.17 .0000
Success .08975 9.78 .0000
Environ .02311 4.96 L0000
ValueN
Attribute R2 T Sig T No, Times Sig,
Endorse .28375 -16.90 .0000
Resist L24275 -15.63 .0000
Success .098475 - 9.76 .0000
Environ .01793 - 4,25 .0000

4.2.4.3 ASSIGNING FACTOR VALUES TO SITUATION

For 13/16 of the situations a unique factor value has been
assigned at the 5% level of significance (using a T-test or the Wilcoxon
matched pairs test, see Table XXXVII). At the 10% level for either
test, a unique factor value has been assigned to 15/16 situations. The

other situation is indeterminate.

Analysis of the results has shown that only one situation has
been identified that is neither supportive or non-éupportive in the set
of sixteen situations presented. The high degree of consistency with
which most of the respondents have developed policies with respect to
this factor, and the high level of correlation between the measures for
both factor values have demonstrated that there is a unique underlying

construct. In a full implementation of the model, it may be more
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appropriate to measure the level of organizational support using some
form of interval or ratio scale, rather than using a dichotomous
variable. Since an underlying construct does exist, this should not be

difficult and will be discussed in detail in Chapter Five.

TABLE XXXVIT

FACTOR VALUES MATCHED TO SITUATIONS

ATTRTBUTE LEVELS T-TEST WILCOXON
Success Resist Endorse Environ Factor T Sig T Z Sig 7
S S 0 S SUPP 14.90 .000 -4,20 .0000
S R o S SUPP 3.68 .001 -2.88 ,0039
s R L S NON - 5.35 .000 -3.64 .0003
S 5 L s SUPP 2.40 ,025 -2.25 .0242
U S 0 S SUPP 6.64 000 -3.72 ,0002
u R 0 S NON - 2.40 .025 -2.26 ,0239
u R L S NON  -14.94 000 4,20 ,0000
4] s L S *NON+ - 1.84 080 -1.82 .0680
5 S 0 N SUPP 11.07 .000 -4.01 .0001
S R c N *SUPP* 2.04 054 -1.88 0605
s R L N NON  -10.92 .000 -4.11 .0000
5 5 L N dekdkdk - 11,916 - .20 .8405
U ) 0 N supp 3.92 .001 -2.99 ,0028
U R 0 N RON - 4,47 .000 -3.22 ,0013
u R L N NON -15.48 .000 -4,20 .0000
u L L N NON - 4.55 .000 -3.40 .0007

Note 1) *value* implies that the factor value is only significant at the
.10 level of significance,
2) d**¥%  implies that no factor value can be assigned.

Rules for Determining Factor IV Values

These rules are derived from the results displayed in Table XXXVII, and
in the decision tree shown in Figure IX in Chapter Five.

(1) IF NO MORE THAN ONE OF (SUCCESS = S OR RESIST = S OR ENDORSE = 0) OR
NONE OF THESE THREE ARE TRUE THEN VALUE = "NON SUPPORTIVE" ELSE VALUE =
"SUPPORTIVE".

(2) IF ENVIRON = N AND ENDORSE = L AND RESIST = S AND SUGCESS = S THEN
VALUE = INDETERMINATE,
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4,2, MMARY OF THE SECOND PHASE RESULT

The original model was developed based on the assumption that it
was possible to describe situations in terms of a hierarchical model.
Based on this it was hypothesized that it was possible to describe a sot
of overall factors, each of which was described by a set of attributes.
Then, by knowing the attribute levels in a give: situatlion one could
assign factor values to a given situation. By knowing the factor values

one could then assign a "best systems development approach" to the

situation,

The Delphi panel validated the content of the model, by agreeing
to the factors and their underlying attributes. The first two sets of
interviews also helped to validate the model structure, by demonstrating
that the attributes selected by the panel were indeed considered to be
significant in determining factor values (with the exception of the
attribute Unique of Factor Il). It also provided some confirmation as
to the independence or lack of independence between the attributes, and
justification that the factors as represented by sets of attributes, did

indeed represent single constructs.

The iIndividual respondents for all four of the factor studies
showed a relatively high level of consistency in their responses with
respect to ‘the underlying constructs. This was critical given the

idiographic-statistical tenets of Social Judgment Theory. Given the
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consistent behavior of the individual respondents, one could then look
at the concordance with which the respondents applied their judgments,
For the four factors considered, a total of 116 situations were
presented to two panels of judges. An analysis of the responses of the
subjects was able to assign a unique factor value to 115 of these

situations.
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4.3 ANALYSIS OF THE THIRD PHASE OF THE VALIDATION PROCESS

The two goals of the third phase were to provide additional
evidence of the content validity of the model, and to help to provide

information on how the model could be implemented.
To meet these goals, three objectives were devecloped.

lThe first objective was to determine the characteristics of the

independent variables, that is:

1) The adequacy of the set of factors developed during the
Delphi study. One measure of adequacy was the consistency
that the respondents displayed in using some internal
policy to determine various preferences for the different
approaches in each situation.

2) Which factors were significant in selecting specific
approaches for developing support systems.

3) What was the relative importance of each factor.

This would provide supporting evidence to the Delphi Study on the

validity of the top level of the hierarchical model.

The second objective was to determine which approach or
approaches would be preferred in each situation (uniqué set of factor
values). This was the first step in the process of implementing the

model, and the final step in the validation of the model structure.
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The third objective was to develop a prototype instrument for
determining which factor values in a given situation would improve the

probability of successfully using a given systems development approach.

The third objective was only partially met, in that decision
trees for the various levels of the model hierarchy were developed (see
Chapter Five Figures VII to XI), and a backtracking algorithm defined,

but no formal prototype has yet been developed.

The four factors used in the model, their values and the acronyms

used to describe them are given in Table XXXVIII.

TABLE XXXVIIT

OVERALL MODEL

FACTOR NAME DESCRIPTION

Participation User Participation in the Decision Making Process

Complexity Problem Space Complexity (From a Systems Development
Perspective)

Resource Resource Availability

Organization Organizational Context (Supportiveness)

FACTOR NAME VALUES .

Participation - High, Intermediate, Low (H,I,L)

Complexity Complex, Moderate, Simple (C,M,8)

Resource Null, Simple, No Comstraints, DMSA (N,S,NC,DMSA)

Organization Supportive, Non Supportive (S,NS)



175

4.3,1 DEPENDENT VARIABLE

The respondents for the Third Phase were asked to assume that
they were systems managers of a large organization who had been asked by
the Director of Personnel to help develop a system to aid in employment
equity compliance. They were asked to state their preference for each
of the five systems development approaches. The respondents were asked
to state their preferences as scores from 0 to 100, 0 meaning no
preference for a particular approach, 100 meaning as strong a preference
as possible. They were told that they did not have to normalize their
responses over the five different approaches, but were asked to be as
consistent as possible, i.e. a higher score would be taken to mean a
stronger preference. For the purpose of analysis the responses were
normalized and are represented by dependent variables as outlined in
Table XXXIX and defined in Appendix II. The initial case and the

subsequent modifications can be found in Appendix V.

Table XL demonstrates the high level of correlation between the
different systems development approaches.‘FFrom Table XL, the average
multiple correlation coefficient between ValueD]l and the other dependent
variables is .87. Also 16/24 respondents have correlation coefficients
greater than .85 and all respondents have correlation coefficients
greater than .72. This high degree of correlation poses a significant
neq.problem. Whereas the dependent variable in the second phase

represented one underlying construct, the approach taken to develop a
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support system is a complex high level construct with at least two
underlying low level constructs {(level of participation and level of
complexity). From Table XL we see that for each of the other four
dependent variables at least two respondents considered that variable to
be the most highly correlated with ValueDl. Some of the approaches
represencted by these variables (i.e. Null, SDLC) could only be
considered as being opposite in value or representing the other extreme
type of approach to the DMCA represented by ValueDl. Others (PA, DMSA)
could be considered as being of similar value or representing a similar
type of approach to DMCA, Therefore the variation in the level of
correlation between ValueDl and the other dependent variables gives an
indication that different types of response patterns were used by

different individuals.

TABLE 3IXT

SYSTEMS DEVELOPMENT APPROACHES

LEVEL OF LEVEL OF DEPENDENT

APPROACH PARTICIPATION COMPLEXITY Varjable
Null ---- LR ValueNl
Systems Development Low Low ValueSl
Life Cycle (SDLC)

Prototyping (PA) High Low ValuePl
Decision Maker - High | High ValueDl
Centered Approach (DMCA)

Decision Making Low . High ValueEl

Systems Approach (DMSA)



TABLE XL

MULTTPLE CORRELATION COEFFICIENTS FOR VALUED1 REGRESSED ON THE OTHER

B e e — 1 LA A R F Y )

DEPENDENT VARIABLES

Respondent

Subjectl
Subject2
Subject3
Subjectsd
Subject5
Subjecté
Subject?
Subject8
Subject9
Subjectl0
Subjectll
Subjectl?2
Subjectl3
Subjectlsd
Subjectl5
Subjectl$
Subjectl?
Subjectl8
Subjectl?9
Subject20
Subject2l
Subject22
Subject23
Subject24

Notes: 1)

2)

3)

Overall Correlation

Coefficient

.89130
.75343
1.00000
.91332
.99736
1.00000
.76724
.89457
72747
.72573
.81635
77145
.98990
.91041
.95768
.80469
.89612
.87607
.91207
.85665
.85268
.72375
.96612
.95099

ValueNl

.10842
.37255
.70081
.35010
. 76856
.152486
.34785
.39248

-----

51250
.60934
.56263
. 82901
.35789

ValueSl

,88017
,65983
,80651
. 72891
.09081
.69470
.11568
.04648
.62995
233607
.07593
49126
.73118
.68786
.56892
217842
. 17469
.58042
.59178
.42525
.02129

6281
.86166

84410

ValuePl

. 16405
.51645
50370
89914
. 98864
.32643
,41086
65125
17630
.20788

[

2

9899

o
w
w
[a&)
wio

.52889
42282
.34588
.69099
41037
40449
.82347
.54036
.79912
.57300

The second to fifth columns represent the simple

correlation coefficient between

dependent variables,

I8

§Va1ueD1 and the other

.30849
23092
.01077
40809
.10453

-----
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The underlined simple correlation coefficients are the largest
Eleven respondents found ValueSl and
ValueDl to be the most highly correlated, seven ValueP)

and ValueDl, four ValueDl and ValueEl, and two ValueDl and

for each respondent.

ValueNl,

All correlation coefficients are shown regardless of the level
of significance of the F test, however all overall
coefficients are significant at the ,01 level
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The five system development approaches were defined in terms of
both the level of participation required from the user in the
development process, and the level of complexity (section 2.1.4.3).
Therefore users could logically form at least three different policies

with regards to how they would trade off among different approaches.

One of these policies represents a trade off between high and low
participation approaches. Another represents the trade off between high
and low complexity approaches. The third represents an attempt to take
into account both constructs at the same time, and trade off among all
five approaches. Therefore three measures are needed and we can develop

these based on the approaches defined in Table XXXIX.

We can define a participation policy with a high participation
state represented by:
ValuePl + ValueDl,

a low participation state represented by:
ValueSl + ValueEl,

and no participation represented by ValueNl,
We can define a complexity policy with a high complexity state
represented by :

ValueEl + ValueDl,

a low complexity state represented by:
ValueSl + ValuePl,

and no complexity represented by ValueNl.
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We can define overall measures for these policies which are
analogous to the measures defined in phase two (4.2.1.5) for the

underlying constructs. They are; a participation measure:

TOTPART = O0*ValueNl + (ValueSl + ValueEl) + 2%(ValuePl + ValueDl)

and a complexity measure:

TOTCOMP = 0*ValueNl + (ValueSl + ValuePl) + 2%(ValueDl + ValueEl)

We can then define the consistency the respondent has shown in
using either policy as the value of RZ from the regression analysis,
with the appropriate measure (as defined above) as the dependent

variable and the four factors as the independent variables,

For the third policy, under which the individual will be
considered to set independent policies for each of the five approaches,
it is not useful to define an overall measure. The consistency of the
respondents with respect to this policy was defined as the average of R?

for all of the appruaches.

These measures represent a simplistic attempt to measure the
underlying concepts and as such have many faults.

The participation and complexity policy measures suffer from the
conservative bias that has been discussed earlier. ValueN which

represents the non-normalized responses for preference for the Null
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approach enters into these measures only in the denominator of the

normalization of the other variables.

An ANOVA of the overall responses provides evidence that
respondents focused on either participation or complexity or used a
policy involving all the responses. As Table XLI demonstrates, there
was a lack of overall consistency between those respondents whose "best"
policy was to look at all the approaches individually. This policy is
most likely not a correct representation of their true policies, since
for all respondents a high degree of correlation exists among the

different systems development approaches,

One could logically formulate a number of different policies that
respondents could have used to trade off among the different systems
development approaches. Regression analysis, performed with measures
of some of these policies serving as «ependent variables, showed some
individuals to be more consistent with respect to one policy than with
respect to others. Logically the policy that best fits the data, i.e.
that is the most consistent, should be the best representation of their
decision making policy. However, the focus of this research is not to
determine the different policies that the respondents have for

differentiating among approaches for developing support systems,
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For our purposes it is only necessary to show that on average the
respondents individually exhibited some acceptable degree of consistency
with any policy. We have shown that a simple set of policies exists,
for which, on average, the respondents exhibited an acceptable level of
consistency, (which should be lower than the level of consistency they
would exhibit for their own true polieciles). Therefore we ran assert

that the individuals have exhibited the required consistency.

The three policies (Participation, Complexity and considering
each approach independently) that are being used represent as simple a
set of policies as could exist in these circumstances. This set of
three policies is sufficient to demonstrate consistency, in that the
average of the "best " of these three values of RZ over all individuals
is .74 (see Table XLIV), which meets the criteria (R2 > .72) laid down
at the beginning of this chapter. In section 4.3.3, a rationale for

splitting the respondents into three groups is developed,
4,3.2 THE INDEPENDENT VARIABLE

Table XLI-A shows that, under the assumption that the respondents
as a group used a policy of trading off between all fiye approaches, not
only is there little evidence of—consiséency (low averagé Rz). but there
is evidence that the policies are not orthogonal. Several differgn'-\
2-way interactions were significant for the group as a whole, and the

interaction effects were sizable when compared to the main effects.
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TABLE XL1I

RESULTS FROM ANOVA ANALYSIS OF DIFFERENT POLICIES
A: Overall Analysis of All Respondents (N = 24)

Function ValueN1 ValueSl ValuePl ValueDl ValueE]l Averape
R2 .2896 .1912 .1352 L4200 .1763 L2425
Ratio .25 .38 .25 .07 .15 .22

2-Way Int I - III I - 1III I - 1III I - III I - IIT
I -1V I - 1Iv II - III II - III III- IV
IT - TII III- IV III- IV
ITI- 1V

Factors Complexity Complexity GComplexity Complexity
Not

significant

B: Analysis for Respondents using Participation or Complexity Policies
Participation Policy (N = 6) Complexity Policy(N = 7)

Function TOTPART TOTCOMP TOTPART TOTCOMP

RZ .5296 6754 4636 .4983

Ratio .03 : .05 .12 07

2-Way Int I -1V IT - TIT IT - 1III
ITL - IV

Factors

Not Complexity

Significant

G: Analysis for Respondents using Overall Policy (N = 11)
Function ValueN1l ValueS1l ValuePl ValueDl ValueEl Averape

R2 .2335 2521 0602 L4511 .1300 .2254
Ratio .36 .08 1.23 .03 .10 .36
2-Way Int I - III I -1V

I -1V III- IV

III- IV :
Factors Complexity Complexity Complexity Complexity Complexity
Not Resource
Significant

Notes 1) Ratio = (sum of all 2-way, 3-way and 4-way interactions divided
by the main effects).

2) Significance for the interactions and the factor values is at
the .10 level.

3) The Roman numerals represent the corresponding factors i.e
I = Factor I (User Participation in the Decision Making Process).
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Table XLI-B shows that individuals who displayed a consistent policy for
participation or complexity exhibited a high level of consistency, and
the only two-way interactions that were significant were those that were
expected to be sipgnificant, i.e. Factor I with Factor IV, Factor III
with Factor IV, and Factor II with Factor III. A linear model is
therefore a good representation for the respondents whose policies
"matched" the participation or complexity policies outlined.

In fact, normally these respondents had a consistent policy for both

complexity and participation with one being "better" than the other.

Table XLI-C shows that, among the responses from the eleven
subjects whose decision making policy was best represented as
considering each appreach individually, there was a much less consistent
response pattern. This can be explained by examining the individuals’
responses. There are those whose decision policy appeared to involve
trading off between all five of the approaches. There are others who
displayed policies that appeared to involve a set of four of the five
approaches. There are still others who appear to have more complex
policies involving partitioning the five approaches into sets of

approaches, and then tradiﬁg off between the sets.

The results from an ANOVA of the responses from this group showed
a large number of significant:-two-way interactions, as well as a
substantial fraction of the total variation being explained by the

interactions. This indicated that a linear model was not suitable for
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this group. However, it is believed that the number and the
significance of the interaction effects is an artifact of the different
ways in which individual respondents dealt with each dependent
variable, If we had succeeded in matching each individual’s true
policy, there should be few interaction effects, as was the case with

the individuals with participation or complexity policies.

Therefore for the purposes of the analysis of individual
respondents, it has been assumed that a linear or near linear model,
with only a small amount of the total variation being accounted for by

two-way interaction effects, is the best representation of the system.

4.3.2.1 RESOURCE AVAILABILITY

For the purpose of the Third Phase of the study, Resource
Availability has been operationalized as having two instead of four
levels., Two of the levels of this factor assume that the level of
Resource Availability can actually determine the approach that needs to
be taken. That is, if the level of Resource Availability is very low,
then nothing can be done and the Null approach is selected. This was
apreed to by the participants in both the Second and the Third Phases.
Similarly if the resource that is missing is human decision-making
expertise in the user problem area, then the participants in both phases
agreed that the only thing that could be done, if anything, would be to

use a Decision Making Systems Approach and to develop a DMS.
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4.3.3 INDIVIDUAL RESPONSES

To attempt to determine individual policies it is necessary to
take into account the fact that for certain individuals one or more of
the approaches did not form a part of their decision making process. For
example, some of the respondents did not consider either the Null
approach or the DMSA approach to be a valid alternative under any of the
circumstances presented to them. Other respondents, while not saying
explicitly that they would never use a particular approach, never had a
significant preference for it. To measure the consistency with which
respondents applied a particular policy, we needed to determine which
approaches entered significantly into the formulation of their policies.
Respondents could not be expected to exhibit a consistent policy for a
systems development approach which only entered into their decision
making process for one or two of 36 situations, given our technique for
measuring consistency. In the light of these problems, the following
rules were used to determine if an approach played a significant role in
the respondents policy.

A particular approach would be included in the analysis for an
individusl if:

1) The respondent has shown a strong preference for using an

approach in at least 10% of the situations (4/36).
Here a strong preference is defined as being one of the
respondent’s top two preferences,

2) The preference for using the approach must be non-zero or
different from a small constant value {(e. g. a constant
response of .10 or .05 for all situations) at least 20% of the
time (i.e. in at least 8 of the 36 situations they must have a

response different from zero or their normal small constant.)
3) R® was greater than .20.
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The last rule served to eliminate those approaches which appeared
to enter into the policies as a catch all; i.e. "If I logically can't do
anything else then I’'11 do that". An approach that is used this way is
legitimately part of a respondent’s policy, but our linear regression
analysis showed this as an inconsistent poliecy. This occurred for eight
individuals. There were four for whom there was no consistent policy
for ValueS (preference for using the SDLC appreoach). There were also
four for whom there was no consistent policy for using ValueP
(preference for using the Prototyping Approach). Both approaches could
be described as using simple systems, so they fit the description of

"something to do when you can’t do anything else but you should be able

to do something".

These preceding rules were used for eliminating respondents from
the analysis when determining the average consistency of all tge
respondents over all approaches to supplying support systems (}able
XLII). When the respondents were divided into three groups based on
policy preference (Table XLIV), preferences for all approaches were
considered for respondents who displayed either a Participative or
Complex policy. The rules outlined above were only used for those who
held an "overall" policy. Based on the following tables (Table XLIT,

Table XLIII, and Table XLIV) we can say that:
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(1) All four factors were significant in determining the respondents’
policies.

(2) Each respondent has exhibited consistent use of some
underlying policy in determining which approach to use in a given
situation.

(3) There are significant differences among respondents in the
individual policies they have chosen, and in
the consistency with which these policies are adhered to. This
indicates that there are individual differences in the way that
respondents solve the problem of selecting a systems

development approach for supplying support to a decision maker.

Except for determining the relative importance of the various
attributes, which will be discussed in section 4.3.4, we have met the

first objective for the third phase.



Respondent
Subjectl

Subject?
Subject3
Subjects
Subject5
Subject6
Subject?
Subject8
Subject9
SubjectlO
Subjectll
Subjectl2
Subjectl3
Subjectls
Subjectls
Subjectlé6
Subjectl?
Subjectl8
Subjectl?
Subject20
Subject2]
Subject22
Subject23
Subject24
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TABLE XLII
RESULTS FROM THE REGRESSTION ANALYSIS USING NORMAI.IZED VARIABLES
r2
ValueNl  ValueSl ValuePl  ValueD] ValueEl Average
.95263 71417 .78976 .81159 --a.. .8170
.68806 .82783 64344 .85514  «eeeo. .7536
.819230 .55020 . 70639 .70675 66279 .6891
------ .78392 .83007 .B4563 69067 .7876
86544  -ana.- .88675 .92347 48940 .7901
33112 55608 .53399 466760 --a--- L4670
48835 44681 .66803 .83748 60956 .6100
76231 58644 .66732 .80216 70607 .7049
------ 87399 .28386 . 71503 82250 .6738
49705 62137 .49579 .85542 36262 .5665
59293  ------ 42238 .64900 79428 6145
------ 80116 41499 .79567 55704 6422
------ 79984 .80341 .85712 “eeoen .8201
------ 82360 mmemase .69687 72290 .7478
64448 W -----. 64929 .78112 ---a-- .6916
78649 93007  ~ev--- .80394 50349 . 7360
67350 71080 30338 . 71055 56992 .5936
41647 49759 20599 . 58251 57955 .4568
68126 25231 51385 . 74397 28915 L4961
69750 28781 e----- .66539 60950 L9651
73832 -a-aa. 79746 .7689) 87068 .7938
34042 64381 73053 .7783%9 48162 .5950
------ 81840 85928 .93595 86280 8691
41012 75637 = «---- 89714 - .6879
.6321 .6641 .6102 .7700 6214 .66

Average

Note : All results except those shown as
equations where the F test is significant at the .05 level.

TABLE XLIJY

are from regression

NUMBER OF RESPONDENTS FOR WHOM EACH FACTOR WAS STGNIFICANT

Dependent Variable PARTICIPATION COMPLEXITY RESOURCES  ORGANIZATION

ValueNl (/18)
ValueS1l (/20)
ValuePl (/20)
ValueDl (/24)
ValueEl (/18)

15 10 18 16
19 12 17 13
16 13 13 9
24 14 22 17
15 8 17 13



TABLE XLIV
RESULTS FROM REGRESSTON ANALYSIS COMPARING DIFFERENT POLICIES
rZ Policy  Begt

Respondent TOTPART TOTCOMP AVERAGE _ Selected R

Subjectl .34118 .39976 .8170 A .8170
Subject2 .40367 44548 .7536 A .7536
Subject3 .77279 . 76808 .6891 P .7728
Subject4 .07996 .11419 .7876 A .7876
Subject5 .82690 . 74509 .7901 P .8269
Subjects .52292 45843 .4670 P .5229
Subject? .34345 .26186 .6100 A .6100
Subject8 .77588 .69124 . 7049 P .7759
Subject9 77416 .79861 .6738 c .7986
Subject10 .55735 .57021 .5665 c .5702
Subjectll .42814 .50953 .6145 A 6145
Subject12 .55096 45409 .6422 A .6422
Subjectl3 13878 aeeee- .8201 A .8201
Subjectls  ea-on. 26926 .7478 A .7478
Subjectl5 84739 88148 .6916 c .8815
Subjectl6 42584 62701 .7560 A .7560
Subjectl? 85271 81573 .5936 P .8527
Subjectl8 68338 73251 4468 c .7325
Subject19 63398 62930 .4961 P .6340
Subject20 50681 66404 .5651 c .6640
Subject2l 77601 80088 .7938 c .8009
Subject22 73803 79777 .5950 c .7978
Subject23 79154 59316 .8691 A .8691
Subject24 10678 25226 .6879 A .6879
Average 739

Notes 1) There are 11 individuals who have a higher consistency if we
- assume that they have a policy of considerin

development approaches individually,

we assume that they have a policy
approaches, and 6 who have a hi
have a policy of focusing on th
development of the system.

2) A means that the selected policy is to use all approaches
P means that the selected policy is the participation policy
C means that the selected policy is the complexity poliey

3) All results except those represented by
regression equations where the F test is significant at the .05

level.

g all the systems
7 who have a higher consistency if
of focusing on the complexity of the
gher consistency if we assume that they
e level of participation in the

come from
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4.3.4 MATCHING SYSTE DEVELOPMENT APP ES_TO SITU

In attempting to match approaches for developing support systems
to situations as described by the four factors, we used a methodology
similar to that employed to determine factor values based on sets of
attribute levels. However there was a major difference. When selecting
factor values the factors represented some underlying construct.
Therefore we used the assertion that the factor value with the "lowest
mean ranking" (see section 4.2 for definition) was preferred if the
value of Kendall's W was significant. When selecting which appreach or
approaches to recommend we were not dealing with one underlying
construct. We attempted to determine if in fact the approaches were
grouped together, Was one approach significantly different from the

rest, or were two approaches significantly different from the rest.

In addition to Kendall's. Goefficient of Concordance we also used
the Wilcoxon Matched Pairs analysis between all pairs of approaches to

determine if we could differentiate among groups of preferred systems.

In Table XLV the number of items to be judged (N) is five and the
number of judges (M) is twenty-four. We have calculated the value of W

for significance at the .01, .05 and .10 levels of significance.

At the .0l level W >= 1353,
At the .05 level W >= 0982
At the .10 level W >= .0810
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TABLE XLV
MATCHING FACTOR VALUES TO SYSTEMS DEVELOPMENT APPROACHES

Factor Value Kendall's Sig. Selected
Factor]l FactorlI FactorIV  FactorIII W W Approach(es)
HIGH COMPLEX SUPPORTIVE NO CONST. .8630 .01 DMCA 1
HIGH MODERATE SUPPORTIVE NO~CONST. . 8006 .01 DMCA 1
HIGH SIMPLE SUPPORTIVE NO_CONST. .6831 .01 DMCA,PA (1
INT, COMPLEX SUPPORTIVE NO CONST. .6536 .01 PA,DMCA (1
INT. MODERATE SUPPORTIVE NO CONST. .7052 .01  PA,DMCA ()
INT. SIMPLE = SUPPORTIVE NOTCONST. .5565 .01  PA,DMCA (1
Low COMPLEX SUPPORTIVE NO GONST. .3153 .01  SDLC,PA (4
LOW MODERATE SUPPORTIVE NO CONST. .3248 .01 SDLC.PA (4
LOwW SIMPLE  SUPPORTIVE NO_CONST. L4237 .01 PA 4
HIGH COMPLEX NON SUPP. NO CONST. .5860 .01 PA,DMGA (1
HIGH MODERATE NON SUPP. NOTCONST. .6397 .01  PA,DMCA (1
HIGH SIMPLE NON SUPP. NOTCONST. . 3859 .01  PA,DMCA (1
INT, COMPLEX NON SUPP. NO_CONST. 4456 .01 PA 1
INT. MODERATE NON SUPP. NO CONST. 4096 01 PA 2
INT. SIMPLE NON SUPP. NO_CONST. ,4135 .01 PaA 3
LOW COMPLEX NON SUPP. NO CONST. L2061 .01 sbLC 1
LOW MODERATE NON SUPP. NO“CONST. .2383 .01  SDLC 1
Low MODERATE NON SUPP. NO_GONST. .2895 .01 sSDLC 2
HIGH COMPLEX SUPPORTIVE CONSTRAINTS .4829 .01 PA 4
HIGH MODERATE SUPPORTIVE CONSTRAINTS .5570 .01 PA 2
HIGH SIMPLE  SUPPORTIVE GONSTRAINTS .5816 .01 PA 2
INT, COMPLEX SUPPORTIVE CONSTRAINTS .4447 .01  SDLC,PA (1
INT, MODERATE SUPPORTIVE GCONSTRAINTS .5314 .01 SDLC.PA (1
INT, SIMPLE  SUPPORTIVE CONSTRAINTS .6080 .01  SDLC.Pa (2
LOW COMPLEX SUPPORTIVE CONSTRAINTS .4151 .01 sDLC 1
LOwW MODERATE SUPPORTIVE CONSTRAINTS .5633 .01  SDLC 1
Low SIMPLE  SUPPORTIVE CONSTRAINTS .5554 .01  SbLeC 1
HIGH COMPLEX NON SUPP. CONSTRAINTS .2810 .01 PA,SDLC
HIGH MODERATE NON SUPP. CONSTRAINTS .3363 .01 Ppa
HIGH SIMPLE NON SUPP. CONSTRAINTS . .01  PA
INT. COMPLEX NON SUPP., CONSTRAINTS . .01 SDLG
INT, MODERATE NON SUPP. CONSTRAINTS . .01  SDLC,PA
INT. SIMPLE NON SUPP. CONSTRAINTS . .01  SDLC,PA
LowW COMPLEX NON SUPP. CONSTRAINTS . .01
LOW MODERATE NON SUPP. GONSTRAINTS . .01 SDLC
Low SIMPLE NON SUPP. CONSTRAINTS . .01 SbLG
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In preparing Table XLV systems development approaches were
selected using three rules. These rules represented an attempt to
either assign a single systems development approach to each situation,
or given no clear preference between the top two approaches, assign a

pair of approaches to the situation. The three rules are:

1) If a systems development approach was indicated as the
preferred approach by the Kendall coefficient of concordance,
and there was a significant difference between the
preference for this approach and all other approaches using a
Wilcoxon Matched Pairs test, then this approach was
considered to be the preferred approach at the .05 (1) or the
.10(2) or .15(3) level of the Wilcoxon Matched Pairs test.

2) If there was no significant difference using the Wilcoxon
matched pairs test between the preferences for the tep two
approaches (as defined by Kendall's W), but there was a
significant difference bhetween both of these approaches and
the other three approaches, then these top two approaches were
considered to be preferred at the .05(l) or the .10(2) level
of significance of the Wilcoxon Matched Pairs test,

3) If the top approach (or the top two approaches) as defined by
Kendall’'s W could not be separated from the other approaches
by use of the Wilcoxon matched pairs analysis then the top
approach was taken to be the preferred approach (4).

There were three exceptions to the last rule. In these
situations there appeared to be almost no distinction between the top
two approaches (similar to the situation discussed for Factor III in
Section 4.2.3). For all three exceptions the two top approaches were
SDLC and PA. Based on nearly identical rankings and the trend across

different situations (see Table XLVI) both approaches were selected,

There was only one case where significance at the .15 level was used.
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TABLE XLV!

SELECYED SYSTEMS DEVELOPMENT APPROACHES

RESOURCE_AVAILABILITY: NO _CONSTRAINTS CONSTRAINTS
ORGANTZAVIONAL CONTEXT: SUPPORVIVE NON_SUPPORTIVE SUPPORTIVE _ NON SUPPORTIVE
PARTICIPATION COMPLEXITY
COMPLEX DMCA PA,DMCA PA PA,SDLC
HIGH MODERATE DMCA PA,DMCA PA PA
SIMPLE DMCA, PA PA,DMCA A PA
COMPLEX PA,DMCA PA SDLC,PA SDLC
INTERMEDIATE MODERATE PA,DMCA PA SOLC,PA SDLC,PA
SINPLE PA,DMCA PA SDLC,PA SDLC,PA
COMPLEX SDLC,PA SDLC sDLC NULL
Low MODERATE SDLC,PA SOLC SDLC NULL,SDLC
SINPLE PA sDLC SDLC SOLC

Note: Resource Availability levels NULL and DMSA have been omitted from
this table since they force the approach selected to those values, no
matter what the value of the other factors. They are included for
completeness in the Decision Tree representation of the overall model
shewn in Figure X in Chapter Five.

One interesting trend was that in 26/36 of the situations the
Kendall's ranking was verified by the Wilcoxon test between pairs of
approaches. This indicated that the preferences were very strong for
the selected systems development approaches in these situations. For
the other ten, although the Kendall's W was significant at the .01
level, given the small sample size it was not possible to differentiate

between the rankings based on the Wilcoxon test.

From Table XLVI we observe that, in general, as the support for
the system development effort decreases, the selected systems
development approach tends to become less complex. Also Resource

-Availability has more of an effect than the Organizational Context.
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There was also a significant change in the approach selected as
the User Participation decreased. There was less change as Problem
Space Complexity changed. Only 5/12 sets of situations showed any
change in approach selected as Problem Space Complexity changed with the
other factors being held constant. In these five instances, only once
did the selected systems development approach change for each change in
value of Problem Space Complexity. This agreed with results from the
regression analysis. These results showed that most individuals Ffound
Resource Availability and User Participation were the most important
factors in determining their policies and that fewer individuals Found

Organizational Context or Problem Space Complexity to be as important,.

Unlike the situation in Phase Two where simple sets of rules
could be developed for determining factor value, no simple set of rules
could be used to select approach(es) for each situation. We have now
met the first two objectives, and have provided a further demonstration
of the content validity of the model structure. The decision trees

based on the results from this Chapter are found in Chapter Five,



HAPTER FIVE

ONCLUSIONS AND RECOMMENDATIONS

5.0 SUMMARY

This study has demonstrated that it is possible to develop a tool
to aid in the selection of a support system for a given decision maker
in a given organizational setting. While the model or theoretical basis
for such a tool has been developed, the implementation of this model in
a computer based support system (tool) has been left to follow-up
studies. Development of such a tool will be possible despite the
existence of a pgreat many different attributes or factors which
different researchers have found significant in the development of

support systems for decision makers.

This research has demonstrated that a relatively small set (20)
of these attributes are considered to be important in selecting which
- type of approach to use. Also, this research has shown that these
attributes can be organized in a hierarchical structure with several low
level constructs (attributes) defining each higher level construct
(factor). This reduces the task of associating the appropriate sf#tems
development approach with each set of attribute levels from a
practically intractable problem (with millions of different sets of

195
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attribute levels) to one that is more easily solvable with only hundreds

of combinations to consider.

While developing this model some interesting facets of the
complex interaction between computer based support tools, the
development of these tools, and the decision making process have
surfaced. This research showed a degree of consistency among
respondents in how they associated sets of attribute levels with factor
values. Given their particular policies, individual respondents also
displayed consistency in how they associated sets of factor values with
approaches for systems development. However, despite this consistency,
based on the results of the last two phases of the research.it appears
that individual differences played a Iarge role in how respondents

reacted to this highly structured task.

In section 5.1 we will discuss the research results, in terms of
the various assumptions on which this research was based. In section
5.2 we will discuss how this model could be implemented as a decision
support system., In section 5.3 ﬁe will discuss future research studies
suggested by this initial study.

5.1 DISCUSSION

The process of analysis involves the creation of models to help
deal with the complexities of the real world. The construction of such

models usually involves approximations or simplifications. The model
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developed in this research is hierarchical and describes the different
situations for which support systems for decision makers may need to be
developed in terms of four factors, each of which is defined by a set of
attributes. In developing this model, some major assumptions were made,

The validity of these initial assumptions can now be evaluated,

5.1.1 A MPTION #1 : REDUCTION OF THE NUMBER OF ATTRIBUTE

The first major assumption underlying this research is that only

the most important attributes needed to be considered.

During the Delphi study only those attributes which met certain
consensus criteria were included in the study. The justification for
the elimination of attributes was that it was not necessary to consider
all possible attributes, only those that were considered either
important by the majority of participants or very important by some of
the participants. It was believed that'leaving out attributes for which
there was no consensus would create a model that would‘be more easily
implemented and would still describe the majority of situations
adequately. Also, it was felt that a smaller set of attributes, which
the panel had agreed were important, was more likely to be orthogonal or
' nearly orthogonal than a large set with no consensus as to their

importance., This is based on comments from individual respondents to
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the Delphi, who explained that they had rated certain attributes as

unimportant or unnecessary if they felt they were too similar to other

attributes.

Using a smaller set of attributes appears to have been an
acceptable assumption. The respondents in the second phase displayed
consistent policies for determining factor values based on attribute
levels. Also there was an absence of feedback that there were missing
attributes that were necessary to define the factor values. However
perceptions about what is important or is not important change with time
(witness the rise and fall of individual differences research in MIS

over the past ten years). Therefore any model such as this will need

periodic updating to keep current.

In the best of all worlds the attributes in the model would
represent orthogonal constructs. Eliminating attributes which are
strongly correlated tends to move the model in this direction. The
statistical analysis of orthogonal models is simplexr, and the presence
of an orthogonal model would have made the subjects' tasks in the second
phase simpler. In the real world operationalized constructs are seldom
truly orthogonal but the ANOVA of the results of the second phase showed
that mest of the variance could be described by the main interactions,
with the two-way and three-way interactions explaining much less of the
total variation. This indicated that the attributes could be assumed to

be orthogonal for the purposes of this model. Corroborating evidence
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can be found in a comparison of the multiple R? when all attributes are
in the regression equation and the sum of the simple R% for each
Individual attribute regressed on a factor value. If the attributes
were orthogonal, then these would be the same. For Factor I, Factor III
and Factor IV these two quantities are equal to within roundoff errors.

For Factor II the difference is about 1%.

5.1.2 ASSUMPTIOQN #2: USE OF QUALITATIVE ATTRIBUTES

The second major assumption was that the attributes could be
described as qualitative variables, usually implemented in either a

dichotomous or three-leveled fashion.

In order to reduce the number of situations that had to be
presented to the respondents of the questionnaires, and to simplify the
task of operationalizing the attributes it was decided to study only the
extreme points for most attributes. The underlying assumption was that
as the attribute level changed between the extreme values, the effect
that this change would have on its factor value would have some regular
predictable form. By measuring the factor values for the extreme
points, we would therefore be able to infer the factor values for
intermediate points. An analysis of the factor values associated with
each set of attribute levels (Chapter 4.2) shows that this appears to be

the case. Changing individual attributes from one extreme point to the
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other produced effects of the form predicted. Based on this regulavity
we were able to develop a small set of rules for determining factor

values based on attribute levels for each factor.

1.3 A MPTION #3: THE HIERARCHICAL NATURE OF THE DEL

The third majox assumption is that the attributes could be

grouped together as factors.

The Delphi study was the first step in the validation of this
assumption., At the end of the third round, not only had the panel
agreed on the attributes that they considered to be important, but they
had agreed with which factor each attribute should be associated. They
also had given some indication as to the factors they thought were
correlated. For the same reasons given previously it would be useful if
the factors were independent, both in terms of simplifying mathematical
analysis, and in terms of simplifying the task of the respondents in the
third ph#se. However as the experience from the initial round of the
Delphi proved, humans do not necessarily view the world in germs of
orthogonal constructs. Therefore the model included Factor IV, even
though this factor was felt to be éorrelated to Factor I and to Factor
III. Similarly it appeared that there would be a correlation between
Factor II and Factor III bhased on fhe responses of the Delphi study and

the literature search. Analysis of the data from the third pha;é of the
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research confirmed the correlations between both Factor I and Factor III
with Factor IV, It alsoc confirmed the correlation between Factor II and
Factor ITI. For determining correlations, the only meaningful data was
from the thirteen subjects in Phase III who had either a complexity
policy or a participation policy. For those individuals without a
specific policy it was not possible to say what the "true" correlations

were,

However, even given these statistically significant correlations,
the total variation explained by all interaction effects was less than
10% of the total variation explained by the main effects in Phase three

of the study.

5.1.4 MPTION #4; F INAL DEPENDENT VARIABLE

The last major assumption was that the dependent variables
(approaches) could be adequately represented by a nominal variable

implemented as a set of discrete approaches.

A plausible alternative would have béen to represent the
dependent variable by a set of continuous measures based on the
underlying conmstructs (i.e. a set of process needs and development
needs). However the list of systems development approaches appeared to
be complete enough for an initial validation of the model. All but one

of the subjects in the third phase of the study agreed that it was a
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simplified but adequate view of the world and all subjects who
volunteered an opinion agreed that it represented the set of all
possible approaches. The fact that most subjects developed some sort of
consistent policy for selecting one of these approaches also suggests

that a complete or nearly complete set of approaches was used.

2 IMPLEMENTATION OF THE MOQDEL

Currently the model defines factor valqes in terms of attribute
levels, and suggests the appropriate systems development approach for
sltuations that are defined in terms of Ffactor values. (See Figures VI
through X for a set of decision trees based on the rules and
observations from Chapter Four.) If the model were to be implemented
as a tool for aiding systems development personnel in providing computer

based support to decision makers, it would need to be refined in several

ways,

One area of refinement is in determining which of the attributes
need to be looked at in more detail. From the results of Phase II of
the study some of the attributes have more of an effect in determining
the factor values than do others. For those attributes that have large
roles in determining factor values it may be necessary to develop more
precise scéles for measuring attribute levels. Also, if we are to use
more quantitative measures of attribute level, then we‘need to develop

instruments to measure these attribute levels more precisely.
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SOLICITATION/PARTICIPAT ON DISCRETION _ FACTOR VALUE
LOM
———  UNIMPORTANT LOW
L IMPORTANT INTERMEDIATE
UNSOLICITED FORCED USE =——  LOW
LOM PARTICIPATION DISCRETIONARY === INTERMED IATE
UNSOLICITED INTERMEDIATE
HIGH PARTICIPATION
— UNIMPORTANT .
SOLICITED INTERMEDIATE
TOW PARTICIPATION
SOL1CITED FORCED USE = INTERMEDIATE
HIGH PARTICIPATION DISCRETIONARY=——= HIGH
— IMPORTANT H1GH

DECISION TREE FOR FACTOR [: USER PARTICIPATION IN THE DECISION MAKING PROCESS

FIGURE VI
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FIGURE VII
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FACTOR VALUE

TIME TECHNOLOGY  SYSTEMS PERSONNEL USER_SYSTEMS COMP. DEVELOPER TASK COMP,
INEXPER JENCED
= INEXPERIENCED : EXPERIENCED
LOW AVAILABILITY
EXPERIENCED E::: INEXPER]IENCED
EXPERIENCED
m=UNAVAILABLE
: INEXPERIENCED
[ INEXPERIENCED EXPERIENCED
AVAILABLE
: INEXPERIENCED
EXPERIENCED EXPERIENCED
(CONSTS.
INEXPERIENCED
== | NEXPER 1ERCED EXPERIENCED
LOW AVAILABILITY
[::: INEXPERIENCED
EXPERIENCED EXPERIENCED
== AVAILABLE
: INEXPERIENCED
= NEXPER I ENCED EXPERIENCED
AVAILABLE
=== EXPERIENCED INEXPERIENCED
EXPERIENCED
INEXPERIENCED
(== INEXPER 1 ENCED EXPERIENCED
LOW AVAILABILITY
EXPERIENCED [:::: INEXPERIENCED
EXPERIENCED
= UNAVAILABLE
’ INEXPERIENCED
p==—— [NEXPERIENCED EXPERLEKCED
AVAILABLE
INEXPERTENCED
L‘ = EXPERIENCED EXPERIENCED
0 CONST
: INEXPERIENCED
o INEXPERIENCED EXPERIENCED

LOW AVAILABILITY

= AVAILABLE

== EXPERIENCED :

INEXPER]ENCED
EXPERIENCED

IR NI I

NULL
NULL

NULL
SIMPLE

NULL
SIMPLE

SIMPLE
SIMPLE

NULL
SIMPLE

SIMPLE
SINPLE

SIMPLE
SIMPLE

SIMPLE
NO_CONSTS.

NULL
SIMPLE

SIMPLE
NO_CONSTS.

SIMPLE
NO_CONSTS.

NO_CONSTS.
NO_CONSTS.

SIMPLE
HO_CONSTS.

NO_CONSTS,
NO_CONSTS.

AVAILABLE

DECISION TREE FOR FACTOR 111: RESOURCE AVAILABILITY

FIGURE VIII

NO_CONSTS.
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PREVIOUS HISTORY ORGANTZATIONAL RESISTANCE OFFICIAL ENDORSEMENT EKVIRONMENT FACTOR VALUE

= SUCCESSFUL

OFFICIAL ENDORSEHEHT[

SUPPORTIVE OF CHANGE

LITTLE SUPPORT[

OFFICIAL ENDDRSEHENT[

“JNSUCCESSFUL

RESISTANCE TO CHANGE

LITTLE SUPPORT[

OFFICIAL ENDURSEHENTE

SUPPORTIVE OF CHANGE

LITTLE SUPPORT[

— RESISTANCE TO CHANGE

SUPPORTIVE == SUPPORTIVE

NON-SUPPCRTIVE—SUPPORT IVE
SUPPORTIVE ==SUPPORTIVE

NON+SUPPORT1VE==INDETERMINATE
SUPPORTIVE == SUPPORTIVE
NON-SUPPORT I VE—SUPPORTIVE
SUPPORTIVE ==NONSUPPORTIVE

HON-SUPPORT I VE—NONSUPPORT IVE

SUPPORTIVE ~—SUPPORTIVE
NON-SUPPORT IVE=SUPPORTIVE
SUPPORTIVE ==NONSUPPORTIVE

NON-SUPPORT | VE=NONSUPPORT IVE

HONSUPPORT IVE

DECISION TREE FOR FACTOR IV: ORGANIZATIONAL CONTEXT

FIGURE IX
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RESOURCE AVAILABILITY USER PARTICIPATION ORGANTZATIONAL CONTEX? PROBLEM SPACE COMPLEXITY APPROACH
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Similarly it may be possible to develop a more quantitative
measure of factor values. As has been discussed in Chapter 4.2, it
appears that each of the factors represents a single underlying
construct. Implementations of the model should be'bas;d on this
quantative factor value, rather than the qualitative factor value used
in this initial study. This would eliminate problems such as what to do
with the indeterminate situation in Factor IV, or how to handle

borderline situations like situations 6 and 12 in Factor III.

Another area that should be examined is the use of a swall
discrete set of generalized systems development approaches. The model
originally developed the attribute lists, based on the characteristics
that many authors ascribed to systems designed to support decision
makers. A logical expansion of the model would be to compile & list of
systems attributes and systems development attributes. Tﬁe model would
suggest which sets of tﬁese characteristics would form the most
appropriate approach(es) in a given situation. A ﬁool with this
facility would be more powerful and useful than the current model, and
could be implemented no matter what set of system development approaches

were in use in a particular organization.

Even given the need for refinement of the model it is instructive
to look at model predictions for some sample situations. Consider the
following situations where the value of Problem Spacé Complexity is

Complex, and the value of Resource Availability is No_Constraints:
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1) If the value of Organizational Context is Supportive, and the Value
of Participation in the Decision Making Process is High the model
sugpests that a DMCA 1s appropriate, If one attempted to use a SDLC
approach the most probable result would be a frustrated end user who
would not be getting enough computer based support despite the
availability of resources and the support of the organization for the

use of I/S technology.

2) If the value of Organizational Context is Non-Supportive and the
value of Participation in the Decision Making Process is Low the model
suggests that a SDLC approach is appropriate. An attempt to use a DMCA
would result in forced participation of a user who sees his role as
hands off, and whose dissatisfaction would probably be magnified by the

general negative attitude to I/S (non-suppportive organization context).

3) If the value of Organizational Context is Supportive, but the value
of Participation in the Decision Making Process is Low the model is
indifferent between the SDLC approach and PA. This suggests that a less
complex decision making system would be more appropriate, given the lack
of willingness of the end user to participate in the decision making
process (ruling out DMCA) and the complexity of the problem space
(ruling out DMSA). Although a PA would require more participation inr
the development by the end user.fhan the SDLC approach, this might be

offset by the improved quality,of:the resulting support system.

S
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5,2.1 BACKTRACKING

Another method of improving the model for implementation would be

to introduce some type of backtracking.

Although the model currently matches four sets of attribute
levels to four factor values and then suggests which of the five
approaches is preferred for this situation, it would be useful to be
able to backtrack through the model. This would allow determination of
which attributes are set at levels that appear to reduce the likelihood

of successfully following a given preferred systems development

approach.

One simple way of implementing backtracking would be to utilize
the model in the form of an expert decision support system (EDSS). The
model naturally lends itself to implementation as a rule based system,
accepting as inputs the various attribute levels and providing a
selected appropriate approach. However, it would not be suitable for
implementation as an expert system, because of the complexity involved
in backtracking, and the need for user input. Backﬁracking to determine
how to improve the acceptability of another approach (which is preferred

for political or practical reasons) could be implemented in an EDSS as

follows :
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1)} Determine which of the factor values could be changed to alter
the situation to one where the preferred approach would be the accepted
approach. In general there will be many ways of doing this, and the

decision maker could have these supplied to him by the system.

2) Have the decision maker decide which of the factor values he
feels that it would be possible to change, and then provide the decision
maker with all the possible sets of attribute levels changes that would

make the necessary change(s) to the factor value(s).

3) Have the decision maker choose which of the sets of attribute
level changes would be most easily implemented in order to change the
factor value, If there were not a satisfactory way of changing the

factor value(s), then the decision maker would go back to Step 1.

5.3 FUTURE RESEARCH AREAS

Today there is a great deal of interest in the study of how
individual differences effect how individuals perceive their jobs.and
how well they perform in them. Indeed many people suggest that it is
necessary to change the way we evaluate performance to take into account
these individual differences. In the analysis of the final two phases
of the research it was noted that individual differences were

significant. The evidence supporting this included:
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1) Multiple correlation coefficients were much smaller when the
regression was done for the group overall, compared to the average of
the individuals’' regression coefficients. This was true for each

factor, and especially significant for the overall model.

2) Verbal responses from many individual respondents indicated
that they felt that there would be differences in responses from
different types of individuals. Several respondents volunteered that an
interesting extension of the research would be to try and determine:
what were these differences, what were the size of the effects, and what

implications did the existence of these differences have.

Specifically there are five areas of individual differences that

would be of interest,

I) Many researchers believe that there is a perceptible
difference in any academic discipline between work done with a feminist
perspective, and that done from a male perspective. There have also
been suggestions that aside from "political" considerations, there is a

perceptible difference in how females approach research, management or

professional activities compared to how males approach these activities.

II) The issue of risk aversion is important in the final phase of
this research. During this phase subjects were asked what type of

system they would implement under situations where there was a distinct
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difference in the overall level of organizational support for the
development of the systems., Determination of the risk aversion
characteristics of analysts could help in research into why systems

development efforts fail,

11I) There are differences in the backgrounds of senior systems
analysts and managers in the MIS field, Many senior analysts have a
"user background". Others have a technical/programming background. The

effect of background on respondents could be studied.

IV) One could attempt a better determination of the different
policies senior IS managers used in deciding which systems development
approach to use., It would then be useful to see if these policies were
in use in individual organizations, and to determine which of these

policies is "optimal" in some sense.

V) Many authors sugpgest that organizations possess a culture,
and that long term exposure to this culture would result in a change in
the outlook and attitudes of individuals in different organizations.
More subjects from organic organizations and highly bureaucratic
organizations should be interviewed to determine the effects of
organizational culture on the responses to both sets of questionnaires

from the second phase.
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DELPH] TECHNIQUE

This normative group technique became inereasingly popular as a
method of defining group consensus in the late 1960's and cuxly 1970's.
A study done in the mid 1970's identified thousands of Delphi studies as

opposed to hundreds which had been completed before 1970,

There are two general forms of Delphi, the traditional or "paper
and pencil approach" , and a velatively new form, the Delphi Conferonce.
In the more traditional method one starts with a2 swall design team and
designs an initial questionnaire which hopefully addresses the major
issues on the topic under consideration. This is then sent to a larger
group of experts'ﬁhose résponses are analyzed, summarized, and returned,
along with a new questionnaire, and the summary. This new questionnaire
includes issues which may have been overlooked gy the initial design
team. This second phase allows for the reaffirmation of individual
responses in light of the group response to the initial questionnaire,

as well as the presentation of the new issues.

The Delphi Conference utilizes computer networking to link

‘ :ogether a group of experts in a real time session. The experts can
respond to the initial questionnaire and their responé&s will be
compared and analjzed on line by the computer system,
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They can then respond to any new issues that are raised or change their
responses bhased on the reported group response,This reduces the time
comnitment by the experts and the total cycle time of the process, but
it is expensive and necessitates the creation of a computer network

linking the-experts, {f one docs not already exist.

Whichever form is chosen, the Delphi process consists of
essentially four phases. 1) The initial exploration phase where the
design team develops the first questionnaire. 2) The group review of
the issues which includes summarization of the separate views,

3) Analysls of the differences presented by the group in their responses
to the questions as well as an attempt at determining why these
differences exist, rather than attempting to explain them away.
4) Re-evaluation of the new questionnaire and the summarized data by the
expert panel and the summarization'of these results. The last two steps
are repeated until a consensus is achieved, which usually takes at least

three rounds of the exercise.

As in any attempt to sample opinion or obtain consensus there are
-problems to overcome. The first is an expert panel appropriate? The next
is similar to that faced by most group techniques, how to select the
Broup of experts. From the extensive use of the technique in the field
of technological forecasting, it appears that it is accepted to use an
expert panel (if not necessary) to attempt to forecast future

developments in technology [Dickson 1984], [Irvine and Martin 1984),
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Since what we arec attempting to do is determine a definitionm of
technical concepts, with a view towards the future uses of these
concepts, it would appear that we are using this technique under
appropriate circumstances. The selection of members of the panel is
still an art rather than a sclence, but given the scarcity of experts in
the field, it will not be difficult to obtain a representative sample,

if enough members of this elite group agree to participate.
Some of the problems specified to the technique itself include:

-imposing the view of the design team of the panel (this can be

dome by overspecification in the questionnaire)

-poor summarizing or presentation of the results to the expert
panel, resulting in a poor product or in the need for additional

iterations

-ignoring the differences In responses in an attempt to arrive at

a consensus, which can prejudice the results,

For a Delphi study to reach convergencé in a small, fixed number,
of rounds, it is necessary that the initial input be as "good" as
possible, and that the task be as simple as possible. The convergence .

process in the Delphi study is iterative and, like iterative processés
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in numerical analysis, if the initial estimate is "close" to the optimal
solution then there is a better chance of reaching that optimal
solution. Assuming that the optimal solution will be found, in general
it will take fewer iterations to reach it. This is because if the

initial model is "far" from optimal, the expert panel may:

1) find it difficult to understand the task (and either drop out
of the study or produce incorrect responses),

2) individually focus on one aspect of the problem that appears
faulty, so that there will be major changes from round to
round in the initial rounds of the study, before they cah

begin to agree on the model structure.

As with most problems in data analysis, awareness of the possible

problems is half the battle in overcoming their possible effects. The

"other half will be greatly aide by the presence of an interested and

supportive committee.
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Dr;- John Doe May 15, 1987

Department of Decislon Sclences and Information Systems
Florida Internatlonal Unlversity

Tamlam! Trall

Mlam!, Florlida

33199

Dear Sir

| would llke to thank you for having agreed to particlpate In this Delphl
study. As you know, a Delph! study Is a technique for obtaining a consensus from
a group of experts. The panel members were chosen because of thelr expertise In
various areas of the MIS disclplline.

You will be asked to evaluate a model for selecting which of a set of
gener Ic system types would be most appropriate for atding a decision maker In a
given sltuation. The model describes situations in terms of three factors, each
of which Is defined In terms of a set of attributes. The three factors are:

(1) User Involvaement (Iin the decislon making process)
{2) Problem Space
(3) Resource Avallabl|ity

The model assumes that sltuations ¢an be defined In terms of a |imlted set
of attrlbutes for each of these factors. The resulting set of unique situations
can then be related to different tools for supporting declision makers.

Page one of the supporting documentation Is a‘descrlptlon of the different
generlc system types. Page two provides a list of the factors and their
attributes. Pages 16 to 25 provide a description of the attributes and how the

-decislon rules operate. The last four pages show the pruned decision trees which

are used |n combining the rules.

You witl be asked to perform two related tasks in evaluating the model. The
first Is to evaluate the structure of the model. You will be asked to'rate each
factor on a scale from Important to unimportant In defIning varlous sltuations.

If you feel that any signiflcant factors have been omitted please |ist them iIn the
space provided. You are also asked to rate the set of attributes defined for each
factor. |If there are additional attributes-which you feel are important In '
describing thls factor, please ||st them In the space provided. ' You are also
glven the chance to note |f any of the attributes shoutd be assoclated with a
different factor, :

The second task Is to evaluate 2 suggested implementation of the mode!l,
Each factor can take on a number of different values based.on the values of the
various attributes associated with It. The modet has a set of rules which match
varlous comblnations of attrlibute values to factor values. Simllarly the model
provides a sat of rules which detatl how various factor values can be assoclated
with sltuations which favour certain support system types. The rules first allow
2 signlficant pruning of the declslion trees (see the last four pPages of the
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supporting documentation), and also the ratlonal for selecting a system for use iIn
a particular situation.

The rules used In thls process are to be gvaluated on an agree/dlsagres
scale. |f you disagree wlth a rule, a space Is provided where you may list the
reasons why you disagree.

one round in the process consists of sending out the Instrument to the
panel, and tabutating the results and producing a modifled Instrument to return to
the panel. After each round you witil recelve the tabulated responses from the
whole pane! as well as ali of the panel‘s comments and suggestions., You wlll then
be asked to complete a simliar form evaluating the structure and function of the
modiftad model. 1If there appears to be a consensus from the panel about any
suggested changes after any round these wll! be added to the model. This process
will continue until a consensus |s reached. A consensus w!ll usually develop
within three or four rounds.

{f you have any further questlions | can be reached at

Royal Mtllitary College of Canada
Kingston, Ontarlio, Canada

K7K 5L0

613-545-7355

613-545-7359 (departmental secretary)

or my supervisor Dr. Archer can be reached at
McMaster Universlity
Ham! | ton, Ontarlo, Canada
L8S 4M4
418-525-8140 ext. 3944 .

Yours Truly

o L B A

T. Dececchl:

Canad4
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Definitiong of.the Generallzed Approaches to Supporting Declision Makers

N
N

\
Null Approach (NA) -

No computer support.

Syatem Development Life Cycle Approach (SDLC)

An Information system that provides the users with information, but little
ald In analysis. |t Is developed using a systems |lfe cycle approach, wlth
analysis, desigh and Implementation phases and with user participation in the
procass. The system focus s on collecting, organizing, storing and retrieving
information, May have query facltlities to altow for ad ho¢ reguests or provision
of new reports based on exlsting data.

Prototyping Approach (PA)

An informatlon system that provides the users with Information, but little
ald In analysis. 1t differs from the SDLC In that It |Is developed in a recursive
fashlon, where tho system Is contlnuously growing and developing from an Initially
simpie start utlllzing contlinuous feedback from the users. It performs the same
functlons as the SDLC typa system.

Docislon Maker Centered Approach (DMCA)

The system which Is designed to provide user support In'ai:-phases of the
decislon making process, providing the user with access to information, analysis
tools and reporting facllities. It is developed in an evolutionary, participative
fashion, with the end user.

Decislon Maklng System Approach (DMSA)

A declslon making system which will produce a suggested decision for a
declsion ratifler. It witl be developed in a partlicipative evolutionary fashion
with an expert, not the end user,



List of Proposed Factors and Attributes

ATTRIBUTE -

User Involvement Factor

(1) Declslon Maker or Ratlfler

(2) Degree of User Particlipatlion

(3) User Cognitive Style
(4) Degree of User Discretion
(5) User Dsclslon Making Style

(8) Organizatlonal D/M Style

Problem Space Factor

{1) Problem Unlquensss
(2) Problem Set Definltion
(3) Data Resource Speciflcation

(4) Range of Problems

(5) Probiem Type

(6) Interdependence of Dascislons

{7) Problem Structure

Resource Availabllilty Factor

(1) Availabllity of Human
Expertlse

(2) User/Developer Task
Comprehension

(3) Avallabllity of Technology

(4) Avallability of Time
To Devalop Speclific Systems

(5) Avalilabillty of Personnel
To Develop Speciflc Systems

VALUES
High, indeterminate, Low.
Declslon Maker, Declision Ratifier.
Sollicited-High Particlipation,
Solliclited-Low Participation,
Unsollclted-HIgh Particlpatlion,
Unsollclted-Low Particlpation,
Analytlec, Heuristle.
Discretionary, Forced Use.
Autocratic, Consultative, Group.

Socio-Politlcal, Programmed/Bureaucratic.

Complex, Moderate, Simple.

Non-recurrent, Repetitive.

Multiple Problem Sets, Single Probiem Sot.
Simple Data Rosources, Complex Data Resources.

Wide Range of Problems,
Narrow Range of Problems.

Amenable to Heurlistic Search,
Amenable to Analytical Solution,

Pooled, Sequential, Reciprocal.

Unstructured, Seml-Structured, Structured.

Null, Simple, No Constralnts, DMSA.

Avallable, Unavaliable.

High, Indeterminate, Low.

Available, Unavallable.

No Time Constraints,
TIme Constraints.

Development Staff Avallable,
Low Staff Avaitabllity.
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PART CME

VAL IDATION OF THE MODEL STRUCTURE

In this sactlon you are asked to rate each factor and each attribute. The
first scale Is a five polnt likert like scale for rating the importance of each
construct. The scale ratings range from unnecessary through indeterminate (not
clearly necessary or unnacessary) to very necessary. You are also asked If the
attribute Is a good descriptor of the factor to which It has been assigned, or If
it is could be more approprlately assigned to another factor. The factors and
thetlr attributes are described In detall in the supporting documentation.

Factor 1: USER INVOLVEMENT IN THE DECISION MAKING PROCESS

Thls factor is:

]
Unnecessary Indeterminate Vary Necessary

The following Is a |lst of the attributes which are usaed to describe the User
Involvement factor. Descriptlons are on pages 16 to 20 of the supporting
documentation,

(1) Tha need for a decision ﬁaker or a declsion ratifier.

[]
Unnecessary Indetermlnate Very Necessary

1f you feel that thils attribute is necessary, but It Is not part of this factor
with which factor should It be assoclated ?

t)Problem Space [ ] (li) Resource Availability [ 1
I11)0ther (please speclfy)

.

(2) Need for user participation In systems development,

[]
Unnecessary Indeterminate Very Necessary

If you fea! that this attribute Is necessary, but It s not part of this factor
with which factor should 1%t be associated?

(i)Problem Space [ ] {11) Resource Availability [ ]
(111)0ther (please specify)
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(3) User Cognitlve Style

Unnecessary Indeterminate Very Necessary

If you feal that this attribute Is necessary, but It Is not part of this factor
with which factor should It be assoclated?

(1)Problem Space [ ] {11) Resource Avallablility [ 1]
(t11)0Other (please speclfy)

(4) Degree of User Discretlon

1 []
1 [

[]
Unnecessary Indetermlinate Very Necessary

If you feel that this attribute Is necessary, but !t Is not part of this factor
with which factor should It be associated?

(i)Probiem Space [ ] (11) Resource Avallabillty [ 1]
(ili)Oother (please specify)

(5)_User Decision Maklng Style

]
Unnacessary Iindeterminate Very Necessary

If you feel that this attribute is necessary, but it Is not part of this factor
with which factor should It bs associated?

(1)Problem Space [ 1 (11) Resource Avallabllity [ ]
(1t1)0thsr (please specify)

{6)_Organlizational Decislon Making Style

Unnecessary Indeterminate Very idecessary

It you feel that this attribute |s necessary, but It is not part of this factor
with which factor should It bs assoclated?

(1)Proolem Space [ 1 {(Il) Resource Avallability [ ]
(111)0ther {(pleass specify) -

Please |ist any additlonal attributes that you feel are important In the
avaluation of this factor and the range of attribute values that you feel are
proper.
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Factor []: PROBLEM SPACE
Thls factor is -
; i ! i :
Unnecessary Iindeterminate Very Necessary

Tho following Is a 1lst of attributes which are used to describe the Problem Space
factor. Descriptions are on pages 21 to 23.

(1) Problem Unlqueness

1 ] [}
1 ] 1

Unnecessary Indeterminate Very Necessary

-

If you feal that this attrlbute |s necessary, but |t Is not part of this factor
with which factor should it be assoclated?

(1)User Invalvement [ ] (11) Resource Availability [ 3
(l11)0ther (please speclfy)

(2) Problem Set Definltion

t
Unnecessary Indetermlnate Very Necessary

.

If you feel that thils attrlbute is necessary, but it is not part of this factor
with which factor should it be assoclated?

(i)User Involvement [ ] (11) Rasource Avaitabllity { ]
(lilYother (please specify)

(3) Data Resource Speclflication

Unnecessary Indeterminate Very Necessary

If you feel that this attribute is necessary, but it Is not part of this factor
with which factor should it be assoclated?

(i)User Involvement [ ] (I1) Resource Availability [ ]
(111)0ther (please specify) ’

(4) Range of Problems

Unnacessary Indeterminate Very Necessary

It you feel that this attribute is necessary, but It Is not part of this factor
with which factor should it be assoclated?

(1)User involvement [ ] {11) Resource Availabllity [ J
(111)0ther (please specify)
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(5) Problem Type

Unnecessary indaterminate Vary WNecessary

If you fesl that this attribute Is necessary, but it Is not part of this factor
with which factor should It be assoclated?

(l)User Involvement [ ] (11) Resource Avallabillty [ ]
(i111)0ther (please speclfy)

{6)_Interdependence of Declslons

1]
Unnocessary

|
Indeterminate Very Necessary

If you feel that this attribute is necessary, but It is not part of'thls factor
with which factor should it be associated?

(1)User Involvement [ ] (11) Resource Avallabillty [ ]
(111)0ther (please speacify)

(7) Problem Structure

L] ] 1 1
1 1] 1

L
Unnecessary Indeterminate Vory Necessary

If you feel that this attribute is necessary, but it Is not part of this factor
with which factor should It be assoclated?

(l)User Involvement [ J (i1} Resource Avallabllity [ ]
(111)0ther (please specify)

Please list any additlonal attributes that you fee! are important In the
evaluation of this factor and the range of attribute values that you feel are
proper.
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Factor 111: RESOURCE AVAILABILITY

This factor Is:

Unnecessary Indeterminate vary Necessary

The following Is a !ist of attributes which are used to describe the Resource
Avallablllty factor. Descriptions are on pages 24 and 25,

(1) Avallablllty of Human Expertise

[]
Unnecessary

t
Indeterminate Very Necessary

If you feel that this attribute Is necessary, but It 1s not part of this factor
with which factor should it be assoclated?

(H)User Involvement [ ] (i1) Problem Space [ ]
(111)0ther (please speclify)

(2} User/Developer Task Comprehension

] ) ]
) 1
Unnecessary

Indeterminate Very Necessary

It you feel that thils attribute Is necessary, but it ts not part of this factor
with which factor should it be assoclated?

(User Involvement [ ] (il) Problem Space [ ]
(111)0ther (please speclfy)

(3)_Avallablility of Technology

]
Unnecessary

Indeterminate Very Necessary

If you feel that this attribute Is necessary, but It Is not part of this factor
with which factor should it be assoclated?

(i)User Involvement [ ] (i1) Probtem Space [ ]
(111)0ther (please speclfy)
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(4) Avallabllity of Time to Develop Specific Systems

Unnecessary Indeterminate Very Necessary

tf you feel that thils attribute I3 necessary, but it Is not part of this factor
with which factor should It be assoclated?

{i)User Invotvement [ ] (!1) Problem Space [ ]

(1i1)0ther (please specify)

(6)_Avallabllity of Systems Personne! to Develop Speciflc Systems

: { ! ! :
Unnecossary Indeterminate Very Necessary

If you fesel that this attribute Is necessary, but It Is not part of this factor
with which factor should it be assoclated?

(i)User Involvement [ ] (ii) Problem Space [ J
(111)0ther (please specify)

Please l!st any additliona! attributes that you feel are Important in the
evaluation of this factor and the range of attribute values that you feel are
proper.,

Please list any additlonal factors that you feel should be Included in the model
and any attributes that you feel describe these factors.
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Part 11

- VAL IDATION OF THE RULES

In this section the user will be asked to validate the rules used for both
pruning the decliston trees and for evaluating the end states. You wili be asked
to respond using a 5§ point Llkert Ilke scale with values ranging from strongly
dlisagree, to indetermlinate (neither agree or disagree) to strongly agres. Please
refer to the supporting documentatlon (pages 16 -25) for descriptions of the
attributes and the rules, and to tha last four pages for the pruned declslon trees
themselves.

Factor | : USER INVOLVEMENT IN THE DECISION MAKING PROCESS

The rules for this factor are described In detail in the supporting documentation
pages 16 to 20.

{a) A user who Ils willing to become a decision ratifier has a low need to become
involved in the declslton maklng process.

Strongly

) ]
Indetarminate Strongly

Disagree Agree
Comments:

(b) A declslon maker who has actlively solicited the system and has a high need to
participate In the development of the system (as defined in the supporting
documentation) Is likely to be highly Involved In the decislon making process.

] |3 ]
Strongly Indaterminate Strongly

s

Disagree Agree
Comments:

(c) Declslon makers whose problem solving style can be described as analytic will
tend to be more involved In the decision making process than those whose style
could be described as heurlstic, -all othsr things belng equal.

[]
Strongly

[} 1
Indeterminate Strongly

Disagree Agree
Comments:
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(d) All other things belng equal a discretionary user will be more involved in the
deciston making prosess than one who is forced to use the support system,

] L] ]
Strongly Indeterminate Strongly

Disagree Agree
Comments:

(e) Users In group declslon making sltuations wil| generally need to be highly
involved In the declslon making process.

] 1
Strongly Indaeterminate

Strongly

Disagree Agree
Comments:

(f) Organizational decislon making styles that can be classiflied as soclio-
political require the decislon maker to be more Involved In the decislon mak Ing
process than those which could be classifled as programmed or bureaucratic.

] []
Strongly Indeterminate Strongly

Disagres Agree
Comments:

10
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Factor |1: PROBLEM SPACE

The rules that descripe the Problem Space factor are described In the supporting
documentation pages 21 to 23.

(g) If It Is probable that the decision maker wlll be faced with problems that can
be described as un!que or non-recurrent then the problem space can be consldered
to be complex, from the perspective of having to develop a support system.

] ] L]
Strongly Indeterminate Strongly

Disagree Agree
Comments:

(h) 1f the system has to provide support in an environment with muttiple problem
saets (0. g. a combination of finance, marketling, personnel etc. as opposed to a
single area) then ths problem space can be consldered to be complex regardless of
whather or not the problems are Interdependent.

] 1 ] 1

[] [l
Strongly Indeterminate Strongly

Disagree Agree
Comments:

(i} It the users of the system require multiple data resources or data resources
which can’t be fully specified during system development then the problem space Is
considered to be complex.

3 ]

L] ) ]
Strongly indsterminate Strongly
Disagree Agree

Comments:

11
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()J) If a wide range of problem solving (withln a single problem set) neods to bo
supported, the problem space |s more complex than if the feasible set of problems
is narrowly defined.

1 []

1 ]
Strongly Indeterminate Strongly
Dicagree Agree
Comments:

(k) If the problem space conslists of problems that require the use of various
anatytical toois It wlll be conslidered more complex than one where the problems
can be solved heurlistically (see supporting documentation for discussion),

e

] ]
Strongly Indesterminate Strongly
DlIsagree Agroee
Comments:

(1) If the declslon making process is part of a more highly interreclated overall
decislon making process then the problem space can be considered to be more
compliex than |f the declislon making process were more isolated.

] ] ]
Strongly Indeterminate Strongly
Disagrees ‘ Agree
Comments:

{m) 1f the problem space consists primarlily of problems which are unstructured It
can be considered to be more complex than one where the problems are partially -
structured. Similarly, a problem space in which the problems are partlally
structured is more complex than one where the problems are well structursd.

BN

o

1

i 1 1]
Strongly Indeterminate Strongly
Disagree 5 : " Agree
Comments:
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Factor I!I1:RESOURCE AVAILABILITY

The rules that descrlbe the Resource Availabtiity factor are described in detail
on pages 24 and 25.

(n) If there is no probiem domaln speciflc human decision making expertlse
avallable then the system must supply the expertise (If thls s possible).

1 ] i
1 ]

L] )
Strongly Indeterminate Strongly

Dlsagrea Agree
Comments:

(o) The higher the level of user develcper task comprehension (where the task
referred to Is the development of a support system) the lower the level of
uncertainty In developing the system, hence the mors complexity can be bullt into
the system.

[}
Strongly

T ] ]

| ] []
Indeterminate Strongly

Disagres Agree
Comments:

.

(p} The greater the avallability of software {primarlly) or technology In general
for a glven system, the greater the level of complexity that can be bullt Into the
system.

]
L]
Strongly

] ] [
Indesterminate Strongly

Disagree : Agree
Comments:

13
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{a) Time constraints wlil tend to lowar the amount of complex |ty that can be bulit

Into the system, In general simpler systems can be supplled more quickly then
more complex ones.

3
Strongly

] 3 1
Indetermlnate Strongly
Disagree Agree
Commants:

(r) Increased lavels of support staff avallability (for the developmont of
Indlvidual systems) means that more complex or speclallzed systems can be provided.

1
Strongly

] [} 1
Indeterminate Strongly

Disagree Agree
Comments:

14

T
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THE OVERALL MODEL

(1) The more complex the problem, the more human Involvement will be necessary In
the declsion makling process, or the more complex the support system which must be
provided, all other things being aqual.

Declislon Making Systems are more complex systems than Declslon Maker Centered
Systems which are In turn more complex systems then Organizatlonal Informat lon

Systems for solving the same problem.

! ] 1 ] L]

[] ] [} ]
Strongly Indeterminate Strongly
Disagrea Agree

(2) Strategles whlch provide for evolutfonary systems development with the end
user are preferred In sltuations where high user involvement In the declslon
makIng process Is necessary. In situations where evolutionary development is
necessary we can deflna these partlal orderings :

A Decislon Maker Centersd Approach Is preferred to a Declsion Maklng Systems
Approach

and

A _Prototypling Approach Is preferred to a Systems Life Cycle Approach

1 1 ] t 1

L1 1] []
strongly

1 1
Indeterminate Strongly
Disagres Agree

(3) The more severes the resource restrictlons (with the exceptlon of sltuations
covered by- (1) above), the less complex support system tha’ can bs provided, all
other things being equal. o

[] ]
Strongly Indeterminate Strongly
Disagree Agree

(4) The less the restrictions on resources, the more complex the system provided -
could be. It Is assumed that the highest level of support possible should be
provided to declslon makers, given the avallable resources.

$r ! - !

§ 1 i
Strongly. Indeterminate Strongly
Disagrae Agree e

15
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SUPPORTING DOCUMENTAT 1ON

[ User Involvement

The user Involvement factor |s opsrationallzed as having three levels: low
Indeterminate and high. The declslon tree which shows which of the various
comblinatlons of the varlablsr correspond to these three levelis Is at the end of
this sectlon., There are two typos of attributes In this factor, those which deal
with the users wants or needs and tiose which deal with situational dictates or
what should be doas In this sltuatlon.

(a) Need {or a Declslon Maker or Decis:or Ratifter

carly definltions of DSS stressac thelr role In supporting rather than
replacing decision makers [Alter 1980j, [Keen and Scott Morton 19781, [Ginzberg
and Stohr 1981). Lee [1982] dIffereni.ated between expert systems which seek to
replace the declislon maker with a decision ratifler and DSS which suppart the
decislon maker. Others, howsver describe how DSS and ES can be merged in Expert
Support Systems [Turban and Watk!ns 1986], [King 1988],[Fordyce 1986].

We must be careful to differentlate between those approaches which make use
of Al technology to support (as advisors) and those whlch attempt to use It to
replace (or substitute for) the decislon maker [Adler 19843. In doing thils we
have deflned a system (DMS) which replaces the human decislon maker with a
declision ratliflier whose function Is to accept or reject the conputer generated
solution (as dlid Lee [1982]). This is slimilar to the Ginzberg and Stohr [1981]
definition of top managers as dacislon ratiflers who accept or reject the
declslons of their subordinates without becoming Involved In the decision mak lng
process. We have also defined thre:z o'her systems where the the user must filt
the role of declslon maker with more or less support from the computer,

[f the model suggests that a Decision Making Systems Approach is appropriate
It Is suggesting that the proper role for the user Is that of a decislon ratifier.
in all other sltuations the user must remaln a decislon maker.

The attribute described here deflnes whether or not the end user chooses or
accepts the role of decislon ratifler as opposed to decision maker. Adler [1984)
suggests that one of the major problems with commerclalizing medlcal diagnostic
expert systems Is that doctors (like most other professionals) wltl accept
computer based advisors, but not substjtutes. They will contlinua to Insist on
remaining part of the decision making process, although they are willling tu accept
computer based support. 1f the user has enough discretion to accept or reject
redefinition of his role, then he must accept this redefinitlon to declision
ratifier If a DMS Is to be successfully Implemented,

Whether or not the user has thls discretion, if their role is defined as one
of declislion ratifler then by definltion they will have little or no involvement In
the decision making process.

(bi User Partticipation In Systems Davelopment

There are two dimensions of this attribute, whether or not the user has
soliclted the system, and.whether or not the user has a high need to particlpate
In the development process.

16
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Sprague and Carisen [1982] suggest that a user who has soliclted or
initiated the systems development effort has more of a stake In the success of the
system. Similarly Mahmood et al [1983] quote from Alter [1980] to show that DSS
are more llkely to be successful If they are sollcited by either the user or top
level management and that successful Implementatlion |s easiar If the user has
sollclited the system. Thelr reasoning Includes the fact that in the case of the
user soliclting the system thoay will have enough of an understandling of the
problem space to have Identifled the need for a system.

We must look at the Involvement process Itself to understand the level of
user participation. Debrabandar and Edstrom [1977] and Debrabander and Thiers
[1982] suggest that the type of Interactlons between the user and the systems
developers can be related to systems success. |If the user Is forced into sham
particlipation than It may be worse than no partlicipatlon at all, In that the
probabllity that they will use the system Is |limlted. Debrabander and Edstrom
also suggest that effective communicatlion wlil be defined differently In different
situations. Similarly Oppelland and Koif [1981] have deflined different levels of
user participatlon as being appropriate in different situatlons.

In a paper comparing institutional and Ad Hoc DSS Donovan and Madnigk [1978]
describe tnstitutional DSS as supporting a narrow range of users, and a narrow
range of declslons. They need to be supplted with data in advance, support few
declslon types and a large number of people. Turban and Watson [1986] In
comparing ES and DSS note that ES operate on a narrow problem range and solve
repetitive problems. Our definltion of DMS specifies that they need to be supplled
with an Initial database and suggests service to a great many users in similar
sltuations, It would appear therefore that there are simllaritles between
Institutlonal DSS (as defined by Donovan and Madnick) and ES (as defined by Turban
and Watson) and our deflinitlon of DMS.

One key "physlologlcal" simitarlty Is that all have to some extent reduced
the particlpation of their users In the decislon making process. Instltutional
DSS do this by reducing the discretion of thelr users by sglecting the methods
and/or the tools for solving the problems as well as the data that will be used to
solve the problems. ES (as deflned by Turban and Watson [1986]) could still allow
the user some role In the decision making process but It would appear that much of
the process has been automated. DMS carry this to tha extreme by completely
automating and controlling the Decision Making Process. Thls corresponds to the
relationship between system type, user role and the need for user participation
(and could explain the results of Mann and Watson [1984] who appear to be
describing an Instltutional D$S).

We will postulate that the need for the user to participate In the
development of the system Is related to their participation In the decision making

process Itself. This variable will then be operationalized as the following four_

values :
Solicited - High user need to participate In development
Sollcited - Low user need to partlcipate In development
Unsollclited - High user need to participate in development
unsollclted - Low user need to partlicipate In development
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The user who has sollcited a system and has a hilgh need to participate In
the development of the support system |s assumed to have a strong need to be
Involved In the declision maklng process. The user who is belng provided with a
system and has llttle need to particlipate In the development of tha system Is
assumed to have little need to participate in the decislon making process. The
other two cases are consldered Intermediate between these extremes,

(c) Cognltive Style

This variable effects the situation In two ways. |If we accept the views of
some authors then we should attempt to match tue users cognitive style to that of
the support system. Simllarly there are classes of problems which lend themselves
to either analytic or heurlstic types of problem solving techniques. This
attribute will consider the users cognltive style. Also it will conslder the
users invoivement in the entire decision making process, Inciuding analysls,

design and cholce phases, not only at the cholce phase of the decision making
process

There |s evidence that users with different cognitive styles solve problems
In different fashions and therefore requlire different types of support. One
example of this |Is the tendency of englneering managers (who have a highly
analytical cognltive style) to focus on numerical data, and to have a tendency to
"work things ocut for themselves". Lucas [1978] suggests somelhlng simllar in that
quantitative Individuals make less use of the output from Interactive planning
systems then do heurlstic Individuals, possibly because they have less falth In
the output from such systems. This attribute is operationalized as a dichotomous
varlable with vatues heauristic approach and analytlc approach.

In this model we are assuming that users whose cognitive siyle is analytic
will generally have stronger deslire to work through problems themselves, whereas
those whose cognitive style is more heuristic won't, all other things being equal.
Therefor users whose style can be described as analytic will be more involved in
the declision making procaess.

" (d) User Dliscretion

This attribute is closely related to attribute (a). Whether or not 2 user
wlll accept or reject a glven role depends on the amount of discretion they have.
However the amount of discretion that the user has may effect strategy selection

beyond whether or not they witl accept a role as a Decislon Maker or a Decision
Ratifler.

1f we conslder the s!tuation where the user is left in the raole of decision
maker they may have consliderable dlscretion over whether or not they will use the
system In a given sltuation. Methlle [19P3] states that many users of DSS have
consliderable discretion over how and whmn tney wll! perform a specific task and a
choice 23 to the tools that they wi!ll us@ {Young [1983) also states that the
managerlal user wlil! retaln control over\&he task and outcome and Lucas [1978]
suggests that DSS users have more discretlon” 1Han other system users.

18
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We wlll operationallze thls concept as a dichotomous variable with values
discretlonary and forced use. A discretlonary user wouid be able to choose not
only the type of support system, but the method usad to solve the problem, the
data needed atc. A forced user of the system would be less Involved In the
declislon making process to the extent that at least some parts of that process are
bayond thelr control (l.e. whether or not to use computerlzed support).

A hlghly discretionary user wiil be more Involved In the declision mak Ing
process Itself than a forced user would be, all other things being equal.

19



(e) User Decislon Making Style

The Vroom-Yetton {Vroom 1973] model describes five dlfferent decision mak ing
styles In three “classes“. For our purposes we can use the threo classes of
styles. The first consists of Al or All styles (autocratic declslon making). The
socond conslists of Cl and Cll styles (a consultative approach to declsion mak Ing
tnat stl!il leaves one Individual In charge). The tast would be GI! which
represents true group declslon making.

In sltuations which could be described as autocratic, where the declslon
maklng ls done by a single iIndlvidual It Is possible that one could remove the
user from the declslon maklng process by making them a decislon ratifier, allowing
the system to make the decislions, all other things belng equal.

In sltuations where there 1s some need for group involvement In tho form of
consultation (usually because sevaral types of expertise or sources of data are
needed) the user would probably be more Involved in the decislon making process.
This Is because humans tend to be more flexlible [Robey 1983) and better able to
handie multiple inputs then computers are [Turban and Watson 1986].

By definition situations which reguire GIl decision making styles requlre
some form of group consensus, meanlng that those affectaed by the declslon must be
involved in the declision maklng process.

It the the user declslon making style can be described as Gi!, the user
Invoivement In the decision making process can be descrlbed as high. Consultative
styles will bs assoclated with equal to or higher levelis of user |nvolvament than
autocratic styles, depending on the values of the other attributes in thls factor,
and they will In turn be equal to or lower than levels assoclated with Gl styles,

(f) Organizationa! Decislon Making Style

This attribute can be opsrationalized In terms of four styles as descrlbod
by Huber [1881] or flve as described by Keen and Scott Morton [1978]. For our
purposes we wlli define two dichotomous styles based on these definitions:

If the organlzation has chosen to combat environmental uncertalnty
[Galbraith 1974] by developing.standard operating rules or procedures for declslon
making, or 1f the organization has a rational form of declsion making with well
defined and coordinated goals and objectives then the user wiil be less invoived
In the decislion making process to some extent, al! other things being equat. Thls
Is because the "rules" have aliready been made so In a senses there are no declsions
to make, only policies to anforce. The declslon maker serves more as a declslon
ratifier, Intervening only in exceptional clrcumstances where the rules may not
apply.

If the organization has chosen to combat the environmental uncertainty by
developing expertise among Its human declision makers or If It presents an '
environment where declisions are made on soclial or polltical considerations (Soclo~
pollitical) the declsion maker wlll be highly Involved In the decislon making
process, all other things belng equal. - There are two possible reasons for this.

20
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(1) These sltuatlions are difflcult to structure a pricri, lessening the use of the
computer as a decislon makling too! (according to most wrliters of DSS who have made
use of the Gorry and Scott Morton framework).

(2) There exlsts a need for local expertise, that |s the speclal situation
dependent knowledge that only someons In the organizatlon can possess.

(1) Bureaucratlc, programmed or ratigonal declslon maklng styles help define a
sltuation where there is less need for user involvement In the declision making
process, all other things being egual.

(2) Soclo-political, or other styles whlich emphaslize user Initlatlive and the need
for unlque responses would make systems which give the user a greater role in the

process more appropriate,all other things belng equal.

21
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I1. PROBiLZM_SPACE FACTOR

This factor Is opsrationallzed In three levels, complex,moderate and simpie.
It |s assumed that problems that can bs deflned as more complex wil! help daflne
situations that are more amenable to systems that make more use of the buman
decision maker In their solutlon. The declslon tree for this factor ls In plven
at the end of the supporting documentatlon.

(g) Recurrency

There are two conslderations here. The first |s whethar the problems are
unlqus or ad hoc, or whether they are recurring. The second is whalhar they arae
unique to one user or found organlization wide. Many authors have stated that ES
are only approprilate In sltuations where problems are recurrent [R.Davis 1883],
[{Turban and Watson 1986] et¢. This Is simllar to Institutlonal DSS [Donovan and
Madnlck 1977] as compared to Ad Hoc DSS. |If the computer system must be designed
to take over more of the Decislon Making nrocess, then It will be more complex,
more expensive and there wlil be less of a payback sltuations of limited use. In
the extreme case It Is difficult to see how ona can Justify using an expert to
develop a system to mimlc his or her judgment, then test the system with the
expert on realistic test casas, If the problem Itself Is unlque and will only need
to be solved once. On the other hand there are many cases whare DS$ have been
developed for a single appllicatlon.

We will operationallze thls varliable Iin a dichotomous fashlon. One vatue
will be “"non-recurrent" and It will be taken to mean that the problem Is alther
one of a kind or found sufficiently rarely in the organization as a whole so that
It can be taken as unlque. The other value, representing problems that ocgur more
freaquently, will bes labeled "repetitive".

if the majority of problems or probable problems In the probiem space can be
described as unique or nonh-recurrent then the problem space will be assumed to be
complex.

(h) Problem Set Definltlon

Turban and Watson {19861 In comparing ES and DSS suggest that ES are more
sultable for a narrow domaln and DSS for a wider problem domalin. ES performance
In general “"degrades rapldly” outside a narrow area of esxpertise [R.Davis 1984].
Donovan and Madnick [1977] In thelr comparison show Ad Hoc DSS more approprlate
for situations where there Is a wider problem domaln then institutional DSS. |t
appears that the more of the declislon making process that |s automated, the less

flexible the system. From a systems development point of view, the need 1o handle - .

more then ons problem set would create a more complex problem space in that it
wolld take a more sophlsticated system to deal with this variety.

This variable Is operatlonalized as either Multiple Problem Sets or a Single
Problem Set.

if the problem space contalns more than one problem set, than the problem space

factor wiill be assumed to be complex.

22
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(1) Data Resource Spgcificatlion

This attrlbute represents the complexity of data resources requlred by a
particular problem, so It s an attribute In the problem space attributes factor
rather than one In the resources factor. This attribute will be operationalized
as elther simple or multiple. A problem space requiring simple data resources Is
one where the data can be prespeclfied or at least access to the data can be
prespecifled In some sense. A problem space requirling complex data resources |s
one whera the data required to solve the problem (and the source of that data)
cannot be spacifled a priorl. This Is based on the Donovan and Madnlck [1977]
comparison of institutionail and Ad Hoc DSS and the problems other researchers have
reported In connecting ES to multiple data sources. It would appear that the
greater the number of sources the more complex the problem of deslgning a system
to access these sources, especlally If there is no certalnty over which sources
should be used,

A problem space requiring complex data resources wiil be assumed to be complex
because of the difflculty of handling these sltuations.

()} Range of Problems... Evolutlion In Use

Even If a problem space can be sald to encompass only one type of problem
(one problem set) cne may stlll be able deflne a range of problems within the
probiem set. This Is especially true In the case where the system is sxpected to
prow and develop with the user.

Unless the support system can be "fully developed" inltially, to provide
support for the entlre range of problems within a problem set (which evolutionary
proponents of DSS argue may nelther be possible nor desirable) It must be able to
grow with the user. R.Davis [1984) suggests that in the future expert systems may
ba able to learn, although none can today. However even |f they do develop some
tmprovemegnt capablilities this wl!l most likely be limited to improving probabillity
estimates used In dlagnostlc systems or optimizing programme efficiency rather
than expanding the range of problems that they can solve [Hayes-Roth 1983].

This variable wll| be operationallzed as a dichotomous variable with values
narrow and wide. |If there |s a narrow range of possible problems In the problem
space then one may be able to design a system to support a decision maker In the
maj)orlty of probable sltuations. Howaver If there Is a wide range of problems in
the problem spacs then it is more likely that the system will have to evolve over
time to meeat the users specific¢ neseds.

The abliity to evolve requlreé a flexible system and therefore situations which
need this ability represent a more complex problem space, al! other things being °
equal. .

(k) Problem Type

This attribute represents the need to use different problem solving styles
as opposed to the users personail cognlitive style. It Is based on the assumption
that there are certain problems or classes of probiems that lend themselves more
naturally to an analytic approach as opposed to those which can be solved
heur{stically [Hale 1986), [Benson 1986].
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The major proflem with developlng DMS in the analytic domaln is this nood to
use/davelop two types of systems; the actual analytical tools, and the
Iintellilgence to use these tools., Today there are many powerful analytical tools
avallable for use by people who are not experts In OR. The Intelllgence has beaon
iImplicitiy burled In the tocl Itself with Al technlques belng used to “sugar-coat"
these tools by providing natural tanguage Interfaces and more sophisticated
computer based aids for using them. While the user may requlre some training or
help to make proper use of these tools, they need not be an expert to use them.
These indlviduals are not experts, yet the difflcuity of davelopling a decislon
makIng system to replace them would be as difflcult as developlng an expert
replacing system. {consider the case of an expert system developed at I1CC [M. J.
Keen 1986] whlch took 30-35 weeks to develop, and mest of the rules Involved using
an existing queuing modal wrltten In Pascal.}

The human user wlil have soma problem domaln knowledge, as well as some
knowledge on how to use the various analytical tools. Supplying the user with
these powerfui tools allows the user to function much more effectlvely, and In
genaral takes advantage of the flexibillty of the human user. In general this
user rarely possesses "rare expertlise" worth cloning.

From a systems development perspective, all other things belng equal, a problem
space composed of problems for which heuristic approaches are preferred will be
assumed to be less complex than one for which problems require the use of both
heur istics and analytical technlques.

(1) Interdependance of Daclsions

This attribute can be operatlionalized In terms of a three valued taxonomy
{Thompson 1967]. Pooled refers to decislons which are baslcaily Independent.
Sequentlal to systems In which declsions are made one based on the previous one
In a linear fashlon. Reciprocal refers to dsclslion making processes where
decislons from one decislon maker effect those made by another, and In turn those
declslons may effect the declslons made by the first decision maker, In a type of
feedback process. Baslc systems theory [Davis 1984} tellis us that If we can break
a system into a set of minlmally Intsracting subsystems, the Jjob of design and
malntenance of that set of smaller systems will be simpler than the job of
designing and maintaining a single larger system of comparable slze. The more
interact ion between declsion makers (human or automated), the less independent the

decision making subsystems are and the more compllcated the task of designing
support for them.

In situations of reciprocal declsion making where there |s signiflcant
interaction betwaeen declsion makers the problem space can be conslidered as more
complex, all other things beling equal.
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{m) Problem Structure

This attribute will be operationalized using the Simon taxonomy of
structured, seml-structured and unstructured problems. it is assumed that [t may
be possible to spaclify at the time of system development some Idea of the degree
of structure the problems will possess. Thls |s not to say that the problems
cannot be broken down Into structured and less structured segments, but that this
cannot be done a prlori. The concept that It is a more difflcult task to support
users In a less structured problem space Is rooted In much of the DSS literature
[Scott Morton 19711, [Alter 1980].

A problem space which |s composed of problems that can generally be deflined
as unstructured Is assumed to be more complex than one where the problems are
artlally structured. A problem space where the problems are partlally structured
Is assumed to be more complex than one where the problems are structured.
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I11. RESQURCE AVAILABILITY

Thils section wlll dlscuss the resource availability factor.
This factor will be assligned four values representing polnts on a scale from no
support possible (nuil), through restricted support possible (simple), to no
restrictlons on the support avallable, to the need for computer controlied
declision making (DMSA necessary). The declslon tree Is found at the end of the
supporting documentation.

NUl [———rmrmwme———e Implles that it will not be possible to provide
computerlzed support due to the lack of resources.
Simple System~~-- Thls means that the avallablllty of resources wll|
force the cholce of more basic support
systems. This will mean different things In
conjunctlion with comblnations of the other factors.

No Constralnts--= Thls means that resources will not constraln the
cholce of strategy as suggested by the other
factors.

DMSA: Implies that it wiil be necessary to supply a

Declslon Making System due to the lack of
avallable, problem spec!flc, human expertise.

(n} Human Expertlise

This attribute |s meant to represent whether or not a capable human declsion
maker exists In the situation. |If not then it will be necassary to supply a
computerlzed declslon maker. One of the arguments behind research to develop
expert systems has been the scarclty of human expertise Iin certain flelds and
therefore the need to "clone" this expertise [Whinston 19843, It Is
operationallzed as a dichotomous variable with values Available and Unavallable.

If no suitable human decislon maker exlsts than a DMS Is assumed to be the only
viable altsrnative. :

{0) User/Developer Task Comprehenslon

The higher the leve! of task comprehension by both the user and the
developer the greater the probability that the system can be prespeclified [Davis
19821. If the opposite Is true than the system will most Iikely need to undergo
some form of evolutionary development. This varlable is operationalized as three
vaiues:

High Both the user and the developer have a good
understanding of what is needed.

Indeterminate ~——~ Either the user or the developer has a poor
understanding of what s needed.

Low Both the developer and the user have poor
understanding of what is needed.

The lower the level of user developer uncertainty, the more complexity can
be built Into the system
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(n) Technology Avallabllilty (At A Cost Beneficlal Price)

Operationallzed as elther approprlate technology being avallable for a
spociflc project or unavallable. Note that although the approprlate software
might exist It may be too expensive for use In a particular situatlon. |.E. a
framework package may exist that Is sulted for one particular application but |t
vould require the purchase of speciflc hardware so that the total cost would be
prohlbltive. Or there may not be appropriate commerclal software avallable for a
particutar appilcation so that the system would need to be developed from low
level tools (Proiog, Lisp, a DBMS, a procedural language etc.) which would
Increass the cost and time required to develop the system.

All other things being equal the lack of approprlate technology will be assumed to
lessan_the probabillty that a more complex system can be developed.

(q) Time Constralnts (For the Development of Speclfic Systems)

Thls attribute represents whether or not the time to develop a system Is a
major constraint. It s operationalized as no tIime constraints and time
constralnts. Donovan and Madnlick [1877] suggest that Ad Hoc DSS (which leave more
of the Problem Processing with the user) are more approprlate {or realizable) than
Institutional DSS In situatlions whers time |s critical. Similarly unless there
are exlsting ES avallable, It wouid appear [Hayes-Roth et al 1983), [R. Davls
1984) that It takes a conglderable amount of time to develop a DMS. Also Mahmood
et al [1983]) suggest that If the time frame Is short term normally some form of
crash deslgn be used. This would appear to suggest that if there are major time
cunstraints then one would need to rely more on the user and less on the system,
because less of a system could bs davaloped.

All other things belng egual the less time avallable for system development, the
simpler the final system willl ba. '

(r) Avallabllity of Development Staff To Develop Speclfic Systems

This attribute measures whether or not there are sufficlent support staff to
provide aid to develop Individual systems. It will be operational lzed as
Development Staff Avallable and Low Avallability.

All other things being equal It will be assumed that the lower -the support staff
avallabllity for the develc
——— et VD VR O DO VIQUAT SySTEmS, the simpler these systems

spment of Individual systems. the simpler these systems
wlll be, or that the avaliablility of support staff for the development of
Individual systems wlll allow more complex systems to be built.
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Dr. J. Doe March B8,1988

Faculty of Business
McMaster University

Hamilton, ontario

Dr. Doe :

I would like to thank you for your continued participation in
this Delphi Study. 1In Appendix I of the supporting documentation you
will find a summary of the results and a list of the comménts

generated in the second round.

For this round the mailed questionnaire will be followed by a
phone call, in an attempt to answer any guestions you might have.
This was found to bé helpful by some of the respondents during

previous rounds.

To speed up the process,-theSG questionnaires will be sent by
courier and it would be appreciated if you would also return them

(collect) via courier.

-Thank you for your continued cooperatibn

T.Dececchi
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Task Description

You are being asked to evaluate a model for selecting which of a
set of systems development approaches would be most suitable for
developing a computer-based support system for a decision maker in a
given situation. The development approaches are generic in the sense
that they are an attempt to represent the majority of different
approaches for supplying computer-based decision support in a few
gencral ways.

The model used in the first round described situations in terns
of three factors. Based on first round responses a fourth factor was
added to the model for the second round. No further factors were
added for the third round. The factors are:

(1) User Participation in the Decision Making Process
{2) Problem Space Complexity

(3) Resource Availability for the Development of Systems
(4) Organizational Context

Each of the factors is described in terms of a set of
attributes. Based on your responses the following changes have been
made for the third round:

(1) Organizational Culture has been dropped from the
Organizational Context Factor.

The model assumes that situations can be adequately defined in
terms of different combinations of these attributes. The resulting
set of unique situations can then be associated with different
systems development approaches. In the simplest case the model will
match a situation with the most appropriate approach for developing a
system. In a more sophisticated implementation the model would also
be capable of backtracking, (suggesting which attributes have values
indicating that a chosen approach might be less suitable).

Attached Documentation

The first part of the supporting documentation consists of (1) a
description of the different generalized approaches to supplying
support to the decision makers (2) a list of the four factors and
their underlying attributes (3) the questionnaire itself.

The second part consists of three appendices. Appendix I
contains summarized responses to the second round of the study, with
which you may want to compare your opinions. Appendix 1II contains a
description of the attributes. Appendix III is a bibliography.

If you have any questions please contact myself or Dr. Archer.

T. Dececchi

Department of Engineering Management
Royal Military College of Canada
Kingston, Ontario (613-541-6355)

Dr. N. Archer R
Faculty of Business B

McMaster University SR '
Hamilton, Ontario (416-525-9140 ext. 3944)
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Definltions of tha Generallzed Approaches to Supporting Decision Makers

Note that an approach is aaflned as consisting of both the {inal product (system) as
well as the manner In which development took place.

Nut!l Approach (NA)

No computer support.

System Development Li1fe Cycla Approach (SDLC)

An Information system that provides users with Informatlion, but 1ittle aid in
analysis., It Is developed using a systems tife cycle approach, with analysis, design
and implementation phases and with user participation In the process. The system
focus Is on collecting, organlizing, storing and rotrieving information. May have query
factllties to allow for ad hoc requests or provision of new reports based on exlisting
data.

Prototyping Approach (PA)

An Information system that provides the users with informatlon, but [ittle aid in
analysls. It differs from the SDLC In that It Is developed in a recursive fashion,
where the system Is continuously growing and developling from an Inltially simple start
utilizlng contlinuous feedback from the users. It performs the samo functions as the
SDLC type system.

Declslon Maker Centered Approach (DMCA)

A system which Is designed to provide user support In 21l phases of the decision
makIng process, providing the user with access to Informatlon, analysis tools and
reporting facllities. 1t Is developed with the end user In an evolutionary,
participative fashlon.

Decislon Making System Approach (DMSA)

A declislon mak [ng system which wlll produce a suggested deciston for a deci:lon
ratifler. it wiil be developed with an expert, not the end user, in a particlpative
evolutlonary fashlon.
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List of Proposed Factors and Attributes

ATTRIGUTE

*USER PARTICIPATION FACTOR™

1) Declston Maker or Ratlfier
(2) Degree of User Particlpatlion

(3) Degree of User Discretion
(4) User Declslon Making Style
(5)*Importance of Problem to D/M

PROBLEM SPACE COMPLEXITY FACTOR

(1) Problem Unlqueness
(2) Problem Set Definitlion

(3) Data Resource Specificatlon
(4) Range of Problems

(5) Interdependence ¢f Declslons
(G) Problem Structure

RESOURCE AVAILABILITY FACTOR

(1) Avallabillty of Human
Expertise
(2)*Developer Problem
Space Knowledge
(3)*User Task Comprehsnsion
(4) Avallability of Technology
(5) Avallabltlity of Time
To Develop Speclific Systems
(6) Avallablllty of Personnel
To Develop Speciflic Systems

*ORGANIZATIONAL CONTEXT FACTOR™

(1)*0rganizational History

(2)*Qrgantzational Resistance
to Change

{(3)*0fficlal Endorsement

(4)*Organlzational Environment

(5)*Organizational Culture

(6) Organlzational Declislon
Maklng Style B

Note: *
previous model.

VALUES

High, indetermlnate, Low.

Declislon Maker, Doclsion Ratifier.
Sollclted-HIgh Farticlpation,
Sollclted-Low Particlpation,
Unsollclited-High Participation,
Unsollcited-Low Particlipation.
Discretionary, Forced Use.
Autocratic, Consuiltatlive, Group.
Important, Unimportant

Complex, Moderate, Simple.

Non-recurrent, Repetitlive.
Multiple Problem Sets, Single
Problem Set.

Simple Data Resources, Complex
Data Resources.

Wide Range of Problems,

Narrow Range of Problems.
Poolad, Sequential, Recliprocal.
Unstructured, Semi-Structured,
Structured.

Null, Sitmple, No Constraints, DMSA
Avallable, Unavailable.

Exper lenced/Knowledgeable,
Inexper lenced

Exper lenced/Knowledgeable,
Available, Unavallable.

No Time Constralnts,

Time Constralnts,
Development Staff Avallable,
Low Staff Avallabliilty.

Iinexper ienced

Supportive, Non supportive

Previously Successful, Unsucessful
High, Low

Strongly Supported, Little Support
Stabla, Unstable

Leading Edge, Conservative
Soclo-Political,Programmed
Bureaucratic

Indlcates a new or modified factor or attribute from the
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VAL IDATION OF THE MODEL STRUCTURE

In this sectlon you are asked to rate each factor and each attribute. The scale
ls a five point Likert-llke scale for rating the Importance of each construct. The
scale ratings range from unnecessary through indeterminate (nelther clearly necessary
nor clearly unnecessary) to very necessary. Please mark an X on each scale to
Indicate your oplnion on the questlion: iIs this atirlibute needed to determine the type
of approach to be used In providing computer-based support for a decision maker (n a
particutlar situation?

The factors and thelr attributes are described In more detall In the appendices.

Factor |: USER PARTICIPATION IN THE DECISION MAKING PROCESS

Is it unnecessary/necessary to understand the level of a given user's participation in
the daclislon making process In order to develop a computer-based support system for
that declislion maker?

i ] 1

[} ¥

i
unnecessary Indeterminate necessary

-—

(1) Is It unnecessary/necessary to understand whether the user fills the role of
decislon maker, or that of declslon ratifler, !n decliding which approach to use for
doveloping a computer-based support system for that user?

{For the purpose of this study a declislon maker Is deflined as one who uses the system
as an ald in making declslons, and a declslion ratlfler as ong who accepts or relects
computer generated declsions.)

1
unnecessary indeterminate necassary

-

(2) Is 1t unnecessary/necessary to understand the extent to which users need to
participate In the development of a computer~based system for supporting their
decislon making activities, In order to determine the best approach to use In
developing that system?

]
unnecessary . indeterminate nacessary

—-—
v

(3) Is it unnecessary/necessary to know the degree of discretion that the end user
will have with regard to using a computer-based support system, In order to select the
most appropriate approach for developlng that system?

! .
unnecessary Indeterminate nacessary
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{4) Is |t unnecessary/necessary to know what the end user's Iindividual decision making
style |s, In order to select the most approprlate approach for developing a computer-
based support system for that declislon maker?

=
unnacessary Indeterminate necessary

(5) Is it unnecessary/nacessary to know how Important the problems in the problem
space are to the declsion maker, In order to select the most appropriate approach for

developing a computer-based support system? ==New Attribute==

unnecessary indeterminate necessary

Please Ilst and/or descrlbe any additional attributes that you feel would help to
describe factor. Any addlitional comments about this factor or Its attributes shouild

be Included as well.
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FACTOR I|1: PROBLEM SPACE COMPLEXITY

For this factor, complexity Is from the perspective of developing a system 1o support
a declslon maker worklng in that problem space.

{s It unnecessary/necessary to know how complex the problem space facing the declsion
maker is, ln order to select the most approprlate approach for developing that system?

]
unnecessary Indeterminate necessary

(1) is It unhecessary/nscessary to Know if the problem space is composed of (a) unigue
or non-recurrent problems, or (b) repatitive problems, in selecting the most
appropriate approach for dsveloping a computer-based support system for a decision
maker?

{Repetitive problems are dafined as problems which are themselves recurrent, or which
belong to a set of closely related problems, and problems from that set will continue
to confront the declislon maker.)

] ]
] ]

1
unnecessary indeterminate necessary

(2) is 1t unnecessary/necessary to know whether the problem space will consist of (a)
a single probliem domaln, or (b) a set of distinct and dlfferent problem domains, In
order to determine the approprlate approach for developing computer-basad support for
a declislon maker?

L}
unnecessary Indeterminate necessary

{(3) Is it unnecessary/necessary to know the level of complexity of the data resources
required by problems in a glven problem space, In order %o determine the approprtate
approach for supplylng a decislon maker with computer-based support?

(Simple data resources are deflned as those that can be incorporated Into a single
data base, more complex data resources would be found in saveral different sources and
could not be Incorporated Into a single source.)

] L] 1

] t ]
unnecessary tndeterminate necessary
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{4) Js It unnecessary/necessary to know the range of problems wlthin a single problem
domaln that a user may face in order to select the most appropriate approach to
suppiylng computer-based support for a decision maker?

' 1 L]
[} ] 1

unnacassary Indeterminate necessary

(5) Is it unnecessary/necessary to know the extent of interdependence batween
dectistons (which thls system will be designed to support), and decisions made by other
declislon makers, In order to select the most appropriate approach for supplying
computer-based support?

] i t
1 1 ]

unhecessary indetermlnate nacessary

-

(6} is |t unnecessary/necessary to Know whether the problems in the appropriate
problem space are well-structured or not, in order to select the most appropriate
approech for supplyling a computer-based support system for the declslon maker?

(By well-structured It can be taken that the problems themselves can be described as
structured, not that the declislon maker In the. process of solving these problems will
impose 2 structurs on them.)

) ]
unnacessary Indeterminate necessary

Please llét and/or describe any additlonal attributes that you fee! would help to
doscribe thls factor. Any additlonal comments about this factor or Its attributes
should also be In¢luded.
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FACTOR 111: RESCURCE AVAILABILITY FOR SPECIFIC SYSTEMS DEVELOPMENT

Is it unnecessary/nacessary to know the overall level of resources avallable to the
systems development staff for the development of a particular computer-based support
system, In order to select the most approprlate development approach?

1
unnecassary indeterminate necessary

{1) Is 1t unnecessary/necessary to know whether or not the human decision making
expertise nacessary to functlon effectively In a glven problem space will continue to
be avallable, in order to select which approach to supplying computer-based support
would be most appropriate?

(It Is assumed that In order to develop any type of system the domaln speciflic
expertiss must at some polnt, be avalliable.)

unnecessary Indeterminate necessary

-

(2} Is it unnecessary/necessary to know the ievel of understanding the systems
developer has of the problem space where the system will be implemented, In order to
select tho most appropriate approach for developing a computer-based support system?

(This understanding could have bsen obtalned by previous work wlth systems for similar
problem domalns.)
**xNaw Attribute**

] ] t
] 1 ]
unnecessary Indeterminate necessary

-

(3) Is |t unnecessary/necessary to know the level of comprehenslon the user has
concernlng the task of developing a support system for this problem space, in order to
select the most approprlate approach for developing a computer based support system?

(This understanding could have been obtalned from participation in‘previous systems
development efforts.) - ‘
*=*New Attrlbute**

Pt

[]
unnecessary Indetermlinate necessary
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(4) Is it unnecessary/necessary to know the level of avallable technology, in order to
delermine the approprlate approach for developing a computer-based support system for
& declslon makor? -

i (] 1 (]
[ [} 1 1

unnecessary Indeterminate necessary

(5) Is it unnecessary/necessary to know the amount of time avalilable to develop a
speciflic system In order to select the most appropriate approach for developing that
system?

] '

3
unnecessary indeterminate nscessary

(6} Is It unnecessary/necessary t{o know the avallablllity of systems personnal, for the
development of a speclflic system, In order to determine the most appropriate approach
for developing a computer~based support system for a declislon maker?

(The personnal may Inciude contract staff or outside consultants.)

] 1
] 1

3
unnecessary Indeterminate necessary

L]

Please 1ist and/or descrlbs any addltlonal attributses that you feel wouid help to
describe this factor. |If you have any additlonal comments about this factor or Its
attributes please Inciude these as well.
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Factor 1V: Organlzational Context Factor (New)

Note that all attrlibutes In thls factor are new, with the axception of attribute (6)
which was transferred from the User Involvement factor in the Initlal modol. n the
questions In this factor, Organlzational will refer to the end users organization, or
organizational subunlit, as opposed to the developar’s organizatlon (If diffaerent from
the end user) or organizatlonal subunlt.

is 1t unnecessary/necessary to understand somsthing of the Organizational Context in
which a particular system is to be Implemented, In order to select the most
appropriate approach for doveloplng a computer-based support system for a decision

maker?

1 1 1 )
] ] ]

unnecessary Indeterminate necassary

(1) Is it unnecessary/necessary to know whether or not previous systems development
projJects In the organlzatlon have been successful or not, in order to select ths most
appropriate approach for developing a computer-based support system?

unnecessary Indeterminate necessary

-
-

(2) Is It unnecessary/necessary to know the leve! of organizational raslstance to
change, in order to select the most approprliate approach for develop!ng a computer-
based support system for a decislion maker? .

unnecsssary Indetarm nale necessary

V

(3) Is It unnecessary/necessary to know the level of offliclal endorsement or top
management support for a particular system, In order to select the most-approprlate
approach for developing a computer-based support system for a declsion maker?

L3
unnecessary ~ Indeterminate necessary
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(4) Is it unnecessary/necessary to know the level of stabllity of the organizational
environment tn order to determine the most approprlate approach for developing a
computer-based support system for a declsion maker?

{(This would involve some overall assessment of stablllty Including factors relating to
the external environment, and Internal pollitical stablllity.)

1 ] 1 i
] ] [} 1

unnecessary indetermlnate necessary

(5) Is It unnecessary/necossary to know whether or not an organization has a given
perceptlon of Its position with respect to the Implementation of new technology, In
order to select the most appropriate approach for developing a computer-based support

system for a decision maker?

{Some possible perceptions could be "always on the leading edge of technologlical
innovatlon" or "conservatlve, let the others work out the bugs first".)

[}
unneceassary Iindeterminate necessary

(6) Is 1t unnecessary/nescessary to understand the organlzational dectslon mak ing
style, In order to select the most appropriate approach for developling a computer-
based support system for a decislon maker?

1 ' [}
' i 1

unnecessary Indeterminate necessary

Please 1lst and/or describe any additlonal attributes that you feel would help to
describe thls factor. |If you have any additional comments about this factor or its
attributes please inciude these as well.

10
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SUPPORT ING DOCUMENTAT ION

FACTOR |... USER PARTICIPATION IN THE DECISION MAKING PROCESS

The User Participation factor |s operationalized as having three
levels: low, Indeterminate and high. This factor |Is characterized as
user participatlion In the declslon maklng process as opposed to user
invalvement. Here user Involvement Is taken in the following
context: "itndlviduals are sald to be Invelved with an Issue when it
has Intrinsic Importance...or personal or psychological signlflicance
for the Indlvidual" [Barki and Hartwlck 1987]. User particlipation Is
taken as a set of behaviors or actlivitles performed by the users.

The users overall particlipation In the decislon making process,
that Is the role he chooses to play, or Is forced to play iIs ong of
the determining factors In selectling the type of support system
necessary. User involvement, which has to do with the importance of
the declislion making process to declslon makers Is related to this In

two ways. (1) It may affect how the user wlll structure the declision
making environment {(thus Influenclng the type of support system the
user will want or accept). (2) It may influence the type of support

system they would accept directly. Depending upon the Importance of
the problem to declislon maker the decislion maker may take a more or

less active role In the decislion making process. The contention
behind this factor Is that a user who exhlblts a high level of
participation in the declislion making process will require a different

type of support system, all other things belng equal than one who
exhlblts a lower level.

It Is postulated that the following attributes help to deflne

the level of uUser particlpation in the declislon making process:

{1) whether they see thelir role as a declision maker or a decision
ratifler

(2) the Importance of the declislon to the declislion maker

(3) the degree of discretion that they possess with regards to the

selection and use of decislon making tools

{4) thelr declislon making style (5) the level of participation In the
development of support systems that they need or are wllling to
accept.

Some of the corganizatlonal context factors would also appear to
influence the level of user participation In the declsion maklng
process.

Other attributes which may be related have been separated out
into an organizational context factor, which Is discussed In & later
section,
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(1) Need for a Declslon Maker or Declsion Ratlfler

Early definltions of DSS stressed thelr role In supporting
rather than replacing decislon makers [Alter 1980), [Keen and Scott
Morton 1978], [Ginzberg and Stohr 1982]. Lee [1983] dlfferentiated
between expert systems whlch seek to replace the decision maker with
a declslon ratlfier and DSS which support the declsion maker,

Others, however descrlbe how DSS and ES can be merged |n Expert
Support Systems [Turban and Watkins 1986), [KIing 1986], [Fordyce
19861].

We must be careful to differentlate between those approaches
which make use of Al technology to support {(as advisors) and those
which attempt to use It to repliace (or substltute for) the declsion
maker [Adler 1984]. In doing this we have defined an approach (DMSA}
whilch produces a system which replaces the human decision maker with
a declslon ratifler whose function Is to accept or reject the
computer generated sclutlon (as did Lee (1983]). Thils Is simlilar to
the Glinzberg and Stohr [1982] deflnition of top managers as declslon
ratlfliers who accept or reject the declslons of thelir subordinates
without becoming Involved In the decislion maklng process. We have
also defined three other approaches (SDLC, PA, DMCA) whlich produce
systems for which the user must fll] the role of declislon maker wlth
more or {ess support from the computer.

If the model suggests that a Declslion Making Systems Approach is
appropriate It is suggesting that the proper role for the user Is
that of a declision ratlfier. In all other situatlions the user must
remaln a declslion maker.

The attribute described here defines whether or not thepend user
chooses or accepts the role of declision ratlfler as opposed to
declslon maker. Adler [1984] suggests that one of the major problems
wilith commerclallizing medical dlagnostic expert systems Is that
doctors (llke most other professionals) will accept computer based
advisors, but not substitutes. They will continue to Insist on
remalning part of the decislion maklng process, although they are
wllling to accept computer based support. if the user has enough
discretion to accept or reject redefinltion of his role, then he must
accept this redefinltion to decision ratifier If a DMS [s to be
successfully Implemented.

Whether or not the user has thls discretion, (f thelr role |s
deflned as one of decislon ratlifler then by deflnitlion they will have
llttie or no participation in the decision maklng process,

[
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(2) User Partliclpatlion |In Systems Development

There are two dimenslons of thls attribute, whether or not the
user has soliclted the system, and whether or not the user has a
hlgh need to partlclipate In the development process.

Sprague and Carlsen [1982] suggest that a user who has sollcited
or Initlated the systems development effort has more of a stake (n
the success of the system. Simllarly Mahmood et al [1983] quote from
Alter [19B0] to show that DSS are more likely to be successful |f
they are soliclted by either the user or top level management and
that successful Iimplementation Is easier if the user has sollcited
the system. Their |ine of reasoning appears to be that a user who
sollclits a system wll| have enough of an understanding of the problem
space to have ldentifled the need for a system.

wWe must look at participation itself to understand the level of
user participation. Debrabander and Edstrom [1877] and Debrabander
and Thlers [1984] suggest that the type of Interactlions between the
user and the systems developers can be related to systems success.
If the user Is forced Into sham participatlon then It may be worse

than no particlpation at all, because such a user may use the system
as little as possible once it has been developed. Debrabander and
Edstrom atso suggest that effectlive communlication wlll be deflned

differently In different sltuations. Similarily Oppelland and Kolf
[1980] have defined dlfferent levels of user parttclpatlon as belng
appropriate In dlfferent sltuations.

In a paper comparing Institutlional and Ad Hoc DSS Donovan and
Madnick [1978] descr!be institutional DSS as supporting a narrow
range of users, and a narrow range of decl!slons. Systems of thils
type need to be suppllied wlth data In advance and support few
declislon types and a large number of people. Turban and Watklins
[1986] In comparling ES and DSS note that ES operate on a narrow
problem range and solve repetitive problems. Our definltion of DMS
speclfles that they need to be supplied with an Initial database and
suggests service to a great many users In simllar sltuatlions. It
would appear therefore that there are simllaritlies between
Institutional DSS (as defined by Donovan and Madnick) and ES (as
defined by Turban and Watson) and our definltlon of DMS,

One key "physlologlcal” similarity Is that these types of
systems have to some extent reduced the particlipation of their users
in the declslon maklng process. Iinstitutional DSS do this by
reducing the discretion of thelr users by selecting the methods
and/or the tools for sotving the problems as well as the data that
will be used to solve the probliems. ES (as deflned by Turban and
Watkins [1986]) could still atlow the user some role In -the declsion
making process but !t would appear that much of the process has been
automated. DMS carry thils to the extreme by completely automating
and controlling the Declslon Maklng Process. This corresponds to the
relationship between system type, user role and the raed for user
participation (and couid explain the resuits. of Man- «nd Watson
[1984]1 who appear to be describing an Instltutlonal\aab)
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We wlll postulate that the need for the user to participate In
the development of the system |Is related to thelr particlpation In
the declsion making process ltself. This varlable wil! then be
operatlionallzed as the following four values

“Sollcited" - Hlgh user need to participate In development

"Sollclted" - Low user need to partlcipate in development

sUnsolliclited" - High user need to partlicipate in development

'Unsollclted" - Low user need to participate in development

(3) User Discretlon

This attribute is closely related to attribute (1). Whether or
not a user will accept or reject a glven role depends on the amount
of discretion they have. However the amount of dlscretlon that the
user has may effect strategy selectlon beyond whether or not they
will accept a role as a Decislon Maker or a Declslon Ratifiler.

|f we conslder the situatlion where the user Iis left In the role
of decislon maker they may have conslderable dlscretion over whether
or not they will use the system In a glven sltuation. Methlle [1983]
states that many users of DSS have considerable discretion over how
and when they wlll perform a speciflc task and a cholce as to the
tools that they wlll use. Young [1983] also states that the
manager ial user will retaln control over the task and ocutcome and
Lucas [1978] suggests that DSS users have more discretion than other
system users, :

We will operationalize thls concept as a dichotomous variable
with values "dlscretionary" and "forced use". A discretionary user
would be able to choose not only the type of support system, but the
method used to solve the problem, the data needed etc. A forced user
of the system would be iess Invoived in the decision mak ing process
to the extent that -at least some parts of that process are beyond
thelr control (l.e. whether or not to use computer |zed support).

(4) User Decislon Making Style

The VYroom-Yetton [Vroom 1973] mode! divides five different
decislon makling styles Into three "classes", The first consists of
Al or All styles (“"autocratic® declsion making). The second consists
of C! and Cl| styles (a “consultatlive" approach to declislon mak I ng
that still leaves one indlvidual in charge). The last would be Gl
which represents true "group" decislon making.

In sltuatlions which could be described as autocratic, where the
declsion making Iis done by a single individual It is possible that
one could remove the user from the decislon making process by makling
them a declislon ratifier. This would allow the system to make the
declslons, all other things belng equal.

in situations where there |s some need for group involvement iIn
the form of consultation (usuatlly because several types of expertise
or sources of data are needed) the user would probably be more
involved In the declsion making process. This |Is because humans tend
to be more flexible [Robey 1983] and better able to handle mulitiple
Inputs ‘then computers are [Turban and Watkins 1986].

4
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By deflinitlon sltuatlions whlich require G!| decislon making
styles require some form of group consensus, meaning that those
affected by the declislon must participate In the declislon making
process. -

(5) Importance of Problem to the Declsion Maker

This |s one of the factors suggested by the particlpants in the

survey. seme of the comments Included when asked for addltional
attributes were "Importance of the problem to the declislon maker "
"lnterest or willlngness of the indlviduals®, "Crises QOccurring".

These all seem to have a common element of addressing the user
perceptlion of the problem as belng Important In defining the user’'s
particlipation In the declsion maklng process.

This 1s operatlonallzed as "Important" and *unimportant".



FACTOR I1... PROBLEM SPACE COMPLEXITY

This factor |Is operationalized In three levels, complex,moderate
and simple, It Is assumed that problems that can be deflned as more
complex wlll help define sltuatlons that are more amenable to systems
that make more use of the human decision maker In their solutlon,

The complexlty refers to the task of developlng support systems to
function Iin the problem space.

(1) Problem Uniqueness

There are two considerations here. The flrst is whether the
problems are unique or ad hoc, or whether they are recurring. The
second Is whether they are unique to one user or found organizatlon
wlde. Many authors have stated that ES are only appropriate Iin
situations where problems are recurrent [R.Davis 1983], [(Turban and
Watkins 19861 etc. This Is simllar to Instltutional DSS [Donovan and

Madnick 18771 as compared to Ad Hoc DSS. If the computer system must
be desligned to take over more of the Decision Maklng process, then it
wlll be more complex, more expenslive and there will be less of a
payback In situations of |Imited use. In the extreme case It Is

difficult to see how one can Justify using an expert to develop a
system to mimic his or her Judgment, then test the system wlth the
expert on reallstlic test cases, If the probliem Itself{ is unique and
will oniy need to be solved once. On the other hand there are many
cases where DSS have been developed for a single app!lication.

We willl operationallize thils varlable In a dichotomous fashlon.,
One value will be "non recurrent" and It will be taken to mean that
the problem Is elther one of a kind or found sufficiently rarely In
the organizatlion as a whole soc that It can be taken as unique. The
other value, representing problems that occur more frequently, wlll
be labeled "repetitive".

(2) Problem Set Definltlon

Turban and Watkins [1986] In comparing €S and DSS suggest that
ES are more sultable for a narrow domain and DSS for a wlder problem
domaln. ES performance In general “degrades rapldly” outside a
narrow area of expertise [R.Davis 1984]. Donovan and Madnlick [1977]
In their compar!son show Ad Hoc DSS more approprlate for sltuations
where there Is a wider probiem domaln then Institutional DSS. 1t
appears that the more of the declislion making process that Is
automated, the less flexible the system. From a systems development
polnt of view, the need to hand!e more then one problem set would
create & more complex problem space In that [t would take a more
sophisticated system to deal with thils variety. :

This varlablie Is operationallzed as elther "Multiple Problem
Sets" or a "Single Problem Set".
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(3) Data Resource Speclflcation

This attribute- represents the complexlity of data resources
requlred by a partlicular problem, so |t Is an attribute in the
problem space attrlbutes factor rather than one |n the resources
factor. Thls attribute will be operationallzed as elther "simple
data resources" or "complex data resources". A problem space
requiring "simple data resources” |s one where the data can be
prespeclfled or at least access to the data can be prespecified In
some sense. A problem space reaqulring “complex data resources" Is
one where the data requlired to solve the problem (and the source of
that data) cannot be specifled a priorl. Thlis Is based on the
Donovan and Madnlck [1977] comparlison of institutional and Ad Hoc DSS
and the problems other researchers have reported In connecting ES to
multiple data sources. It would appear that the greater the number
of sources the more complex the problem of designing a system to
access these sources, especlally If there is no certalnty over which
sources should be used,.

{4) Range of Problems

Even If a problem space can be sald to encompass only one type
of probiem {(one problem set) one may still be able to define a range
of problems within the problem set. This Is especlally true In the
case where the system Is expected to grow and develop with the user.

Unless the support system can be "fully developed" Inltlally, to
provide support for the entire range of preoblems within a problem set
(which evolutlionary proponents of DSS argue may nelther be possible
nor deslrable) It must be able to grow with the user. R.Davis [1984]
suggests that in the future expert systems may be able to learn,
although none can today. However even if they do develop some
Improvement capablllities this will most |ikely be |Iimlted to
improving probablility estimates used In diagnostic systems or
optimizing programme efflclency rather than expanding the range of
problems that they can solve [Hayes-Roth 1983].

This variable will be operationallzed as a dichotomous variable
with values "narrow range of problems" and "wide range of problems".
If there Is a narrow range of possible problems In the problem space
then one may be able to design a system to support a declision maker
In the majorlty of probable sltuations. However |f there is a wide
range of problems In the problem space then It is more llikely that
the system will have to evolve over time to meet the users specific
needs.

{5) Interdependence of Declslons

This attribute can be operationalized In terms of a three
valued taxonomy [Thompson 1967]. "Pooled" refers to decisions which
are baslically Independent. "Sequential" to systems In which
decislons are made serlally with each decision based on the previous
one In a |linear fashlon. “Reclprocal" refers to decislion mak ing
processes where declislons from one declslon maker affect those made
by another, and In turn those declisions may affect the declslions made
by the first declslon maker, In a type of feedback process.

7
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Baslc systems theory [Davis 1984] tells us that |f we can break
a system Into a set of minimally lnteracting subsystems, the Jjob of
deslgn and malntenunce of that set of smaller systems wlll be simpier
than the Job of designing and maintaining a single larger system of
comparable slze. The more Interactlon between declision makers {human
or automated). the less Independent the declsion maklng subsystems
are and the more compllcated the task of desligning support for them.

{6) Problem Structure

This attribute will be operationalized using the Simon taxonomy
of “structured® , "seml-structured" and “unstructured"” problems, It
|s assumed that it may be possible to specify at the time of system
development scme ldea of the degree of structure the problems will
possess. This is not to say that the problems cannot be broken down
into structured and less structured segments, 'but that this cannot be
done a prlorl. The concept that it Is a more difflcult task to
support users In a less structured problem space |Is rooted In much of
the DSS |iterature [Scott Morton 1971], [Alter 19807,
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FACTOR 111..,RESCURCE AVAILABILITY
The resource avallablllty factor will be assligned four values
representing polnts on a scale from no support possible ("null"),

through restricted support possible ("simple"), to no restrictlions on
the support avallable ("no constralnts”), to the need for computer
controlled declslon making ("OMSA").

NUllcmmm e Implles that it will not be possible to provide
computer |zed support due to the lack of resources.

Simple System---—-~ Thls means that the avallability of resources will
force the cholce of more baslc support
systems. This wlll mean different things In
conjunction with combinatlions of the other factors.

No Constralnts——— This means that resources wlll not constraln the
cholce of strategy as suggested by the other
factors.

DMSA==————m—————— implies that It will be necessary to supply a

Decision Making System due to the lack of
avallable, problem specific, human expertlise.

(1) Avaliabllilty of Human Expertlse

This attribute |s meant to represent whether or not a capable
human declsion maker exlists In the slituatlon. 1f not then it will be
necessary to supply a computer|ized decislon maker. One of the
argunents behind research to develop expert systems has been the
scarclty of human expertise In certaln flelds and therefore the need
to "clone” thls expertise [Whinston 1984]. it Is operationalized as
a dlichotomous varliable with values “availabte" and "unaval lable".

(2) Developer Problem Space Knowledge and (3) User Task Comprehension

The htgher the leve! of task comprehension by the user and the
knowledge of the developer of the task of developing support systems
for this particular problem space the greater the probability that
" the system can be prespecifled [Davis 1982]. |If the opposite Is true
than the system wlll most |lkely need to undergo some form of
evolutlonary development. These varlables are both operationallzed
as having two values "exper lenced/knowledgeable" and " nexper ienced"

For developer problem space knowledge:

Exper enced/Know ledgeabie-- The developer has a good understanding of
the problem space the user is facing 2
either by having developed simiiar wlo
- systems or by having some knowledge of
: —-.the user ‘s task because of previous
tralning.

inexper lenced~ —_—— The developer has little understanding
off the problem space faced by the user.
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For user task comprehenslon

ExperlencedlKnowledbeabte--- The user has a good understanding of the
use of support systems |n thils
partlicular problem space elther by
having previously cooperated In a
simtlar projJect or having had some
formal tralning in the fleld.

| nexper lenced -- —— The user has little understanding of how
a computer based system might be useful,
or of how It might be developed,

(4) Avallablility of Technology

Operational lzed as elther approprlate technology being
“available" or “unavalliable" at a cost beneficlal price for a
speclfic project. Note that although the appropriate software might
exlst It may be too expenslve for use In a particular sltuatlion. For
example a framework package may exlst that Is sulted for one
particular appllcation but It would require the purchase of speclflc
hardware so that the total cost would be prohlbitive. Or there may
not be appropriate commercial software avallable for a partlicular
application so that the system would need to be developed from low
level tools (Prclog, Lisp, & DEMS, a procedural language etc.) which
would Increase the cost and time required to develop the system.

{(5) Avallablllty of Time to Develop Speciflc systems

Thls attribute represents whether or not the time to develop a
system |s & major constraint. It |s operatlionallzed as "no time
constralnts" and "time constraints". [Donovan and Madnick [1877]
suggest that Ad Hoc pDSS (which leave more of the Problem Processing
with the user) are more appropriate (or reallzable} than
institutional DSS In sltuations where time is critlical. Simiiarly
unless there are existing ES available, it would appear [Hayes-Roth
et al 19837, [R. Davis 1984] that It takes a considerable amount of
time to develop. a DMS. Also Mahmood et al [1983] suggest that if the
time frame 1s short term normal ly some form of crash design be used.
This would appear to suggest thet I[f there are major time. constralints
then one would need to rely more on the user and less on the system,
because a less complex system could be developed.

{6) Availlabllity of Personnel To Develop Speclflic Systems

This attribute measures whether or not there are suffliclient
support staff to provide ald to deveiop Indlvidual systems. 1t will
be operationallized as vDevelopment Staff Avallable” and “Low Staff
Avallablllty". '

10
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FACTOR [V: ORGANIZATIONAL CONTEXT

Several of the respondents felt that It was necessary to take
into account the corgan!zatlional context In an expliclt fashion,
Examples of other model!s where this [s done {(Leavitt Dlamond) were
given and also Individual attributes based on organizational context
were suggested. Mason and Mitroff's {[1973] seminal paper "A Program
for Research on Management Information systems" can be taken as the
beglinning of the accepted tradltlion of contextual approaches for
analyzling Informatlon systems |ssues. In this paper they proposed
that the "organlzational context" of an Information system Influenced
lts design and use. ElIn-Dor and Segev [1878] suggested that the
successful development of Information systems depended In part on
thelr organlzatlonal context, that Is in certain organizations the
probabll ity of successfully developing Informatlon systems was
Increased. They emplirically studled the effects of four of the
organlzatlional context varlables that they had suggested,
Olsen,[1978] and Olsen and Chervany [1980] studlied the relationship
between corganlzational characteristics and the structure of the
Informat!on services functlon. In the late 1870's and early 1980°'s
several! other authors also studied the relationship between
organizational varlables and characterlistics of IS,

| f we return to the 1978 model of EIn-Dor and Segev,
organlzational context varlabies have been subdivided Into three
categorles, uncontrollable, partialiy controllable and controllable
(from the perspective of Implementation of an MIS). The
uncontrollable varlables include organizatlional slze, structure,
organlzational time frame and extra organizational situatlion. The
partially controllable varlables Include organizational resources,
organizational maturlty and the psychologlical climate. The
controllable variables Include the rank of the responsible executive,
the location of the respons!bie executive, and factors concerned wlth
the steering commlttee.

In this sectton a reduced set of organizat!onal context
varliables wlll be proposed, because it Is belleved that many
organizatliona! factors affect the availabllity of resources.

The Issue of avallabillity of resources |s addressed separately,
so It Is not necessary to address many of these underlying issues,

Based on the responses of the users these are the proposed
organizational context attributes. )

1
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(1) Organlizational History

This could best be described as the history of the organization
wlith other computer based systems. It is postulated that If the
organization has a bad history, then the Individuals In the
organization will have less of a predisposition to working with
computer systems. Thls corresponds roughly with the Eln-Dor and
segev factor of Psychologlcal Climate. It differs from the Resource
Avallablllty attribute of User Task Comprehension, because although
the user may have worked wlth previcus systems, and personally know
what can be done wlth computers, and may actually feel that they are
beneflclal, he may be alone In his beliefs and not actlively support’
the development of a system belleving the risks If It falls are more
signiflcant than the rewards If It succeeds.

The converse could al!so be sald to be true, In that if the
organizatlion has had a history of successful use of computer based
support systems, then there is some organizational impetus that will
“force" the user to make use of the avallable resources, even i f they
are unsultable. In thls context we could say that If the
erganizatlional history was "previously successful" then it will
increase the probablility that meore sophlsticated systems will be
Imp lemented over the case where the history was “unsuccessful".

(2) Organtzational Reslistance to Change

This factor has also been suggested by the deliphl panel members.
It can be Interpreted in one of two ways. In fewer and fewer
organtzatlons there s a comp lete lack of experience wlth computer
based systems. In these organizations the Implementation of computer
based systems would represent a ma jor change. Since major changes
may be stressful to the members of an organization, there would be a
natural reslistance to change in that organization. In other
organ!zations, there can be a distingct traditlional sense, even though
they make use of technology, they are reluctant to do so. A value is
placed on doing things the way they have been done and |t Is more
difficult to Justlify changing the status quo.

This variable could be Interpreted as having two states, "high®
resistance to change, (mean!ng that it will bhe more difflcult to
implement more sophlsticated technology) and "low" resistance.

(3) Officlal Endorsement

Many writers on organizatlonal context suggest that an Important
factor affecting the success of Implementatlion of an MIS Is the
offlicial organizational support. This can take many forms: the
organlizational poslition of the MIS executive Is sufflclently high in
the organlzatlon, or the steering committee Is placed high enough In
the organization [Ein~Dor and Segev 1978] so that It can exert true
pressure to have changes made and make available the necessary
resources, or the executives themselves are supporting of the use of
computer based support systems. Offliclal endorsement then can have
two effects, |t can Improve the organlzatlional climate to make
systems development more acceptable, or it can free up resources, to
make |t more possiblie. It could be operationallzed as having two
states "strongly supported” and "llittle support®.

12
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{4) Organlzational Environment

Eln-Dor and Segdév suggest that factors from both the
organlzation‘s lnternal and external environment affect the
Implementation of 1S In that organlization. These factors could
Inciude the stablllty of the environment, the market share, the
Industrial markets In which the organlizatlon competes, the internal
stablilty (stablllty of management, stablllity of process technology).
Duncan In an early article on organlzational environments says that
both the internal and external environment must be conslidered.

The postulate here is that organlzatlions that face more uncertain
environments will have more complex decislon making tasks than those
who face mocre stable environments (simllar to what Galbralth [1974]
says), and In the more complex environments It will be more necessary
to provide more scophisticated support systems because they will need
not only better data, but better tools to manlpuiate and transform
that data Into Information. It could be operatlionalized as having
two states "stable" and “"unstable".

(5) Organlzatlional Culture

This attribute has also been suggested by the delphl! panel. This
attr ibute corresponds to Eln-Dor and Segev's propensity to ploneer.
In some organlzations there Is a bellef that one should be at the
leading edge of technology. Sometlimes this Is driven by the external
environment facling the organlzatlon, where the use of IS in that
particular Industry has become of strateglc importance and to fall
behind would be costly. At other times it may have to do with the
perceptlions of the Individuals In the organlzation. They feel proud
of the reputatlion that their organlization has.

Other more conservatlve organizations may adopt different
strategles with respect to the Implementation of technology. They
may have declded that they will not be left behind, but that [t is
elther too risky to try and be the leader, or that 1t does not flt
thelr Image to attempt new and different approaches.

However the organlizatlion deflnes itself In relation to
technology, the organizational culture can be_ Important In how new
systems technology Is brought Into the organizatlion, and In how
dl fferent approaches to supporting declsion makers are selected.
.*Leadling edge* and "conservative" companies may require different
computer based support systems for thelr declslion makers,

13



(6) Organlzatlonal Decislon Making Style

This attribute can be operatlonallzed In terms of four styles as
descr Ibed by Huber [1981] or flive as descr ibed by Xeen and Scott
Morton [18781. For our purposes we wlll define two dlichotomous
styles based on these definitlons:

1f the organlizatlon has chosen to combat environmental
uncertalnty [Galbralth 1974] by developing standard operating rules
or procedures for decislon maklng, or 1f the organization has a
rational form of declsion making with well deflined and coordinated
goals and objJectlves then the user will be less Inveived in the
declision makling process to some extent, all other things being equal.
This is because the "rules" have already been made so In a sense
there are no declslons to make, only pollicies to enforce. The
declslion maker serves more as a decislon ratifier, intervening only
in exceptlonal clrcumstances where the rules may not apply. (Thils
would represent a *programmed bureaucratic" style).

|f the organlization has chosen to combat the enviraonmental
uncertalnty by developing expertlise among [ts human declislon makers
or if It presents an environment where decislons are made on soclal
or political conslderations ("Soclo-polltical”}) the declsion maker
will be highly tnvolved In the declislon making process, all other
things belng equal. There are two possible reasons for this\

(1) These situations are difflcult to structure a prilorl, lessening
the use of the computer as a declslon making tool {accordling to most
wrlters of DSS who have made use of the Gorry and Scott Morton
framework).

{2) There exlsts a need for local expertise, that Is the speclial

sltuatlon dependent knowledge that only someone In the organization
can possess.

14
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Part One

~The model should resemble the Leavitt diamond.

-The need for a decision maker or decision ratifier depends on systecn

type.

- Data Resource Specification should be moved to the Resource
Availability Factor

-That analytics will be more involved in the DM process is not well
supported

-Problem Space attribute problem type is not well supported by
arguments

-Argument about being able to build more complexity into system if
uncertainty is low is not straight forward

~Participation vs. involvement

-The assumption of analytic more involved is questionable

-Do you differentiate between IS developers "expertise" in developing

such systems and expertise with the task to be supported.

-Additional attributes for factor one could include
-user/organizational resistance to change
-top management endorsement of task
-importance of problem to decision maker
-past history or experience of individuals (or organization )
with related situations (task or experience} as an additional
attribute for first factor
—interest or willingness of individuals

-Additional attributes for factor two could include
-model specification
-problem consensus among dms (objectives, definition)

-pdditional attributes for factor three could include
-availability of consultants (outside experts)
-availability of funds
-additional attributes for resources could include user or
organizational experience or history. If you have a successful
batting average with highly complex systems you are more apt to
‘undertake new complex systems (all other things being equal)

-Additional factors coulé@ include
-Organizational Context
-Crises occurring
~pPolitical Stability
-~Managerial Team Stability
~Market Stability
. ~-Competitive Pressures a system may be necessary to catch up or
v keep alive .
o -experience with technology, not just the availability of
technology _ C : .
-~-Additional Factors could be Organizational culture to the extent
that it doesn’t come through in the user invelvement factor
_i.e. the idea of being a leading edge company, ©Or one that may
not be first, but will not be far behind. o

Note : Because of the changes to the model the second part of the =

- questionnaire dealing with the operationalization of the model in a’ o
decision tree will -not be included in the second round. This was °. °
part two of the original guestionnaire. o S e
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Copments from Round 2-
(1) referring to Uscr participation in the Decision Making Process

. this can be users’ perceived neced to participate (in the development of a
system) (which implies want) or it could be the system developer’'s opinion as to
how much users necd to participate in the development of a system

RESPONSE : It is intended to be taken as the users subjective need to participate
in the development of the system as opposed to the system developer's view of the
need. Tt is postulated that how tho user views his tools (and the support system
is a tool) is related to how actively he participates in the decision making
process,

-The term user participation invokes thoughts of “"user participation in
systems development" Ditte for invelvement. However I believe you are using
these terms in the context of "decislon making" in one's job. My answers are
bascd on this assumptioen.

RESPONSE: That is the correct assumption

- supgested new attribute
-nature/existence of rewards for participation

(2) referring to Problem Space Gomplexity Factor

- There is an interesting issue which this questionnaire stirs. Should systoms
be designed for knowledpe workers at a particular point in time? That is should
emphasis be placed on defining requirements for a particular dept. or individual
for a glven organizational context for a particular period of a firms history.
This is in contrast to designing normative data base for an organization
throughout its life cycle. One could refer to it as the DMSA approach vs. the
Inteprated Database Approach.

NO RESPONSE

- The items in this category have a lot of overlap. I.E. is it possible for a
"well structured” problem (item #6) to have a "non recurring" nature (item =1) and
a "complex" data resource(item #3)?

RESPONSE: These attributes are not meant to be mutually independent. There are
combinations of these attributes that are not realistic,

- sugpested new attributes.
- level of managerial activity
- level of uncertainty

(3) Comments on Organizational Context Factor

- 1 am not sure about the new factor. I don’'t see how it relates? I
assigned my value based on my own experience of relative importance of problems
-suggested now attribute
- exlsting orgapizntionnl practice
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Questionnalre

This study Is part of a research programme whose goal is to develop a medel
to ald In the seiectlon of an appropriate approach for supplying computer based
support systems for docislon makers. In the Inltial phase of this research a
moda| detallling a list of factors (and thelr deflining attributes) which influence
the selectlon of systems was developed and valldated. In this phase of the
research programme we are attempting to ascertaln how these varlous attributes
Interact.

For the purpose of selecting the appropriate approach for developing support
systems situations can be described In terms of the various factors and their
under lylng attrlbutes. We are attempting to assoclate varlous factor values with
the different comblnatlons of attribute levels In different situations. future
research will try to assoclate dlfferent combinations of factor values with
different approaches for developing support systems.

The four factors identifled in the first phase of the research were:
(1) User Partlcipation 1n the pecislon Making Process

(2) Problam Space Complexity

(3) Resource Avallablility

(4) Organizational Context

For each factor you will be given a definition of that factor and definitions of
esach of the attributes which define that factor. You wlil then be asked to answer
a serles of questlons assoclating sets of the attribute levels wlth factor values.

To atd you In thls task you will be asked to place a card with the varlous
attribute levels on a “factor value thermometer®. Th!s thermometer has a scale
ranging from "O" to "100" with verbal cues associated with the ranges of factor
values arrangsed along thls scale. You wlll be asked to place each card at the
approprlate point on the scale.

For example If yoh fee! that the sltuatlon defined by the first set of
attributes makes It highly preferabls or very desirable for a high level of Factor
| then you would place the HIGH LEVEL card at or near the “100" lavel.

if you fee! that the situation deftned by the first set of cards makes It
undesirabie for a low level of Factor | you would place the LOW LEVEL card at or
near the "0" level.

1f you felt that the situation as defined by the flrst set of attributes
woutldn’t necessarlly make [t either undeslirable or desirable for an intermediate
1evel of Factor | you would place the INTERMEDIATE LEVEL card somewhere near the
middle of the scale. '

June 24, 1988 introductlon and Instructions - 1



295

Factor 1: User Particlpation In the Declsion Making Frocess

The purpose of the model Is to select the most appropriate method of
supplying computer based support to decislon makers. One factor that will affect
which approach to take In developing a support system for a particular user is the
level of participation of the user In maklng the declslons. For this study USER
PARTICIPATION Is defined as the sot of behaviors or activities performed by the
users. This differs from USER INVOLVEMENT which 1s the psychological state of the
user and represents the importance and personal relavance of the Issus. User

particlpation in the decision making process has been assigned three values:

Low Low level of participation Iin the declslon making process by

the actual declsion maker.

Intermediate————- -~ intermediate leve!l of partlcipatlon in the decislon making

process by the actual declsion maker.

Hligh High leve! of particlipation In the declislon making process

by the actual decision maker.

There are four attrlbutes used to define this factor

{1) User Role In the Decislion Making Process

{2) User Partlcipation in the Development of the Information System
(3) Level of User Discretion in Use of the Information System

(4) importance of Problem to the Declision Maker

June 15, 1988 pefinitlons for Factor | 1
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Attribute Definltions

{1)Role In the Decision maklng process (Vaiues: Declsion Maker.Declslion Ratifler)

This attribute defines whether or not the end user would choose or accept the
role of decislon ratlifier as opposed to that of declslon maker.

A declslon ratlifler elther accepts or rejects proposed solutions.

A declslon maker takes part in the declsion maklng process itself .
A declslon maker would insist on controlllng some or all of

the dlfferent phases of that process. These could Include
gselection of the data resources or the problem solving

strategles, development of criteria, development of

alternatlves, selection of proposed solution from the

altarnatives etc.

(2) User Partlcipatlion tn the Information Systems Developmant Process
(Values: Sollcited-High,Solliclited-Low, Unsol Icited-High,Unsol l¢cited-Low)

There are two dimenslons of thils attribute: whether or not the user has
sollcited the Informatlon system, and whather or not the user has 2 high need to
particlpate in the deve lopment process Itself.

There has been some ressarch whlch suggests that a user who has solicited or
Inltiated a request for computer based support will have more at stake In making
sure that the system Is a “success".

Simllarly if a user has sollicited the system then the user will be exhibiting
some control over the cholce of tools, data sources etc. used In the decision
making process. Therefore a user who sollclts a system shows more participation
in the declislon making process than a user who doesn't, all other things belng
aqual.

if a user has a high need to participate in the development of a support
system It Indicates that the user has a need to control these aspects of the
declsion making process.

Thess two attrlbutas'are not viewed as operating independently, but rather in
concert, combining into a single four level attribute. The levels are:

(1) Sollclted-High User Need To Participate in Information Systems Deve lopment
(Sollclted-High)

{2} Sollclted-Low User Need To Participate in Information Systems Development
(Sotliclted-Low)

(3) Unsollclted-High User Need To Participate in Informatlon Systems Development
{Unsol iclted-High)

(4) Unsoliclted-Low User Need to Participate In Informat lon Systems Develiopment
(Unsol!clted-Low)

3

Junea 15, 1988 Deflinltlons for Factor | 2
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{3) Lavel of User Dlscretion (Values:Dlscretlonary,Forced Use)

Thls attribute is closely related to the attribute which spaclifies the role
the decislon maker Is willlng to accept. Whether or not a user will accept or
reject a given role has to do with the amount of discretlion that the user has.
Howevar glven that the user has chosen to remain a declslon maker the user may
stil1 choose whether or not to use thls support system or any other approach to
declision making.

A dlscretlonary user |s one who can choose the tools he/she will use In the
declslon making process (and specifically who can choose whethsr or not to
make use of a glven support system.)

A forced user will In general not have the choice of tools to use in the
declislon making process (and speciflcaily wlil be expectaed to make use of
the support system that is supplled).

(4) Importance of the Problem to the Declslon Maker. (Values:Important,Unimportant)

it Is assumed that If the particular type of problems that the support system
s daeslgned to help solve are of Importance to the decision maker thay will be
more Inclined to participate in the declislon making process.

Conversely |f the partlcular problems that the support system Is desligned to heip

solve are not of !mportance to the declslon maker, they will be less Inclined to
participate in the declsion makling process Itself.

June 15, 1988 pefinitions for Factor | 3
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ase #1

You are an englneer who has Just been promoted to prolect manager for a large
engneering deslgn firm. Simltlar to many other engineers recently promoted to
management you fee! that the most Important aspect of your job Is to ensure that
the technlca! quallity of the dellverables Is as high as possible. You consider
that keeping the projects on time and under budget to be of very limited
Importance to everyone except the “"bean counters”. You have spent your entire
caroer as a deslgnh engineor and you stlll see yourself as primarily an englneer,
In fact as the chlef englineer on the projJect. You believe that if design
improvements can be made, then they should be, and If 1t means gelng over budget,
or belng late, so be It.

Although you work with your staff, you fee! that a "Hands-Off" declsion
making style simliar to that attrlbuted to Presldent Ronald Reagan, would not be
responsible. You feal that as a decislion maker you must do more than accept or
reject the declslons that your subordinates have made. |If you are going to be
responsible for a declislon, you want to know the background behind it, where the
data came from and what the alternatlives were. !n other words you have a need to
"work through the numbers", yourself.

Since you are responsible for seeling that the projects are on time and under
budget, one of your tasks Is to notify different departmental managers (whose
emp loyees actually do the project work) if they are slignificantly behind schedule
or over budget on the sub-project that they are responsible for, and to try and
get them back on schadule. You have recently heen supplled with a new
computer-based project management support system. You didn't ask for it, and you
had little or nothing to do with Its development. To the extent that you "use" it
beeadea you do so because you are forced to.

This naw system that just appeared can provide you with many types of
different reports. At Its most basic level It produces a list of all
sub-projects, Including the manager responsible for each sub-project and whether
or not 1t is behind schedule or ovar budget. At a more advanced level the system
can be used to determine the effect on the prolected project completion date of
various sub-projects fatling behind schedule by differing amounts. It can also
perform sophisticated analysls of varlances of new forecasts from previous
forecast values of time to completlion and budget for varlous sub-projects.

A HIGH lavel of user Iinvolvement In the project management aspect of your job
might be to use the analysis capabllities of the system to prepare a llist of
sub-projects that are In significant trouble, and then to use the system to
determine the effects on the overall project, and how to get the project back on
track (or at worst to minimlze damage).

A LOW level of user involvement In the project management would be to simply

send coples of the orliginat 1lst to ail departmental managers with a note asking
them to take appropriate action.

June 15, 1988 Case Material for Factor | i
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(1) In thils sltuation how preferable or deslirable do you feel |t would be to have
a HIGH level of participation In the decislon making process? A LOW level? An

INTERMEDIATE leval?

(2) If you have been told that your continued employment depends on the project
being on time and under budget how preferable or desirable do you feel It would be
to have a HIGH level of participation In the decision making process? A LOW

level? An INTERMEDIATE level?

(3) 1f you had the dliscretion to choose whether or not to use any project
management tool, (l.e. Pert, CPM, or any computer system Incorporating theso as
well as thls system) how preferable or desirable do you fee! it would be to have a
- HIGH tevel of partlicipation In the declslon maklng process? A LOW levael? An

INTERMED IATE level?

{4) If you have the discretion to choose which tools to use, includling whether or
not to use thls system, and your continued empioyment |s dependent on the project
being on time and under budget how deslirabie or preferable do you fesl It would be
to have a HIGH tevel of participation ln the declsion making process? A LOW level?

An INTERMEDIATE level?

June 15, 1988 Questions for Case | 1
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Let’'s now conslder changing the origlinal sltuation a little. You would
doscribe your rosponsibllitles or role in the same way, but now consider that ysu
aro convinced that computers are the way of the future. Because of this you are
the cne who requested computer based support systems for all aspects of your job,
Including the schedul lng and budgeting aspects. As a matter of principle you feel
that by the late 1980°'s any technically advanced company should have automated its
informatlon systems. Because you attach llttle importance to this particular
system you have no need to participate in the development of this system and in
fact you have not particlpated in its development.

i,
{5) In this sttuatlon how preferable or desirable do you fee! it wouid be to have
a HIGH lavel of particlpation in the declslon making process? A LOW level? An
INTERMED1ATE level?
(6) !f you have been told that your continued employment depends on the project
belng on time and under budget how preferable or desirable do you fee! 1t would be
to have a HIGH lavel of partlicipation in the decislon making process? A LOW
level? An INTERMEDIATE level?
(7} If you had the discretlon to choose whether or not to use any project
management tool, (l.e. Part, CPM, or any computer system lncorporating these as
well as thils system) how preferahble or desirable do you feel It would be to have a
HIGH leve!l of partlicipation In thse decision making process? A LOW level? An
INTERMED IATE level?
(8) If you have the discretion to choose which tools to-use, Iincluding whether or
not to use this system, and you} conilnued employment Is dependent on the project
being on time and under budget how desirable or preferable do you feel it would be
to have a HIGH ievel of partlicipation In the declsion making process? A Loﬁ levet?

An INTERMEDIATE. level?

Juno 15, 1988 Questlions for Case | 2
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Let us change the orlginal sltuatlion agaln. Like the othor two sltuations,
you are an engineer arfd you view your role in a similar perspective. This lime
you nave not requested any computer support, but upon hearing that thoy were
developlng a system, you asked to help develop the system. You fec! that if you
are golng to end up getting one anyway, you want to have some say In what you are
getting. Your attitude may be based upon a percelved matter of principle, or it

may be an expression of your distrust of the systems people.

(9) In this situation how preferable or desirable do you feel it would be to have
a HIGH level of participation In the declslion making process? A LOW level? An

INTERMED1ATE 1svel?

(10) {f you have bheen told that your contlinued employmant depends on the projact
being on time and undsr budget how preferable or desirable do you feel It would be
to have a HIGH level of participation In the decision making process? A LOW

fevel? An INTERMEDIATE level?

-

(13) If you had the discretion to chooss whether or not to use any project
management too!, (l.e. Pert, CPM, or any computer system Incorporating these as
well as this system) how preferable or desirable do you feel it would be to have a
HIGH level of participation In the decislion making process? A LOW level? An

INTERMED1ATE level?

(12) If you have ths discretlion to choose which tools to use, Including whether or
not to use this system, and your continued employment.is dependent on the project

being on time and under budget how desirable or preferable do you feel it would be
to have a HIGH level of participation in the decislon making process? A LOW level?

An INTERMEDIATE level?

w-

June 15, 1988 Questions for Case |
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Let us change the sltuation agaln. Llke the other three situations you are an
englncor and you view your role tn a simllar perspective. This time you consider
that computers arce the way of the future and you have requested computer based
support systems for all aspects of your Job Including the scheduling and budgeting
aspects. Furthermore you have asked to help develop the system, hecause you feel
that tf you are golng to get a system you want to make sure that you have some say
in what you are getting. You do not find the task of project management Important,
but you fee! that In the late 1980's ali Information systems should be computer
hased in any technologlcally sophisticated organlzation.

{(13) In this situation how preferable or desirable do you feel It would be to
have a HIGH level of partlcipation In the declislon making process? A LOW level?
An INTERMEDIATE level?

{14) If you have been told that your continued employment depends on the project
being on time and under budget how preferable or desirable do you feel It would be
to have a HIGH level of participation in the decision making process? A LOW
level? - An INTERMEDIATE level?

{15) If you had the discretlion to choose whather or not to use any project
managemsnt tool, (l.al Pert, CPM, or any computer system Incorporating these as
well as this system) how preferable or deslirable do you feal it would be to have 2
HIGH level of particlipation In the decision making process? A LOW level? An
INTERMED IATE level?

(16) 1f you have the discretion to choose which tools to use, Includlhg whether“or
not to use thils system, and your continued employment |s dependent on the project
baing on time and under budget how deslirable or preferable do you feel |t would be
to have a HIGH level of particlipation in the decislon making process? A LOW level!l?

An INTERMEDIATE level?

Juna 15, 1988 Questions for Case | 4
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For the remaining questlons conslder that you have just returned from a week

long management skllls course. Having been convinced of its value you have

adopted a declslion ratifying style. Although you will stll] retain the
responsibility for making the decislons, for all intents and purposes these
decislons wlll now be made by your staff. You wiil call staff meetings to listen

to your staff members present thelr work, and at the end of esach membars

presentation , you wlll either accept or reject thelr recommendations.

In the naxt four situatlons you have nelther requested the system, nor had
worked on the development of the system, simllar to the eortginal slituation,
{17) In this situation how preferable or desirable do you feel |t would ba to
have a HIGH level of partliglpation In the decislon making process? A LOW level?
An INTERMEDIATE levsl?
{18) If you have been told that your contlinued employment depends on the project
belng on time and under.budget how preferable or desirable do you fesl It would be
to have a8 HIGH level of particlpation in the declsion making process? A LOW
lavel? An INTERMEDIATE level?
{319) |If you had the dlscretion to choose whether or not to use any projsct
management tool, (l.e. Pert, CPM, or any computer system incorporating these as
well as th[s system) how preferable or desirable do you feel it would be to have a
HIGH leve! of particlipation In the decislon maklng process? A LOW lsvel? An
INTERMED |ATE level?
(20) If you have the discretion to choose which tools to use, Including whether or
not to use this system, and Qour cont inued employment 1s dependent on the project
being on time and undsr budget how deslirable or preferable do you feel It would be‘
to have a HIGH level of participation in the decision making process? A LOW level?

An INTERMEDIATE level?

June 15, 1988 Questlons for Case | 5
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Let's now considar changling the. You would descrlbe your responsibilities or
role In the same way, but now consider that you are convinced that computers are
the way of the future. Becauss of this you are the one who reguested computer
based support systems for all aspects of your Job, Including the scheduling and
budget Ing aspscts. As a matter of princlple you feel that by the late 1980°'s any
technlically advanced company should have automated Its Informatlion systems.
Because you attach Iittle Importance to thils particular system you have no need to
paslclipate In the development of thls system and In fact you have not

participated in Its development.

(21) 1In thls sltuatlon how prefarable or deslrable do you feel it would be to
have a HIGH level of partlcipation in the decislon making process? A LOW level?
An INTERMEDIATE level?

{22) If you hava been told that your continued emp loyment depends on the project
belng on time and under budget how preferable or desirable do you feel It woulid be
to have a HIGH level of partlicipation in the declslon making process? A LOW
level? An INTERMED!ATE level?

(23) 1f you had the discretion to choose whether or not to use any project
management tool, (l.e. Pert, CPM, or any computer system Incorporating these as
well as this system) how preferabie or desirable do you fee! 1t would be to have a
HIGH level of partic!pation in the decision making process? A LOW lavel? An
INTERMEDIATE leval?

(24) If you have the discretion to choose which tools to use, Inciuding whether or
not to use thls system, and your continued employment Is dependent on the project
being on time and under budget how desirable or preferable do you feel it would be
to-have a H!GH ievel of partlcipation In the decision making process? {.Low level?

An INTERMEDIATE level?
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Let us change the orliginal sltuation agaln. Like the other two sltuations,
you are an englneger and*you vlew your role In a simltar paerspective. This time
you nave not requested any computer suppert, but upon hearing that they were
developing a system, you asked to halp develop the system, You feel that [f you
are golng to end up getting one anyway, you want to have soma say In what you are
getting. Your attitude may be based upon a parcelved matter of princlple, or it

may be an expression of your dilstrust of the systems people.

¢25) 1n thls sltuation how preferable or desirable do you feel it would be to
have a HIGH level of partlcipatlon in the declsion making process? A LOW levol?

An INTERMEDIATE leve!?

(26) |f you have been told that your contlnued emp loyment depends on the prolect
belng on time and under budget how preferable or deslirable do you feel it woltld be
to have a HIGH level of participation !n the decision making process? A LOW

level? An INTERMEDIATE level?

(27) If you had the discretion to choose whéthar or not to use any project
management tocl, (l.e. Pert, CPM, or any computer system Incorporating these as
well as this system) how preferable or desirabie do you feel It would be to have a
HIGH level of particlpation In the decislon making pfocess? A LOW level? An

INTERMEDIATE level?

(28) If you have the discretlon to choose which tools to use, including whether or
not to use this system, and your continued employment Is dependent on the project

being on time and under budget:ﬁow'deslrable or preferable do you feel |t would be

to have a t"GH level of participation in the decision making process? A LOW level? -

1

An INTERMEDIATE level?
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Let us change the sltuation again. Like the other three sltuatlons you are an
engincor and you view ybur role In a similar parspective. Thls time you consider
that computers are the way of the future and you have requested computer based
support systoms for all aspects of your job Including the schedullng and budgeting
aspects. Furthormore you have asked to help develop the system, because you feel
that If you are going to get a system you want to make sure that you have scme say
in what you are getting. You do not find the task of project management important,
but you feo) that in the late 1980°'s all information systems should be computer
based In any technologlcally sophisticated organization.

(29} n this sltdétlon how preferable or deslrable do you feel it would be to
have a HIGH leval of particlipation In the declslon making process? A LOW level?
An INTERMEDIATE level?

(30) If you have besn told that your continued empioyment depends on the project
being on time and under budget how preferable or deslirable do you feel it would be
to have a HIGH leve! of partlcipation In the decislon making process? A LOW
level? An INTERMEDIATE level?

(31) If you had the discretlon to choose whethar or not to use any project

management tool, (l.e. Pert, CPM, or any computer system incorporating these as

wel! as this system) how preferable or deslirable do you feel it wouid be to have a

HIGH leve! of participation In the decision mak ing process? A LOW level? An
INTERMEDIATE level?

(32) |If you have the d!screilon to choose which tools to use, Including whether or
not to use thls system, and your continued employment |s dependent on the project
being on time and under budget how desirable or préferauia do you fee! it would be
to have a HIGH level of partlcipatlon in the decision making process? A LOW level?

An INTERMEDIATE level?

7
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FACTOR 1V: ORGAN!ZATIONAL CONTEXT

The purpose of thls model Is to select the most appropriate method of
supplying computer based support to declslon makers. One factor that wlil affaect
which appreoach to take In developling a support system for a partlcutar user Is the
Organlzatlonal Context. In this sectlon a reduced set of organizational context
variables will be proposed, because |t 1s believed that many organizatlional
factors affect the avallablility of resources. The Iissue of avallablllity of
resources |s addressed separately,so It Is not necessary to address many of Lhese

under lying Issues. The Organizational Context factor has been assigned two

values:

supportive —------—-- The organlzational context lv conduclve to the deve lopment
of computer based systems.

Non-support ive————-——- Factors In the organizational context will hinder the

development of computer based support systems for decislon

makers.
There are 4 attributes that help to define this factor:

(1) Organlzational History
(2) Organlzatlonal Reslstance to Change

(3) Official Organizatlional Endorsement
\ :
\ ;
(4)-Organizational /Znvironment
: \\ /‘, ,/’
(\\\ \>' //
e *532,{-

-~

NI June 24, 1988 pefinitions for Factor 1V 1
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Attribute Deflnitlons

(i) organlzatlonal History (Values: successful, Unsuccessful)

Thls can be dascribed as the history of the organization with other computer

bascd systems. |If the organlzatlon has a bad history, then the Indlviduals In the
organizatlion wlll have less of a predisposition to working wlth computer systems.
The converse can also be said to be true. If the organlzation has had a

history of successful use of computer based support systems, then there |s some
organizational Impetus that will "force" the user to make use of the available
rosources, even |f they are unsuitable. Therefore we can say that If the
organlzatlonal hlstory was “previously successful" then It will ‘nerease the
probantilty that more sophisticated systems wiil be implemented over the case

where the history was "unsuccessful".

(2) Organlizationa} Resistance to Change (Values:High resistance.Desire for change)

Today there are few organlzatlions where there s a complete lack of
exper lence wlth computer based systems. In these organizations the Implementation
of computer based systems would represent a major change. Since major changes may
be stressful to the members of an organlzation, there would be a natural
resistance to change In that organization. -In organizations which already make
use of Computer Based Information Systems, thers can be a distinct traditional
sense; even though thsy make use of technology, they are reluctant to do so. A
value is placed on doing things the way they have been done and it is difficult to
lustIfy changing the status quo. However In some organizations, change Is
accepted or even sncouraged and there is a wllilingness or eagerness to change and
lmprové. in these.sltuatlons change may be seen as a chance for self improvement,

and rather than belng resisted It Is welcomed.
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This varlable could be interpreted as having two states, "high” resistance to
change, (meaning that It wkll be more difflcult to implement more sophisticated

technology) and desire to change.

(3) Offlclal Organizational Endorsement (Values: Endorsed, LIttle Support)

Many writers on organlizational context suggest that an important factor
affecting the success of Implementation of an MIS Is the officlal organtzational
support. This can take many forms: the organlzatlonal position of the MIS
executlve Is suffliclently high In the organization, or the stoering committee (or
other executive Informatlon systems coordinating functlon) ls placed high enough
in the organizatlon so that it can exert true pressure to have changes made and
make available the necessary resources, or the sxecutives themselves are
supportive of the use of computer based support systems. Official endorsement
then can have two effects: It can Improve the organizatlional climate to make
systems development more acceptable, or It can free up resources, to make It more
possible. |If there Is a lack of offlclal endorsement then the resources to make
the project come to fruitlon will be more difflcult to obtain and there may be
some reticence on the part of other members of the organization to join In the

deve lopment activity.

There are two values: “"endorsed" and "llttle support®.
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(4) Organlzational Environment (Values:Stable, Unstable)

This attribute Is concerned wlth both the eorganizatlion’s internal and external
environment. Research on Informatlon systems has shown that both these
environments affect the Implementation of 1S In an organlzatlon. These factors
could include the stablilty of the external environment, (for example the
organization’s market share, the industrlal markets In which the organlzation
competes), as well as the Internal stabllity (stabillty of management, stabillity

of process technology).

The postulate here Is that organlizations that face more uncertaln
gnvironments will have more complex decislon making tasks than those which face
more stable environments, and In the more complex environments it will be more
necessary to provide more sophistlicated support systems because they will need not
only batter data, but better tools to manlpulate and transform that data Into
Information. The environment can therefore be operationalized as having two

values "stable" and "unstable".
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Case ud

You have been called 1nto the Director of Personnet’'s offlce. There has jus!
been an executive meeting based on a recent Human Rights hearing Into allegatlons
of systematlc discrimination by your company. Although the Personnel system was
one of the first Information systems to be automated nearly flfteen yesars ago, it
has changed little since then. Until the present Director of Personnel came in
two years ago Personnel was regarded as the dumping ground for the old dinosaurs
of the flrm, whose sole ambitlon appeared to be to collect thelr pensions.
Collectively they belleved that If It works don‘t fix it, and as long as the roof
hadn‘t caved In, It must still be working.

Joan Smith, the director greests you at the door. She Is an energetlc woman
In her early 40's with an M.B.A. from a well known busliness school and a
reputation for gettlng what she wants. You know she's done a great deal to move
the Personnel Department Into the 1980's by replacing the older managers with no
background in Personnel, with younger, more innovative professionals who shared
nher deslre to move ahead to the 1990°'s. They fee! that the current systems aro
antiquated and efflciency will Improve with more sophlsticated systems support.
"We're in trcuble", greats you as you step Inside.

“ This company has really done a great deal to improve the opportunitles for
women and minorltles over the last ten years. Now wo are developing and
Implementing strategies to cope with a changlng workforce, a marketplace that
demands flexIbllity and adaptabillty from any company that wants to survive, In a
high technology Industry with product life cycles of about 3 years.

Fifteen years ago we employed a largely white male mlddle aged workforce
working a forty hour week, and used overtime in peak demand perlods, and layoffs
in slack periods as a means of balancing labour supply against product demand.
Today we employ a much younger, more highly skilled workforce , composed of
caucasians, blacks, Aslans, males and females. We have been developling pollicles
to help us serve the changing needs of our workforce. We are Implementing
flexlble work hours, work sharing, and less—than-full-time employment (aimed at
both women who have young familles and workers easling Into retirement). We are
developing an educational leave policy to help employses upgrade their skills
without having to qult work. We have developed a plan whlch makes use of reduced
work weeks to help reduce the effects of low demand periods. We will soon have
some of the most progressive human resources pollcles. Desplite thls, In front of
the Human Rights Commission, | couldn’'t prove that we don't discriminate using
the reports generated by that antliquated monster you call an information system."

After a few moments of uncomforgable silence she continued. "1 have the
complete support of the rest of the Executive that our highest priority is to get
a proper Human Resources Information System up and running. This will allow us to

to ensure that we can work efficlently today, whiie proceeding with the
implementatlon of our new policies. This is critical if we are to continue to
respond to the changes in technology, while maintaining our skilled workforce, and
attracting new workers as we grow."

"{ will personally work with you In deveioping this system. | know that your
track record in thls company |s poor, $d)that the albatross of a personnel syate=
you have Inherlted has created tenslon between your systems group and my staff.
However | feel that gliven my staff, who are eager to Implement the pollicles that
they've developed, and your staff, who are eager to reaplace the old system wlll
have the drive to get the new system up and running In a hurry."”
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Quastlions on Case 04

(1) Would you find It praferable or desirable to describe this sltuatlion as

SUPPORTIVE? As NON-SUPPORTIVE?

{2) If Joan Smith had not repiaced the "old dinosaurs" of the personnsl
department with younger and more progresslve replacements, so that the
professlonal staff stlll bolleved "If it aln‘t broke, don't fix it", Would you
find It preferable or deslrable to descrlbe this situation as SUPPORTIVE? As

NON-SUPPORT IVE?

(3) Suppose Joan Smlth had not replaced the "old dinosaurs" of the pearsonnsl
department wlth younger and more progressive replacements, but she was the only
executive In support of the programme, and she was too busy to get personally
involved In the systems development. Would you find [t preferable or desirable to
describe this sltuation as SUPPORTIVE? As NON-SUPPORTIVE?

(4) Suppose Joan Smith had replaced the "old dlnoéaurs" of the personnel
department wlth younger and more progressive replacements, but she was the oniy
executlve in support of the programme, and she was too busy to get persoﬁﬁlly
Involved with the systems develiopment. Would you find It preferable or desirable

to deseribe this slituatlion as SUPPORTIVE? As NON-SUPPORTIVE?
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For the next four questlons accept that your previous systems developmeont
efforts have been successful, and that despite the difflcultles in working with an
ant lquated system the relatlonship between the systems department and the
personnel department was positlive,because thay apprecliated your efforts to work

with them to overcoms the limltations of the old system.

{5) Would you flnd 1t preferable or deslrable to describe thls situation as

SUPPCRTIVE? As NON-SUPPORTIVE?

(6) If Joan Smith had not replaced tha “old dlinosaurs" of the personnel
department wlth younger and more progressive replacements, so that the
professional staff still belleved "If it aln't broke, don‘t flx It". Weould you
find 1t preferable or desirable to describe this situation as SUPPORTIVE? As

NON-SUPPORT IVE?

(7) Suppose Joan Smith had not replaced the "old dinosaurs" of the perscnnel
department with younger and more progressive replacements, and she was the only
gxacutive In Qupport of the programme, and she was too busy to get personally
Involved In the systems development. Would you find It preferable or desirable to

describe this situation as SUPPORTIVE? As NON-SUPPORTIVE?

(8) Suppose Joan Smith had repiaced the "old dinosaurs" of the personnel
department with younger and more progressive replacements, who still believed that
the oniy way the department could Iimprove was to put In place systems that worked,
but she was the only executlive in support of the programme, and she was too busy
to get personally Involved with the systems development. Would you find it
preferable or desirable to describe this situation as SUPPORTIVE? As

NON-SUPPORT IVE?
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for the naxt elght questions assume that you are workling in a different flrm,
and that tho technology In this flrm isn't changling rapldly,If it ¢hanges at all.
Furthermore the workforce compositlon has remalned almost static, and there is
little demand or need for re-educatlion. The product demand Is atso reasonably
constant. A good example of this type of industry Is the coffin manufacturing
industry. Joan Smith who is the director of personnel, has been embarrassed by
The antiquated system In use, and as vacancles have occurred she has hired new
professlonals who are sager to modernize the system., The rest of the conditlons

are as described In the orliginal cass.

{9) Would you find It preferable or desirable to describe this situation as
SUPPORTIVE? As NON=-SUPPORTIVE?

(10) !f Joan Smith had not replaced the "old dinosaurs" of the personnel
department with younger and more progressive replacements, so that the
professtonal staff still believed “if it ain't broke, don't fix It". Would you
find it preferable or deslirable to describe this situation as SUPPORTIVE? As
NON-SUPPORT IVE?

(11) Suppose Joan Smith had not repiacad the “"old dinosaurs® of the personnel
department with younger and more progressive replacements, and she was the only.
executive In support of the programme, and she was too busy to get personally
involved in the systems development. Would you find it preferable or desirable to

dascribe this situation as SUPPORTIVE? gs NON-SUPPORT IVE?

(12) Suppose Joan Smith had replaced the “old dinosaurs®* of the personnel
department with younger and more progressive replacements, but she was the only
executive In support of the programme, and she was too busy to get personally
involved with the systems development. Would you find It preferable or desirable

to describe this slituation as SUPPORTIVE? As NON-SUPPORTIVE?
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For the next four questions accept that your previous systems development
efforts have been successful, and that despite the difficulties in working with an
ant lquated system the relatlonship between the systoms department and the
personnsl department was posltive,bescause they appreclated your efforts to work

wlth them to ovarcome the limitatlions of the old system.

{13) Would you find tt preferable or deslrable to describe this situation as

SUPPORTIVE? As NON-SUPPQRTIVE?

{14) If Joan Smith had not replaced the “old dinosaurs" of the personnal
department with younger and more progressive raplacements, so that the
professional staff still balleved “1f It aln’'t broke, don't flx It*. Would you
find It preferable or deslirable to describe this sltuatlon as SUPPORTIVE? As

NON-SUPPORT IVE?

{15) Suppose Joan Smith had not replaced the “"aold dinosaurs" of the personnel
department with younger and more progressive repiacements, and she was the onily
exscutive In support of the programme, and she was too busy to get personally
invoived In the systems development. Would you find it preferable or desirable to

describe this sltuation as SUPPORTIVE? As NON-SUPPORTIVE?

(16) Suppose Joan Smlth had replaced the “old dinosaurs" of the personnel
departmept with younger and more progressive replacements,and they still flrmly
believed that the only way to Improve performance was to get a more medern support
system. But Joan was the only esxecutlve in support of the programme, and she was
too busy to get persoﬁally involved with the systems development. Woutd you find
It preferable or desirable to describe this situation as SUPPORTIVE? As

NON-SUPPORT IVE?
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Factor Il: Problem Space Complex|ty

The purposo of this model Is to select the most appropriate method of supplyling
computor bascd support to declsion makers. One factor that will affect which
approach to take in developing a support system for a particular user is the level
of problem space complexity. Here complexity |s taken from the perspective of
developlng a support system for the user who Is confronted by the given problem

space. The problem space complexity factor will be asslighed three levels:

Comp l@t—smam————— implies that features of the problem space that the decision
maker Is faced with wil! make the task of developing a computer

based support system camplicated.

Moderato————e—an- Implles that features of the problem space that the decision
maker ls faced with will make 1t somewhat difficult to develop

a computer based support system.

S$imple———=————=-=implias that the probiem space that the decislion maker is faced
with present no major problems for developing a computer based

support system.

There are six attributes which help to define this factor
¢{1) Problem Uniqueness
(2) Problem Set Dafinlition
{3) Data Resource Specification
(4) Range of Problems
(5) Interdepeﬁdence of Declsions

(6) Problem Structure
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ATTRIBUTE DEFINITIONS

(1) Problem Uniqueness (Values: Unlque, Recurrent)

.
hl
N

There are two considerations here, the flrst |s whether the problems are unique
or in some way ad hoc, or whether they are recurring with a reasonable troquency.
The second 1s whether they are unlque to one user or are common to a number of

users In the organizatlon.

If the problem space Is ilkely to contaln many unique or different problems, and
If the problems wlll vary substantially between users, then It wlil be difficuit
to provide support to these users. This would be tho extreme non-recurrent case.

o contaln problems that are cont lnuously
are faced by a number of users then It witl in

port, all other things being equal.

If the problem space Is likely t
occurring (such as budgeting) and
general be simpler to provide sup

(2) Problem Set Definition (Values: Multlple Problem Sets, Sinale Problem Set)

Besides characterizing how frequently problems tend to arise in the
approprlate problem space we can characterize that space by how many different

typss of problems that It contains.

This factor Is given into two vatues, the first (Multiple Problem Sets)
represents the situation where the problem space Is composad of clements of
several different problem sets, l.s. flnance, personnel, engineering, marketing.

s) represents a problem space that would

The second (Single Problem Set
a marketing problem set or a f lnance problem

contain only ons problem set, i.e.
set.,

{3) Data Resource gspecification (Values: Complex, Simple)

e complexlty of the data resources required by a
t data sources may be needaed to help
et can be

This attribute represents th
particular problem, that is how many differen
scive a glven problem In the problem space and how well this s

pre-spacified.

This attribute has been assigned attribute values of complex and gimple. - A
problem space requiring complex data resources (s one where the data resources
needed to solve particular problems cannot be pre-specified from a set of possible

sources.

ata resources |s one whers there Is a single

-~ A problem space requiring simple d
lems In the problem space and the data

data rescurce necessary to solve prob
needed can be pre-specified.
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{4) Range of Problems (Values: Wide Range, Narrcw Range)

Even (f a problem space can be sald toc encompass only one type of problem {(ong
problem sot) one may stlll be able to define a range of problems within the
problem sot. This is especlally true In the case where the system Is expected to

grow and develop wlth the user.

Unless the support system can be fully developed Inltially, to provide support
for the entire range of problems within the problem set it should be able to grow
with tho user. This attrlbute will be glven two values: narrow range of
problems, and wide range of problems.

A narrow range of problems Iin the problem space means that it Is ttkely that a
support system which will be able to ald the decision maker for all the possible
problems he wlil face could be developed slmply, all other things being equal.

A wlde range of problems Iin the problem space means that It Is llkely that the
system will need to grow and expand as the user encounters different problems,
that Is It will most flkely not be possible to design the orlginal system so that
it can handle current and future problems.

(5) Interdepsndence of Declslions (Values: Pooled or Sequentlal, Reciprocal)

This attribute Is commonly used in defining DSS and can be operationallzed
using by making use of the three valued taxonomy of Thompson. We will designate
only two levels, since It Ils only rectprocal decistons that are thought to
complicate the problem space. .

Pooled Decisions are decisions whlch are made essentially independently whereas
sequentla! Declslons are decisions which are dependent upon decislons made
previously by others In the organizatlon, forming some sort of serial chain of
declslons. However in both cases the input from other decislon makers Is

not dependent on the decislon to be made by this declision maker.

Reclprocal decislons are those declsions which are made in an environment where
decislons mads by one decislon maker affect those made by other declsion makers
whose declsions In turn can affect his. This Is more a form of group decision
making.

(6) Problem Structure {Values: Structured, Unstructured)

This attribute |s operationalized using a taxonomy based on the Simon ldeas
about managerial tasks. tn much of the DSS |lterature these two types of tasks
are referred to as Structured and Unstructured. The assumptlon is that the less
structured the problem space, the more complex the task of designing a support
system.

Structured Problems are those that can be analyzed a prlori, and a set of
steps to solve the problem or perform the task- can be descr ibed.

Hgnstructurad Problems are those that cannot be analyzed a priori and there Is
fo.one-best way to carry out these tasks, and indeed the method of attacking
these problems often changes during the problem solving process.
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CASE &2
For thls case please consider yourself to be the systems manager In a large
firm with many governmeht contracts. You have just been asked to provide d
support system to the Director of Personnel,

Joan Smlth, the dlrector, has recently been asked to help to draw up the ;
emp loymant equity compllance plan for your company. She has no axperlence in this
area, and hopefully this Is the only time thls type of plan wlll have to be
developed.

The plan must show the compositlion of your workforce, the trainlng programmes
currently 1in place, address recruitment and selectlion, affirmative action,
discuss unlon contract ramlifications, and many other areas. It will use modeling
and analysits tools and technlques from all of the personnel systems, as well as
the strateglc planning and forecasting, financial planning, production planning
and other systems. Besides needing to work with many different types of problems
{1.e. manpowar planning, salary administration, labour relatlons, production
planning ete.) the system must be prepared to cops wlth many different problems
In sach area. As an example the human resource planning sectlon of the raport
might Include sections on developing possible career paths for clerical staff (a
predominantly female group), increasing the rate of flow of female professionals
through the ranks to top positions, increasing the absolute number of female
managers etc. Since you cannot say beforehand exactly what will be needed you
will need to provide the capaclty to provide the ablillty to handle as many
probiems as possible, in each area.

vYou will need to Incorporate data from all the different corporate data bases
as well as many of the department speciflic systems. You will also need to
Incorporate data from several external sources (|.s. Statlstics Canada, Government
surveys atc). currently there are several affirmative action and employment
equity Initlatives underway In different departments. Joan Smith wlll need to
interface with the managers In charge of those departments to get feedback on how
well these plans are working and the managers can glve some feedback on the
teaslbility of any recommendations she has developed. They may even be able to
test some of these out on a limited scale. Although she has a longer planning
horlzon to Implement the full plan, it is politically Imperative that as much as

- posslibie be done quickly, even if it means some of the programs will be

implemented in a recursive fashlon. '

Joan realizes that although she has been glven gensra! guidelines developing
o this programme will be different than anything she has ever done before, In that
- the final report wlll actually be shaped by the process of developing the report,
' including the attempts to Implement parts of It during the study Itselif. She
really don’t know where she's going, or how to get there, or exactly what she'll
need to get there. -

5
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First.Set of Changes to CASE a2
These changes are to be used for answer lng questlons 2-8.

Government guldellnes, which are qulte specific in determining exactly what
it is the plan should include, have just been issued. Joan's Jjob is to produce a
sories of specifled reports for all the managers This means that she will not
need to work interactively with the different departments and develop the report
in a recursive fashlon. Howaver you will stlll need to provide access 1o many
different types of analysis tools and technlquas, from the different planning
systems, to allow the problem to be studied from several perspectives. You will
atso need to provide access to data found In many different corporate data bases
and several data sources in the personnel department. You may also need to
provide access to external data sources. Because the reports are specified,
although she will need to use different types of models, you know exactly which
ones she will need to use, and they form a relatively small set, compared to the
total number In use.

second Set of Changes to CASE 2
These changes are to be used for answer lng questions 9-23

All the data that needed to produce the reports can be found |ln one
central lzed corporate data base. Furthermore It is possible to utllize a set of
career development models from the manpower planning system for data analysis,
rather than needing to use several methods of data anatysls using models from
several different support systems. 1t |s now expected that along wlth the
original report, It wlll be necessary to produce yeariy updates, so that this can
be considered to be an ongoing task, and as such It is not possible to speclfy
whilch of the manpowsr planning models wlli be needed.

The rest of the case Is the same as the original, Joan wlll stlll need to
work Interactive!y with the managers, you will need to provide access to many If
not all of the manpower plabning models to do the analyses necessary, and she
still isn’'t exactiy sure of all that is necessary to compiete the task, which is
highly unstructured.

o Third Set of Changes to CASEw2
These changes refer to questions 24-2%9.

The data needed to produce the reports can be found In one central ized corporate

data base. However it Is still necessary to make use of models and analytical
procedures form several dlfferent support systems. It witi! be necessary to KEN
produce quarterly reports along with the original! report. ' h

The rest of the case Is similar to the orlginal, in that Joan will still
need to work Enteractlively with the managers, and you will need to provide access
to many If not all of the different models to do the necessary analysls, because
she Isn't exactly sure of all that is necessary to complete the task, which |s
highly unstructured. !

: Fourth Set of Changes to CASEun@
To be used for questlons 30-35.

The difference between this-block and the pré#loqs block Is that all the data
resides in a number of different data bases, some external to the compahy, but

only manpower planning models and analysis techniques.need to be used. -
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Quest ions on Casen?

(1) Would you flnd It preferable to describe this situation as one of: HIGH
probliem space complex|ty? As SIMPLE (In terms of problem space complexity)? Of
MODERATE problem space complex|ty?

For the next seven questions conslder the second scenario:

(2) Would you find It prefeorable to describe this situalion as one of: HIGH
problem space compliexlity? SIMPLE (In terms of problem space complexity)? Of
MODERATE problem space complex!ity?

(3) WNow consider that it is possible to deflne 2 small set of models from the
manpower planning system that could be used for data analysis, rather than needing
to use many models from different systems. Would you find It preferabie to
describe this situatlon as one of: HIGH problem space complexity? SIMPLE (in
terms of problem space complexity)? Of MODERATE problem space complex|ty?

(4) Now consider that all data can now be found in one centrallzed database, but
you still need to provide avallabllity for several different types of analysis,
and the report ls a one time effort. Would you filnd Lt preferable to describe
this situation as one of: HIGH problem space complexlty? SIMPLE (In terms of
problem space complexity)? Of MODERATE problem space complexlty?

(5) Now consider that in add!itlon to being able to define a set of models from the
manpower planning system to be used for data analysis, all the necessary data for
that analysis is stored In one centrallzed database. Would you find it preferable
to describe this sltuation as one of: HIGH problem space complexity? SIMPLE (in
terms of problem space complexity)? Of MODERATE problem space complexity?

(6) Now conslider that, In addltion to being able to doefine a small set of models
from the manpower planning system that could be used for data anatysis, Joan Is
now required to produce ‘the Inltial report and a yearly update to thils report, so
that this becomes an ongoling task. However the data still reside in sevaral
different places. Would you find it preferable to describe this sltuation as one
of: HIGH problem space complex|ty? SIMPLE (In terms of problem space complexity)?
Of MODERATE probiem space complexity?

(7) Now conslder, that Joan Is required to produce this initial .report, and
follow-up vearly update reports. The data can all be found In one centralized
data base, but you will need to provide the availabllity of several different
types on analysis, using tools found In different systems again. Would you find it
preferable to describe this situation as one of: HIGH problem space complexity?

“ SIMPLE (In terms of problem space complexity)? Of MODERATE problem space

complexlty?

(8) Now conslder the situation where Joan wll| be required to produce an Initlal
report as well as a yearly update to this report. The data will stlll be found In

‘many scattered sources, and many types of anaiysis will have to be performed,

although you still aren’'t sure about exactly what has to be done. Would you find
it preferable to describe this situation as one of: HIGH probler space complexity?
SIMPLE (In terms of problem space conplexity)? Of MODERATE problem space

. complexity?

By
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These next slight questions refer to the third scenario:

(9} Would you find it preferable to descrlibe this situation as one of: HIGH
problem space complexlity? SIMPLE (in terms of probiem space complexity)? Of
MODERATE problem space complexlity?

(10) Now you have found that Joan only nesds to use a few of the models from the
manpower planning system, and ysu she belleves that the report will not change
significantly over Its llfe. Would you find It preferable to describe this
situatlon as one of: HIGH problem space complexlty? SIMPLE (ln terms of problem
space complex!ity)? Of MODERATE problem space complexity?

{(11) Besldes having discovered that Joan only needs to use a few of the models
from the manpower planning system, Joan has also been toid that oniy the final
report will need to be Implemented, and that the yearly updates will be used by
the managers as a monltor of the performance of the company, so that there is no
naed to work with the individual managers during the study. Would you find It
preferable to descrlbe this situatlon as one of: HIGH probiem space complexity?
SIMPLE (lin terms of problem space complexity)? Of MODERATE problem space
complexity?

(12) Joan's )Job is now defined as producing a serles of specifled reports for all
managars. Government guidellnes, which are quite specific In determining exactly
what It Is the plan should include, have Just been Issued. This means that the
task Is now well specified and Joan won't need to work interactively with the
differont departments. Furthermore, you have discovered that Joan only needs to
use a few of the models from the manpowar planning system, for the life of the
report. Would you find It preferable to describe this situatlon as one of: HIGH
problem space complexity? SIMPLE (Iin terms of problem space complexity)? Of
MODERATE problem space complexity?

{(13) Joan's Job is now deflned as producing a series of speclfied reports for all
managers. Government guldeilnes, which are qulte specific In determining exactly
what It Is the plan should inciude, have just been Issued. This means that the
task 1s now well specifled and Joan wouldn't need to work interactively with the
different departments. Joan will stili need to use most of the different types of
models In the Manpower Planning System. Would you find it preferable to descrihbs
this slituation as one of: HIGH problem space complexity? SIMPLE (in terms of
problem space complexlity)? MODERATE problem space complexity?

(14) Joan's Job Is now defined as producing a series of specifled reports for all
managers. Government guldellines, which are qulte speciflc In determining exactly
what it Is the plan should include, have just been !ssued. This means that the
task I1s now well speclfied. However, It is stlil) necessary to develop the plan in
an ifterative fashlon, so that Joan wiil need to Intsract continucusty with the
other managers. Would you find It preferable to describe this situation as one
of: HIGH problem space compiexity? SIMPLE (in terms of problem space complexity)?
Of MODERATE problem space complexity? .

-\
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(15) Joan’'s job Is now defined as producing a series of speclfled reports for atl
managers. Government guideiines, which are qulte specific In determining axactly
what !t Is the plan should include, have just been lssued. This means that the
task Is now well speclflied. Howsver, it is stll! necessary to develop the plan in
an iterative fashion, s¢ that Joan will need to Interact continuously with the
other managers. Furthermore you have discovered that Joan oniy needs to use a few
of the models from the manpower planning system. Would you find It preferable o
describe thls sltuatlon as one of: HIGH problem space complexlty? SIMPLE (In
terms of problem space complexity)? Of MODERATE problem space complexity?

(18) Since only the final report needs to be implemented and the yearly reports
will be used to monltor the situation It Is no longer necessary to develop the
plan in an iterative fashion. However Jocan will still need to use nearly all of
the models from the manpower planning system. Would you find It preferable to
dascribe this situation as ons of: HIGH problem space complexity? SIMPLE (In
tarms of problem space complexity)? Of MODERATE problem space complexity?

These next seven questions refer to the third scenarlo, except that you are once
again only required to produce one report, so this |s not an ongolng task.

(173 Would you find 1t preferable to describe thls sltuation as onhe of: HIGH
problem space complexity? SIMPLE (in terms of problem space complexlty}? of
MODERATE problem space complexity?

(18) Now you have found that Joan only needs to use a few of the models from the
manpower planning system. Would you flnd it preferable to describe this sltuatlion
as one of: HIGH problem space complexlity? SIMPLE (in terms of problem space
complex|ity)? Of MODERATE problem space complexity?

(19) Besides having dlscovered that Joan only needs to use a few of the models
from the manpower planning system, you have also been told that oniy the flnal
report willi need to be implemented, so that there is no need to work with the
individual managers during the Implementation of the report. Would you find it
preferable to describe this sltuation as one of: HIGH problem space complexity?
SIMPLE {(In terms of problem space complexity)? Of MODERATE problem space
complexity?

(20) Joan's Job is now defined as producing a well defined report for the )
managers. Government guidelines, which are qulte specific In determining exactly
" what It Is your plan should include, have just been Issued. This means that the
task ls now well speclfled and Joan won't need to work interactlvely with the
different departments. Joan wll! however, need to use most of the models from the
manpower planning system. Wouid you find it preferable to describe this situation
as one of: HIGH problem space complexlty? SIMPLE (in terms of problem space
complexity)? Of MODERATE problem space complexity?

(21) Joan's Jjob Is now deflned as producing a well defined report for the
managers. Government guldelines, which are quite speciflic In determining exactly
what 1t !s the plan should Include, have just been issued. This means that the
task Is now well speclfled. However, it Is stl1l necessary to develop the plan in
an iterative fashion, so that you will need to interact continuously with the
other managers. Also, it |s necessary to make use of most of the models In the
manpower planning system. Would you find It preferable to describe this
situation as one of: HIGH problem space complexity? SIMPLE (In terms of problem
space complexlty)? Of MODERATE problem space complexity?
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(22) Joan's Job Is now deflned as producing a well defined report for the
managers. Government guldellnes, which are aquite speclfic In determining exactly
what It Is the plan should Include, have Just been Issued. This means that the
task Is now well speclfled. However, It is stll| necessary to devaelop the plan in
an iterative fashlon, so that Joan will need to Interact continuously with the
other managers. Furtnermore you have dlscovered that you only need to use a few of
the modets from the manpower planning system. Would you find it preferable to
descrlbe thls sltuation as one of: HIGH problem space complexity? SIMPLE (In
terms of problem space complexity)? Of MODERATE problem space complexity?

(23). Joan's responslibllitlies are wel!l specifled and she won't need to work
Interactively with the different departments. However you wlll need to provide
access to most If not all the models from the manpower planning system, and due to
a lack of government guidelines her Job Is still unstructured. Would you find it
preferable to describe thls situation as one of: HIGH problem space complexity?
SIMPLE (In terms of problem space complexlty)? Of MODERATE problem space
complexity?

These next slx questlions refer to the fourth scenario.

(24) Now you have found Lhat Joan only needs to use a few of the models from each
of the different planning systems. Would you find [t preferable to describe this
sltuatlon as one of: HIGH problem space complexity? SIMPLE (in terms of problem
space complexity)? Of MODERATE problem space complex|ty?

(25) Besldes having discovered that Joan oniy needs to use a few of the models
from tho different planning systems, you have also been told that only the final
report wi!l neced to be Implemented, so that there is no need to work with the
individua! managers during the Implementation of the report. Would you find it
praferable to describe this situatlion as one of: HIGH problem space complexity?
SIMPLE (In terms of problem space complexlty)? Of MODERATE problem space
complexity?

(26) Joan's Job Is now deflned as producing a well deflined report for the
managers. Government guldelines, which are aquite specific In determining exactly
what It Is your plan should Include, have Just bheen issued. This means that the
task Is now well specifled and Joan won't need to work Interactlvely with the
dlifferent departments. Joan wlll however, may need to use most of the models from
the different planning systems. Would you find it preferable to descrlbe this
situation as one of: HIGH problem space complexity? SIMPLE (in terms of problem
space complexlty)? Of MODERATE problem space complexity?

(27) Joan's Job Is now defined as producing a woll daefined report for the
managers. Government guidellnes, whlch are quite specific In determining exactly
what It Is the plan should Include, have Just been Issued. This means that the
task Is now wall specifled. However, It is stlll necessary to develop the plan in
an iterative fashlon, so that you will need to Interact continuously with the
other managers. Also, It Is necessary to make use of most of the models in the
different planning systems. Would you find It preferable to describe this
situation as one of: HIGH problem space complexity? SIMPLE (in terms of problem
space complexity)? Of MODERATE problem space complexity?
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{28) Joan's Job Is now deflned as producing a well defined report for the
managers. Government guldellnes, which are qulte speciflc In determining exactly
what It |Is the plan shotild Include, have Just been issued. This means that the
task is now well speclfled. However, it is still necessary to develop the plan in
an lterative fashlon, so that Joan wlll need to Interact contlnucusly with tho
other managers. Furthermore you have dlscovered that you onty need to use a few of
the models from the different planning systems. Would you find It preferable to
descrilbe this situation as one of: HIGH problem space complexity? SIMPLE (in
terms of problem space complexity)? Of MODERATE problem space complex!|ty?

(29). Joan's responsibilities are well speclfled and she won't need to work
interactively with the different departments. However you wi!l need to provide
access to most [f not all the models from the different planning systems, and due
to a lack of government guidellnes her job s still unstructured. Would you find
it preferable to descrlibe this situation as one of: HIGH problem space comploxity?
SIMPLE (in terms of problem space complexity)? Of MODERATE problem space
complexity?

These next six questions refer to the flfth scenarlo.

{30) Now you have found that Joan only needs to use a few of the models from the
manpower planning system. Would you find It preferable to descrlbe this situation
as one of: HIGH problem space complexity? SIMPLE (In terms of problem space
complex(ty)? Of MODERATE problem space complex|ty?

(31) Besides having discovered that Joan only needs to use a few of the models
from the manpower planning system, you have also been told that only the final
report will need to be implemented, so that there is no need to work with thoe
indlvidual managers during the Implementatlon of the report. Would you find it
preferable to describe this sltuatlon as one of: HIGH problem space complexlty?

SIMPLE (In terms of problem space complexity)? Of MODERATE problem space
complextty?

(32) Joan's job Is now defined as producing a well deflined report for the
managers. Government gulidellnes, which are quite specific In determlning exactly
what It |s your plan should include, have just been Issued. This means that the
task ls now well specified and Joan won't need to work Interactively with the
different departments. Joan will howaver, need to use most of tho models from lhe
manpower planning system. Would you find It preferable to describe this sltuation
as one of: HIGH problem space comptexlity? SIMPLE (In terms of problem space
complexity)? Of MODERATE problem space complexity?

(33) Joan's Job is now deflned as producing a well defined report for the
managers. Government guldelines, which are qulte specific In determining exactly
what it Is the plan should Inciude, have Just been Issued. This means that the
task Is now well specified. However, It Is stlll necessary to develop the plan in
an lteratlve fashlon, so that you wil! need to Interact continuously wilth the
other managers. Also, It Is necessary to make use of most of the models In the
manpower planning system. Would you find it preferable to describe this
situation as one of: HIGH problem space complexlity? SIMPLE (ln terms of problem
space complexity)? Of MODERATE preblem space complexity?
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{34) Joan's Job |s now deflned as producing a well deflned report for the
managers. Government guldellnes, which are qulte specific In determining exactly
what It s the plan sheuld include, have Just been issued. This means that the
task Is now well specifled. However, It is stlll necessary to develop the plan Iin
an ttaratlive fashion, so that Joan will need to interact continuously with the
other managers. Furthermore you have discovered that you only need to use a few of
the models from the manpower planning system. would you find It preferable to
describe thls sttuation as one of: HIGH problem space complexlty? SIMPLE (in
terms of problem space complexity)? Of MODERATE problem space complexity?

(35). Joan's responsibllities are well speclfled and she won't need to work
interactlvely with the different departments. However you will need to provide
access to most If not all the models from the manpower plannling system, and due to
a lack of government guidelines her job Is sti11 unstructured. Would you find it
preferable to describe this situation as one of: HIGH problem space compliexity?
SIMPLE (in terms of problem space complexlty)? Of MODERATE problem space
complexity?
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FACTOR !ll...RESOURCE AVA!LABILITY

The purpose of thls model s to select the most approprlate method of supplying
computer based support to declision makers. One factor that wiil affect which

approach to take |n developing a support system for a particular user is the level

of resource avallabllity. The resource avallablilty factor will be assigned four
values:
MUl jmm——emm—————— |mplles that 1t will not be possible to provide

computer |zed support due to the lack of resources.
Simple System--—— This means that the avallablllty of resources will
force the cholce of more baslc support
systems. This will mean different things In
conjunction with combinations of the other factors.
No Constralints-—— Thls means that resources wlil not constrain the
choice of strategy as suggested by the other

factors.

DMSA Imp!les that It will be necessary to supply a
beclslon Making System due to the lack of
avallable, problem speclflc, human expertlse.

There are six attributes which help to define this factor:

(1) Avallabiliity of Human Expertise

{2) Developer Problem Space Knowledge

(3) User Task Comprehension

(4) Avallabillity of Technology

(5) Avallablllty of Time to Develop Speciflc Systems

. (6) Avallabliity of Personnel to Develop Specific Systems
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Attribute Deflnltlons

(1) Avallabllity of Human Expertise (Values: Available, Unavaliable)

This attribute |s meant to represent whether or not a capable human decision
maker exists in the sltuatlon., If not then It will be necessary to supply a
computerized declslon maker. Ono of the arguments behlind research to develop
expert systems has been the scarcity of human axpertise in certaln flelds and
thereforo the nged to “clone" this expertlse. It is operationalized as a

dichotomous varlable with values "avallable® and "unavallable®.

{2) Dovelopar Problem Space Knowledge (Values: Experlenced. Inexperlenced)

The higher the level of task comprehension by the user and the knowledge of
the doveloper of the task of developing support systems for this particular
problem space the greater the probablliity that the system can be pre-specified.

If the opposite Is true than the system wiil most llikely need to undergo some form
of avolutlonary development. Developer Problem Space Knowledge is operationalizéd

as having two values:

Exper lenced/Knowledgeabie~— The developer has a good ‘understanding of the problem
space the user Is facling elither by having developed
simitar systems or by having some knowledge of the

user's task because of previous training.

Inexpear ienced The developer has !ittle understanding .of the problem

space faced by the user.
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(3) User Task Comprehensicn (Values: Experlenced, Inexper lenced)

As with the previous varlable it |s important to understand the level of
comprehension the user has of the use of computers in aiding the docision making
process to datermine the lavel of rasources requlred to develop a support system.
If the user |s relatively computer {i11terate, then it wl!l take more time to
develop a sultable support system for that user. This attribute has the values:
Exper lenced/Knowledgeable-—— The user has a good understanding of the use of

support systems in this particutar problem spaco
elther from experlience wlth previous projects or

by having had scme formal training in the fleld,

Inexper ienced The user has llttle understanding of how a computer
based system might be useful, or of systems

development.

(4) Avaliablility of Technology (Values: Avallable, Unavailable)

Cnaratlionaiized as elther approbrlate technology being “"avallable” or
wunavallabla” at a cost beneficlal price for a specific project. HNote that
Talthough the approprlate software might exist It may be too expensive for use In a
particutar situation. For example a framework package may exist that is sulteq for
one particular application but It would require the purchase of specific hardware
so that the total cost would be prohibitive. or tﬁere may not be appfoprlate
commercial software available for a particular qppllcatton so that the system
would need to be developed from'(cwer level tools (Prolog, Lisp, a DBMS, 2
procedural !anguage etc.) which would Increase the cost and time required to

develop the system.
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{5)Avaltabillty of Tlme to Develop Spec¢liflc Systems

{Valuaes: Constralnts, No constralints)

Thig attribute represents whether or not the time to develiop a system Is a

major constralnt. It Is operatlonallzed as "no tilme constraints" and "time

constralnts".

(6) Avallabllity of Systems Personngl To Develop Speclflc Systems

{Values:Avallable, Low Avallablliity)

This attribite moasures whether or not there are sufflcient support staff to
provide ald to develop Indlvidual systems. It wiil be operatlionallzed as

“Davelopment Staff Avallable" and “Low Staff Avaltability".
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Ccase w3

You have just come from a meeting wlth Joan Smlth, the director of personnct
in your organlzatlon. She has requested that you begin development of a new
personne! support system. She feels that It |s Imperative that the managers and
professionals in the personns| department have computer alded declslon support
tools available to them, |f thay are to do their part in helplng the company
adjust and meet the demands of a changing world.

As usual It now up to you to try and figure ocut how to meet the "customer
demand" for Informatlon systems. |Its time to take stock and determine what the
situation Is In your own department. Your department is in relatively good shape
to take on most major projects. You have recentiy begun to hire user-analysts to
head development projects. Thelr knowledge of speclfic business areas allows them
to develop a greater rapport with the end users, and to halp to suggest areas that
may bensfit with automatlon. One of your best ,John Anderson, has had eight years
of experience in developing Human Resource information Systems (HRIS}. To go
along with the user-analysts you have dsveloped a staff of technical analysts and
programmers who can work together as a team. While lacking In some of the
organlzatlon background and communications skllls of the user-analysts, the
technical analysts all have a solld background In systems development and
programming. Fortunately because two other projects are currently winding down,
you will be able to assemble a solld team to devalop the HRIS.

Because of the high prlority of the project, you will be able to purchase the
necessary hardware and software to develop the system. It looks llke thay will
want some form of distributed processing with PC's on each individual'’'s dask, as
well as some form of networking to the mainframe. Since your group has just
developed a system for the productlon management section you have stte ilcenses
for some of the neacessary software tools, and a good working relatlonship with an
OEM, so that you fesl that you have good access to the necessary hardware  and
software.

The other resources that you feel are critical for developing a system are time
and educated users. You can't develop systems overnight, no matter who the user
is. Furthermore, it the users aren't sure about what they need and aren't aware
of what a system can do for them, the chances are the system they get won't be
what they want. Here agaln you seem to be very lucky. Joan Is a no-nonsense
type, but sha realizes that she's better off having somethlng dona right the first
time, and If you glve her a reasonable schedule, and can defend the due dates,
she‘ll glve you the time to do it right. She‘s been Involved with systems
development efforts bafore, as have some of her rlising stars, so that they have a
good Idea of what they want, and the level of effort it will take to develop |t.
You feel confident that you can put together a good user lead development team.
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conslder tha following sltuation: although Joan Smlth ls a no-nonsense type, she
has never been involved In a major systems development effort bafore. She knows
that she needs help, but 1sn't sure what the computer can do for her. Simllarly
har staff have experlence with a major malnframe system, that has been In place
for years. They have no exper lence wlth systems development, (as user
representatives) and also have !lttle ldea of what a state of the art system could
do for them., They are st!11 supportlve and 1t your development plan sounds
reasonable you will be glven the time and resources you need, but they are
inexper lenced and will need to be educated along the way.

second Modiflcatlion to Caseud

consider the followlng situation: all the factors in the original case hold, that
|s Joan Smith and staff are enthusiastic and knowledgeable users of information
gystems, you have the programmers and analysts avaliable to work on the projsct,
and you have software avallable to help develop the necessary systems. There are
no tlme constralnts. However, instead of having an exper lenced user-analyst to
head the team, yolu have no ons avallable wilth experlence In developing HR1S, and
the team leader wlll be a new user analyst with no previous experience in this

fleld,

Third ModIflcation to Case %3

In addltlon to the lack of an exper lenced user-analyst you are facad with users
who have no experience In developling computsr based systems. Joan smith and her
staff are enthusiastic and belleve that something has to be done, but they are not
sure what. They have ho previous expserience In developing a computer base support
system as user representatives, and have only worked with an old existing
mainframe based system.
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QUEST IONS

(1) Would you find it deslirable or preferable to describe the situation as one In
which there would be NO CONSTRAINTS on the type of support systom to be developed?
Constraints which would allow only SIMPLE SYSTEMS to be developed? Constraints
that for practical purposes would PREVENT the development of meaningful computer
based support systems?

(2) Suppose the situatlon were changed, so that the othar two projects mentioned
were not winding down, and there was a shortage of quallfied programmers and
analysts. Would you find It desirable or preferable to describe the situation as
one in which there would bs NO CONSTRAINTS on the type of support system to be
developed? Constralints which would allow only SIMPLE SYSTEMS to be developed?
Constraints that for practical purposes would PREVENT the development of
meaningful computer based support systems?

(3) Suppose the sltuatlon were changed, so that the other two projects mentioned
were not winding down, and there was a shortage of qualifled programmers and
analysts. There was also a need to develop the system “right away" because of Llhe
new equlty legislation and the need to meet its reporting requirements. Would you
find it desirable or preferable to describe the situatton as one In which there
would be NO CONSTRAINTS on the type of support system to be developed? Constraints
which would allow only SIMPLE SYSTEMS to be developed? Constraints that for
practical purposes would PREVENT the development of meaningful computer based
support systems?

(4) If there was no shortage of gual Ifled programmers and analysts but there was
a2 need to develop the system "right away" because of the new equlty leglislation
and the nesd to meet its reporting requirements. Would you find it desirable or
preferable to describe the sltuation as one In which there would be NO CONSTRAINTS
on the type of support system to be developed? Constraints which would allow oniy
SIMPLE SYSTEMS to be developed? Constraints that for practical purposes would
PREVENT the development of meaningful computer based support systems?

For the next four questions consider that this Is the first large-scale
mlcrocomputer based project that your organlzation will be undertaking. You have
no site |icenses for software, and no organlzational experience In developing
systems using microcomputer based software. That Is, you have no already
developed systems that you can modlfy for use In the HRIS, so that everything will
have to be developed from scratch. Furthermore, your company has a pollcy of
developlng It own tallor-made systems, as opposed to purchaslng packages, SO you
will be expected to develop most of your own software, which may include some

programming in baslc or another third generation language.

(5) Woutld you .find It desirable or preferable to descr lbe the sltuatlon as one in
which there would be NO CONSTRAINTS on the type of support system to be developed?
constraints which would aliow onty SIMPLE SYSTEMS to be deveioped? Constraints
that for practical purposes would PREVENT the development of meaningful computer
based support systems?

[
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(6) Suppose the situatlon were changed, so that the other two projects mentioned
were not windling down, and“there was a shortage of quallfied programmers and
analysts. Would you find It desirable or preferable to descrlbe the sltuation as
one in which there would be NO CONSTRAINTS on the type of support system to be
developed? Constralnts which would allow only SIMPLE SYSTEMS to be developed?
constraints that for practical purposes would PREVENT the development of
meaningful computer based support systems?

{7) Suppose the situation were changsd, so that the other two projects mentlioned
were not winding down, and there was a shortage of qualified programmers and
analysts. There was also a need to develop the system "right away" because of
the new equity leglislatlion and the need to meet I|ts reporting requlrements. Would
you find It deslrable or preferable to describe the situation as one in which
there wolitd be NO CONSTRAINTS on the type of support system to be deve loped?
constralnts which would allow only SIMPLE SYSTEMS to be developed? Constralnts
that for practical purposes would PREVENT the development of meaningful computer
based support systems?

(8} Supposo there was no shortage of qualified programmers and analysts but there
was a need to develop the system “rlight away" because of the new equlty
legislation and the need to meet Its reportling reguirements. wWould yeou find it
desirablo or preforable to descrlbe the situation as one in whlch there would be
MO CONSTRAINTS on the type of support system to be developed? Constraints whlch
would allow only SIMPLE SYSTEMS to be daveloped? Constralnts that for practical
purposes would PREVENT the deve lopment of meaningful computer based support
systams?

For the next elght questlons please refer to the flirst modlfication to the case.

{9) Would you find [t desirable or preferable to describe the sltuation as ons in
which there would be NO CONSTRAINTS on the type of support system to be developed?.
constraints which would allow only SIMPLE SYSTEMS to be developed? Constralnts
that for practical purposes would PREVENT the development of meaningful computer
based support systems?

(10) Suppose the sltuatlon were changed, sO that the other two projects mentioned
were not winding down, and there was a shortage of quallfted programmers and
analysts. Would you find it desirable or preferable to describe the sltuation as
one In which there would be NO CONSTRAINTS on ths type of support system to be
developed? Constraints which would allow only SIMPLE SYSTEMS to be developed?
Constralriis that for practlcal purposes would PREVENT the development of
meaningful computer based support systems?

{11) Suppose the sltuatlon were changed, so that the other two projects mentioned
were not winding down, and there was a shortage of quallfied programmers and
analysts There was also a need to develop the system "rlght away™ because of the
new equlity leglslation and the need to.meet Its reporting requirements. Would you
find It deslrable or preferable to describe the situation as one in which there
would bs NO CONSTRAINTS on the type of support system to be developed? Constraints
which wouid allow only SIMPLE SYSTEMS to be developed? Constraints that for
~ practlcal purposes would PREVENT the development of meaningful computer based
support systems? .
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(12) Suppose there was no shortage of qualified programmars and analysts but
there was a need to davelop the system “rlght away" because of the now equity
teglslatlon and the need to meet Its reporting reaqulrements. Would you find 1t
desirable or preferable to describe the sltuation as one in which there would bo
MO CONSTRAINTS on the type of support system to be developed? constralnis which
would allow only SIMPLE SYSTEMS to be developed? Constraints that for practical
purposes would PREVENT the development of meaningfu!l computer based support
systems?

For the next four questlions consider that thls s the flrst large-scale
microcomputer based project that your organizatlon wili be undertaking. You have
no site llcenses for software, and no organizationa! experienco In develaoping
systems using microcomputer based software, that 1s you have no already developed
systems that you can modify for use In the HR1S, so that everything wlll have to
be dasveloped from scratch. Furthermore, your company has a pollcy of developing
It own tallor-made systems, as opposed to purchasing packages, so you wllil be
expected to develop most of your own software, which may include programming in
basic or another third generation language.

(13) Woitld you find It deslrable or preferable to describs tho situation as onc
in which there would be NO CONSTRALNTS on the type of support system to be
developed? Constralnts which would allow only SIMPLE SYSTEMS to be devsloped?
ronstraints that for practical purposes would PREVENT the development of
meaningful computer based support systems?

(14) Suppose the sltuation were changed, so that the other two projects mentloned
were not winding down, and there was a shortage of qualiflied programmers and
analysts. Would you find it desirable or preferable to describe the sltuation as
one In which there would bs NO CONSTRAINTS on the type of support system to be
developed? Constralnts which would allow only SIMPLE SYSTEMS to be doveloped?
Constralnts that for practical purposes would PREVENT the development of
meaningful computer based support systems? '

(15) Suppose the sltuation were changed, so that the other two projects mentloned
were not winding down, and there was a shortage of qualified programmers and
analysts. There was also a need to develop the system “right away" because of
the new equity legislation and the need to meet its reporting requlrements. Would
you find It desirable or preferable to describe the situatlion as one in which
there would be NO CONSTRAINTS on the type of support system to be daveloped?
censtraints which would allow only SIMPLE SYSTEMS to be developed? Constralnts
that for practical purposes would PREVENT the development of meaningful computer
based support systems? .

(16) Suppose there was no shortage of qua!ifled programmers and analysts but
there was a need to develop the system “right away" because of the new equlty
legislatlon and the need to meet its reporting requirements. Would you fina it
desirable or preferable to describe the situation as one In which there would be
NO CONSTRAINTS on the type of support system to be developed? Constraints which
would allow only SIMPLE SYSTEMS to be developed? Constraints that for practical
purposes would PREVENT the development of meaningful computer based support
systems?
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For the noxt olght questions please consult the second modification to the case.

¢17) Would you find It deslirable or nrefarable to describe the sltuatlion as one in
whlch there would be HO CONSTRAINTS on the type of support system to be developed?
constralnts which would allow only SIMPLE SYSTEMS to be developed? Constraints
that for practlcal purposss would PREVENT the development of meaningful computer
based support systems?

{18) Suppose the sltuatlon were changed, so that the other two projects mentloned
ware not winding down, and there was a shortage of quallfled programmers and
analysts. Would you find It desirable or preferable to describe the situation as
ono In which there would be NO CONSTRAINTS on the type of support system to be
developed? Constralnts which would allow only SIMPLE SYSTEMS to be developsd?
Constralnts that for practlical purposes woutld PREVENT the development of
meaningful computer based support systems?

(19) Supposo the sltuation were changed, so that the other two projects mentloned
were not winding down, and there was a shortage of qualified programmers and
analysts. There was also a need to develon the system "right away" because of the
new equlty legisiation and the need to meet I[ts reporting requirements. Would you
find It deslrable or preferable to describe the sltuatlion as one In which there
would be NO CONSTRAINTS on the type of support system to be developed? Constralnts
which would allow only SIMPLE SYSTEMS to be developed? Constraints that for
practical purposes would PREVENT the development of meaningful computer based
support systems?

(20) Suppose there was no shortage of qualifled programmers and analysts but
there was a need to develop the system “right away" because of the new squlty
legislation and the need to meet its reporting requirements. Would you find it
desirable or preferable to describe the situation as one in which there would be
NO CONSTRAINTS on the type of support system to be desveloped? Constraints which
would allow only SIMPLE SYSTEMS to be developed? Constralnts that for practical
piurposes would PREVENT the development of meaningful computer based sunport
systems?

\

For the next four gquestions conslder that this 1s the flrst large-scale
mlcrocomputer based project that your organization wlll be undertaking. You have
no site |lcenses for software, and no organizaticnal experience In developing
systems using microcomputer based software. You have no already developed systems
that you can modify for use ln the HRIS, so that everything will have to be
developed from scratch. Furthsrmore, your company has a pollecy of developing it
own tallor-made systems, as opposed to purchasing packages, so you will be
axpected to develop most of your own software, which may include some programmlng
in baslc or another third generation language.

(21) Would you find It desirable or preferable to dsscribe the situation as one
In which there would be NO CONSTRAINTS on the type of support system to be
developed? Constralnts which would allow only SIMPLE SYSTEMS to be developed?
constralnts that for practical purposes would PREVENT the development of
meaningful computer based support systems?
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(22) Suppose the slituation were changed, so that the other two projects ment loned
were not wlnding down, and there was a shortage of quallfled programmers and
analysts. Would you find It desirable or preferable to describe the situatlon as
one In which there would he NO CONSTRAINTS on the type of support system to bo
developed? Constralnts which would allow only SIMPLE SYSTEMS to be davelioped?
constraliris that for practlcal purposes would PREVENT the development of
meaningful computer based support systems?

(23) Suppose the slituation were changed, so that the other two projects ment loned
ware not winding down, and there was a shortage of quallfled programmers and
analysts Thare was also 2 need to develop the system “"right away"” because of the
new equlty legislation and the need to meet Its reporting requirements. Would you
find 1t deslrable or preferable to describe the sltuation as one In which there
would be NO CONSTRAINTS on the type of support system to be devoloped? Constiraints
whlch would allow only SIMPLE SYSTEMS to be developed? Constraints that for
practical purposes would PREVENT the development of meaningful computer baseo
support systeme?

(24) Suppose there was no shortage of qualifled programmers and analysts but
there was a need to develop the system "right away" becausc of ihe new equity
legislation and the need to meet its reporting requirements. Would you flnd it
desirable or preferable to describe the situation as one In which there would be
NO CONSTRAINTS on the type of support system to be developed? Constraints which
would allow only SIMPLE SYSTEMS to be developed? Constraints that for practlcal
purposes would PREVENT the development of meaningful computer based support
systems?

For the next elght qusstlons please refer to the third modification to the case.

(25) Would you find It deslrable or preferable to describa the situation as one in
which there would be NO CONSTRAINTS on the typs of support system to be developed?
Constralnts which would allow only SIMPLE SYSTEMS to be developed? Constraints
that for practica) purposes would PREVENT the development of meaningful computer
based support systems? .

(26) Suppose the sltuation were changed, so that the other two projects ment loned
were not winding down, and there was a shortage of qualified programmers and
analysts. Would you find It desirable or preferable to describe the situation as
one In which there would be NO CONSTRAINTS.on the type of support system 'o be
developed? Constralints which would allow only SIMPLE SYSTEMS to be deve loped?
Constraints that for practical purposes would PREVENT the development of
meaningful computer based support systems?

(27) Suppose the situation were changed, so that the other two projects mentioned
were not winding down, and there was a shortage of quallfied programmers and
analysts. There was a need to develop the system “"right away" because of the new
equity legislation and the need to meet its reporting requirements. Would you
find It deslrable or preferable to describe the situation as one In which there
would be NO CONSTRAINTS on the type of support system to be developed? Constraints
which would allow oniy SIMPLE SYSTEMS to be developed? Constralints that for
practical purposes would PREVENT the development of meaningful computer based
support systems? '

3
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(28) Suppose there was no shortage of qualtfied programmers and analysts but
thero was a nsod to develop_the system "right away" because of the new equlty
legistation and the need to meet Its reporting requirements. Would you find It
deslrable or preferable to describe the situation as one in which there would be
NO CONSTRAINTS on the type of support system to be developed? Constraints which
would allow only SIMPLE SYSTEMS to be developed? Constralnts that for practica!
purposes would PREVENT the devolopment of meaningful computer based support
systems?

For the next four gquestions assume that this is the first large-scale
mlcrocomputer based project that your organlzation will be undertaking. You have
no slte licenses for software, and no organizational experience In developing
systems using mlcrocomputer based software. You have no already developed systems
that you can modify for use In the HR1S, so that everything wlli have to be
developad from scratch. Furthermorg, your company has a po!lcy of developing it
own tallor-made systems, as opposed to purchasing packages, so you will be
axpected to develop mest of your own software.

(29) Would you find It deslrable or preferable to describe the situation as one
In whlch there would bea NO CONSTRAINTS on the type of support system to be
developed? Constralnts which would allow only SIMPLE SYSTEMS to be developed?
Constralnts that for practical purposes would PREVENT the development of
meaningful computer basad support systems?

(30) Supposo the situatlon were changed, so that the other two projects mentioned
were not winding down, and there was a shortage of guallfied programmers and
analysts. Would you find [t desirable or preferable to descrlbe the situatlon as
one In which there would be NO CONSTRAINTS on the type of support system to be
daveloped? Constralnts which would allow only SIMPLE SYSTEMS to be developed?
constralnts that for practical purposes wolld PREVENT the development of
meaningful computer based support systems?

(31) Suppose the sltuatlon were changed, so that the other two projects mentioned
wera not winding down, and there was a shortage of qual lfied programmers and
analysts. There was also a need to develop the system "right away" because of the
new equity legislation and the need to meet its reporting requirements. Would you
find it deslirable or preferable to describe the situation as one In which there
would be NO CONSTRAINTS on the type of support system to be developed? Constralnts
which would allow only SIMPLE SYSTEMS to be developed? Constraints that for

. practical purposes would PREVENT the development of meaningful computer based
support systems?

(32) Suppose there was no shortage of qualified programmers and analysts but
there was a need to develop the system “right away" because of the new equity
leglslation and the need to meet Its reporting requirements. Would you find it
desirable or preferable to describe the situation as one in which there would -be
NO CONSTRAINTS on the type of support system to be developed? Constraints which
would allow.only SIMPLE SYSTEMS to be developed? Constraints that for practical
purposes would PREVENT the development of meaningful computer based support
systems? ;
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“ To be read by the rescaxcher as part of the introduction”

A STUDY OF FACTORS AFFECTING THE CHOICE OF AN INFORMATION SYSTEMS DEVELOPMENT
APPROACH

INTRODUCTTION

This study is part of a research programme whose goal is to develop a model to
aid in the selection of an appropriate approach for supplying computer based
support systems for decision makers. In the initial phase of this research a
model detailing a list of factors (and their defining attributes) which influence
the selection of systems was developed and validated. In the next phase of the
rescarch programme an attempt was made to determine how the attributes describing
each factor interacted to determine distinct factor values. This phase will
attempt to match these factor values to situations where various approaches for
developing support systems are appropriate.

Thercfore, for the purpose of selecting the appropriate approach for developing
support systems we are assuming that situations can be described in terms of the
four factors in the model. We are attempting to try to associate different
combinations of factor values with different approaches for developing support
systems.

We have defined five generalized approaches which could be used to develop
computer based systems for supporting decision makers. These are:

1) The Rull Approach
2) The Systems Development Life Cycle Approach
3) The Prototyping Approach
4) The Decision Maker Centerad Approach
5) The Decision Making Systems Approach
"Give the respondents the sheet of definitions for the different approaches"”

The four Factors identified in the first phase of the research are:
(1) User Participation in the Decision Making Process
(2) Problem Space Complexity
{3) Resource Availability
{4) Organizationnl Context

“Give the respondent the 2 sheets of definitions for the 4 factors."
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Definitions of the Gene ized roaches to Supporti ccision Makers

Note that an approach is defined as consisting of both the final product (system)
as well as the mamnmer in which development took place.

ull c
No computer support.
Svstem Davelopment Life Cycle Approac SDIC

An information system that provides usars with information, but little aid in
analysis. It is developed using a systems 1life cycle appreoach, with analysis,
design and implementation phases and with user participation in the process. The
system focus is on collecting, organizing, storing and retrioving information. May
have query facilities to allow for ad hoc requests or provision of new reports
based on existing data.

rotot oac

An informatiom system that provides the users with information, but little
aid in analysis. It differs from the SDLC in that it is developed in a recursive
fashion, where the system is continuously growing and developing from an initially
simple start utilizing continuous feedback from the users, It performs the same
functions as the SDLC type system.

ec 0 e ere oac MG

A system which is designed to provide user support in all phases of the
decision making process, providing the user with access to information, analysis
tools and reporting facilities. It is developed with the end user in an
evolutionary, participative fashion.

ecisio Syste Q DMS
A decision making system which will produce a suggested declsion for a

decision ratifier. It will be developed with an expert, not the end user, in a
participative evolutionary fashion,
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cto s Us cipatio e_Decisio akl ocess

The purpese of the model is to select the most appropriate method of
supplying computer based support to decision makers. One factor that will affect
which approach to take in developing a support system for a particular user is the
level of participation of the user in making the decisions. For this study USER
PARTICIPATION is defined as the set of behaviors or activities performed by the
usors. This differs from USER INVOLVEMENT which is the psychological state of the
user and represents the importance and personal relevance of the issue.

Attributes used to determine the level of USER PARTTCIPATION include the
importance of the problem to the decision maker, whether or not the user sees
thomselves as a Decision maker or a decision ratifier, the level of discretion the
usor has in selection of tools, and the level of participation the user has
displayed in the dovelopment of the support system. USER PARTICIPATION in the
decision making process can take on one of three values:

Low-c~cmcemass=~ Low level of participation in the decision
making process by the actual decision maker.

Indetorminate--- Intermediate level of participation in the decision
making process by the actual decision maker.

High--vrsmmnmnns High level of participation in the decision
moking process by the actual decision maker.

N [+ a exit

A second factor that will affect which approach to take in developing a
support system for a particular user is the level of problem space complexity..
Here complexity is taken from the perspective of how complex is the task of
developing a support system for the user whoe is confronted by the given problem -
space. Attributes which could increase the complexity of the problem space include
the number and kinds of data resources, the number of different types of problems
that the user is likely to face, whether or not the problem space is well
structured, the possible evolution of the problem space,and the interdependence of
the decision maker on with other decision.makers. The problem space complexity
factor can take on one of three values:

Complex---~==r~=- Implies that features of the probléﬁ space facing
the decision maker will make the task of developing
a computer based support system complicated.

Moderate=-=------- Implies that features of the problem space facing
the decision maker will make it somewhat difficulc
to develop a computer based support system.

Simplece~er------ Implies that features of the problem space facing
the decision maker with present nn major problems
for developing a computer based support system.



FACTOR 11I..,RESOURCE AVATLABILITY

A third factor that will affect the cholece of which approach to take in
developing a support system is the level of resourco availabiiity. Resource
availability will be taken in the most general sense of the term, and includes the
experience of the user community with respoct to systems devolopment, tho
availability of time to develop specific systems, the availabilivy of systems
personnel to develop specific systems, the knowledge of this personncl of the
particular user area, and the availability of techinical rvesources to develop

specific systems. The resource availability factor can take on one of lour
values:

Nulleesnocecnnoenn Implies that it will not be possible to provide
computerized support due to the lack of resources.

Simple System---- This means that the availability of resources will
foreo the choice of more basic support
systems. This will mean different things in
conjunction with combinations of the other factors.

Ko Constraints--- This means that resources will not affect the
choice of strategy.

DMSA«-~-- seesmen- Implies that it will be nccessary to supply a computer-
based Decision Making System due to the lack of
available, problem specific, human expertise.

By definition, if the resource availability is such that you are constrained
to providing only a DMSA, then it is necessary to use this approach, Similarly if
the resource availability is such that that no significant computer based system
can be supplied, (Null Approach) than the approach for supplying decision support
has already been specifiod. Only if the availability of resouvces does not
totally constrain the situation and uniquely determine the approach will the other
factors come into play. Therefore the cases you will be presented contain only
those situations where there are either NO CONSTRAINTS, or where SIMPLE systems
are possible. PLEASE INDICATE IF YOU AGREE OR DISAGREE WITH TH1S STATEMENT.

CTOR IV: GANTZ

The fourth factor that will affect the choice of approach te take inm
developing a support system for a particular user is the Orpanizational Context.
For this research a reduced set of organizational context variables will be
presented, because it is believed that many organizational attributes directly
affect the availability of resources and the issue of availability of resources is
addressed separately. The attributes that have been used to describe this factor
include the resistance to change in the organizatien, the level of orpganizational .
support for the development of systems, the history of systems development in.the
organization and the general environment of the organizacion., 'The Orpanizational .
Context factor can take on one of two values:

Supportive ceenenn --= The orgaﬁizational context s conduclve to the
' development of computer based systems.

PNon-supportlve--: ----- Factors in the organizational context will®
hinder the development of computer based
support systems for decision makers.
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"o be read to cach subject as part of the introduction of the questionnalre®

For cach situation you will be asked to rate your preference for using ecach of
the systoms development approaches, on a scale of 0-100. On this scale 100 means
that a particular approach is completely preferred in this situatien, 0 meaning
that it ls completely ilnappropriate, or that you have no desire whatever for using
this approach. Since it is possible to have a significant preference for more
than ono approach in any given situation, the sum of your responses may total
more than 100. However, since the list of alternatives is thought to include all
signiflecant alternatives, you should have significant preference for at least one
of the various approaches in all situations, so your responscs should total to at
least 100 in every situation,

1t is assumed that if an approach X is given a higher value than another
approach Y in a particular situation, them you would prefer to use approach X in
that situation. Similarly it is assumed that if approach X is given a value of 25
in one situation and S0 in a second situation, you have roughly doubled your
preference for approach X in the second situation, with respect to the first
situation.

To help you keep track of the factor values you will be given a card listing
the factor values represented by cach situation. At all time feel free to consult
your previous answers, since you may wish to adjust any of thesc at any time, or
to use these to help to determine your present answer.
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For this case please consider yourself to be the systems manager in a large flirm
with wmany government contracts. You have just been asked to provide a support
system for the Director of Personnel, who has recently been asked to help to
develop and implement. an cmployment equity compliance plan for your company. On
your way te your f[irst meeting you start to take stock.

Joan Smith, the dircetor is an energetic woman in her carly 40's with an
M.B.A. from a well knowm business school and a reputation for getting what she
wants. She believes that a "Hands-Off" decision making style similar te that
attributed to President Ronald Reagan, would not be responsible. She believes
that as a decision maker you must do more than accept or raoject the decislons that
your subordinates have made. She believes that if you are poing to be responsible
for a decision, you need to know the background behind it, where the data came
from and what the alternatives were. In other words you nced to "work through the
numbers®, yourself, This project represents one of the bigpest challenpges that
she has faced, and given its importance, and the way she regards her rolec as a
decision maker you expect her to exhibit a high level of participation in the
decision making needed to develop and implement the report.

Before Joan joined the company two years ago, Personnel was reparded as the
dumping ground for the old dinosaurs of the firm, whose sole amblition appeared to
be to collect their pensions. Collectively they believed that if it works don't
fix it, and as long as the roof hadn't caved in, it must still be working. You
know she's done a great deal to move the Personnel Department into the 1980°s by
replacing these older managers who had no background in Porsomnel, with younper,
more Innovative professionals who shared her desire to move ahead to the 1990's,
They feel that the current systems are antiquated and efficiency will improve with
more sophisticated systems support. The priority assigned to this project
indicates that the executive agrees that the current systems will not be adequate
for the task and developing a support system has their support. With both the

support staff and management behind Joan, the organizational environment will be
supportive,

"We're in trouble®, grects you as you as you enter her offfice.

" This company has really done a pgreat deal to improve the opportunities for
women and minorities over the last ten years. Now we arc developing and
implementing strategies to cope with a changing workforce, a marketplace that
demands Flexibility and adaptability Erom any company that wants to survive, in a
high technolopgy industry with product life cycles of about 3 years.

We have recently been asked to develop and implement an cmployment equlty
plan. The plan must show the composition of our workforce, the tralning
. programmes currently in place, address recrultment and sclection, affirmative
action, discuss union contract ramificatlons, and many other arecas. It will use
modeling and analysis tools and techniques from all areas of Personncl, as well as

the strategic planning and forecasting, financinl planning, productlon planning
and other departments. :

1 will nced to make use of information from several different sources. Those
that come to mind include the different corporate data bases, some of our
- departments own systems,as well as several external:sources (i.e. Statistics
S Canada, Government surveys etc). o o .
o 1 have the complete support of the rest of the Executive that our highest
ST priority is to get a proper Human Resources. Information System (HRIS) up and
s running. - This will allow us to to ensure that we can work efficiently today,
. i . vhile proceeding with the implementation of our new policies, and remain in
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As usual it now up to you to try and figure out how to meet the "customer
demond" for information systems. Your deparctment Is in relatively pood shape to
take on most major projects. You have recently begun to hire user-analysts to
head development projeets., Thelr knowledge of specific business areas allows them
to develop a greater rapport with the end users, and tc help to suggest areas that
may benefit with automation. One of your best,John Anderson, has had eight years
of experience in doveloplng Human Rosource Information Systems (HRIS), To go
along with the user-analysts you have developed a staff of technical analysts and
programmers who can work together as a team. The technical analysts all have a
solid background in systems development and programming. Fortunately because two
other projects are currently winding down, you will be able to assemble a solid
team to develop the HRIS.

Because of the high priority of the project, you will be able to acquire the
necessary hardware and software to develop the system. The other resources that
you feel are critical for developing a system are time and educated users. You
can't develop systems overnight, no matter who the user is.  Furthermore, if the
users aren’t sure about what they need and aren’t aware of what a system can do
for them, the chances are the system they get won't be what they want. Here again
you seem to be very lucky. Joan realizes that she's better off having something
done right the first time, and if you give her a reasonable schedule, and can
defend the due dates, she'll give you the time to do it right. She’s been
involved with systems development efforts before, as have some of her rising
stars, so that they have a good idea of what they want, and the level of effort it
will take to develop it. Overall you feel that the availability of resources will
present no constraints to the construction of the best support system.

To review, the situantion as you see it,

(1) the problem of supplying a support system to help in the development and
implementation of an cmployment cquity compliance plan will be complex, because it
involves incorporating several types of models for data analysis, several
different data sources to help iho-denision maker with.a problem that is not well
structured, since there have not baen.comprehensive guidelines issued, and th1s is
your organizations first venture into this area.

(i1) While one nev<r has unlimited mccess to resources it appears that you will be
given the time, technology, and staff (including and a user analyst with HRIS
experionce) necessary to implement whatever approach to developing a support
system that you feel is best.

(111) The organizational context appears to be very supportive, in that the .
prospective users are experienced in the use of HRIS and feel that there is a
significant need for a new computer based support system, and the execucive have
endorsed the project and given it a high priority.

(iv) After the system is implemented Joan Smith, the prime USER of the system
should display a high level of user participation in the decision making processes
in producing and implementing the report,. because of both the inherent importance
of the project 1tsalf and how she views her role as a hands on decision maker.
~"The questions are.to be asked by the 1nterv1ewer who will present ‘the appropriate

reminder card to the subject wich each question and record the answers 1n full
view of the subject” '
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1) Given the list of five systems development approaches, on a scale of 0 to 100
please indicate your preference for using each approach. Note that 0 means you
would not recommend the use of a particular approach, and 100 means that you ave
completely in favour of using that particular approach. What i{s your preference
for the Null Approach? The Systems Development Life Cycle Approach? The

Prototyping Approach? The Decision Maker Centered Approach? The Decision Making
Systems Approach?

2) Given that the government has now issued a set of guidelines for the
development and implementation of the equity plan, so that you know exactly which
of the Manpower Planning models will be used to analyze the data we could say the
problem space complexity was only moderate. What is your preference for the Null
Approach? The SDLC approach? The Prototyping Approach? The Decision Maker
Centexed Approach? The Decision Making Systems Approach?

3) Given that ycu have also discovered that all relevant data is stored in onc
corporate data bhse_so.that the Problem Space Complexity can really be considered
to be simple what is your preference for the Null Approach? The SDLC approach?
The Prototyping Abproach? The Decision Maker Centered Approach? The Decision

" Making Systems Approach?
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For the next three questions the situation is similar to the original except
that Joan's natural declsion making style is that of a decision ratifier instead
of a hands on decinlon maker, A decision ratifylng stylo Llmplics that she likes to
review the declsions or sugpestions of her subordinates, and then agree or
disagree with them. (Note that for this type of decision making role to exist for
extended periods of time she would normally agree with her staff, or either they
would leave out of frustratlion, or she would nced to replace them). Because the
problem is still of preat importance to Joan in that the company has made the
development and implementation of an employment equity plan a priority and she is
personally committed to this project. This means that she will prebably display a
moderate level of participation in the decision making processes invelved in

fmplementing the report, despite its inherent importance,

4) Given the problem space is complex because it involves incorporating several
types of models for data analysis, and the use of several different data sources
to help the declsion maker with a problem that is not well structured, (there have
not been comprehonsive puidelines issued, and this is your organizations first
venture into this area) what is your preference for the Null Appreach? The
Systems Development Life Cycle Approach? The Prototyping Approach? The Decision
Maker Centored Approach? The Decision Making Syatems Approach? s

5) Given that the ghvernment has now issued a set of guidelines for the
development and implementation of the equity plan, so that you know exactly which
of the Manpower Planning models will be used to analyze the data we could say the
problem space complexity was only moderate. What is your preference for the Null
Approach? The SDLC approach? The Prototyping Approach? The Decision Maker
Centered Approach? The Decision Making Systems Approach?

6) Given that you have ilso discovered that all relevant data is stored in one
corpornin data base so that the Problem Space Complexity can really be considered
to be simple what is your preference for the Null Approach? The SPLC approach?
The Prototyping Approach? The Decision Maker Centered Approach? The Decision
Making Systems Approach?
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The next set of nine questions are the same as the last except that Joan has
not been able to convince the rest of the exccutive that the cmployment equity
plan has a high priority and because of the problems you have inhericed, the
relationship between your group and the personnel depattment has deteriorvated.
This historical lack of success and the lack of offilcial endorsement lead you to
downgrade wvour assessment of the Orpganizational Context to unsupportive. First
let us consider the situation where Joan's decision making style is that of «
decision maker rather than a decision ratlfler and she considers the development
and implementation of the plan to be of major importance, so that her

participation in the development and implementation will likely be high.

10) Given the problem space is complex because It involves 1ncorpornt1hg several
types of models for data analysis, and the use of several different data sources
to help tho decision maker with a problem that is ns:_wail structured, (there have
not been comprchensive guldelines issucd, and thls is your organizations [irst
venture into this area) what is your preference for the Null Approach? The
Systems Development Life Cycle Approach? The Prototyping Approach? The Decision
Maker Centered Approach? The Decision Making Systems Approach?

11) Given that the government has now issued n set of puldelines for the
development and implcmentation of the equity plan, so that you know exactly which
of the Manpower Planning models will be used te analyze the data we could say the
problem space complexity was only moderntg,RRWhat is your prefercncﬁ for the Null
Approach? The SDLC approach? The Prototyping Approach? The Decision Maker
Centered Approach? The Decision Making Systems Approach?

12) Given that you have also discovered that all relevant data is stored in one
corporate data base so that the Problem Space Complexity can really be considered .
to be simple what 1s your preferemce for the Null Approach? The SDLC approach?

The Prototyping Approach? " The Decision Maker Centered'Approach? ‘The Decision
Making Systems Appreach?



350

For the next three questions the situation is similar to that of the previous
three except that Joan's natural decision making style is that of a decision
vatifier instead of a hands on decision maker. A declsion ratifying style lwmplies
that she likes to raview the decisions or suggestions of her subordinates, and
then agree or disagree with them. (Note that for this type of decision making
role to exist for extended periods of time she would normally agree with her
staff, or either they would leave out of frustration, or she would need vo replace
them). Because the problem is still of great importance to Joan, that is she is
personally committed to this project she will probably display a moderate level of
participation in the decision making processes involved in implementing the

report,

13) Given the problem space is complex because it involves incorporating several
types of models for data analysis, and the use of scveral different data sources
to help the decislon maker with a problem that is not well structured, (theve have
not been comprehensive guidelines issued, and this is your organizations first
venture into this area) what is your preference for the Null Approach? The
Systems Davelopment Life Cycle Approach? The Prototyping Approach? The becision
Maker Centered Approach? The Decision Making Systems Approach? '

14) Given that the government has now issued a set of guidelines for the
development and implementation of the equity plan, so that you know exactly vwhich
of the Manpower Planning models will be used to analyze the data we could say the
problem space complexity was only moderate. What is your preference for the Null
Approach? The SDLC approach?  The DPrototyping Approach? The Decision Maker
Centered Approach? The Decision Making Systems Approéch?

15) Given that you have also discovered that all relevant data is stored in one
corporate data base so that the Problem Space Complexity can really be considered
to be simple what is your preference for the Null Approach? The SDLC approach?’
The Prototyping Approach? The Decision Maker Centered Approach?. The Decisicn ;
Making Systems Approach?
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For the next three questions, consider that Joan still is trying to maintain
the decision ratifier role however, she doesn't cousidor the devolopment and
implementation of the employment equity report to be of particular importance.
Her reasoning is that the company is in gencral compliance with the goverumental
guidelines, so it is only a matter of fime-tuning current programs and then
completing the paperwork to demonstrate this compliance. She has convinced the
executive of this as well. You now are sure that she will display a low level of
participation in the decision making processes involved in the development awnd
implementation of the report.

16) Given the problem space is complex because lt involves incorporating several
types of models for data analysis, and the usn of several different data sources
te help the docision maker with a problem that is not well structured, (there have
not been comprehensive guidelines issued, and this is your organizations [irst
vanture i.uo this area) what is your preference for the Null Approach? The
Systems Development Life Cycle Approach? The Prototyping Approach? The Decision
Maker Centered Approach? The Decision Making Systems Approach?

17) Given that the government has now issued a set of guidelines for the
development and implementation of the equity plan, so that you know exactly which
of the Manpower Planning models will be used to analyze the data we could say the

problem space complexity was only moderate. What is your preference for the Null

" Approach? The SDLC approach? The Prqggfzpyng Approach? The Decision Maker

Centerad Approach? The Decision Making g}stéms Approach?

18) Given that you have also discovered that all rolcvaqéﬁggca is stored Lln one
corporate data base so that the Problem Space Complexlty\gaﬁ\rcnlly be considered
to be simple what is your preference for the Null Approach?\/an\SDLc npproach?
The Prototyping Approach? The Decision Maker Centered Approach? The Decision

Making Systems Approach°
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For second sot of 18 questions consider thi: as a systems manager you have
resource caonstraints. although Joan Smith and her department still represent
experienced and knowledgeable users, and they are willing to work with you and
glve you the time you need to develop the system, you have serious staff
constraints. You have a severe shortage of experienced programmers and technical
analysts, and becausec you have not done any major systems development in the HRIS
area in a long time you have no one with experience either as a project leader in
developing HRIS or even as a user analyst in the Human Resources field.
Furthermore because of a company policy you have typically developed your own
systems from scratch (i.e. Cobol programmes). Thus you can’t rely on the use of
user friendly 4GL's to help out. All in all you feel that although you will be
able to develop somothing for Joan, it will be limited to a more simple or basic
no frills system then she would prefer. Other than this the original conditions
will apply.

19) Given the problem space is complex because it involves incorporating several
types of modnlé for data analysis, and the usc of several different data sources
to help the decision maker with a problem that is not well structured, (there have
not been comprehensive guidelines issued, and this is your organizations first
venture into this area) what is your preference for the Null Approach? The
Systems Development Life Cycle Approach? The Prototyping Approach? The Decision
Maker Centered Approach? The Decision Making Systems Approach?

20) Given that the government has now issued a set of guidelines for the
development and implementation of the cquity plan, so that you know exactly which
of the Hanowcr Planning models will be used to analyze the data we could say the
problem spacp‘complexity was only moderate. What is your preferénce for the-Null
Approach? The SDLC approach? The Prototyping Approach? The Decision Maker
Contered Approgch? The Decisiéu Making Systems Approach?

21) Given that y&& have also discovered that all relevant data is stored in one
corporate data base so that theVBroblem,Space,Complexitytcan really be considered
to be simple what is your preference for the Null Apprpaéh?- The SDLC approach?
The Prototyping Approach? The Decision Maker Centered Approach? The.Decision
Making Systems Appronch?
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For the next three questions the situation is similar to the previcus one
excapt that Joan's natural decision making style is that of a decision rvatifier
instead of a hands on decision maker. A decision rotifying style implies that she
likes te review the decisions or suggestions of har subordinates, and then agree
or disagree with them. (Note that for this type of declsjon making role to exlst
for extended periods of time she would normally agroe with her staff, or ecither
they would leave out of frustration, or she would nced to replace them). Recause
the problem is still of great importance to Joan in that the company has made the
development and implementation of an employment equity plan a priority and she is
personally committed to this project. This means that she will probably display a
moderate level of participation in the decision making processes involved in

implementing the report, despite its inherent importance.

22) Given the problem space is complex because it involves incorporating several
types of models for data analysis, and the use of several different data sources
to help the decision maker with a problem that is not well structured, (there have
not been comprehensive guidelines issued, and this is your organizations [irst
venture into this area) what is your prefetoﬁhc for the Null Approach? The -
Systems Development Life GCycle Approach? The Prototyping Approach? The Decision
Maker Centered Approach? The Decision Making Systems Approach?

23) Given that the government has now issued a sct of guidelines for the
development and implementatidn of the equity plan, so that you know exactly which
of the Manpower Planning hodels,will be used td annlyia the data we could say the
problem space complexity was only moderate, What is your preference for ;hc Hull
Approach? The SDLGC approach? The Prototyping Approach? The Decision Maker
Centered Approach? The Decision Making Systems Approach?

24) Given that you have also discovered that all relevant data is stored in one _
corporate data base so that tha Problem Space Complexity can really be congidered
to be simple what is your preference for the Null Approach? The SDLC approach?
The Procotyping Approach? The :Decision Maker Centered Approach? The Decision
Making Syﬁtems Approach? ' ‘
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For the next three questions, consider that Joan still is trying to maintain
the decislon ratifier role however, she doesn't consider the development and
implementation of the employment equity report to be of particular importance.
ller reasoning is that the company 1s in general compliance with the governmental
puidelines, so it is only a matter of fine-tuning current programs and then
completing the paperwork to demonstrate this compliance. She has convinced the
executive of this as well. You now are sure that she will display a low level of
participatlon in the decision making processes involved in the development and

implementation of the report.

25) Given the problem space is complex because it involves incorporating several
types of models for data analysis, and the use of several different data sources
to help the decision maker with a problem that is not well structured, (there have
not been comprchensive guidelines issued, and this is your organizations first
venture Iinto this areca) what is your preference for the Null Approach? The
Systems Development Life Cycle Approach? The Prototyping Approach? The Decision
Maker Centered Approach? The Decision Making Systems Approach?

26) Given that the povernment has now issued a set of guidelines for the
development and implementation of the equity plan, so that you know exactly which
of the Manpower Plrnning models will be used to analyze the data we could say the
problem space complexity was only moderate. What is your preference for the Null
Approach? The SDLC approach? The Prototyping Approach? The Decision Maker
Contered Approach? The Decision Making Systems Approach?

27) Given that you have also discovered that all relevant data is stored in one
corporate data base so that the Problem Space Complexity can really be considered
to be simple what is your preference for the Null Approach? The SDLC approach?
The Prototyping Approach? The Decision Maker Centered Approach? "The Decision
Makinp Systems Approach?
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The last set of nine que:rions are the similar to the previous set except that
Joan has not been able to convince the rest of the executive that the employment
equity pian has a high prierity and because of the problems you have inherited,
the relationship between your group and the personnel department has deteriorated.
This historical lack of succoss and the lack of offlcial endorsement lead you to
downgrade your assessment of the Organizational Context to unsupportive. First
let us conslder the situation where Joan’'s decision making style is that ol a
decision maker rather than a decislon ratifier and she considers the development
and implementation of the plan to be of major importance, so that her

participation in the development and implementation will likely be hiph.

28) Given the problem space is complex because it involves incorporating several
types of models for data analysls, and the use of several di{ffervent data sources
to help the decision maker with a problem that is not well structured, (there have
not beon comprehonsive puidolines igsued, amnd thias ls your orpanlzatioun Llirnst
venture into cthis area) what is your preference for the Null Approach? The
Systems Development Life Cycle Approach? The Prototyping Approach? The Decision
Maker Centered Approach? The Decision Making Systems Approach?

29) Given that the povernment has now issued a set of guidelines for the
development and implementation of the equity plan, so that you know exactly which
of the Manpower Planning models will be used to analyze the data we could say the
problem space complexity was only moderate, What is your preference for the Null
Approach? The SDLC approach?  The Prototyping Approach? The Decision Maker
Centered Approach? The Decision Making Systems Approach?

~ I

30) Given that you have also-'discovered that all relevant data is stored in one
corperate data base so that the Problem Space Complexity can really be consideredi'
to be simple what is your preference for Ehc Null Approach? The SDLC approach?

The Prototyping Approach? " The Decision Maker Centered Approach? The Decision
Making Systems Approach?
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For the next threec questions the situation is similar to that of the previous
three except that Joan's natural decision making style is that of a decision
ratifier instead of a hands on decision maker. A decision ratifying stcyle implies
that she likes to review the decisions or suggestions of her subordinates, and
then agree or disagree with them. (Note that for this type of decision making
role to oxist for extended periods of time she would normally agree with her
staff, or either they would leave out of frustration, or she would need to replace
them). Because the problem is still of great importance to Joan, that is she is
personally committed to this project she will probably display a2 moderate level of
participation in the decision making processes involved in implementing the

report.

31) Given the problem space is complex because it involves incorporating several
types of models for data analysis, and the use of several different data sources
to help the decision maker with a problem that is not well structured, (there have
not been comprehensive guidelines issued, and this is your organizations first
venture into this area) what is your preference for the Null Approach? The
Systems Development Life Cycle Approach? The Prototyping Approach? The Decision
Maker Centered Approach? The Decision Making Systems Approach?

32) Given that the government has now issued a set of guidelines for the
development and implementation of the equity plan, so that you know exactly which
of the Manpower Planning models will be used to analyze the data we could say the
problem space complexity was only moderaté. What is your preference for the Null
Approach? The SDLC approach? The Prototyping Approach? The Decision Maker
Centered Approach? The Decision Making Systems Approach?

33) Given that you have also discovered that all relevant data is stored in one
corporate dnca base so that the Problem Space Complexity can really be considered.
to be simple what 13 your preference for the Null Approach? The SDLC approach?
“The Prototyping Approach? The Decision Maker Centercd Approach? The Deeision
Making Systems Approach?



- ¥

357

For the next three questions, consider that Joan still is trylng to malntain
the decision ratifier role howeover, she doesn't consider tho development and
implementation of the employment equity report to be of particular impovtance.
Her reasoning is that the company is in general compliance with the povernmental
guidelines, so it is only a macter of fine-tuning current programs and then
completing the paperwork to demonstrate this compliance. She has convinced the
executive of this as well., You now are sure that she will display a low level of
participation in the decision making processes involved in the development and
implementation of the report.

34) Given the problem space is complex because it involves incovporating several
types of models for data analysis, and the use of several different data soutces
to help the decision maker with a problem that is not well structured, (there have
not been comprehensive guidelines issued, and this is your organizations ftrst
venture into this area) what is your preference for the Null Approach? The
Systems Development Life Cycle Approach? The Prototyping Approach? The Decision
Maker Centered Approach? The Decision Making Systems Approach?

35) Given that the government has now issued a set of guidelines for the
development and implementation of the equity plan, so that you know exactly which
of the Manpower Planning models will be used to analyze the data we could say the
problem space complexity was only moderate. What is your preference for the Rull
Approach? The SDLGC approach? The Prototyping Approach? The Decision Maker
Centered Approach? The Decision Making Systems Approach?

36) Given that you have also discovered that all relevant data is stored in one
corporate data base so that the Problem Space Complexity can really be consldcred
to be simple what is your preference for the Null Approach? The SDLC appronch?
The Prototypipg Approach? The Decision Maker Centered Approach? The Decision
Making Systems Approach? ‘ :

"These will be cut into cards with one question per card and shown to the subject -
in conjunction with the appropriate questions" c '
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QUESTION #1
USER PARTICIPATION: HIGH LEVEL OF PARTICIPATION
PROBLEM SPACE COMPLEXITY: COMPLEX
RESOURCE AVAILABILITY: NO_CONSTRAINTS
ORGANTZATIONAL CONTEXT: SUPPORTIVE

QUESTION #2
USER PARTICIPATION: HIGH LEVEL OF PARTICIPATION
PROBLEM SPACE COMPLEXITY: MODERATE
RESOURCE AVAILABILITY: NO_CONSTRAINTS
ORCANIZATIONAL CONTEXT: SUPPORTIVE

QUESTION_#3
USER PARTICIPATION: KHIGH LEVEL OF PARTICIPATION
PROBLEM SPACE COMPLEXITY: SIMPLE
RESQURCE AVAILABILITY: NO;CONSTRAINTS
ORGAN1ZATIONAL CONTEXT: SUPPORTIVE

QUESTION #4
USER PARTICIPATION: MODERATE LEVEL OF PARTICIPATION

PROBLEM SPACE COMPLEXITY: COMPLEX
RESOURCE AVAILABILITY: NO_CONSTRAINTS
ORGANIZATIONAL CONTEXT: SUPPORTIVE

QUESTION #5
USER PARTICIPATION: HMODERATE LEVEL OF PARTICIPATION

PROBLEM SPACE COMPLEXITY: MODERATE
RESOURCE AVAILABILITY: NO_CONSTRAINTS
ORGANIZATIONAL CONTEXT: SUPPORTIVE

QUESTION #6
USER PARTICIPATION: MODERATE LEVEL OF PARTICIPATION
PROBLEM SPACE COMPLEXITY: SIMPLE
RESOURGE AVAILABILITY: NO_CONSTRAINTS
ORGANTIZATIONAL CONTEXT: SUPPORTIVE

-QUESI;OQ #7
USER PARTICIPATION: LOW LEVEL OF PARTICIPATION
PROBLEM SPACE COMPLEXITY: COMPLEX
RESOURCE AVAILABILITY: NO_GCONSTRAINTS
ORGANIZATIONAL CONTEXT: SUPPORTIVE w

QUESTION #8 - R
USER PARTICIPATION: LOW LEVEL OF PARTIGIPATION
PROBLEM SPACE COMPLEXITY: MODERATE
RESOURCE AVAILABILITY: NO_CONSTRAINTS
ORGANIZATIONAL CONTEXT: SUPPORTIVE

USER_PAETICIPATION: LOW LEVEL OF PARTICIPATION
PROBLEM SPAC; COMPLEXITY: SIMPLE .
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QUESTION #10
USER PARTICIPATION: HIGH LEVEL OF PARTICIPATION
PROBLEM SPACE COMPLEXITY: COMPLEX
RESOURCE AVAILABILITY: NO_CONSTRAINTS
ORGANIZATIONAL CONTEXT: NON-SUPPORTIVE

*
USER PARTICIPATION: HIGH LEVEL OF PARTICIPATION
PROBLEM SPACE COMPLEXITY: MODERATE
RESOURCE AVAILABILITY: NO_CONSTRAINTS
ORGANIZATIONAL CONTEXT: NON-SUPPORTIVE

QUESTION #12

USER PARTICIPATION: HIGH LEVEL OF PARTICIPATION
PROBLEM SPACE COMPLEXITY: SIMPLE

RESOURCE AVAILABILITY: NO_CONSTRAINTS
ORGANIZATIONAL CONTEXT: NON-SUPPORTIVE

QUESTION #13
USER PARTICIPATION: MODERATE LEVEL OF PARTICIPATION
PROBLEM SPACE COMPLEXITY: COMPLEX
RESOURCE AVAILABILITY: NO_CONSTRAINTS
ORGANIZATIONAL CONTEXT: NON-SUPPORTIVE

QUESTION #14
USER PARTICIPATION: MODERATE LEVEL OF PARTIGIPATION
PROBLEM SPACE COMPLEXITY: MODERATE
RESOURGE AVAILABILITY: NO_CONSTRAINTS
ORGANIZATIONAL CONTEXT: NON-SUPPORTIVE

QUESTION #15 .
USER PARTICIPATION: MODERATE LEVEL OF PARTICIPATION
PROBLEM SPACE COMPLEXITY: SIMPLE

RESOURCE AVAILABILITY: NO_CONSTRAINTS
ORGANIZATIONAL CONTEXT: NON-SUPPORTIVE

Ji] ON_#16
USER PARTICIPATION: LOW LEVEL OF PARTICIPATION
PROBLEM: SPACE COMPLEXITY: COMPLEX
RESOURCE AVAILABILITY: NO_CONSTRAINTS
ORGANIZATIONAL CONTEXT: NON-SUPPORTIVE -

QUESTION #17

USER PARTICIPATION: LOW LEVEL OF PARTICIPATION
PROBLEM SPACE COMPLEXITY: MODERATE

RESOURCE AVAILABILITY: NO_CONSTRAINTS .
ORGANIZATIONAL CONTEXT: NON-SUPPORTIVE

: #18 .
USER PARTICIPATION: 1.OW LEVEL OF PARTICIPATION
PROBLEY SPACE COMPLEXITY: SIMPLE '

3
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QUESTION #19
USER PARTICIPATION: HIGH LEVEL OF PARTICIPATION

PROBLEM SPACE COMPLEXITY: COMPLEX
RESOURCE AVAILABILITY: SIMPLE OR BASIC
ORGANIZATIONAL CONTEXT: SUPPORTIVE

QUESTION #20
USER PARTICIPATION: HIGH LEVEL OF PARTICIPATION
PROBLEM SPACE COMPLEXITY: MODERATE
RESOURCE AVAILABILITY: SIMPLE OR BASIC
ORGANIZATIONAL CONTEXT: SUPPORTIVE

QUESTION #21
USER PARTICIPATION: HIGH LEVEL OF PARTICIPATION

PROBLEM SDPACE COMPLEXITY: SIMPLE
RESOURCE AVAILABILITY: SIMPLE OR BASIC
ORGANIZATIONAL CONTEXT: SUPPORTIVE

QUESTION #22
USER PARTICIPATION: MODERATE LEVEL OF PARTIGIPATION

PROBLEM SPACE COMPLEXITY: COMPLEX
RESOURCE AVAILABILITY: SIMPLE OR BASIC
ORGANIZATIONAL CONTEXT: SUPPORTIVE

QUESTION #23
USER PARTICIPATION: MODERATE LEVEL OF PARTICIPATION
PROBLEM SPACE COMPLEXITY: MODERATE
RESOURCE AVAILABILITY: SIMPLE OR BASIC
ORGANIZATIONAL CONTEXT: SUPPORTIVE

QUESTION #24
USER PARTIGIPATION: MODERATE LEVEL OF PARTICIPATION

PROBLEM SPACE COMPLEXITY: SIMPLE
RESOURCE AVAILABILITY: SIMPLE OR BASIC
ORGANIZATIONAL GONTEXT: SUPPORTIVE

QUESTION #25
USER PARTICIPATION: LOW LEVEL OF PARTICIPATION

PROBLEM SPACE COMPLEXITY: COMPLEX
RESOURCE AVAILABILITY: SIMPLE OR BASIC-
ORGANIZATIONAL CONTEXT: SUPPORTIVE

‘ QUESTION #26 -

USER PARTICIPATION: LOW LEVEL OF PARTICIPATION
PROBLEM SPACE COMPLEXITY: MODERATE

RESOURCE AVAILABILITY: SIMPLE OR BASIC

ORQANIZATIONALVCONTEXT: SUPPORTIVE _—
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QUESTION #27
USER PARTICIPATION: LOW LEVEL OF PARTIGIPATION
PROBLEM SPACE COMPLEXITY: SIMPLE
RESOURCE AVAILABILITY: SIMPLE OR BASIC
ORGANIZATIONAL CONTEXT: SUPPORTIVE

QUESTION #28

USER PARTICIPATION: HIGH LEVEL OF PARTICIPATION
PROBLEM SPACE COMPLEXITY: COMPLEX ‘
RESOURCE AVAILABILITY: SIMPLE OR BASIC
ORCANIZATIONAL CONTERT: NON-SUPPORTIVE

QUESTICON #29
USER PARTIGCIPATION: HIGH LEVEL OF PARTICIPATION
PROBLEM SPACE COMPLEXITY: MODERATE
RESOURCE AVAILABILITY: SIMPLE OR BASIC
ORGANIZATIONAL CONTEXT: NON-SUPPORTIVE

QUESTILON #30
USER PARTICIPATION: HIGH LEVEL OF PARTICIPATION
PROBLEM SPACE GOMPLEXITY: SIMPLE
RESOURCE AVAILABILITY: SIMPLE OR BASIC
ORGANIZATIONAL CONTEXT: NON-SUPPORTIVE

QUESTEON #31
USER PARTICIPATION: MODERATE LEVEL OF PARTICIPATION
PROBLEM SPACE COMPLEXITY: COMPLEX
RESOURCE AVAILABILITY: SIMPLE OR BASIC
ORGANTIZATIONAL GONTEXT: NON-SUPPORTIVE

QUESTION #32
USER PARTICIPATION: MODERATE LEVEL OF PARTICIPATION
PROBLEM SPACE COMPLEXITY: MODERATE
RESOURCE AVAILABILITY: SIMPLE OR BASIC
ORGANIZATIONAL CONTEXT: NON-SUPPORTIVE

QUESTION #33
USER PARTICIPATION: MODERATE LEVEL OF PARTICIPATION
PROBLEM SPACE COMPLEXITY: SIMPLE
RESOURCE AVAILABILITY; SIMPLE OR BASIC
ORGANIZATIONAL CONTEXT: NON-SUPPORTIVE

QUESTION #34 ‘
USER PARTICIPATION: LOW LEVEL OF PARTICIPATION
PROBLEM SPACE COMPLEXITY: COMPLEX
RESOURCE AVAJLABILITY: SIMPLE OR BASIC
ORGANIZATIONAL CONTEXT: NON-SUPPORTIVE

‘ © QUESTION #35
. USER PARTICIPATION: LOW LEVEL OF PARTICIPATION
PROBLEM SPACE COMPLEXITY: MODERATE
. RESOURCE AVAILABILITY: SIMPLE OR BASIC
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UESTION #36
USER PARTICIPATION: LOW LEVEL OF PARTIGIPATION
PROBLEM SPACE COMPLEXITY: SIMPLE
RESOURCE AVAILABILITY: SIMPLE OR BASIC
ORGANIZATIONAL CONTEXT: NON-SUPPORTIVE
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