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ABSTRACT

Facilities such as pipelines, tunnels, shafts and some power plant components require safe underground construction and operation. Many of these facilities are also critical from an overall safety viewpoint and/or the provision of relief services after earthquakes. For this reason, such underground structures require reliable and economic procedures for their aseismic analysis and design: a subject which has not received much attention until recently.

The aseismic analysis work described herein may be divided into two major parts: the spatial distribution of seismic ground motions; and the dynamic analysis of the structure-medium system. For the first part, a method of computing component responses at the base rock level due to upward and downward propagating shear waves was developed. An improved method for determination of period and phase velocity of R-waves and their contribution to seismic ground motions was also adopted. The size of the problems involved is often too large for efficient computing or design office computers. To overcome this difficulty, methods for substantially reducing the size of the problem and cost of the analysis were applied. For underground structures of considerable length, analysis of a typical portion is often satisfactory. A method for such analysis, with due consideration of the continuity of the system in the axial direction at the transverse ends, was selected from a number of approaches and verified.
Parametric studies using a simple, single layer system with a horizontal tunnel were carried out for a number of soil and tunnel properties. The results of these analyses were reasonable and consistent with the behaviour of such structures observed during past earthquakes and field tests. It is considered that the investigation has both contributed to a better understanding of the seismic response of underground structure-medium systems, and provides the necessary methods for the detailed aseismic design of such systems.
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CHAPTER 1

ASEISMIC ANALYSIS OF UNDERGROUND OPENINGS

1.1 INTRODUCTION

Many facilities such as water, sewer, oil and gas pipelines, transmission cable conduits, irrigation, power and transportation tunnels, mining shafts and some components of power plants involve safe underground construction and operation. Many of these facilities are so important in providing post disaster relief to potentially earthquake-affected communities that they are termed lifeline systems. Some of these facilities such as nuclear power plant components are critical to overall safety. Underground construction is very expensive and a growing component of civil engineering construction. For these reasons, reliable and economic procedures for the aseismic analysis and design of such structures are very important.

The dynamic analysis may be divided into two major parts: the spatial distribution of ground motions along the boundary chosen for the system that includes the structure and the surrounding medium; and the dynamic analysis of the system. Recent seismic ground motion records indicate that spatial variations in ground motions can be significant, especially when the structure has a considerable length (Haskell, 1953; Nair, 1974). In general, the seismic wave propagates upwards through the ground with direction of propagation at some angle with the
vertical. As such, the response should be treated as a three dimensional quantity (Suzuki, 1932). Previous research carried out at McMaster University by Nair provided considerable information on obtaining the spatial distribution of ground motions, as well as, in the dynamic analysis of axisymmetric structures (Nair, 1974).

Unfortunately, the topic has still not received enough attention, although more research has been initiated recently. As such, the present state-of-the-art is not well developed. The few available methods for determining the dynamic response at underground openings often make over simplifying assumptions, and at times fail to predict some important response aspects required for the aseismic design of such structures.

This study mainly considers horizontal tunnels of considerable axial length, but the findings are also useful for the aseismic analysis of other underground structures such as pipelines and mining shafts, for instance.

1.2 STUDY OF EARTHQUAKE DAMAGE TO LONG UNDERGROUND STRUCTURES

Most of the available literature on this topic is qualitative and for pipelines. However, there are some reports about the performance of tunnels during strong ground shaking. A brief review of this topic is given in Appendix A, and the following important observations can be made:
1. The underground structures closely follow the movements of the surrounding medium;

2. Axial stresses and strains predominate, though, other strains may be significant too, especially for structures of large diameters;

3. Stress concentrations occur near bends, ventilation towers, manholes and other special fixtures on the structure;

4. Damage is severe at places where the structure passes through the interface of two media of appreciably different dynamic properties; and

5. Due to the considerable length of the structure, the spatial distribution of the ground motions along the length has to be considered in dynamic analyses.

1.3 AVAILABLE METHODS OF ASEISMIC ANALYSIS


The method suggested by Sakurai and Takahashi (1969) uses the beam on elastic foundation analogy. Response of the medium is assumed
to be a sinusoidal acceleration function, and the response of the structure is the same as that of medium before relative slip between medium and structure takes place. The method suggested by Akoi and Hayashi (1973) also uses the beam on elastic foundation analogy and a sinusoidal seismic ground response not influenced by the presence of the structure. A bending equation is used to evaluate the relative displacements between the medium and the structure at various positions along the length of the structure. The analysis reported by Hamada et al. (1977) also uses the beam on elastic foundation analogy, but the medium is represented as a single spring and a single concentrated mass at regular intervals along the length of the structure. The studies reported by Goto et al. (1973) and Parmelee (1975) analyze the system in a transverse plane with plane strain conditions; the medium being represented by finite elements in the former, where as in the latter the resistance of the medium is obtained by using Mindlin's equations. In the studies reported by Goto et al. (1973), the finite element method of analysis involved two media of different elastic moduli with their interface being transverse to the axis. The studies reported by Okamoto et al. (1973) represent the structure by a series of segments with lumped masses interconnected to each other and to the medium by a series of compression and shear springs. The ground vibrations are assumed to be due to shear wave propagation. In the study reported by Hindy and Novac (1979), the soil resistance function is evaluated by using Mindlin's equation. The structure is represented by a series of lumped masses. Media of different elastic moduli with interface transverse to the axis are included in the analysis.
Studies based on field tests are reported by Sakurai and Takahashi (1969), Nasu et al (1973) and Kubo (1973). Laboratory model studies are reported by Goto et al (1973). The design of structures subjected to large seismic displacements is reported by Newmark and Hall (1975). More complete details are available in the sources indicated.

Many of these studies neglect the structure-medium interaction. The computed response of the structure is close to that of the surrounding medium. Computed stresses show stress concentrations at the joints, abrupt changes in cross sections and at media interfaces. The constants representing soil resistance in methods suggested by Sakurai and Takahashi (1969), and by Akoi and Hayashi (1973), are based on costly and time-consuming field tests. The numerous spring constants used in the studies reported by Okamoto et al (1973) and Hamada et al (1977) are not easily obtained. In the analysis using a lumped mass representation of the structure at regular intervals along the axial length (Okamoto et al, 1973; Hindy and Novac, 1979; Hamada et al, 1977); and many others), the variation of response of the structure along the rim of the structure is not obtained. In the methods employing the plane strain analysis, the response in the axial direction is not obtained, which has been indicated to be significant from the behaviour of structures during past earthquakes, as well as by laboratory and field tests on such structures.

The observation that the response of the buried structure is close to that of the surrounding medium does not necessarily mean that
the stresses and strains induced in the structure are not influenced by the medium-structure interaction, since even small strains can cause significant stresses depending upon the stiffness of the system in that direction. It is therefore important to consider the medium-structure interaction in such analyses.

It is clear from this discussion that there is no recognized method at present that accounts for the three-dimensional character of the problem and the influence of the structure-medium interaction on the dynamic response of the structure.

1.4 SPATIAL DISTRIBUTION OF GROUND MOTIONS

The three-dimensional spatial distribution of seismic ground motions has to be considered in realistic aseismic analyses. For all practical purposes, the propagation of shear and Rayleigh waves are the important aspects to be considered. It should be noted that the principles of shear wave propagation at the base rock level are not accounted for correctly in most analyses (Haskell, 1973; Tsai, 1969). The usual assumption that the total base rock response is the component response of the base rock due to upward propagating seismic wave is incorrect, and can lead to errors in the computed response of the system.

Our knowledge of R-waves is inadequate in many aspects and suggests that the entire range of R-waves needs to be considered at regular intervals (Oliver and Ewing, 1957; Haskell, 1953). However, for most cases, only a narrow range of velocities will enable the
R-waves to reach the site together with the shear waves, which is really of interest to engineers. Presently, there are no known methods for choosing the phase velocity of R-waves. Another difficulty is to find the wave number for the chosen phase velocity, which involves trial and error solution using approximate trial values from charts presented by Oliver and Ewing (1957) or by Sezawa (1927). Since a number of wave numbers can satisfy the conditions for a given phase velocity, and the trial values are only approximate, finding the wave numbers is a significant problem. Yet another difficulty is the quantitative estimation of the R-wave contribution to the seismic ground response. For instance, Nair (1974) arbitrarily suggested this to be 25 per cent for nearby sites, zero for distant sites and of intermediate value for other sites. Any further refinements in the computation of ground response due to R-waves is meaningless without a more precise method for the quantitative estimation of the R-wave contribution to seismic ground response.

1.5 DYNAMIC ANALYSIS OF THE INTERACTIVE SYSTEM

The finite element method of analysis is often used in dynamic analyses because of its versatility in accounting for different loading conditions, various types of materials and structural arrangements. In this study, the finite element method of analysis is adopted.

The lining of most underground structures (tunnels) is quite thin compared to its axial dimension. This leads to a large number of elements, nodes, displacement degrees of freedom and matrices in the
dynamic analysis. Conventional dynamic analysis methods will result in problems that are too large for most computers and too expensive for regular design use. For economic analysis, and to reduce the size of the problem, significant improvements are necessary in the technique of assembling the stiffness matrix of the system, and for the solution of the equations of motion.

1.6 SUITABILITY OF AXISYMMETRIC ANALYSIS

Many underground structures such as pipelines, power tunnels and mining shafts are axisymmetric. In situations where the ground formations are homogeneous or run transverse to the axis of symmetry, an axisymmetric analysis is quite appropriate. For most rock and some soils (saturated clays, for instance) the moduli do not depend significantly on the confining pressure variations within the boundaries of the interactive system being analyzed. An axisymmetric analysis may be considered acceptable in such situations as well.

If the axis of symmetry runs parallel to, or at an angle to, the formations, but not quite transverse, the use of an axisymmetric analysis is questionable. For soils, if the depth of cover is large compared to the lateral dimension of the structure, the moduli of the medium may not vary appreciably within the boundaries of the problem. In such situations, an axisymmetric analysis may also be considered useful.

In many other situations the system may not be axisymmetric. Even for such cases, with some simplifying assumptions, the axisymmetric
analysis may still be the best option in the absence of better alternatives. However, the results of such analyses should be interpreted in the light of the simplifying assumptions made.

1.7 CONTINUITY OF INTERACTIVE SYSTEMS AT TRANSVERSE BOUNDARIES

Figures 1.7.1 and 1.7.2 show a simple example of the interactive systems being considered. For the aseismic analysis, the response of the system along the boundary ABCD needs to be known. It is possible to establish the minimum radial distance of the boundary BC from the axis of symmetry by trial and error analysis, such that free field motions occur along BC. However, the responses along the boundaries AB and CD are unknown at the beginning of the analysis for any time station, and without knowing the response along these boundaries, the dynamic analysis cannot be conducted for any time station. This is a typical indeterminate problem.

A method of considering energy dissipating boundaries has been proposed (Kaussel et al, 1975; Kuhlmeier et al, 1973; Lysmer et al, 1969), but is applicable to analyses in the frequency domain only. Moreover, the energy dissipating boundary is a curved cylindrical surface. It cannot account for such a boundary on a transverse plane. As such, this approach will not be useful for the problems under consideration.

The conventional approach suggests that the boundaries AB and CD be chosen at an appropriate distance from the zone of interest EFGH, so that the effects of any assumed boundary conditions are
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minimized. However, such an approach will result in a further increase in the size of the problem, which is already large to handle. A reasonable method of accounting for the continuity of the system at these transverse boundaries would be of great help in aseismic analyses.

1.8 PURPOSE AND SCOPE OF THE STUDY

The purpose and scope of this study is to develop a reliable and economic finite element method of aseismic analysis for axisymmetric underground structures, that may permit simplified dynamic piping analysis programs to be adopted in the future.

The finite element method of analysis is used because it offers the versatility to consider different materials and structural arrangements of the interactive system. A straightforward three-dimensional analysis, though simple, would be too large for general use and very expensive. (Such analyses could not be handled on the McMaster computing system, for instance.) Fortunately, acceptable three-dimensional analysis can generally be formulated using axisymmetric finite elements subjected to symmetric and/or antisymmetric loads and/or displacements. The loads, displacements, stresses and strains can be expanded in Fourier series for symmetric and/or antisymmetric components. By considering an adequate number of harmonics, satisfactory estimates of these quantities may be obtained. The details of the technique have been well explained by Wilson (1965) for symmetric components and by Nair (1974) for antisymmetric components.
In Chapter 2, a method of obtaining the component response at the base rock level due to upward propagating shear wave is explained. A method for obtaining the phase velocity and period of R-waves, and the contribution of R-waves to the seismic ground motion, is also developed in this Chapter. Economic methods to use quadrilateral elements in the finite element analysis, to assemble the stiffness matrix of the system, and to solve the resulting equations of motion are outlined in Chapter 3. The method by which the continuity of the system at the transverse boundaries may be considered is described and verified in Chapter 4. Chapter 5 summarizes the parametric studies completed using the methods previously described, and provides a discussion of the results obtained. The last chapter covers the conclusions, and provides suggestions for further research.
CHAPTER 2
RESPONSE OF LAYERED MEDIA DURING EARTHQUAKES

2.1 INTRODUCTION - SEISMIC WAVES

It is generally accepted that tectonic earthquakes are caused by slip along geologic faults resulting in the release of energy through the propagation of body waves. After travelling a series of paths within the earth's crust, these waves reach the site where seismic ground motions are felt. When body waves are incident at the interface of two layers, or at the ground surface, they cause surface waves. Rayleigh and Love waves are of this type. Studies of seismic ground motion records indicate that a significant portion of the ground response can be caused by the surface waves (Housner, 1965; Trifunac, 1971; Trifunac and Brune, 1970). The arrival time of any of these waves, due to a given earthquake for any particular site, depends on the focal depth of the earthquake, epicentral distance of the site and multiple reflections, refractions and dispersions of various waves along the paths of travel.

Because of the non uniform nature of the materials making up the earth's crust, and the waves themselves, simplifying assumptions are necessary in choosing a representative system (Tsai, 1959). Figure 2.1.1 gives a highly idealized system for near-by sites with epicentral distances less than 2.25 d (d being the focal depth) where the seismic ground response is due to shear as well as surface waves (Okamoto, 1973).
FIGURE 2.1.1  IDEALIZED SYSTEM SHOWING FOCAL DEPTH, EPICENTRAL DISTANCE AND WAVE PATHS (NAIR, 1974)
At distant sites, the difference between arrival times of shear and surface waves is so large that there is no possibility of their combined effect. For intermediate sites, surface waves are often masked by shear waves. As such, a portion of the seismic ground response is actually due to surface waves. Love waves are possible only when the shear wave velocity for the surface layer is less than that for any underlying layer. However, Love waves are not considered in this study as they are generally not important to engineering structures.

2.2 VERTICAL PROPAGATION OF SHEAR WAVES

When a shear wave is refracted from a medium of lower rigidity into a medium of higher rigidity, the direction of propagation moves away from the normal to the interface. If the shear wave is refracted from a medium of lower rigidity, the direction of propagation moves closer to the normal to the interface. Because of a series of such reflections and refractions through the formations of the earth's crust, the shear waves propagate in a nearly vertical direction through surface layers for distant sites.

2.3 EQUATION OF MOTION FOR SHEAR WAVE PROPAGATION

This topic is discussed in greater detail by Okamoto (1973). The following assumptions are made in developing the equation of motion for shear wave propagation:

1. Linear elastic medium.

2. Layers and the interfaces are horizontal, and extend to
infinite.

3. Propagation of plane shear waves in the vertical plane of propagation.

As such, the particles of the medium are subjected to movements within the plane of propagation in the direction perpendicular to the direction of propagation. If x and z are the horizontal and vertical co-ordinate axes, t is the time, ρ, β and G the mass density, shear wave velocity and the rigidity modulus of the medium (Figure 2.3.1), the shear stress differential dτ and the shear stress τ are obtained as:

\[
dτ = \frac{∂τ}{∂z} \cdot dz = \frac{∂x^2}{∂t^2} \cdot ρ \cdot dz
\]

\[
τ = G \cdot \frac{∂x}{∂z}
\]  

(2.3.1)  

(2.3.2)

From these relationships:

\[
ρ \cdot \frac{∂^2x}{∂t^2} - G \cdot \frac{∂^2x}{∂z^2} = 0
\]

i.e. \[
\frac{∂^2x}{∂t^2} - β^2 \cdot \frac{∂^2x}{∂z^2} = 0
\]

where \( β^2 = \frac{G}{ρ} \)

(2.3.3)  

(2.3.4)  

(2.3.5)

The solutions for equation (2.3.4) are:

\[
X_u = U(t - z/β) \quad (2.3.6)
\]

\[
X_d = D(t + z/β) \quad (2.3.7)
\]

where \( X_u \) is the displacement at depth \( z \) due to the upward propagating shear wave, and \( X_d \) is that at depth \( z \) due to the downward propagating shear wave, at time \( t \). The net displacement at any instant \( t \) is the sum
\[ X_u = U(t - \frac{Z}{B}) \]

= response due to upward travelling wave

UPWARD TRAVELLING WAVE

DOWNWARD TRAVELLING WAVE

\[ X_d = D(t + \frac{Z}{B}) \]

= response due to downward travelling wave
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of $X_u$ and $X_d$:

$$X = X_u + X_d = U(t+z/\beta) + D(t-z/\beta) \quad (2.3.8)$$

The corresponding shear strain $\gamma$ is given by:

$$\gamma = \frac{dx}{dz} = \frac{1}{\beta} \dot{U}(t+\frac{z}{\beta}) - \frac{1}{\beta} \cdot \dot{D}(t-\frac{z}{\beta}) \quad (2.3.9)$$

where $\dot{U}$ and $\dot{D}$ are first derivatives of $U$ and $D$ with respect to $(t-\frac{z}{\beta})$.

The shear stress at any time at the ground surface is zero. Substituting this condition into Equation (2.3.9) leads to:

$$\dot{D}(t) = \dot{U}(t) \quad (2.3.10)$$

and

$$X(t) = U(t) + D(t) = 2U(t) \quad (2.3.11)$$

where $X(t)$ = displacement at ground level.

Consider the system of $n$ layers shown in Figure 2.3.2. If $\rho_k$ and $\beta_k$ are the mass density and shear wave velocity for layer $k$, and $\rho_{k-1}$ and $\beta_{k-1}$ those for the $(k-1)^{th}$ layer of the system, the impedences of these layers are expressed as:

$$i_k = \rho_k \cdot \beta_k \quad (2.3.12)$$

$$i_{k-1} = \rho_{k-1} \cdot \beta_{k-1} \quad (2.3.13)$$

The impedance ratio $u_{k-1}$ for the $(k-1)^{th}$ interface between the layers $(k-1)$ and $k$ is given by:

$$u_{k-1} = \frac{i_{k-1}}{i_k} = \frac{\rho_{k-1} \cdot \beta_{k-1}}{\rho_k \cdot \beta_k} \quad (2.3.14)$$

When an upward propagating shear wave is incident at the interface $k$, it is partially reflected downwards and partially transmitted.
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upwards. Similarly, a downward propagating wave is partially reflected upwards and partially transmitted downwards. The coefficients for upward reflection $Ru_k$, downward reflection $Rd_k$, upward transmission $Tu_k$, and downward transmission $Td_k$ for interface $k$ between layer $(k-1)$ and $k$ are:

$$
Ru_k = - Rd_k
$$

$$
Tu_k = 1 + Rd_k
$$

$$
Td_k = 1 - Rd_k
$$

(2.3.15)

Let $Xub_k(t)$ and $Xut_k(t)$ represent the response at the bottom and top of the layer $k$ due to upward propagating wave, and $Xdb_k(t)$ and $Xdt_k(t)$ those due to the downward propagating wave. The expressions for these quantities are:

$$
Xub_k(t) = Xut_{(k+1)}(t) \cdot Tu_k + Xdb_k(t) \cdot Ru_k
$$

$$
Xdt_k(t) = Xdb_{(k-1)}(t) \cdot Td_{(k-1)} + Xut_k(t) \cdot Rd_{(k-1)}
$$

$$
Xut_k(t) = Xub_k(t-t_k)
$$

$$
Xdb_k(t) = Xdt_k(t-t_k)
$$

(2.3.16)

where $t_k$ is the time of travel for the seismic wave to cover the depth of the layer $k$. Similar expressions may be obtained for other layers.

For the topmost layer:

$$
Xut_1(t) = Xdt_1(t) = X_1(t)/2
$$

(2.3.17)

Thus, if the surface response is known for a given system, it is possible
to compute the component responses and hence the net response at any interface for any time station may be obtained by using Equations (2.3.16) and (2.3.17).

However, if the base rock response is known at all time stations, it is not possible to obtain component responses at various interfaces with these two equations since the expressions for obtaining component responses at base rock are required. No rational approach for obtaining these component responses was available. To overcome this difficulty, it is usually assumed that the total response is due to the upward propagating wave and that there is no downward transmission due to the downward propagating wave from the layer over the base rock (Tsai, 1959; Nair, 1974). This is not in conformity with the principles of shear wave propagation when applied to the interface at the base rock level. It may also result in overestimation of the response at other levels by 30 to 50%. It is obvious that a rational approach for obtaining the component responses at the base rock level in conformity with the principles of wave propagation is very important to determining the seismic response of systems for which the response at base rock level is known.

2.4 RESPONSE COMPONENTS FOR BASE ROCK LEVEL

For engineering purposes, it is reasonable to assume that the base rock formation extends to infinite depth below the base rock level. As such, a downward propagating wave entering into the base rock from above has no chance of being reflected upwards. Denoting the base rock as the \((n+1)^{th}\) layer, then for any time \(t\) the response of the base rock
\[ x_{n}(t) \text{ is:} \]

\[ x_{n}(t) = x_{n+1}(t) + x_{dt}(t) \]

i.e. \[ x_{dt}(t) = x_{n}(t) - x_{n+1}(t) \]

i.e. \[ x_{n+1}(t) \cdot R_{d} + x_{db}(t) \cdot T_{d} = x_{n}(t) - x_{n+1}(t) \]

i.e. \[ x_{n+1}(t) = \frac{x_{n}(t) - x_{db}(t) \cdot T_{d}}{1 + R_{d}} \] \hspace{1cm} (2.4.1)

and \[ x_{dt}(t) = x_{n}(t) - x_{n+1}(t) \] \hspace{1cm} (2.4.2)

The quantity of \( x_{db}(t) \) is absent when the downward reflected wave of the upward propagating wave at the top of the \( n \)th layer reaches the base rock level. For any other time stations, this is also a known quantity. Using this information and Equations (2.4.1) and (2.4.2) the component responses of the base rock may be obtained from the known base rock response.

### 2.5 RESPONSE OF A SINGLE LAYER SYSTEM

The differences in the response of the system obtained by Nair's method, Kobayashi's method and the proposed method in Section 2.4 (referred to as first, second and third methods throughout) may be clearly shown by considering a single layer system subjected to a sinusoidal base rock excitation of acceleration (single) amplitude 1 m/s². The depth of the layer and frequency of base rock excitation were varied, but the material properties of the layer and the base rock were kept constant (Figure 2.5.1). The magnification factor obtained is defined as
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the ratio of the maximum amplitude of the ground surface to the ampli-
tude of base rock response. These magnification factors were also com-
pared with those obtained by using the expression suggested by Kanai
(1965):

\[
G_T = 1 + \frac{1.0}{\left[ \frac{1}{1-k}\left( 1 - \frac{T^2}{T_G^2} \right) \right]^2 + \frac{(0.3 \cdot \frac{T}{T_G})^2}{\left( \sqrt{T_G} \cdot \frac{T}{T_G} \right)}} \tag{2.5.1}
\]

where \( k = \frac{\rho_1 \cdot \beta_1}{\rho_2 \cdot \beta_2} \)

\( T = \) Period of component vibration of seismic wave

\( T_G = \) Predominant period of surface layer

It should be noted that in the first method the upward reflection,
downward transmission and downward reflection are neglected, and the
total base rock response is considered as the component response due to
the upward propagating wave. The second method is similar to the first
one except that the upward reflection at the base rock level is accounted
for. In the third method, the reflection and refraction in the upward as
well as the downward direction are considered at the base rock level in
accordance with the principles of shear wave propagation. Table 2.5.1
gives the magnification factors obtained from these methods. The magni-
fication factor obtained by the first method remains constant for all
the frequencies and depths considered for the top layer, which is not
realistic. The reason for this is clear, as method one does not account
for the influence of the depth of the layer at all by neglecting the
contribution of downward propagating shear wave to the base rock response.
The second method partially accounts for the influence of the depth of
### TABLE 2.5.1

MAGNIFICATION FACTORS FOR THE SURFACE RESPONSE OF A SINGLE LAYER SYSTEM

<table>
<thead>
<tr>
<th>Frequency of excitation Hz</th>
<th>Details of the System</th>
<th>Magnification Factors</th>
<th>Kanai Method (Okamoto, 1973)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$h_1$ m</td>
<td>$\beta_1$ m/s</td>
<td>First Method</td>
</tr>
<tr>
<td>1.00</td>
<td>80.0</td>
<td>500.0</td>
<td>3.26</td>
</tr>
<tr>
<td>1.56</td>
<td>80.0</td>
<td>500.0</td>
<td>3.26</td>
</tr>
<tr>
<td>2.00</td>
<td>80.0</td>
<td>500.0</td>
<td>3.26</td>
</tr>
<tr>
<td>4.00</td>
<td>80.0</td>
<td>500.0</td>
<td>3.26</td>
</tr>
<tr>
<td>2.00</td>
<td>80.0</td>
<td>750.0</td>
<td>3.26</td>
</tr>
<tr>
<td>1.56</td>
<td>30.0</td>
<td>500.0</td>
<td>-</td>
</tr>
<tr>
<td>1.56</td>
<td>100.0</td>
<td>500.0</td>
<td>-</td>
</tr>
</tbody>
</table>

Depth of the top layer $= h_1$

Shear wave velocity in top layer $= \beta_1$

Shear wave velocity in base rock $= 2000 \text{ m/s}$

Mass density of top layer $= \rho_1$

Mass density of base rock $= 2330 \text{ kg/m}^3$

Type of base excitation $= \text{Sinusoidal}$

Single amplitude of excitation $= \pm 1.0 \text{ m/s}^2$
the layer by considering the upward reflection at the base rock. However, if the impedance of the upper layer is not appreciably different from that for the base rock, the coefficient of downward transmission could be significant enough to cause errors, along with errors already introduced by the assumption of the component base rock response due to the upward propagating shear wave. These two methods may lead to underestimation or over-estimation of the computed response at any point depending upon the depth of the layer, ratio of impedance of the two layers and the frequency of excitation.

The surface response and the component response of the base rock due to the upward propagating wave for the case of a 80 m deep layer of shear wave velocity 50 m/s, base rock shear wave velocity of 2000 m/s and excitation frequency of 1 Hz obtained by the three methods are shown in Figures 2.5.2 and 2.5.3. Similar plots were obtained for other cases showing the difference between the results obtained by these methods.

The influence of the material properties of the upper layer and base rock on the component response of the base rock due to upward propagating shear wave may be further highlighted by considering the expression for this component response:

\[ X_{u_1(n+1)}(t) = \frac{X_{t(n+1)}(t) - X_{db_n}(t)T_{d_n}}{T_{u_n}} \]  \hspace{1cm} (2.5.2)

If this component response is examined for the duration of 2\(t_1\), \(t_1\) being the shear wave time of travel through the thickness of the
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FIGURE 2.5.3 UPWARD COMPONENT RESPONSE AT BASE ROCK LEVEL OF THE SINGLE LAYER SYSTEM
layer, the component response $X_{db_n}(t)$ does not exist during this period. Hence the expression for the component response $X_{ut(n+1)}(t)$ is given by:

$$X_{ut(n+1)}(t) = \frac{X_{t(n+1)}(t)}{T_{u(n+1)}} = c \cdot X_{t(n+1)}(t)$$  \hspace{1cm} (2.5.3)

This expression is independent of the excitation frequency.

Table 2.5.2 shows the value of $c$, which represents the fraction of the total response that constitutes the upward component response at base rock level. The impedance ratio $\mu$ was varied through the entire range from unity to zero. Obviously, when the top layer properties are identical to the base rock, the total response is the same as the upward component response since all of the response is transmitted through. At the other extreme, if the impedance of the top layer is zero (impedance ratio is zero, i.e. the base rock level is also the ground level) $c$ is equal to 0.5 (upward component response is half the total response) which is in accordance with the principles of wave propagation discussed in Section 2.3, Equation (2.3.11). For impedance ratio values between these limits, the value of $c$ varies linearly from 1.0 to 0.5. Thus, it is clear that the closer the impedance of the top layer is to that of the bottom layer, the greater is the upward component response for a given response of the interface. For most cases, the value of $c$ lies between 0.65 to 0.75, which is much less than the value of $c = 1.0$ for all cases as suggested by previous methods.
### TABLE 2.5.2

CONTRIBUTION OF TOTAL RESPONSE TO UPWARD COMPONENT RESPONSE AT BASE ROCK LEVEL

<table>
<thead>
<tr>
<th>Impedence Ratio ($\mu$)</th>
<th>Constant $c = \frac{1}{1/\mu_n} = \frac{\mu+1}{2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>0.9</td>
<td>0.95</td>
</tr>
<tr>
<td>0.8</td>
<td>0.90</td>
</tr>
<tr>
<td>0.7</td>
<td>0.85</td>
</tr>
<tr>
<td>0.6</td>
<td>0.80</td>
</tr>
<tr>
<td>0.5</td>
<td>0.75</td>
</tr>
<tr>
<td>0.4</td>
<td>0.70</td>
</tr>
<tr>
<td>0.3</td>
<td>0.65</td>
</tr>
<tr>
<td>0.2</td>
<td>0.60</td>
</tr>
<tr>
<td>0.1</td>
<td>0.55</td>
</tr>
<tr>
<td>0.0</td>
<td>0.50</td>
</tr>
</tbody>
</table>
2.6 RESPONSE OF A FOUR LAYER SYSTEM

A single layer system is a rather highly idealized soil system. A more realistic situation would be a four-layer system such as that shown in Figure 2.6.1. The magnification factors obtained by the three methods and Equation (2.5.1) for all the interfaces are given in Table 2.6.1. It can be observed that the magnification factors obtained by the proposed method, are in general much smaller than those obtained by the other two methods for all frequencies considered.

For this system and a sinusoidal base excitation of 2 Hz frequency and ± 1.0 m/s amplitude, the ground response and upward component response at the base rock level are given in Figures 2.62 and 2.63. The differences in the results obtained by these methods is obvious.

The response computed by the proposed method tends to be smaller in magnitude than that obtained by the other two methods. This is because present methods equate the total base rock response to the upward component response at that level, while in most realistic cases it should be between 65 to 75% of the total base rock response. In other words, by assuming the energy reflected downwards at the base rock level to be travelling into the upper layers, present methods tend to over-estimate the response of the system. This point is further highlighted by the Figure 2.6.3 plot of the upward component response of the base rock using the three methods. It should also be noted that actual monitored responses tend to be less than those that might be predicted by methods one and two.
$h_1 = 7 \text{m}$ \hspace{1cm} $\rho_1 = 1550 \text{ kg/m}^3$ \hspace{1cm} $\beta_1 = 200 \text{ m/s}$

$h_2 = 10 \text{m}$ \hspace{1cm} $\rho_2 = 1625 \text{ kg/m}^3$ \hspace{1cm} $\beta_2 = 270 \text{ m/s}$

$h_3 = 9 \text{m}$ \hspace{1cm} $\rho_3 = 1665 \text{ kg/m}^3$ \hspace{1cm} $\beta_3 = 320 \text{ m/s}$

$h_4 = 15 \text{m}$ \hspace{1cm} $\rho_4 = 1767 \text{ kg/m}^3$ \hspace{1cm} $\beta_4 = 360 \text{ m/s}$

$h_5 = \infty$ \hspace{1cm} $\rho_5 = 2330 \text{ kg/m}^3$ \hspace{1cm} $\beta_5 = \text{Variable}$

FIGURE 2.6.1 FOUR LAYER SYSTEM
FIGURE 2.6.2 SURFACE RESPONSE FOR THE FOUR LAYER SYSTEM
<table>
<thead>
<tr>
<th>Frequency of excitation (Hz)</th>
<th>Magnification Factors</th>
<th>Interface</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>First Method</td>
<td>Second Method</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>3.764</td>
<td>3.459</td>
</tr>
<tr>
<td></td>
<td>3.718</td>
<td>3.331</td>
</tr>
<tr>
<td></td>
<td>3.467</td>
<td>3.012</td>
</tr>
<tr>
<td></td>
<td>3.190</td>
<td>2.634</td>
</tr>
<tr>
<td></td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>3.0</td>
<td>5.466</td>
<td>6.531</td>
</tr>
<tr>
<td></td>
<td>4.327</td>
<td>5.347</td>
</tr>
<tr>
<td></td>
<td>2.172</td>
<td>2.908</td>
</tr>
<tr>
<td></td>
<td>2.018</td>
<td>1.993</td>
</tr>
<tr>
<td></td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>4.5</td>
<td>5.534</td>
<td>6.679</td>
</tr>
<tr>
<td></td>
<td>3.133</td>
<td>3.886</td>
</tr>
<tr>
<td></td>
<td>2.097</td>
<td>2.571</td>
</tr>
<tr>
<td></td>
<td>3.282</td>
<td>3.540</td>
</tr>
<tr>
<td></td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>6.0</td>
<td>5.735</td>
<td>8.912</td>
</tr>
<tr>
<td></td>
<td>2.450</td>
<td>3.859</td>
</tr>
<tr>
<td></td>
<td>3.457</td>
<td>5.312</td>
</tr>
<tr>
<td></td>
<td>3.178</td>
<td>5.320</td>
</tr>
<tr>
<td></td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>8.0</td>
<td>5.929</td>
<td>7.942</td>
</tr>
<tr>
<td></td>
<td>2.439</td>
<td>3.012</td>
</tr>
<tr>
<td></td>
<td>3.668</td>
<td>5.031</td>
</tr>
<tr>
<td></td>
<td>2.007</td>
<td>2.943</td>
</tr>
<tr>
<td></td>
<td>1.000</td>
<td>1.000</td>
</tr>
</tbody>
</table>

Amplitude of sinusoidal base excitation = ± 1.0 m/s²
2.7 ANGLE OF INCIDENCE OF SEISMIC WAVES

The angle of incidence of the seismic shear wave at the ground level depends on the epicentral distance of the site, shear wave velocity of the surface layer and the focal depth. The angles of incidence for a surface layer with shear wave velocity of 3400 m/s have been computed and are available as a set of tables for epicentral distances greater than 2172 km (Chandra, 1972). These tables are based on a theoretical model of the earth and are not really suitable for sites in the epicentral region. At 2172 km the angles of incidence are given as 36.21, 35.67 and 34.67 degrees for focal depths of 0, 40 and 104 km, respectively. This indicates that the focal depth has relatively little influence on the angle of incidence.

The angle of incidence in any layer is proportional to the shear wave velocity of the layer. By allowing a model adjustment factor of 1.5, the angle of incidence may be considered for this case to be 54 degrees. Based on this finding, Nair (1974) suggested that the surface layer angle of incidence for near sites can be approximated as:

$$\theta \text{ (degrees)} = \frac{\text{Shear Wave Velocity in the layer (m/s)}}{73.15} \quad (2.7.1)$$

For distant sites, $\theta$ is zero.

However, seismologists generally neglect the soil and other weak and soft rock formations near the top of the earth’s crust. For most engineering problems, what a seismologist refers to as the angle of incidence at the ground level is actually the angle of incidence at the
base rock level, or in many cases much below the formations generally referred to as bedrock in engineering problems. The shear wave velocity of surface rock formations in general are of the order of 2 km/s. Using the laws of refraction for the angle of incidence \( i \) and the angle of refraction \( r \):

\[
\sin(r) = \frac{\beta_r}{\beta_i} \cdot \sin(i)
\]

where \( \beta_r \) = shear wave velocity of the layer into which the wave is refracted

\( \beta_i \) = shear wave velocity of the layer through which it is incident at the interface.

If \( \beta_r = 2.0 \text{ km/s} \), \( \beta_i = 3.5 \text{ km/s} \) and \( i = 36^\circ \), \( r = 20^\circ \). The largest possible angle of incidence is \( 90^\circ \), and even for this case, the value of \( r \) works out to be only \( 35^\circ \). Thus, for engineering problems, the largest angle of incidence at the base rock level would be of the order of 30 to 35 degrees, and much less in many cases.

It should be noted that when a shear wave is incident at an interface, it is partially reflected and partially refracted as S-wave; and partially reflected and refracted as P-wave. The contribution to P-wave form of reflection and refraction is zero at zero angle of incidence and increases rather gradually as the angle of incidence increases up to \( 30^\circ \). However, in the range of interest (Figure 2.7.1) most of the incident S-wave is transmitted or reflected. For the smaller angles of incidence, the principles of vertical propagation of shear waves may well be considered justifiable.
\[
\frac{\sin \theta_1}{\beta_1} = \frac{\sin \theta_2}{\beta_2} = \frac{\sin \theta_3}{a_1} = \frac{\sin \theta_4}{a_2}
\]

Layer 1
\((a_1, \beta_1)\)

Layer 2
\((a_2, \beta_2)\)

\(\beta_2 = 2\beta_1\)

---

\(\text{a. Decomposition of shear wave at interface between two elastic media}\)

\(\text{b. Relation between amplitude ratio of emitted waves and incident angle}\)

---

**Figure 2.7.1** Decomposition of shear waves with incident angle (Richards, Woods and Hall, 1970)
It should also be noted that the angle of propagation of the seismic waves should be determined for the base rock first, and based on this quantity values for other layers may be computed. Doing it the other way round can sometimes result in angles of incidence of greater than $90^\circ$ in the lower layers, which is obviously incorrect.

2.8 PROPAGATION OF SHEAR WAVES

Shear waves are considered to be planar. This means the propagation in mutually perpendicular horizontal directions is independent so that S-waves in the $x$-$z$ plane cause shear strains in the $x$-$z$ plane only, and those in the $y$-$z$ plane cause shear strains in the $y$-$z$ plane only.

For vertical propagation of shear waves, only vertical distances introduce time lags. For this case, all points in a horizontal plane have the same response. However, if the wave propagation is at an angle to the vertical, horizontal distances also contribute to the time lags. For this case, the responses at two points on the same horizontal level, but separated by a horizontal distance, will be different. For the reasons explained in section 2.7 and above, the use of vertical propagation of shear waves for the horizontal component of the shear wave (propagating at an angle to the vertical) is justified for engineering purposes. The details of the procedures have been well documented by Nair (1974), and are not repeated here.
2.9 CONTRIBUTION OF RAYLEIGH WAVES TO SEISMIC GROUND MOTIONS

When body waves are incident at interfaces, surface waves are generated. Rayleigh waves are of this type. The equation of motion governing the propagation of R-waves is well documented and is not repeated here (Haskell, 1953; Richart et al, 1970; Nair, 1974).

However, present methods are not adequate to determine the frequency and wave length of R-waves for a given phase velocity, since many frequencies can satisfy the equation of motion and compatibility conditions. To avoid this difficulty, curves presented by Sezawa (1927), Figure 2.9.1, or those presented by Oliver and Ewing (1957), Figure 2.9.2 and 2.9.3, are used to obtain a reasonable estimate of the wave length and frequency for a given phase velocity of the system. In many cases, it is difficult to read these curves even for obtaining approximate values because of the logarithmic scale and the narrow range of material properties represented. Since the transfer functions used to obtain the response of the ground due to R-waves at any depth below the surface are quite sensitive to the wave number, the determination of the wave number with adequate accuracy is very important.

The phase velocity of R-waves can range from 0.93 times the shear wave velocity of the weakest layer of the system to the shear wave velocity of the stiffest layer of the system, usually the base rock. Present methods suggest consideration of this entire range at regular intervals, and then averaging the values for use in analysis. However, for a given earthquake and site, R-waves of only a narrow range of phase
FIGURE 2.9.1 DISPERSION OF ELASTIC WAVES OVER STRATIFIED SURFACES (SEZAWA, 1927)
FIGURE 2.9.2 THEORETICAL DISPERSION CURVES FOR RAYLEIGH AND m_2 MODES
(OLIVER AND EWING, 1957)
FIGURE 2.9.3 OBSERVED DATA AND THEORETICAL DISPERSION CURVES FOR RAYLEIGH AND m2 MODES (OLIVER AND EWING, 1957)
velocities can reach the site along with the shear waves. Hence, it is important to consider the appropriate phase velocity of the R-waves in the analysis.

Another aspect of the R-waves not well investigated is the contribution of the R-waves to the seismic ground response. It is suggested that the contribution of R-waves is about 25% of the total response for near sites, zero for distant sites and in this range for intermediate epicentral distances (Nair, 1974). These approximations may lead to considerable error in the computed ground response.

It is clear that improved handling of the difficulties cited above is required to obtain reasonable estimates of R-wave contributions to seismic ground motions. In following sections, an attempt is made to provide the necessary improvements.

2.10 OBSERVATIONS FROM PAST EARTHQUAKE RECORDS

Earthquake records, even though the seismic response appears to be a random variable, reveal the presence of two regular frequencies dominating the record at various stages. It is also possible to recognize the instant of arrival of primary, shear and Rayleigh waves and their respective frequencies. The wave velocities may be obtained from the knowledge of the epicentral distance and the time of travel.

Figure 2.10.1 shows the plot of phase velocities and periods of the R-waves obtained from the analysis of many earthquake records.
(Oliver and Ewing, 1957). The dispersion curve takes the shape of a flat trough in the range of periods from 10 to 20 s. The point density in this range is greatest. For phase velocities greater than 3.5 km/s, the density of recorded points decreases considerably. The suggested velocity of shear wave propagation for the top mantle of the earth's crust as suggested by various investigators is about 3.5 km/s. It can be observed from Figure 2.10.1 that the point density is greatest for the range of phase velocities approximately 0.93 times the suggested shear wave velocity.

The surface waves may propagate in higher modes as well. The higher modes are associated with much smaller periods, and the energy and amplitudes of such waves are too small to make a positive identification (Oliver and Ewing, 1957). They are not of much significance from an engineering point of view, and are not accounted for in this study.

2.11 NATURAL PERIOD OF COMPRESSION VIBRATIONS OF THE TOP MANTLE

It has been suggested by many investigators that the depth of the top mantle $H$ is about 30 km and the velocity of shear wave $\beta_0$ is about 3.5 km/s. Assuming a poisson's ratio of 0.35, the compression wave velocity $\alpha_0$ for the layer is 7.3 km/s. The natural period of compression vibrations can be obtained from:

$$T_{gv} = \frac{4H}{\alpha_0} \quad (2.11.1)$$
Using this expression, $T_{gy}$ for a uniform top mantle is 16.4 s, which is well within the range of periods for the trough-shaped region of Figure 2.10.1 where the point density is greatest.

2.12 THEORETICAL DISPERSION CURVES FOR R-WAVES PRESENTED BY OLIVER AND EWING

Many investigations concerning the propagation of R-waves in the top mantle have been reported (Haskell, 1953; Oliver and Ewing, 1957). Oliver and Ewing (1957) have compiled this data along with their investigations and presented a set of curves relating the dimensionless phase velocity $c/\beta_0$ to the dimensionless wave length $L/H$, where $c$ is the phase velocity and $L$ is the wave length of the R-wave, and $H$ is the depth of the layer (single layer system) as shown in Figures 2.9.2 and 2.9.3. For any assumed phase velocity $c$, $c/\beta_0$ is computed and the corresponding $c/H$ value is read from the appropriate curve. The curves are presented for various rigidity ratios $\mu_1/\mu_0$ where $\mu_1$ and $\mu_0$ represent the rigidity moduli of the top mantle and the formation below it. Knowing $L/H$ and the wave length $L$, the wave number $k$ is obtained. This value of $k$ is taken as a good approximation for the trial and error evaluation of the wave number.

Difficulties in Using the Curves.

1. For systems with very low shear wave velocities, the range of $c/\beta_0$ is inadequate.
2. Curves are presented for only a small range of rigidity
ratios \( \mu_1/\mu_0 \), especially for the lower rigidity ratios where it is difficult to obtain reasonable interpolation of the curves.

3. When these curves are nearly parallel to the \( L/H \) axis, the \( L/H \) values are very sensitive to small changes in \( c/\beta_0 \), which makes it difficult to read these curves.

2.13 WAVENUMBERS FOR SINGLE LAYER SYSTEM FROM OLIVER AND EWING CURVES

The wave numbers were obtained by using the Oliver and Ewing curves for the single layer system of Figure 2.5.1 with a 30 m deep layer. The material properties used and the results of the analysis are given in Table 2.13.1, from which the following observations can be made:

1. For high rigidity ratios (greater than 20), the periods of the waves at various phase velocities very nearly remain the same (column 7 of Table 2.13.1).

2. As the phase velocity increases from 0.93 \( \beta_0 \) to \( \beta_r \), the periods of these waves also increase.

3. Such an increase in period is more pronounced for low rigidity ratios, and less pronounced for high rigidity ratios.

4. For all rigidity ratios, for phase velocities close to \( \beta_0 \), the period of the wave is comparable to the natural period of compression vibrations of the system.
TABLE 2.13.1
WAVE NUMBERS FOR SINGLE LAYER SYSTEMS

<table>
<thead>
<tr>
<th>Set No.</th>
<th>(L/H) from Oliver-Ewing Curves</th>
<th>L from Tgv</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>c/Bo</td>
<td>L/H</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(s)</td>
</tr>
<tr>
<td>Set E1</td>
<td>0.93</td>
<td>-</td>
</tr>
<tr>
<td>E = 50 mPa</td>
<td>3.46</td>
<td>8.00</td>
</tr>
<tr>
<td>ρ = 1875 kg/m³</td>
<td>5.99</td>
<td>13.20</td>
</tr>
<tr>
<td>Bo = 199.1 m/s</td>
<td>8.52</td>
<td>18.24</td>
</tr>
<tr>
<td>ν = 0.33</td>
<td>11.05</td>
<td>23.30</td>
</tr>
<tr>
<td>GR = 573</td>
<td>13.58</td>
<td>28.36</td>
</tr>
<tr>
<td>Tgv = 1.5 s</td>
<td>16.11</td>
<td>33.42</td>
</tr>
<tr>
<td></td>
<td>18.64</td>
<td>38.48</td>
</tr>
<tr>
<td></td>
<td>21.00</td>
<td>43.20</td>
</tr>
<tr>
<td>Average T = 1.598</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Set E2</td>
<td>0.93</td>
<td>-</td>
</tr>
<tr>
<td>E = 500 mPa</td>
<td>1.94</td>
<td>4.50</td>
</tr>
<tr>
<td>ρ = 2000 kg/m³</td>
<td>2.95</td>
<td>6.90</td>
</tr>
<tr>
<td>Bo = 304 m/s</td>
<td>3.95</td>
<td>9.15</td>
</tr>
<tr>
<td>ν = 9.33</td>
<td>4.96</td>
<td>11.00</td>
</tr>
<tr>
<td>GR = 57.8</td>
<td>5.97</td>
<td>13.14</td>
</tr>
<tr>
<td>Tgv = 0.493 s</td>
<td>6.90</td>
<td>15.00</td>
</tr>
<tr>
<td>Average T = 0.475</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Set E3</td>
<td>0.93</td>
<td>-</td>
</tr>
<tr>
<td>E = 5 gPa</td>
<td>1.17</td>
<td>2.10</td>
</tr>
<tr>
<td>ρ = 2275 kg/m³</td>
<td>1.40</td>
<td>3.85</td>
</tr>
<tr>
<td>Bo = 902.2 m/s</td>
<td>1.64</td>
<td>5.50</td>
</tr>
<tr>
<td>ν = 0.35</td>
<td>1.88</td>
<td>7.50</td>
</tr>
<tr>
<td>GR = 5.79</td>
<td>2.38</td>
<td>14.00</td>
</tr>
<tr>
<td>Tgv = 0.167 s</td>
<td>6.90</td>
<td>15.00</td>
</tr>
<tr>
<td>Average T = 0.282</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Set E4</td>
<td>0.93</td>
<td>-</td>
</tr>
<tr>
<td>E = 50 gPa</td>
<td>0.96</td>
<td>2.25</td>
</tr>
<tr>
<td>ρ = 2350 kg/m³</td>
<td>0.98</td>
<td>3.00</td>
</tr>
<tr>
<td>Bo = 1985 m/s</td>
<td>1.04</td>
<td>4.00</td>
</tr>
<tr>
<td>ν = 0.4</td>
<td>1.06</td>
<td>5.00</td>
</tr>
<tr>
<td>GR = 1.157</td>
<td>Tgv = 0.075 s</td>
<td></td>
</tr>
<tr>
<td>Average T = 0.1308</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Depth of the top layer H = 75 m
Dimensionless Wave Number K = 2πH/L
Wave length L
Period of R-wave T
2.14 WAVE NUMBERS FOR R-WAVES BY TRIAL AND ERROR ANALYSIS

The wave numbers for the single layer system of Section 2.13 were obtained for various phase velocities of R-waves by a trial and error process. Material properties indicated for set E1 and E3 of Table 2.13.1 were employed. Trial values of wave numbers were obtained by using the natural period of vertical vibrations for the top layer. Figure 2.14.1 gives the plots of dimensionless period $T/T_{gv}$ versus dimensionless phase velocity $c/c_0$, from which the following observations can be made:

1. For a high rigidity ratio of 573 ($\beta_r/c_0 = 21.21$), the dimensionless period remains the same (close to 1.0) for dimensionless phase velocities from 1.0 to 2.0.

2. For a low rigidity ratio of 5.8 ($\beta_r/c_0 = 0.425$), the dimensionless period increases quite sharply for dimensionless phase velocities up to 1.0. It increases rather gradually for most of the remaining range of dimensionless phase velocities.

3. For dimensionless phase velocities close to 1.0, the dimensionless period is close to 1.0 in both sets.

2.15 TRANSFER FUNCTIONS FOR SINGLE LAYER SYSTEMS

The vertical and horizontal response due to R-waves at any depth is obtained by multiplying the respective response at the ground level by the respective transfer function at that instant of time. The
FIGURE 2.14.1 DIMENSIONLESS PHASE VELOCITIES AND DIMENSIONLESS PERIODS FOR R-WAVES
transfer functions for the single layer systems of Section 2.14 are used for the respective natural periods of vertical vibrations. The transfer functions at various phase velocities for these systems are shown in Figures 2.15.1 to 2.15.4. From these results the following observations can be made:

1. For the system with a high rigidity ratio, the vertical transfer function curves for all phase velocities are nearly identical, and the value is nearly zero for all phase velocities at the base rock level. The curves of horizontal transfer functions for most of the range of phase velocities are very close to each other, and again close to zero at the base rock level.

2. For the system with low rigidity ratio, the curves of horizontal and vertical transfer functions are very different for various phase velocities. The horizontal transfer function is less than 0.2 over most of the phase velocity range.

3. For dimensionless phase velocities close to unity, the curves of vertical transfer functions are close to each other, and tend to values close to zero at base rock level. For this range of phase velocities, the curves of horizontal transfer functions also tend to values close to zero at base rock level, and the curves vary sharply and almost linearly with depth from a value of unity at ground level to a negative maximum. This variation is much sharper for
FIGURE 2.15.2 HORIZONTAL TRANSFER FUNCTIONS FOR SINGLE LAYER SYSTEM (E3)
DIMENSIONLESS PHASE VELOCITIES

<table>
<thead>
<tr>
<th>1</th>
<th>0.942</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.953</td>
</tr>
<tr>
<td>3</td>
<td>0.964</td>
</tr>
<tr>
<td>4</td>
<td>0.975</td>
</tr>
<tr>
<td>5</td>
<td>0.986</td>
</tr>
<tr>
<td>6</td>
<td>1.008</td>
</tr>
<tr>
<td>7</td>
<td>1.050</td>
</tr>
<tr>
<td>8</td>
<td>1.100</td>
</tr>
<tr>
<td>9</td>
<td>1.180</td>
</tr>
<tr>
<td>10</td>
<td>1.440</td>
</tr>
</tbody>
</table>

H = 75 m
\( \beta_0 = 902.2 \text{ m/s} \)
\( \frac{\beta_0}{\beta_r} = 5.79 \)

TRANSFER FUNCTIONS →

FIGURE 2.15.4 TRANSFER FUNCTIONS FOR THE SINGLE LAYER SYSTEM (E3)
the case of lower rigidity ratio.

The R-waves with phase velocity close to the shear wave velocity of the base rock are of special interest, and are discussed in the next section. For the phase velocity of 0.93 \( \beta_r \) and top layer of 75 m depth, the vertical transfer function remains constant at almost unity for periods greater than 10 s when \( \beta_0 = 100.125 \text{ m/s (E1)} \) or \( 902.2 \text{ m/s (E2)} \). For this range of periods, the horizontal transfer functions show somewhat larger variations over the depth for \( \beta_0 = 902.2 \text{ m/s} \), but still remain close to unity as shown in Figure 2.15.5. For \( \beta_0 = 100.125 \text{ m/s} \), this variation is much greater, but decreases with increasing period.

The ratio of the vertical response to horizontal response for these two cases at ground level and base rock level for various periods is given in Figure 2.15.6. The ratio at ground level does not vary appreciably for either case for periods greater than 10 s. For this range of periods, the ratio at base rock level for both cases remains practically constant. This indicates that for phase velocities comparable to the shear wave velocity of the base rock, and for periods greater than 10 seconds, any error in the assumed value of periods of R-wave does not lead to appreciable error in the computed values of vertical and horizontal transfer functions, or the ratio of vertical response to horizontal response at ground and base rock levels.
SET E1
\[ \beta_r = 2124.0 \text{ m/s} \]
\[ \beta_0 = 125.1 \text{ m/s} \]
\[ H = 75.0 \text{ m} \]
1 \( T = 3.74 \) s
2 \( T = 7.25 \) s
3 \( T = 12 \) s
4 \( T = 36 \) s

SET E3
\[ \beta_r = 2124.0 \text{ m/s} \]
\[ \beta_0 = 902.2 \text{ m/s} \]
\[ H = 75.0 \text{ m} \]
1 \( T = 2.48 \) s
2 \( T = 9.00 \) s
3 \( T = 145.00 \) s

FIGURE 2.15.5 HORIZONTAL TRANSFER FUNCTIONS FOR DIFFERENT PERIODS
FIGURE 2.15.6 RATIO OF VERTICAL RESPONSE TO HORIZONTAL RESPONSE FOR SINGLE LAYER SYSTEMS
2.16 DETERMINATION OF WAVE NUMBER AND PHASE VELOCITY OF R-WAVES

As discussed in Section 2.10, the study of earthquake records indicates that only the Rayleigh waves with phase velocities close to the shear wave velocities of the top layers have a chance of reaching the site together with the shear waves. Since shear waves generally constitute the most important phase of the earthquake responsible for damage, in most cases it is satisfactory to only consider those R-waves that reach the site together with the shear waves. Thus, it appears that only R-waves with phase velocities comparable to the shear wave velocity of the base rock need be considered in the analysis of most engineering problems. The study also indicates that the period of these R-waves ranges from 10 to 20 s. If an earthquake record is available for a location close to the site under investigation, the period of R-waves from that record can be adopted during determination of the wave number of R-waves. In the absence of such a record, as indicated by Figure 2.10.1, a mean value of 15 s would be the best estimate for the period of R-waves.

For the subsurface layers of engineering importance, the natural period of vertical vibrations would be of the order of 0.25 to 1 s. Since the records of past earthquakes do not indicate the presence of significant R-waves of such periods, it is reasonable to assume that the R-waves generated by the incidence of shear waves at the interfaces of layers close to ground level are insignificant.

The advantages of the proposed method described in the next
section can be summarized as:

1. It is based on the study of many records of past earthquakes.

2. Since the phase velocity and period of the R-wave are determined explicitly, there is no need to carry out the trial and error analysis for determination of wave number for R-waves.

3. The method is general, simple, straightforward and applicable to any site. It is free from the need for numerous curves and charts, and the errors associated with reading such charts to determine wave numbers.

4. If transfer functions obtained from averaging the values yielded by various phase velocities are adopted, as suggested by present methods, the transfer functions would be quite unrealistic since earthquake records do not indicate the presence of R-waves of all these phase velocities. To this extent, the predicted seismic response will also be incorrect.

5. For periods greater than 10 s, vertical and horizontal transfer functions are not very sensitive to changes in periods. This is also true for the ratio of vertical response to horizontal response at the ground or base rock level as shown in Section 2.5 and Figures 2.15.5 and 2.15.6. Any value of period in the 10 to 20 s range should be adequate for all engineering purposes.
2.17 DETERMINATION OF R-WAVE CONTRIBUTION TO SEISMIC GROUND RESPONSE

By using the principles of vertical propagation of shear waves, it is possible to obtain the response of the ground at any point in the medium if the response due to the earthquake is known at either ground or base rock level. For the base rock level, let $\theta$ be the angle of shear wave propagation with respect to vertical. Let $U_r$, $U_{rr}$ and $U_{rs}$ be the total response, response due to R-waves and response due to S-waves in the horizontal direction, respectively; and $V_r$, $V_{rr}$ and $V_{rs}$ those for the response in the vertical direction, all being referred to at base rock level. From the principles of R-wave propagation, it is possible to determine the ratio of the R-wave response in the vertical direction to that in the horizontal direction at the surface (Haskell, 1957; Nair, 1974). Knowing this ratio, and the vertical and horizontal transfer functions, it is possible to define a similar ratio $R_r$ for the base rock level. From earthquake records in the vertical and horizontal direction, it is possible to obtain the ratio of the net vertical response to net horizontal response $k$ at any instant of time. The contribution of R-waves to the seismic response is then defined by the factor $F$, such that:

$$U_{rr} = F \cdot U_{rs} \tag{2.17.1}$$

From this information, the following relationships are established:
\[ T = \tan \theta \]
\[ V_{rr} = R_r \cdot U_{rr} \]
\[ V_{rs} = T \cdot U_{rs} \]
\[ V_r = V_{rr} + V_{rs} = k \cdot U_r \]
\[ U_r = U_{rr} + U_{rs} \]

or, \[ k \cdot U_{rr} + k \cdot U_{rs} = R_r \cdot U_{rr} + T \cdot U_{rs} \]

or, \[ F = \frac{T - k}{k + R_r} \quad (2.17.2) \]

Thus, it is possible to obtain the factor \( F \) at any instant of time and to separate the response due to \( R \) and \( s \)-waves from the bedrock response. From a knowledge of the base rock response due to \( R \)-waves only, and the vertical and horizontal transfer functions for the base rock level, the vertical and horizontal responses at the ground surface due to \( R \)-waves can be determined for any instant of time. Then the response at any point below the ground surface due to \( R \)-waves can be computed. Using the response due to \( s \)-waves only at the base rock and the principles of shear wave propagation, the response at any point due to shear waves can be obtained. The net response at any point and instant of time is then obtained by adding the shear and Rayleigh wave responses in that direction.

If the seismic response at the ground surface is available instead of at base rock level, similar relationships can be established for this case. In fact, it is possible to establish such relationships for any point at which the seismic records are available for vertical
and horizontal responses.

When the seismic response records are available in the vertical and two orthogonal horizontal directions, additional assumptions are required to break up the total vertical response into those due to the R and s wave responses for each horizontal direction. Since R, and T remain the same for either direction due to the assumptions of plane waves, it is logical and reasonable to attribute the vertical response for the two horizontal directions in proportion to the horizontal responses in the respective directions at that instant of time.

From Equation (2.17.2), it is difficult to make an overall assessment of the contribution of R-waves as it depends on the values of T and R, which remain constant with respect to time, and on k, which varies with time. However, it is quite evident from Equation (2.17.2) that the contribution of R-waves increases as the angle of incidence of earthquake increases. This is logical and consistent with observations that R-wave contributions are significant for near sites.

It should also be noted that Equation (2.17.2) is valid when angle θ is zero, or when R-waves are totally absent. If θ = 0 and R-waves are absent, T and k are both equal to zero, thus giving F = 0, which is correct. If θ = 0 but k is not, then naturally all of the vertical response will be due to R-waves, and as such, a non-zero value of F is obtained for this case. There is no need to arbitrarily fix the R-wave contributions for any site as done in the past.
The determination of shear wave angle of incidence with respect to the vertical direction was discussed in Section 2.7. It is possible to get a reasonable estimate of the angle of incidence from the seismic records for the site. In any case, the precision with which the angle $\theta$ can be determined is certainly better than the precision with which present methods suggest for fixing the contribution of R-waves to seismic ground motions.

2.18 CONCLUDING REMARKS

It is very important to obtain as precisely as possible the spatial distribution of ground motions since this is the basic input to any aseismic analysis and design.

Present methods do not completely account for the principles of shear wave propagation at the base rock level. To overcome this difficulty, the entire base rock response is assumed to be the upward component response. This assumption leads to conditions not compatible with realistic situations at the base rock level. It also leads to serious errors in the computed spatial distribution of ground motions. A method of accounting for the component responses due to the upward and downward travelling shear waves at the base rock levels was outlined in this Chapter. This new method is in accordance with the principles of shear wave propagation, and which eliminates the errors due to the assumptions cited above.

Even though the mathematical formulation of R-wave propagation
is well developed, present methods are inadequate in determining the appropriate phase velocity and the corresponding wave number for the R-waves. To overcome this difficulty, the entire range of phase velocities for R-waves is covered at regular intervals, and the average of the transfer functions is used in the analysis. Trial and error procedures are used to evaluate the wave number for any phase velocity, by using the approximate values of wave numbers from curves suggested by Sezawa, or Oliver and Ewing. However, it is obvious that only a narrow range of phase velocities will enable the R-waves to reach the site along with the s-waves. As such, the proposition of including the entire range of phase velocities is erroneous. Present methods do not suggest a quantitative way to estimate the contribution of R-waves to the seismic ground response. The contribution is usually arbitrarily fixed for nearby and distant sites. Without better estimates of R-wave contributions to seismic ground motions, a very refined inclusion of R-waves loses much of its importance.

A method of fixing the phase velocity of R-waves and corresponding wave number was suggested in this Chapter. The method is based upon the data obtained from numerous earthquake records. This eliminates the need for trial and error estimates of wave number, and also the numerous curves required in present methods. Moreover, a method of estimating the R-wave contribution to seismic ground response was formulated, which is based upon data that can be obtained for any system with reasonable accuracy.
The findings of this Chapter are not only important in giving a more precise estimation of seismic ground motions, but also a better understanding of the shear wave and Rayleigh wave propagation through layered media.
CHAPTER 3
DYNAMIC ANALYSIS OF AXISYMMETRIC INTERACTIVE SYSTEMS

3.1. INTRODUCTION

Until the early 1950's, the dynamic response of structures was generally computed using the seismic coefficient method in which the response at all points of the structure is the same. This assumption of rigid body response is difficult to justify for many engineering structures given their flexibility and important ductility. The lumped parameter idealization of structures was developed to introduce a realistic response, and the resulting ordinary differential equations are solved to obtain the dynamic response of the system. The use of consistent mass matrices in this idealization increases the computational requirements with generally no significant improvement in solution accuracy. On the other hand, lumped mass matrices result in considerable computational savings and generally yield satisfactory results (Clough, 1971; Desai and Abel, 1972; Dibaj and Penzien, 1971; Faddev and Faddeeva, 1963; Nair, 1974).

The dynamic analysis may be carried out by either the modal super position method or by a time-step method. The first method involves the solution of the eigenvalue problem and uncouples the response of the system, so that for each mode the response may be computed independently (Desai and Abel, 1972; Zienkiewicz, 1979). In
the second method the equilibrium equations are numerically integrated at each time station.

The modal analysis is suitable for linear structural behaviour only, and gives the required accuracy, but solution of the eigenvalue problem and transformation of co-ordinates presents major computation efforts. The step-by-step method automatically accounts for all modes and can also incorporate non-linear material behaviour. As such, it is more versatile, and is used throughout this study.

3.2 FINITE ELEMENT METHOD ANALYSIS OF AXISYMMETRIC BODIES

The finite element method analysis of axisymmetric systems was proposed by Clough et al (1965) and Zienkiewicz (1979). It was developed for antisymmetric loadings with one plane of symmetry by Wilson (1965), and for general antisymmetric loadings by Nair (1974). Figure 3.2.1 shows a typical axisymmetric body with ring elements. The material properties and the geometry of the problem do not vary with the \( \theta \)-coordinate by definition, but the displacement components in the \( R, \theta \) or \( Z \) direction can vary with \( \theta \). Some of these patterns are shown in Figure 3.2.2. The method may be summarized as follows:

1. Divide the system in the \( R-Z \) plane at the \( \theta = 0 \) position into a number of quadrilateral, triangular and/or linkage elements to properly represent the system.

2. Evaluate the stiffness matrix for each element, and then generate the global stiffness matrix for the system.
FIGURE 3.2.1 TYPICAL AXISYMMETRIC BODY
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FIGURE 3.2.2. LOADING IN DIFFERENT HARMONICS
3. Generate the mass matrix for the system.
4. Generate the damping matrix for the system.
5. Solve the resulting equation of motion for the system using a step-by-step approach and obtain the response of the system.
6. Compute stresses and strains from the nodal displacements at the desired time intervals.

3.2.1 STIFFNESS MATRIX FOR THE SYSTEM

If \( u, v, w \) are the radial, tangential and axial displacements, they can be expanded into Fourier series as follows (Nair, 1974):

\[
\begin{align*}
  u &= \sum_{n=0}^{L} u_n \cdot \cos n\theta + \sum_{m=1}^{L} u_m \cdot \sin m\theta \\
  v &= \sum_{n=1}^{L} v_n \cdot \sin n\theta + \sum_{m=1}^{L} v_m \cdot \cos m\theta \\
  w &= \sum_{n=0}^{L} w_n \cdot \cos n\theta + \sum_{m=1}^{L} w_m \cdot \sin m\theta
\end{align*}
\]

(3.2.1)

Similar expressions can be obtained for the forces in these directions. The suffix \( m \) or \( n \) indicates the \( m^{th} \) (for antisymmetric) or \( n^{th} \) (for symmetric) harmonic. For each element with a linear displacement field, the relationship between nodal displacements and nine generalized displacement co-ordinates \( \alpha_{1n} \) to \( \alpha_{9n} \) for the \( n^{th} \) (symmetric or antisymmetric) harmonic is given by:
\[
\begin{align*}
\begin{pmatrix}
u_n \\ v_n \\ w_n
\end{pmatrix} &= \begin{pmatrix} a_1 n + a_2 n \cdot r + a_3 n \cdot z \\ a_4 n + a_5 n \cdot r + a_6 n \cdot z \\ a_7 n + a_8 n \cdot r + a_9 n \cdot z
\end{pmatrix} = \begin{pmatrix} a_{1n} & a_{2n} & a_{3n} \\ a_{4n} & a_{5n} & a_{6n} \\ a_{7n} & a_{8n} & a_{9n}
\end{pmatrix} \begin{pmatrix} 1 \\ r \\ z
\end{pmatrix}
\end{align*}
\] (3.2.2)

By substituting the nine components of nodal response (three for each node of the triangular element) and the co-ordinates of the nodes, the nine α values can be obtained:

\[
(α) = [C^{-1}] \cdot \{u_n\}
\] (3.2.3)

where \(\{u_n\}\) is the vector of nodal responses and \([C^{-1}]\) is a matrix expressed in terms of nodal co-ordinates of the element, and is given by Equation (3.2.4). Strains are obtained by differentiation of Equation (3.2.3):

\[
\begin{align*}
\epsilon_{rr} &= \frac{\partial u}{\partial r} \\
\epsilon_{θθ} &= \frac{1}{r} \left( u + \frac{\partial v}{\partial θ} \right) \\
\epsilon_{zz} &= \frac{\partial w}{\partial z} \\
γ_{rz} &= \frac{\partial u}{\partial z} + \frac{\partial w}{\partial r} \\
γ_{rθ} &= \frac{1}{r} \frac{\partial u}{\partial θ} + \frac{\partial v}{\partial r} - \frac{v}{r} \\
γ_{zθ} &= \frac{\partial v}{\partial z} + \frac{1}{r} \frac{\partial w}{\partial θ}
\end{align*}
\] (3.2.5)

or,

\[
(ε) = [B](α) = [B][C^{-1}](u_n)
\] (3.2.6)

where \(ε\) is the strain matrix, and the \([B]\) matrix is given by Equation (3.2.7). The stresses and strains are related by the constitutive
\[
[C]^{-1} = \frac{1}{A}
\]

\[
\begin{array}{cccccccc}
  r_j - r_k & 0 & 0 & r_k z_i r_i z_k & 0 & 0 & r_j - r_i z_i & 0 & 0 \\
  z_j - z_k & 0 & 0 & z_k - z_i & 0 & 0 & z_i - z_j & 0 & 0 \\
  r_k - r_j & 0 & 0 & r_i - r_k & 0 & 0 & r_j - r_i & 0 & 0 \\
  0 & r_j z_k - r_k z_j & 0 & 0 & r_k z_i - r_i z_k & 0 & 0 & r_i z_j - r_j z_i & 0 \\
  0 & z_j - z_k & 0 & 0 & z_k - z_i & 0 & 0 & z_i - z_j & 0 \\
  0 & r_k - r_j & 0 & 0 & r_i - r_k & 0 & 0 & r_j - r_i & 0 \\
  0 & r_j z_k - r_k z_j & 0 & 0 & r_k z_i - r_i z_k & 0 & 0 & r_i z_j - r_j z_i & 0 \\
  0 & z_j - z_k & 0 & 0 & z_k - z_i & 0 & 0 & z_i - z_j & 0 \\
  0 & r_k - r_j & 0 & 0 & r_i - r_k & 0 & 0 & r_j - r_i & 0 \\
\end{array}
\]

where

\[
2A = \left[ r_i (z_j - z_k) + r_j (z_k - z_i) + r_k (z_i - z_j) \right]
\]
\[
[B] = \begin{bmatrix}
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\frac{1}{r} & 1 & \frac{z}{r} & \frac{n}{r} & n & \frac{n z}{r} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
-\frac{n}{r} & -n & -\frac{nz}{r} & -\frac{1}{r} & 0 & -\frac{z}{r} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & -\frac{n}{r} & -n & -\frac{n z}{r} \\
\end{bmatrix}
\]

where

- \( r \) and \( z \) are the coordinates
- \( n \) is the harmonic

For antisymmetric harmonic, terms involving "\( n \)" change their sign.
\[
[D] = \frac{\nu E}{(1+\nu)(1-2\nu)} \\
\text{(isotropic)}
\]

\[
\begin{bmatrix}
\frac{1-\nu}{\nu} & 1 & 1 & 0 & 0 & 0 \\
1 & \frac{1-\nu}{\nu} & 1 & 0 & 0 & 0 \\
1 & 1 & \frac{1-\nu}{\nu} & 0 & 0 & 0 \\
0 & 0 & 0 & \frac{1-2\nu}{2\nu} & 0 & 0 \\
0 & 0 & 0 & 0 & \frac{1-2\nu}{2\nu} & 0 \\
0 & 0 & 0 & 0 & 0 & \frac{1-2\nu}{2\nu}
\end{bmatrix}
\]

(3.2.8)
matrix \([D]\):

\[
\{\sigma\} = [D]\{\epsilon\}
\]

where \([D]\) is given by equation (3.2.8).

The work done by nodal forces is:

\[
W = \frac{1}{2} \cdot (u_n)^T(F_n)
\]

(3.2.10)

The strain energy stand in the element is:

\[
U = \frac{1}{2} \int_{\text{vol}} \{\epsilon\}^T\{\sigma\} \cdot d_{\text{vol}}
\]

(3.2.11)

From the principle of minimum potential energy, these two quantities are equal, i.e.

\[
(u_n)^T(F_n) = \int_{\text{vol}} \{\epsilon\}^T\{\sigma\} \cdot d_{\text{vol}}
\]

(3.2.12)

or \[
\{F_n\} = [K]_N \cdot \{u_n\}
\]

(3.2.13)

where \([K]_N\) is the element stiffness matrix given by:

\[
[K]_N = [C^{-1}]^T\int_{\text{vol}} [B]^T[B] [B] \cdot d_{\text{vol}} \cdot [C^{-1}]
\]

(3.2.14)

It should be noted that the element stiffness matrix is different for each harmonic and for symmetric and antisymmetric components of each harmonic. Equation (3.2.15) gives the \([B]^T[D][B]\) matrix.

The strains for different harmonics (symmetric and antisymmetric components) are given by:
\[
\begin{array}{|c|c|c|c|}
\hline
\frac{m_1 + m_2 n^2}{r^2} & \frac{1}{v + m_2 n^2} \frac{1}{r} & \frac{(m_1 + m_2) n}{r^2} & \frac{m_1 n}{r} & \frac{(m_1 + m_2) n z}{r^2} & 0 & 0 & \frac{1}{r} \\
\hline
\frac{2 + m_2 n^2}{r^2} & \frac{1}{v + m_2 n^2} \frac{1}{z} & \frac{m_1 n}{r} & \frac{n}{v} & \frac{(n + m_2 n) z}{r} & 0 & 0 & 2 \\
\hline
\frac{m_2 (m_1 + m_2) n^2}{r^2} & \frac{(m_1 + m_2) n z}{r^2} & \frac{m_1 n}{r} & \frac{(m_1 + m_2) n z}{r^2} & 0 & m_2 & z & \frac{r}{r} \\
\hline
\frac{m_1 n^2 + m_2}{r^2} & \frac{m_1 n}{r} & \frac{m_1 n^2}{r} & \frac{(m_1 n^2 + m_2) z}{r^2} & 0 & 0 & \frac{n}{r} & \frac{r}{r} \\
\hline
\frac{m_2 (m_1 n^2 + m_2) z^2}{r^2} & \frac{-m_2 n}{r} & \frac{-m_2 n}{r} & \frac{(1 - m_2) n z}{r^2} & \frac{m_2 n^2}{r^2} & \frac{m_2 n^2}{r^2} & \frac{m_2 n^2 z}{r^2} & \frac{r}{r} \\
\hline
\end{array}
\]

\(X = \) (Symmetric)

For antisymmetric harmonic, terms with first power of \(n\) change their sign.

where \(m_1 = \frac{1}{v} - 1, \ m_2 = \frac{1 - 2v}{2v}\)

\([B]^T[D][B] = X \nu E / (1 + \nu)(1 - 2\nu)\)

(3.2.15)
\[
\begin{align*}
\varepsilon_{rr} &= \sum_{n=0}^{L} \varepsilon_{r0n} \cdot \cos n\theta + \sum_{m=1}^{L} \varepsilon_{r0m} \cdot \sin m\theta \\
\varepsilon_{\theta\theta} &= \sum_{n=0}^{L} \varepsilon_{\theta0n} \cdot \cos n\theta + \sum_{m=1}^{L} \varepsilon_{\theta0m} \cdot \sin m\theta \\
\varepsilon_{zz} &= \sum_{n=0}^{L} \varepsilon_{z0n} \cdot \cos n\theta + \sum_{m=1}^{L} \varepsilon_{z0m} \cdot \sin m\theta \\
\gamma_{r\zeta} &= \sum_{n=0}^{L} \gamma_{r0n} \cdot \cos n\theta + \sum_{m=1}^{L} \gamma_{r0m} \cdot \sin m\theta \\
\gamma_{\theta\zeta} &= \sum_{n=1}^{L} \gamma_{\theta0n} \cdot \sin n\theta + \sum_{m=1}^{L} \gamma_{\theta0m} \cdot \cos m\theta \\
\gamma_{z\zeta} &= \sum_{n=1}^{L} \gamma_{z0n} \cdot \sin n\theta + \sum_{m=1}^{L} \gamma_{z0m} \cdot \cos m\theta
\end{align*}
\] (3.2.16)

The formulation of element stiffness matrices involves volume integrals \( \lambda_1 \) to \( \lambda_{11} \). One point integration about the centroid of these triangular elements often gives reliable estimates of these integrals, especially if the difference between radii of any two nodes is small compared to the radii of the nodes. This simplification does not jeopardize the accuracy of the solution and further, it has been reported (Zienkiewicz, 1979) that often these simplified forms are superior to the exact solutions where large radial distances are involved. The values of \( \lambda_1, \lambda_2, \) and \( \lambda_3 \) are identical by the two methods, those of \( \lambda_4, \lambda_5 \) and \( \lambda_6 \) are altered insignificantly. The exact and simplified axisymmetric integrals from Nair (1974) are given in Appendix B.
3.2.2 ASSEMBLING THE STIFFNESS MATRIX FOR REDUCED STORAGE AND EFFICIENT SOLUTION

Present methods suggest that to economize the storage requirement, the nodes of the finite element mesh be numbered in such a way that the difference between any pair of inter-connected displacement freedoms is minimized. If each column of the stiffness matrix contains elements defined by the largest half band width, then the storage is minimized by minimizing this largest half band width for the system. The storage requirement can be further reduced by storing elements in the individual band width for each column by adopting the methods of storage suggested for sparse banded symmetric matrices.

For systems subjected to known boundary displacements and no external forces (other than inertia forces), only those equations which involve unknown (interior) displacements need be solved. Thus, the stiffness matrix can be partitioned into components due to interior and boundary displacement degrees of freedom:

\[
[k] = \begin{bmatrix}
  k_{11} & k_{12} \\
  - & - \\
  k_{21} & k_{22}
\end{bmatrix}
\]  

(3.2.17)

where \([k_{11}]\) is entirely defined for interior displacement freedoms and \([k_{22}]\) is defined for only boundary displacement freedoms. Only \([k_{11}]\) and \([k_{12}]\) need to be stored to solve the problem if the interior and boundary nodes are numbered separately. Separate numbering and partitioning of the stiffness matrix significantly decreases computer storage requirements which is an important feature at both the research
and engineering applications level with available computers.

3.3 PROPOSED METHOD FOR MINIMIZING STORAGE REQUIREMENTS

In addition to numbering the interior nodes in one sequence followed by the boundary nodes, so that the \([k]\) matrix can be partitioned, minimization of the band widths for interior degrees of freedom reduces the band widths for the \([k_{11}]\) matrix. Further, if the displacements, stresses and strains of the central node of any quadrilateral element are not required, then these central nodes can be numbered in one sequence after the boundary nodes. This ensures that the central nodes do not contribute to any increase in band width.

3.4 BOUNDARY ACCELERATIONS OF SYSTEM

Figure 3.2.1 shows the details of a typical ring element for an axisymmetric system. The most general nonsymmetric accelerations along the nodal ring may be expanded in a Fourier series form:

\[
\ddot{u}(t) = \sum_{n=0}^{L} \ddot{u}_n(t) \cos n\theta + \sum_{m=1}^{L} \ddot{u}_m(t) \sin m\theta
\]

\[
\ddot{v}(t) = \sum_{n=1}^{L} \ddot{v}_n(t) \sin n\theta + \sum_{m=1}^{L} \ddot{v}_m(t) \cos m\theta \quad (3.4.1)
\]

\[
\ddot{w}(t) = \sum_{n=0}^{L} \ddot{w}_n(t) \cos n\theta + \sum_{m=1}^{L} \ddot{w}_m(t) \sin m\theta
\]

where \(u, v, w\) are radial, longitudinal and axial displacements, \(u_n(t), v_n(t), w_n(t)\) are the respective quantities for \(n^{th}\) harmonic and \(u_m(t), v_m(t), w_m(t)\).
\( v_m(t), w_m(t) \) are those for \( m^{th} \) harmonic. The first summation term is for the symmetric components of the response (symmetric about the \( \theta=0 \) axis), and the second summation term is for the antisymmetric components of the response. The coefficients \( \ddot{u}_n(t), \ddot{u}_m(t), \) etc. may be evaluated by integrating Equation (3.4.1) for the nodal ring under consideration:

\[
\begin{align*}
\ddot{u}_0(t) &= \frac{1}{2\pi} \int_{-\pi}^{+\pi} \ddot{u}(t) \cdot d\theta \\
\ddot{u}_n(t) &= \frac{1}{\pi} \int_{-\pi}^{+\pi} \ddot{u}(t) \cdot \cos n\theta \cdot d\theta \\
\ddot{u}_m(t) &= \frac{1}{\pi} \int_{-\pi}^{+\pi} \ddot{u}(t) \cdot \sin m\theta \cdot d\theta \\
\ddot{v}_n(t) &= \frac{1}{\pi} \int_{-\pi}^{+\pi} \ddot{v}(t) \cdot \sin n\theta \cdot d\theta \\
\ddot{v}_m(t) &= \frac{1}{\pi} \int_{-\pi}^{+\pi} \ddot{v}(t) \cdot \cos m\theta \cdot d\theta \\
\ddot{w}_0(t) &= \frac{1}{2\pi} \int_{-\pi}^{+\pi} \ddot{w}(t) \cdot d\theta \\
\ddot{w}_n(t) &= \frac{1}{\pi} \int_{-\pi}^{+\pi} \ddot{w}(t) \cdot \cos n\theta \cdot d\theta \\
\ddot{w}_m(t) &= \frac{1}{\pi} \int_{-\pi}^{+\pi} \ddot{w}(t) \cdot \sin m\theta \cdot d\theta.
\end{align*}
\]
Since it is difficult to develop a general expression for $\ddot{u}(t)$, $\ddot{v}(t)$, $\ddot{w}(t)$ along the ring, the response is computed at regular angular intervals along the ring (say 8 or 12 values depending on required accuracy), and an average value based on the numerical integration over 360 degrees is adopted in the analysis. If the response is computed at 30 degree intervals along the nodal ring, then the component responses in various harmonics by numerical integration are:

$$\ddot{u}_0(t) = \frac{1}{12} \sum_{i=1}^{12} \ddot{u}_i(t)$$

$$\ddot{u}_n(t) = \frac{1}{n\pi} \sum_{i=1}^{12} \ddot{u}_i(t)\{\sin(30i\pi-15n) - \sin(30i\pi-45n)\}$$

$$\ddot{u}_m(t) = \frac{1}{m\pi} \sum_{i=1}^{12} \ddot{u}_i(t)\{\cos(30i\pi-45m) - \cos(30i\pi-15m)\}$$

$$\ddot{v}_n(t) = \frac{1}{n\pi} \sum_{i=1}^{12} \ddot{v}_i(t)\{\cos(30i\pi-45n) - \cos(30i\pi-15n)\}$$

$$\ddot{v}_m(t) = \frac{1}{m\pi} \sum_{i=1}^{12} \ddot{v}_i(t)\{\sin(30i\pi-15m) - \sin(30i\pi-45m)\}$$

$$\ddot{w}_0(t) = \frac{1}{12} \sum_{i=1}^{12} \ddot{w}_i(t)$$

$$\ddot{w}_n(t) = \frac{1}{n\pi} \sum_{i=1}^{12} \ddot{w}_i(t)\{\sin(30i\pi-15n) - \sin(30i\pi-45n)\} \quad (3.4.3)$$

$$\ddot{w}_m(t) = \frac{1}{m\pi} \sum_{i=1}^{12} \ddot{w}_i(t)\{\cos(30i\pi-45m) - \cos(30i\pi-15m)\}$$

Although an infinite number of harmonics exist, only the first few make a significant contribution to the computed response. Nair
(1974) found that the axisymmetric harmonic, the symmetric and antisymmetric components due to the first harmonic, and the symmetric component due to the second harmonic, were adequate to get results accurate enough for engineering purposes. This was adopted for parametric studies. For more detailed analyses, the symmetric component of the second harmonic and the antisymmetric component of the third harmonic were also considered.

3.5 STEP-BY-STEP METHOD OF DYNAMIC ANALYSIS

The step-by-step method of dynamic analysis was first developed by Wilson and Clough (1962). From the known values of displacement, velocity and acceleration at any time \((t-\Delta t)\), it is possible to compute those at time \(t\), where \(\Delta t\) is a small increment in time during which the acceleration may be assumed to vary linearly. The mid-acceleration method proposed by Penzien (1960) may also be used in a similar way. The equations of motion for an interactive system with viscous damping are:

\[
[M] \ddot{u}^t + [C] \dot{u}^t + [K] u^t = [f]^t \tag{3.5.1}
\]

where \([f]^t\) is the vector of external forces acting on the system, \([u]^t\), \([\dot{u}]^t\), \([\ddot{u}]^t\) are displacement, velocity and acceleration vectors, and \([M]\), \([C]\) and \([K]\) are the mass, damping and stiffness matrices of the system. Equation (3.5.1) can be solved by assuming some form of acceleration variations in the time interval \(\Delta t\). If a linear acceleration variation is assumed, the expressions for velocity and displacement are:

\[
\dot{u}^t = \dot{u}^{t-\Delta t} + \frac{\Delta t}{2} \cdot (\ddot{u}^{t-\Delta t} + \frac{\Delta t}{2} \cdot (\ddot{u})^t \tag{3.5.2}
\]
\[
(u)^{t} = (u)^{t-\Delta t} + \Delta t \cdot (u)^{t-\Delta t} + \frac{\Delta t^{2}}{3} \cdot (u)^{t-\Delta t} + \frac{\Delta t^{2}}{6} \cdot (u)^{t-\Delta t} + (u)^{t}
\]

(3.5.3)

Substituting Equations (3.5.2) and (3.5.3) in Equation (3.5.1), the acceleration vector at time \( t \) is:

\[
(\ddot{u})^{t} = [F]((f)^{t} - [C](a) - [K] \cdot (b))
\]

(3.5.4)

where

\[
[F] = ([M] + \frac{\Delta t}{2}[C] + \frac{\Delta t^{2}}{6}[K])^{-1}
\]

(3.5.5)

\[
(a) = (u)^{t-\Delta t} + \frac{\Delta t}{2}(\ddot{u})^{t-\Delta t}
\]

(3.5.6)

and

\[
(b) = (u)^{t-\Delta t} + \Delta t(u)^{t-\Delta t} + \frac{\Delta t^{2}}{3}(\ddot{u})^{t-\Delta t}
\]

(3.5.7)

From this, the velocity and displacement vectors are:

\[
(\dot{u})^{t} = (a) + \frac{\Delta t}{2}(\ddot{u})^{t}
\]

(3.5.8)

\[
(u)^{t} = (b) + \frac{\Delta t^{2}}{6}(\ddot{u})^{t}
\]

(3.5.9)

Through repeated use of Equations (3.5.4) through (3.5.9), the response of the system is found at all time stations.

The standard way to incorporate damping is to assume proportional damping in which the damping matrix is expressed as a linear combination of the mass and stiffness matrices:

\[
[C] = \alpha[M] + \beta[K]
\]

(3.5.10)

where \( \alpha \) and \( \beta \) are constants with units of \( \text{sec}^{-1} \) and \( \text{sec} \). Substituting Equation (3.5.10) into Equation (3.5.5) yields:
\[
[F] = \left( 1 + \alpha \cdot \frac{\Delta t}{2} \right) [M] + \left( \beta \cdot \frac{\Delta t}{2} + \frac{\Delta t^2}{6} \cdot [K] \right)^{-1}
\]

(3.5.11)

The time interval \( \Delta t \) is selected in terms of the dynamic characteristics of the structure. One percent of the smallest significant period is often adopted to ensure numerical stability. If the smallest significant period is not known (i.e., eigenvalue not solved), a number of trial values may be used and the largest value that gives stable results can be adopted.

In the case of earthquake response problems, the load vector \( (f)^T \) is due to inertia forces given by:

\[
(f)^T = -[M](\ddot{u})^T
\]

(3.5.12)

where \( (\ddot{u})^T \) are the absolute earthquake accelerations.

Equation (3.5.12) is ideally suited for situations where the spatial distribution of ground motions is available. For small rigid structures where the response at all points can be assumed to be the same at a given time, the forcing vector is:

\[
(f)^T = - (\ddot{u})^T_1 \begin{bmatrix}
    m_1 & 0 & 0 & m_2 & 0 & 0 & m_3 & 0 & 0 & \cdots & m_n & 0 & 0
\end{bmatrix}^T
\]

\[
- (\ddot{u})^T_2 \begin{bmatrix}
    0 & m_1 & 0 & 0 & m_2 & 0 & 0 & m_3 & 0 & \cdots & 0 & m_n & 0
\end{bmatrix}^T
\]

\[
- (\ddot{u})^T_3 \begin{bmatrix}
    0 & 0 & m_1 & 0 & 0 & m_2 & 0 & 0 & m_3 & \cdots & 0 & 0 & m_n
\end{bmatrix}^T
\]

(3.5.13)

where \( n \) is the number of degrees of freedoms, and subscripts 1, 2, and 3 stand for two orthogonal horizontal directions and the vertical
direction for the acceleration vectors.

Details for the mid-acceleration method are also available (Nair, 1974; Penzien, 1960). Both methods are quite suitable for any general axisymmetric problem. The mid-acceleration method is deemed to give more accurate results because it uses accelerations at mid-intervals. Another important advantage of this method is that it eliminates the need for storage of the $[F]$ matrix of Equation (3.5.5) for the step-by-step method, which is crucial for large problems. However, it can involve serious numerical problems when dealing with large systems with materials of appreciably different elastic moduli (Nair, 1974). For this reason, the step-by-step method was adopted in this study.

3.6 CURRENT METHODS FOR SOLVING THE EQUATIONS OF MOTION FOR A SYSTEM WITH KNOWN BOUNDARY RESPONSE

The technique for solving the equation of motion under consideration was first proposed by Clough (1971). The equation of motion for the system can be expressed as:

$$[M](\ddot{u}^t) + [C](\dot{u}^t) + [K](u^t) = (0)$$  \hspace{1cm} (3.6.1)

where $(\ddot{u}^t)$, $(\dot{u}^t)$, and $(u^t)$ are the absolute acceleration velocity and displacement vectors, and the superscript $t$ denotes the total value of the quantity being referred to, and not time. The time station notation is not included for simplicity, because it remains the same for all the response components. Each of these response vectors can be partitioned into those for the interior displacements $(\ddot{u}_1^t)$, $(\dot{u}_1^t)$ and $(u_1^t)$.
and those for boundary displacements \( \{ \dot{u}_B^t \}, \{ \ddot{u}_B^t \} \) and \( \{ u_B^t \} \) which are known.

The interior response can be considered to be made up of the pseudo static response \( \{ \ddot{u}_I^s \}, \{ \dot{u}_I^s \}, \{ u_I^s \} \) and the dynamic response \( \{ \ddot{u}_I^d \}, \{ \dot{u}_I^d \}, \{ u_I^d \} \). Thus:

\[
\{ u_I^t \} = \{ u_I^s \} + \{ u_I^d \}
\]

(3.6.2)

The pseudo static response is defined as that set of responses which will keep the system in static equilibrium under the imposed known boundary dynamic response, i.e.:

\[
[k_{11} \quad k_{12}] \begin{Bmatrix} u_I^s \\ \dot{u}_B^t \end{Bmatrix} = 0
\]

(3.6.3)

or,

\[
[k_{11}](u_I^s) + [k_{12}](u_B^t) = 0
\]

or,

\[
[k_{11}](u_I^s) = -[k_{12}](u_B^t)
\]

or,

\[
\{ u_I^s \} = -[k_{11}]^{-1}[k_{12}](u_B^t) = [H](u_B^t)
\]

(3.6.4)

or,

\[
[H] = -[k_{11}]^{-1}[k_{12}]
\]

(3.6.5)

or,

\[
([k_{11}][H] + [k_{12}])u_B^t = \{ 0 \}
\]

(3.6.6)

Equation (3.6.1) can be rewritten in the partitioned form:

\[
\begin{bmatrix}
\frac{m_{11}}{m_{21}} & \frac{m_{12}}{m_{21}} \\
\frac{m_{21}}{m_{22}} & \frac{m_{22}}{m_{22}}
\end{bmatrix} \begin{Bmatrix} \ddot{u}_I^t \\ \ddot{u}_B^t \end{Bmatrix} + \begin{bmatrix}
c_{11} & c_{12} \\
c_{21} & c_{22}
\end{bmatrix} \begin{Bmatrix} \dot{u}_I^t \\ \dot{u}_B^t \end{Bmatrix} + \begin{bmatrix}
k_{11} & k_{12} \\
k_{21} & k_{22}
\end{bmatrix} \begin{Bmatrix} u_I^t \\ u_B^t \end{Bmatrix} = \begin{Bmatrix} 0 \\ 0 \end{Bmatrix}
\]

(3.6.7)
Since the boundary response is already known, it is only necessary to solve the equations above the horizontal partition line, i.e.:

\[
\begin{align*}
[m_{11}] (\ddot{u}_I^t) + [c_{11}] (\dot{u}_I^t) + [k_{11}] (u_I^t) + [m_{12}] (\ddot{u}_B^t) + [c_{12}] (\dot{u}_B^t) + [k_{12}] (u_B^t) &= (0) \\
/m_{11} [u_I^d] + [c_{11}] [\dot{u}_I^d] + [k_{11}] [u_I^d] \\
/\quad = -[m_{12}] [\ddot{u}_B^t] - [m_{11}] [\ddot{u}_I^t] - [c_{12}] [\dot{u}_B^t] - [c_{11}] [\dot{u}_I^t] - [k_{11}] [u_I^t] - [k_{12}] [u_B^t] \\
/\quad = -[m_{11}] [\ddot{u}_I^d] - k_{12} [\ddot{u}_B^t] - \alpha [m_{11}] [\dot{u}_I^d] - \beta [k_{11}] [\dot{u}_I^d] - [k_{11}] [u_I^d] - [k_{12}] [u_B^t] \\
/\quad = -[m_{11}] [\ddot{u}_I^d] - \alpha [m_{11}] [\ddot{u}_B^t] \\
/\quad = -[m_{11}] [\ddot{u}_I^d] - \alpha [m_{11}] [\ddot{u}_B^t] \\
/\quad = -[m_{11}] [\ddot{u}_I^d] - \alpha [m_{11}] [\ddot{u}_B^t]
\end{align*}
\]

(3.6.8)

(3.6.9)

(3.6.10)

(3.6.11)

The damping terms, in Equation (3.6.11) are insignificant compared to the inertia terms, i.e.:

\[
[m_{11}] (\ddot{u}_I^d) + [c_{11}] (\dot{u}_I^d) + [k_{11}] (u_I^d) = -[m_{11}] [\ddot{u}_B^t]
\]

(3.6.12)

Equation (3.6.12) is similar in form to Equation (3.6.1) and hence, can be solved for \((u_I^d)\). Knowing the dynamic response \((\ddot{u}_I^d)\), \((\dot{u}_I^d)\) and \((u_I^d)\), the net response at any node for any time instant is computed as the sum of the pseudo static and dynamic responses.
3.7 PROPOSED METHOD FOR SOLVING THE EQUATIONS OF MOTION FOR KNOWN BOUNDARY RESPONSE

As discussed in the previous section, since the boundary response is known it is sufficient to solve the equations above the horizontal partition line of Equation (3.6.7). These equations are:

\[
\begin{align*}
[m_{11}]\dddot{u}_1 + [c_{11}]\dddot{u}_1 + [k_{11}]\dddot{u}_1 &= -[m_{12}]\dddot{u}_B - [c_{12}]\dddot{u}_B - [k_{12}]\dddot{u}_B \\
(3.7.1)
\end{align*}
\]

All terms on the right side of Equation (3.7.1) are known for any instant of time, and are thus similar in form to Equation (3.5.1) which can be solved. This method of course does not give the pseudo static response. However, since this response is not used separately in computing the stresses and strains, it is not always of interest to compute the pseudo static response. There are many advantages of this approach over current methods. The \([k_{12}]\) matrix required is much smaller in size compared to the \([k_{11}]^{-1}[k_{12}]\) matrix required in the method proposed by Clough. It also leads to a considerable savings in computational effort. As shown in the previous section, some of the damping terms of Equation (3.6.11) were neglected since they are not too significant and also because they result in a considerable increase in storage requirements. However, this contribution of damping can be considered in the proposed method with only a marginal increase in storage.

Since the equations of motion are the same for both methods and only the technique of solution is different, the solutions by the two
methods should be identical. A trial problem was solved by these two methods and the results obtained were identical up to six digits.

The finite element mesh idealization of the axisymmetric trial problem is shown in Figure 3.7.1; other details as follows:

Axial length of the system = 19.5 m (64 ft)
Radial distance for the assumed free field motion boundary = 24.38 m (80 ft)
Outer radius of the tunnel = 6.1 m (20 ft)
Thickness of concrete liner = 0.254 m (10 in)
Number of nodes = 68
Number of interior nodes = 55
Number of boundary nodes = 13
Number of degrees of freedom = 204
Number of degrees of freedom for interior nodes = 165
Number of degrees of freedom for boundary nodes = 39
Half band width of stiffness matrix
  by conventional method = 51
  by proposed method = 45
Young's Modulus of medium = 8.04 MPa (168000 psf)
Young's Modulus of concrete = 20684 MPa (432x10^6 psf)
Number of time stations considered = 61
The stiffness matrix was assembled by the proposed method using the individual band width for each degree of freedom. The dynamic analysis was then completed by:

Method 1. Method proposed by Clough (1971)
Method 2. Method outlined in this chapter.

The size of matrices \([k], [k_{11}], [F], [k_{12}]\) for these two methods, and also for a third method using typical half band width type storage, are given in Table 3.7.1. The table also gives the time of execution for the first two methods and estimated time of execution for the third method. It is clear from these figures that the use of individual band widths results in a considerable saving in storage requirements and time of execution. The use of the proposed method results in a further substantial reduction in both these requirements, and simplifies programming considerably. This is very important for economical analyses of large problems using relatively small computers.

3.8 COMMENTS ON PROPOSED METHOD

In the previous discussion, it was assumed that the response of boundary nodes is known at each time station. If there are time dependent external forces acting at some of the boundary nodes, then the stiffness matrix terms corresponding to the displacement freedoms of these nodes also have to be saved for the analysis. If all of the boundary nodes have such forces, the size of the stiffness matrix by the proposed method will be only marginally smaller than that by the
### TABLE 3.7.1

SIZE OF MATRICES AND TIME OF EXECUTION FOR THE TRIAL PROBLEM

<table>
<thead>
<tr>
<th>ITEM</th>
<th>METHOD 1</th>
<th>METHOD 2</th>
<th>METHOD 3</th>
<th>PERCENTAGE SAVINGS OF (3) WITH RESPECT TO (2)</th>
<th>PERCENTAGE SAVINGS OF (3) WITH RESPECT TO (4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
<td>(4)</td>
<td>(5)</td>
<td>(6)</td>
</tr>
<tr>
<td>Half Bandwidth</td>
<td>45</td>
<td>45</td>
<td>51</td>
<td>-</td>
<td>13</td>
</tr>
<tr>
<td>$[K_{11}]$ matrix</td>
<td>2,733</td>
<td>2,733</td>
<td>10,404</td>
<td>-</td>
<td>280</td>
</tr>
<tr>
<td>$[F]$ matrix</td>
<td>3,777</td>
<td>3,777</td>
<td>10,404</td>
<td>-</td>
<td>175</td>
</tr>
<tr>
<td>$[K_{11}]^{-1}[K_{12}]$ matrix</td>
<td>6,435</td>
<td>-</td>
<td>7,956</td>
<td>936</td>
<td>7,856</td>
</tr>
<tr>
<td>$[K_{12}]$ matrix</td>
<td>-</td>
<td>621</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total size of the program</td>
<td>24,576</td>
<td>19,570</td>
<td>44,544</td>
<td>26</td>
<td>128</td>
</tr>
<tr>
<td>Compilation time</td>
<td>6.33 sec</td>
<td>1.16 sec</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Execution time</td>
<td>94.96 sec</td>
<td>57.08 sec</td>
<td>273 sec</td>
<td>66.36</td>
<td>378.27</td>
</tr>
<tr>
<td>(estimated)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
conventional method. But even for this case the size of the $[k_{12}]$
matrix required in the proposed method is considerably smaller than the
$[k_{11}]^{-1}[k_{12}]$ matrix required for the method proposed by Clough (1971),
and naturally there is a corresponding saving in computational effort.
CHAPTER 4
CONTINUITY OF THE SYSTEM IN AXIAL DIRECTION

4.1 INTRODUCTION

The axial length of buried structures can vary considerably. The entire structure may be included in the analysis if the length is short. However, for structures of considerable length, a dynamic analysis for the entire structure is impracticable. For this case, an analysis for a typical section of the structure is the next best choice, and often adequate for design purposes. However, this does necessitate consideration of system continuity in the axial direction.

The assumption of free field motions at a certain radial distance from the structure (established by trial and error procedures) can be justified. For the transverse end sections, free field motions at these positions do not hold true due to structure-medium interaction. For carrying out the dynamic analysis in the time domain, it is necessary to know the response at these transverse end sections at each time station. As such, this is an indeterminate problem.

In the conventional approach, this limitation is overcome by including additional elements at the ends so that any errors introduced are not significant at the region of interest. This is a reasonable approach if the size of the problem is small. However, the multiple
layers of elements to represent the liner and length of structure makes the size of problem much too large to afford such a proposition. There are some methods available for considering the continuity of the system in the radial direction (Lysmer, J. and Kuhlmeier, R.L. 1969; Kuhlmeier, R.L. and Lysmer, J., 1969; Kausel, E. et al, 1975). They are all for dynamic analyses in the frequency domain, and cannot account for continuity in the axial direction.

In this chapter a method for considering the continuity of the system in the axial direction for a time domain dynamic analysis is formulated.

4.2 DETAILS OF THE INTERACTIVE SYSTEM CONSIDERED

For the case of vertical shear wave propagation, the response of all points in a given horizontal plane remains the same. This case is most suitable for evaluating possible methods of handling the end response. A sinusoidal acceleration of 2Hz and maximum amplitude of ±0.305 m/s² was used as the base excitation in the axial and transverse directions. The system is similar to the one shown in Figure 1.7.1 with outside diameter, liner thickness and axial tunnel length of 6 m, 0.254 m and 120 m (195 m for the case discussed in section 4.4), respectively. The axis of symmetry is at a distance of 24.4 m from base rock, and the free field response was assumed to act at a distance of 4D from the axis of symmetry, D being the diameter of the tunnel (shown to be adequate in the next chapter). The bulk density, Poisson's ratio and
4.3 RESPONSE OF THE SYSTEM WITH NODES ON THE TRANSVERSE ENDS SET FREE

Because the response along the transverse ends is not known, a method that localizes the influence of the assumed end conditions would appear reasonable. For this purpose, the nodes along these transverse end sections were set free. Field motions were assumed along the radial boundary at a distance of 4D from the axis of symmetry. For this case, free field response at point p (without the tunnel), shown in Figure 4.3.1 and 4.3.2, respectively, is observed that the discrepancies due to the assumed free conditions are largest near the ends. The discrepancies are largest for Case 7, because it has the most ill-conditioned elements. It may also be noted that the axial response of the tunnel is almost identical to the corresponding free field axial response. However, there is some difference between the two in the case of the medium are 1.845 kg/m³, 0.33 and 152.5 m/s, and those of the base rock are 2.325 kg/m³, 0.4 and 1,830 m/s, respectively. The finite element meshes used in the analysis are shown in Figure 4.2.1. The panels are the same at both ends although details are shown at one end only. The details of the four interior panels are also shown in the figure. For Case 4, there are no special end panels; instead, the first and last of the four panels serve as the end panels.
Figure 4.2.1 Finite Element Grid with Special End Panels

\[ \begin{align*}
    r_1 &= 3.05 \text{ m}, \\
    r_2 &= 6.1 \text{ m}, \\
    r_3 &= 12.2 \text{ m}, \\
    r_4 &= 24.4 \text{ m}
\end{align*} \]
Figure 4.3.1: Radial displacements along the generator for point "P" at time 2 seconds.
Figure 4.3.2  Axial Displacements Along the Generator for Point P at Time 2 Seconds
of radial response. This is because the system tends to be weaker in the transverse direction. The figures also indicate that the errors due to the assumed end conditions are negligible at a distance of 30 to 35 m from the transverse end sections.

4.4 RESPONSE OF THE SYSTEM WITH FREE FIELD MOTIONS ASSUMED AT TRANSVERSE ENDS

The study of buried pipe and tunnel behaviour during past earthquakes appears to indicate that the response of such structures closely follows the response of the surrounding medium. For the dynamic analysis in the time domain, it was also proposed to use the free field motions along end boundaries as estimates of the unknown response at these sections. Figures 4.4.1 and 4.4.2 show the resulting response along the generator at the right spring-point "P" of the tunnel. From these figures, it may be seen that the influence of end conditions is negligible at a distance of about 30-35 m from the end sections. It may also be noted that the method given in section 4.3 leads to more desirable results than those by the method in this section. It also highlights the importance of due consideration of the structure-medium interaction. Even though the difference between the actual response of the structure and the corresponding free field response of the medium is small, it is significant enough to cause errors in the computed response of the system near the end sections.
Figure 4.4.1: Axial response of the system with free field responses assumed along the transverse ends (time = 2 sec.).

Response of "p" along the axis of the tunnel (m).

Free field response at "p".
4.5 TIME LAG BETWEEN TWO POINTS ON THE SAME HORIZONTAL GENERATOR

Consider points A and E (Figure 1.7.1) separated by an axial distance \( z \). The response at these points should be identical as \( z \) approaches zero (i.e. if \( z \) is small enough, the response at \( E \) is a good approximation of that at \( A \)). The distance \( z \) appears in the dynamic analysis as the time lag, the time taken by the shear wave to travel from \( A \) to \( E \). Extending this logic to the response for two consecutive time stations at points \( A \) and \( E \) in the dynamic analysis, if the time interval \( \Delta t \) between the time stations is small enough, the response at \( E \) at time \( (t-\Delta t) \) may be considered to be a good estimate of the response at a time \( t \).

It is quite obvious that a smaller value of \( \Delta t \) will always improve the accuracy of the results obtained. However, the value of \( z \) should be such that it leads to a small time lag between the points, but should also be large enough so that the influence of assumed responses at transverse boundaries is acceptably small. Since these requirements conflict with each other, a suitable compromise was to be struck. From the discussions given in sections 4.3 and 4.4 a value of about 60 should be adequate for \( z \), if the corresponding time lag is also acceptable. For the case of vertical propagation of shear waves, there is no problem in adopting this (or even larger) value of \( z \) as this does not cause any time lag. In the case of shear wave propagation at an angle \( \theta \) to the vertical, the time lag \( \Delta t \) is given by

\[
\Delta t = \frac{z \sin \theta}{B} \quad (4.5.1)
\]
where $\beta$ is the shear wave velocity. It was shown in section 2.7 that the largest value of $\theta$ for a surface formation would be about 30°. In most cases, it is much smaller, and gets smaller for formations with lower values of $\beta$. Thus, it may be seen that the ratio $(\sin\theta)/\beta$ does not change much for different values of $\beta$. For $z = 35$ m the corresponding time lag would be 0.0083 s if $\beta = 100$ m/s; and 0.00828 s if $\beta = 902$ m/s.

If somewhat smaller values of $z$ are employed to reduce the corresponding time lag $\delta t$, the assumed values of response for the transverse boundaries will contain some error, which will die away at a relatively small distance from the end sections.

To verify the proposed method, Cases 1 to 6 of Figure 4.2.1 were considered. The radial and axial responses at point "P" from the dynamic analyses, and the corresponding free field response, are shown in Figures 4.5.1 and 4.5.2. For cases 1, 2, and 3 the errors due to end conditions are rather large, while for Cases 4 and 5 where 4 small end panels are used at each end (each transverse section separating the end panels "borrowing" the response from the similar section immediately next to it on the inner side), the results are much better. However, with less finite elements, degrees of freedom (and computational effort), Case 4 gives the best (almost ideal) results. For this case, the end panels are identical in layout to the two interior panels.
FREE FIELD RESPONSE

AXIAL DISPLACEMENTS (mm) ±

DISTANCE ALONG THE AXIS OF SYMMETRY (m) ±

FIGURE 4.5.2 AXIAL DISPLACEMENTS ALONG THE GENERATOR FOR POINT "P" AT TIME 2 SECONDS
4.6 CONCLUSIONS

Because of structure-medium interaction, the response of the system along the transverse boundaries is not known for any time station. Without this knowledge, the dynamic analysis of a finite length system in the time domain cannot really be carried out. There is no remedy for this problem at present, except to provide sufficient extra elements on either side of the portion of the system of interest. This increases the size of the problem for the type of structures under consideration, and the cost of solution.

The influence of the errors due to the assumed boundary conditions appears to be felt up to a distance of 5 to 6D from the ends. Even though the response of the structure is close to the free field response at the same position and same time, the difference is significant enough to cause appreciable deviations from the actual responses near the end zones. This shows the importance of due consideration of the structure-medium interaction.

Very good estimates of these unknown responses along the transverse end sections may be obtained "borrowing" the response at the corresponding node on the same (horizontal) generator at a distance of five or six diameters. As the distance between the "donor" and "receiver" nodes decreases, the distance from the ends up to which the discrepancies in response show up to to assumed end conditions increases.
The largest distance between the donor and receiver nodes that may be allowed in any problem depends on many other details. A smaller time step will always allow a greater distance of separation. Even if the allowable distance of separation is limited to less than 5D, this will result in discrepancies in computed response for a much smaller distance from the end sections, which still makes it a better method than the others described previously.

For most surface formations of practical interest, the largest shear waves propagation angle with respect to vertical is of the order of 30°, and much smaller in most cases. In such cases, horizontal distances of the order of 30 to 35 m result in acceptably small time lags. This further helps to justify the use of this method for cases where the shear wave is propagating at an angle to the vertical.
CHAPTER 5
DYNAMIC ANALYSIS OF TUNNEL-MEDIUM SYSTEMS

5.1 INTRODUCTION

A method for considering finite length sections (i.e. end response boundary conditions) was presented in the previous chapter. In this chapter, results are discussed for a number of parametric studies. For cases where stresses are not used as the basis for comparisons, only displacement responses are considered. The single layer medium was represented by three layers of elements, and the concrete tunnel liner by a single layer of finite elements (Figure 5.2.1). This allows consideration of a longer tunnel length for such a case. A sinusoidal base excitation was considered, with 0.3 m/s² peak amplitude and 2 Hz frequency in the axial as well as the transverse directions. The shear wave was considered to propagate in the vertical direction and R-waves were assumed to be absent. A 76 m thick single layer system with a tunnel of outside diameter 6 m and liner thickness of 254 mm was used in these analyses, with the axis of symmetry 27.5 m above base rock level.

In more detailed analyses, where stresses were also considered, the medium was represented by four layers of elements and the tunnel liner by a combination of triangular and quadrilateral elements. The details for this mesh are given in section 5.11.1.
5.2 PARAMETRIC STUDIES WITH A SINGLE LAYER OF ELEMENTS REPRESENTING THE LINER

Figures 5.2.1 and 5.2.2 show the details of the single layer system and finite element mesh employed, respectively. The number of typical panels in the mesh, and the length of these panels, may vary from trial to trial, but the panel pattern remains the same. To facilitate a comparison of the results, the free field motions computed for one set of material properties at a radial distance of 24 m (80 ft) from the axis of symmetry were used as the known response of the system at the free field boundary when different materials were considered. The duration of the analyses was limited to 3 seconds with a time interval of 0.01 seconds. The parameters considered were:

1. Tunnel length;
2. Radial distance of the free field motion boundary;
3. Properties of the liner;
4. Aspect ratio of the liner elements; and
5. Direction of base excitation with respect to the tunnel axis.

5.3 LENGTH OF THE TUNNEL

Free field motions were assumed at the transverse end boundary sections as well as the radial boundary at 24 m (4 D (diameters) from tunnel axis), which is discussed in greater details in section 5.4. Axial lengths of 2, 4, 6, 8 and 10 panels were considered with a panel
FIGURE 5.2.1 SINGLE LAYER SYSTEM WITH TUNNEL

FIGURE 5.2.2 LAYOUT OF A TYPICAL PANEL OF THE INTERACTIVE SYSTEM
length of 19.5 m (64 ft). Figures 5.3.1 and 5.3.2 show the radial and axial displacements of the liner at the right spring point along the axial direction of the tunnel for the base excitation. At a distance of about 36 m (6 D) from the ends, most of the error due to assumed end conditions appears to be eliminated. The discrepancy in the computed response at the end zones is more pronounced for the radial response than for the axial response. This is anticipated since the system is "weaker" in the radial direction due to the tunnel cavity, and in agreement with field observations (Appendix A).

5.4 RADIAL DISTANCE TO THE FREE FIELD MOTION BOUNDARY

The response at the right spring point for the 8 panels axial length tunnel, along the transverse section of its mid-length, is shown in Figure 5.4.1. Over this length, the section is free from the effect of end conditions as shown in Section 5.3. From Figure 5.4.1 it is clear that the response of the system at 2 D from the axis of symmetry is quite close to the free field motions, which in turn indicates that the assumption of free field motions at 4 D in Section 5.3 (and throughout this chapter unless otherwise stated) is both reasonable and adequate.

To check this assumption in more detail, the system was analyzed with the assumed free field motions at a radial distance of 2 D by removing the outer layers of finite elements in Figure 5.2.2. The axial and radial responses obtained are shown in Figures 5.4.2 at
FIGURE 5.3.1 RADIAL RESPONSE OF THE LINER AT RIGHT SPRINGING POINT (TIME = 2 SEC.)
Figure 5.3.2 Axial Response of the Tunnel at Right Springing Point (Time = 2 Seconds)
FIGURE 5.4.2  RESPONSE OF THE TUNNEL AT THE RIGHT SPRINGING POINT ON THE TRANSVERSE SECTION AT MID-LENGTH OF THE TUNNEL (TIME = 2 SEC.)
FIGURE 5.4.1  RESPONSE OF THE TUNNEL AT THE RIGHT SPRINGING POINT ON THE TRANSVERSE SECTION AT THE MID-LENGTH OF THE TUNNEL (TIME = 1 SEC.)
2 seconds. The differences in the computed response for this case with respect to the system with free field motions at 4 D are only about 5.5% and 6% for the radial and axial responses, respectively. Part of this discrepancy is due to the small number of elements used to represent the medium. A system with additional layers of elements would be expected to yield more accurate computed responses of the system.

5.5 MATERIAL PROPERTIES OF THE MEDIUM

The material properties used to represent the medium are given in Table 5.5.1. As indicated previously, the free field motions computed for the second set of properties were used in all cases for comparison purposes. The nodes along the transverse end sections were set free for these cases. For these cases the finite elements mesh consists of 8 panels, with end and interior panels 61 m (200 ft) and 30.5 m (100 ft) long, respectively. Figures 5.5.1 and 5.5.2 give the radial and axial response of the liner at the right spring point. The response of the liner does not vary appreciably with medium properties over the representative range considered. For all of these cases, the axial response is close to the free field response of the medium at that point; while the radial response is somewhat different from the corresponding free field motion. The responses are free from end condition influences at a distance of 36 m (6 D) from the transverse boundaries.
Figure 5.5.2  Axial response of the liner at the right springing point with different material properties of the medium (time = 2 sec).
TABLE 5.5.1  MATERIAL PROPERTIES OF THE MEDIUM

<table>
<thead>
<tr>
<th>NO.</th>
<th>YOUNG'S MODULUS (MPa)</th>
<th>MASS DENSITY (kg/m³)</th>
<th>POISSON'S RATIO</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>69</td>
<td>1867</td>
<td>0.33</td>
</tr>
<tr>
<td>2</td>
<td>470</td>
<td>1867</td>
<td>0.33</td>
</tr>
<tr>
<td>3</td>
<td>690</td>
<td>1867</td>
<td>0.33</td>
</tr>
</tbody>
</table>

5.6 PROPERTIES OF THE LINER

The stiffness of the liner is a function of both the different material properties and thicknesses given in Table 5.6.1. Free field motions were again assumed at the nodes along the transverse end sections for these cases. For these cases, end and interior panels were 39 m (128 ft) and 19.5 m (64 ft) long, respectively. The responses obtained are given in Figures 5.6.1 and 5.6.2 for the liner right spring point. The computed response for the liner does not change much with the stiffness of the liner over the representative range considered. For all cases, the axial response at the mid-length transverse section remains close to the corresponding free field motion.

TABLE 5.6.1  PROPERTIES OF THE TUNNEL LINER

<table>
<thead>
<tr>
<th>NO.</th>
<th>YOUNG'S MODULUS (MPa)</th>
<th>MASS DENSITY (kg/m³)</th>
<th>POISSON'S RATIO</th>
<th>LINER THICKNESS (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2981</td>
<td>2435</td>
<td>0.2</td>
<td>254</td>
</tr>
<tr>
<td>2</td>
<td>3974</td>
<td>2435</td>
<td>0.2</td>
<td>305</td>
</tr>
<tr>
<td>3</td>
<td>4968</td>
<td>2435</td>
<td>0.2</td>
<td>305</td>
</tr>
</tbody>
</table>
Figure 5.6.2: Axial response of the tunnel at the right springing point with different liners (time = 2 sec).

1. Young's modulus = 20.7 GPa, thickness = 0.254 m
2. Young's modulus = 27.6 GPa, thickness = 0.305 m
3. Young's modulus = 34.5 GPa, thickness = 0.305 m
5.7 ASPECT RATIO OF LINER ELEMENTS

For the triangular elements involved, the aspect ratio is the ratio of the long side to its shorter adjacent side. As the liner thickness is quite small compared to the radial thickness of the medium included in the analyses, large aspect ratio elements are required to represent the long tunnel systems. However, larger aspect ratios (ill-conditioned elements) can often result in computing errors. While limiting aspect ratios of about 1:10 are often suggested, with the CDC 60 bit word, it should be possible in many cases to use larger aspect ratios.

Figures 5.3.1 and 5.3.2 show results obtained using elements of aspect ratio 1:9.6; while Figures 5.5.1 and 5.5.2 give those for an aspect ratio of 1:15. These results do not show any significant effect of aspect ratio on the response for the cases considered. It should be noted here that the dynamic analyses were limited to 3 seconds only, and the time step used was 0.01 seconds. Since the type of errors being considered would build up progressively with time, smaller time steps might be required (i.e. more expensive analysis) to limit such errors to acceptable limits if the duration of the analyses is long.

5.8 DIRECTION OF THE EXCITATION WITH RESPECT TO THE TUNNEL AXIS

The seismic motion is a vector varying in the time domain, and may have any general orientation with respect to the tunnel axis. For convenience, the vector may be resolved into components in the axial
and transverse directions; with the vertical component associated with these two components defined by the product of the tangent of the angle of propagation of the shear wave with the vertical and the horizontal response vector in that direction. To study the effect of the direction of propagation, the problem was analyzed with only the axial component of the base excitation for the previous cases. Then the analysis was repeated by using the transverse component only as the base excitation. The results showed that when the transverse component of base excitation was absent, the response of the tunnel in the transverse direction was negligible. The axial response was the same as the axial response when both axial and transverse components of the base excitation were present. Similarly, when the axial component of the base excitation was absent, the axial response was negligible, and the transverse response was the same as that when the same excitation was used in both directions. This indicates that the plane wave basically causes displacements mainly in the plane of propagation.

5.9 RESPONSE OF THE SYSTEM WITH SINUSOIDAL ACCELERATIONS AT THE FREE FIELD BOUNDARY

The single layer system under consideration, with a tunnel lining of 5 m outer diameter and horizontal axis, was analyzed for a sinusoidal acceleration of frequency 1 Hz and amplitude ± 1 m/s² at the free field boundary 20 m from the axis. At rest initial conditions were assumed, i.e. initial acceleration, velocity and displacement of zero. The computed response at the outer right spring point is shown
in Figure 5.9.1. The accelerations are of course sinusoidal, but the
displacements keep increasing with time. This is as anticipated since
the velocity curve obtained by integration of the specified acceleration
function always has positive (or zero) ordinates. The displacement
function obtained by integration of this velocity curve then always has
positive ordinates and keeps increasing with time. These results can
be substantiated by analytical means as well.

The displacements will be periodic for this case if the initial
conditions corresponding to steady state vibrations are specified, i.e.
at time $t = 0$, the acceleration and displacement are both zero while
the initial velocity is at its negative maximum. Alternatively, a
transient component may be introduced, which 'dies' out after a certain
period of time. An acceleration function in which the transient com-
ponent dies out in one cycle was adopted (Figure 5.9.2). The computed
responses at the outer right spring point are shown in Figure 5.9.3.

In following sections, whenever sinusoidal excitations are re-
tended to, the acceleration function is the one shown in Figure 5.9.2.

5.10.1 MORE DETAILED DYNAMIC ANALYSIS OF THE INTERACTIVE SYSTEM

A more detailed analysis of the system was carried out using the
much finer mesh shown in Figure 5.10.1 (not to scale). The tunnel had an
outer diameter of 5 m with horizontal axis of symmetry 35 m above the
base rock. The depth of the single layer was 75 m. Free field motions
were assumed at a radial distance of 20 m from the tunnel axis. Two sets
FIGURE 5.9.1 RADIAL RESPONSE OF RIGHT SPRING POINT OF THE LINER FOR SINUSOIDAL FREE FIELD ACCELERATION
FIGURE 5.9.2 ACCELERATION FUNCTION AT THE FREE FIELD BOUNDARY OF THE SYSTEM
FIGURE 5.9.3  AXIAL RESPONSE OF THE RIGHT SPRING POINT OF THE LINER FOR SINUSOIDAL FREE FIELD MOTION WITH TRANSIENT COMPONENT
Figure 5.10.1 Finite element grid representing the tunnel - medium system (not to scale).
TABLE 5.10.1  MATERIAL PROPERTIES

<table>
<thead>
<tr>
<th>Details</th>
<th>TOP LAYER OF THE SYSTEM</th>
<th>BASE ROCK</th>
<th>TUNNEL LINER</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SYSTEM E1</td>
<td>SYSTEM E2</td>
<td></td>
</tr>
<tr>
<td>Shear Wave Velocity (m/s)</td>
<td>100.125</td>
<td>902.2</td>
<td>2124</td>
</tr>
<tr>
<td>Poisson's Ratio</td>
<td>0.33</td>
<td>0.35</td>
<td>0.4</td>
</tr>
<tr>
<td>Mass Density (kg/m³)</td>
<td>1875</td>
<td>2275</td>
<td>2375</td>
</tr>
<tr>
<td>Young's Modulus (MPa)</td>
<td>50</td>
<td>5000</td>
<td>-</td>
</tr>
</tbody>
</table>

of material properties were used for the medium as given in Table 5.10.1. The axial length of the tunnel was 61.44 m for system E1 and 76.8 m for system E2. The aspect ratios of triangular liner elements were 12 and 15 for the two systems, respectively.

Each system was analyzed for three cases. For case 1, the sinusoidal acceleration function of frequency 1 Hz and peak amplitude ± 1.0 m/s² given in Figure 5.9.2 was employed as the excitation at base rock level in the axial and transverse directions. Vertical propagation of shear waves was assumed, and as such, Rayleigh waves were not accounted for. For case 2, the base excitation was the same as for case 1, except that the shear wave was assumed to propagate at an angle to the vertical and the Rayleigh waves were accounted for. For case 3, the N-S component of the 1941 El-Centro Earthquake, modified to a peak value of 1 m/s², was used as the base excitation in the axial direction. No base excitation was assumed in the transverse direction for this case, however the R-waves were accounted for. The angle of propagation of shear waves was obtained by the procedure given in Section 2.7. For systems E1 and E2 these were 12.3° and 1.368°, respectively.
The dynamic analysis was carried out at time intervals of 0.005 seconds. The constants $\alpha$ and $\beta$ used to compute the Rayleigh Damping matrix from the mass and stiffness matrices were 0.0 and 0.05, respectively. The axisymmetric harmonic, symmetric and antisymmetric components of the first and second harmonics, and the symmetric component of the third harmonic were included in the analysis.

5.10.2 RESPONSE OF THE SYSTEMS

The responses obtained for the two systems of each case are presented in Figures 5.10.2 through 5.10.38. In these figures: labels 1, 2, 3 and 4 represent the response of the tunnel at its outer right spring point, crown, left spring point and invert, respectively; labels 5, 6; 7 and 8 represent the free-field responses (i.e. as if no tunnel was present) at the four positions; and 9, 10, 11 and 12 represent the free field responses at the corresponding positions on the free field response boundary ($r = 20$ m). The free field responses at the tunnel periphery locations without the tunnel were obtained for case 1 and case 3 using system E1, and case 3 using system E2. In all of these figures, the response for the first 4 seconds is given.

The axial responses for the three cases (system E2, stiff medium) indicate that the response of the tunnel is very close to the corresponding free field response at the same positions (Figures 5.10.2 through 5.10.7). For a shear wave velocity of 902.2 m/s and angle of propagation of 12.3°, a horizontal distance of 17.5 m (between the periphery of tunnel and the free field boundary) causes a very small time
FIGURE 5.10.2  AXIAL ACCELERATIONS FOR SYSTEM E2, CASE-1
FIGURE 5.10.3 AXIAL DISPLACEMENTS FOR SYSTEM E2, CASE-1
FIGURE 5.10.4  AXIAL ACCELERATIONS FOR THE SYSTEM E2, CASE-2
FIGURE 5.10.5  AXIAL DISPLACEMENTS FOR THE SYSTEM E2, CASE-2
FIGURE 5.10.6  AXIAL ACCELERATION FOR THE SYSTEM E2, CASE-3
FIGURE 5.10.7  AXIAL DISPLACEMENTS FOR THE SYSTEM E2, CASE 3
lag of 0.00413 seconds. As such, for case 2 (system E2), the free field motions at positions 9 and 11 may be considered (for the purpose of comparison) to be the same as the free field responses at the outer right and left spring points. The extremely small phase difference between the tunnel response and the corresponding free field response shows that the medium structure interaction has a relatively small influence on the axial displacements for a relatively stiffer medium.

The axial responses for the three cases (system E1, soft medium) indicate that the medium structure interaction has a greater influence on the axial response of the structure (Figures 5.10.8 through 5.10.13). For case 1, the response of the tunnel at the right spring point, crown and invert are practically identical, and appreciably different from the free field responses at these positions. The free field responses at these positions differ appreciably from one another too. The 'phase difference' between the response of the structure and the corresponding free field response is also quite evident. The response of the structure lags behind the corresponding free field response, which is in accordance with reported observations (Appendix A). For case 3, where there are sharp peaks in the earthquake record free field accelerations at the tunnel periphery, the structure-medium interaction smooths these peaks considerably. This can be observed for axial displacements also, but to a lesser extent.

The transverse responses for case 1 (system E2) indicate that there are noticeable differences between the response of the structure at the right spring point, crown and invert positions; and all of them
FIGURE 8.10.8  AXIAL ACCELERATIONS FOR SYSTEM E1, CASE-1
FIGURE 5.10.9 AXIAL DISPLACEMENTS FOR SYSTEM E1, CASE-1
FIGURE 5.10.10  AXIAL DISPLACEMENTS FOR THE SYSTEM E1, CASE-2
Figure 5.10.11  Axial acceleration for the system E1, case 2
FIGURE 5.10.12  AXIAL ACCELERATIONS FOR THE SYSTEM E1, CASE-3
FIGURE 5.10.13  AXIAL DISPLACEMENTS FOR THE SYSTEM E1, CASE-3
are noticeably different from the free field response at the spring points (Figures 5.10.14 and 5.10.15). This is anticipated since the system is more flexible in the transverse direction than in the axial direction, and also because the stiffness of the structure in the transverse directions at the spring points is less than that at the crown or invert positions due to the tunnel cavity. There is little or no evidence of a phase difference between the response of the structure and the free field response at the corresponding positions. For case 1 (system E1), the transverse response of the tunnel is somewhat larger than the free field response at the same point (Figures 5.10.19 and 5.10.20). For case 2 (system E1), it is marginally smaller than the corresponding free field response (Figures 5.10.21 and 5.10.22). The presence of a vertical component of response for this case modifies the response of the structure which causes this change. For case 3, there is no excitation in the transverse direction. As such, the transverse response of the system should be zero at all times. However, as only a finite number of harmonics are considered in the analysis, some small values may be obtained for the transverse response from the dynamic analysis. Figure 5.10.18 shows transverse displacements for case 3 (system E2), which indicate that they are quite small compared to axial or vertical responses.

The vertical responses for case 1 are very small as anticipated, and are not given in the form of figures for system E2. Figures 5.10.25 and 5.10.26 show these responses for system E1. For case 2, the free field responses at the tunnel boundary were not obtained. For comparison
FIGURE 5.10.14  TRANSVERSE ACCELERATIONS FOR SYSTEM E2, CASE-1
FIGURE 5.10.15 TRANSVERSE DISPLACEMENTS FOR SYSTEM E2, CASE 1
FIGURE 5.10.16  TRANSVERSE ACCELERATIONS FOR THE SYSTEM E2, CASE-2
FIGURE 5.10.17  TRANSVERSE DISPLACEMENTS OF THE SYSTEM E2, CASE 2
FIGURE 5.10.18 TRANSVERSE DISPLACEMENTS FOR SYSTEM E2, CASE-3
FIGURE 5.10.19  TRANSVERSE ACCELERATIONS FOR THE SYSTEM E1, CASE-1
FIGURE 5.10.21  TRANSVERSE ACCELERATIONS FOR SYSTEM E1, CASE 2
FIGURE 5.10.22  TRANSVERSE DISPLACEMENTS FOR SYSTEM E1, CASE-2
Figure 5.10.23: Vertical displacements for system E2, case-2.

$x = \text{average of 9 and 11}$
FIGURE 5.10.24 VERTICAL DISPLACEMENTS FOR THE SYSTEM E2, CASE-3
purposes, the mean of the vertical responses at the free field boundary \((r = 20 \text{ m})\) on its horizontal diameter are considered to be a good estimate of the free field vertical response at the spring points. (The horizontal distances involved result in very small time lags for system E1 and E2.) The vertical displacements at the four positions for case 2 (system E1) show noticeable differences, which indicate the distortion that the structure undergoes in the vertical (transverse) plane (Figure 5.10.27). From the same figure, it may also be noted that these responses at the tunnel periphery differ noticeably from the (averaged) free field vertical response. Similar observations can be made for case 2 (system E2), although the differences are much smaller (Figure 5.10.23). The vertical displacements for case 3 for both systems also highlight similar observations showing the influence of the medium structure interaction on vertical responses (Figures 5.10.24 and 5.10.29).

In Chapter 4, a method was suggested for considering continuity of the system in the axial direction. In that discussion, the analyses included only the vertical propagation of shear waves. A further consideration of this method is summarized here. Figure 5.10.30 gives the displacements of the right spring point positions along the length of the tunnel for case 1 (system E1). The distance between the donor (interior) nodes and the receiver (boundary) nodes in this case is 30.72 m. The suggested method has kept the difference between the response at the mid-span cross section and that at the end section to under 1.2% for axial displacements, and under 2.5% for radial displacements. For vertical displacements there is hardly any noticeable variation. For case 2 (system E1 - inclined shear wave propagation), it may be
FIGURE 5.10.25  VERTICAL ACCELERATIONS FOR SYSTEM E1, CASE-1
FIGURE 5.10.26 VERTICAL DISPLACEMENTS FOR SYSTEM E1, CASE-1
Figure 5.10.27 Vertical Acceleration for System E1, Case-2
FIGURE 5.10.28  VERTICAL DISPLACEMENTS FOR SYSTEM E1, CASE-2
FIGURE 5.10.29 VERTICAL DISPLACEMENTS FOR SYSTEM E1, CASE-3
Figure 5.10.30 Displacements at right springpoint along the length of the tunnel for system E1, case 1.
FIGURE 5.10.31
DISPLACEMENTS ALONG THE LENGTH OF THE TUNNEL AT THE RIGHT SPRING POINT

DISTANCE ALONG THE AXIAL DIRECTION (m)
noted that some influence of the assumed responses at the transverse ends is present, as anticipated. As suggested in Chapter 4, the basic idea is to strike a balance between the extra length of the system to reduce such errors, and the distance between donor and receiver nodes. From Figure 5.10.31, there is hardly any variation in the computed response in the middle 42 m span of the tunnel, which shows that the suggested method has worked the way it was intended. Case 2 (system E1) has one advantage in this matter as the angle of shear wave propagation is very small (1.3°). A similar plot for case 3 (system E2) is given in Figure 5.10.32. The radial (or transverse) displacements are close to zero as anticipated. It is difficult to assess the amount of error introduced by the assumed end responses, because the angle of shear wave propagation is large, resulting in a noticeable variation in response along the tunnel length. The variation of the response at the free field boundary gives some indication, but does not quantify it. This is considered again in the next section on stresses.

5.10.3 STRESSES OBTAINED FROM THE DYNAMIC ANALYSES

The simplest of the three cases to consider for stresses is case 3, where the displacements in the transverse direction are zero. Since the shear wave propagates at an angle, vertical displacements are present, with values changing along the tunnel length. These differential vertical displacements give rise to shear in the z-x plane at the spring points, and normal stresses in the axial direction at the
**FIGURE 5.10.32** DISPLACEMENTS AT THE RIGHT SPRING POINT POSITIONS ALONG THE LENGTH OF TUNNEL FOR SYSTEM E1, CASE 2.
crown and invert positions (Figure 5.10.33). Since the excitation is in the axial direction, the axial response predominates. This also leads to significant differential axial displacements between points at different depths, which contribute to shear in the z-θ plane. Thus, axial stresses and z-θ shear stresses are expected to be significant at the spring point. At the crown and invert positions, these displacements cause significant axial stresses and some shear in the r-z plane. For this case, stresses at the left spring point are identical to those at the right spring point, and are not presented. The stresses at the outer right spring point, a point midway between this point and the crown, the crown and the invert are shown in Figures 5.10.34 to 5.10.37 for system E2 and in Figures 5.10.38 to 5.10.41 for system E1. These figures substantiate the observations discussed previously. The peaks in the axial stresses for the crown and invert positions closely follow the significant peaks of the vertical displacements, thus indicating the relative importance of the differential vertical displacements. This is more explicit for system E1. Between 2 to 2.25 s, the vertical displacement curve shows a sharp gradient. If this gradient is used as the basis for calculating the differential vertical displacement between two consecutive nodes at the right spring point, the resulting shear stress in the z-θ plane works out to be 0.14 MPa. Considering the errors and approximations involved in obtaining this stress, and considering the presence of much sharper gradients at some points, this is in good agreement with the peak value of 0.4 MPa observed from Figure 5.10.38. The stresses appear to be reasonable
FIGURE 5.10.33  SHEAR STRESSES ON r-θ AND z-θ PLANES DUE TO VARIOUS RELATIVE DISPLACEMENTS
FIGURE 5.10.34 STRESSES IN THE LINER AT RIGHT SPRING POINT, SYSTEM E2, CASE 3.
Figure 5.10.35: Stresses at the point P in the tunnel liner for system E2, case 3.
FIGURE 5.10.36  STRESSES IN THE LINER AT THE CROWN FOR SYSTEM E2, CASE 3
FIGURE 5.10.37  STRESSES IN THE LINER AT THE INVERT FOR SYSTEM E2, CASE 3
FIGURE 5.10.38  STRESSES IN THE LINER AT RIGHT SPRING POINT FOR SYSTEM E1, CASE 3
FIGURE 5.10.39  STRESSES IN LINER AT POINT "P" FOR SYSTEM E1, CASE 3
FIGURE 5.10.40  STRESSES IN THE LINER AT THE CROWN, SYSTEM E1, CASE 3
FIGURE 5.10.41 STRESSES IN THE LINER AT THE INVERT FOR SYSTEM E1, CASE 3
for the computed responses, and are well within the allowable values for the liner material.

When the excitation in the transverse direction is present, the differential transverse displacements between points at different horizontal levels lead to shear forces in the transverse directions. The resulting shear stresses and the accompanying complementary shear stresses cause distortions in the \( r-\theta \) plane. These shear forces in the \( r-\theta \) plane act on a relatively small cross section of the liner (Figure 5.10.33). As such, a differential transverse displacement between the crown and invert positions is likely to cause more severe stresses compared to an equal differential displacement in the axial direction between the same two points. Since identical acceleration functions were employed as base excitations in the axial and transverse directions, the responses in the axial and transverse directions will be comparable. For this reason, the shear stresses in the \( r-\theta \) plane may be expected to dominate. Because of the vertical shear wave propagation, the vertical displacements are close to zero. This leads to negligible shear stresses in the \( z-\theta \) plane at the spring points. Figures 5.10.42 through 5.10.45 show the results for case 1 (system 1). These results confirm the observations made above. In fact, the shear stresses in the \( r-\theta \) plane are so dominant that this stress has to be plotted to a different scale to make the other curves clearer. The shear stress in the \( r-\theta \) plane dominates in all of these figures.
FIGURE 5.10.42 STRESSES IN THE LINER AT RIGHT SPRING POINT FOR SYSTEM E1, CASE 1
FIGURE 5.10.43  STRESSES IN THE LINER AT POINT "P" FOR SYSTEM E1, CASE 1.
FIGURE 5.10.44  STRESSES IN LINER AT THE CROWN FOR SYSTEM E1, CASE 1
FIGURE 5.10.45  STRESSES IN THE LINER AT THE INVERT FOR SYSTEM E1, CASE 1
For case 2, the vertical displacements are present. For this reason, the shear stresses in the z-θ plane should be significant at the spring points and axial stresses at the crown and invert positions. Because the relative transverse displacements between different positions on the tunnel are influenced by the presence of the vertical displacements, the magnitudes of the resultant shear stresses in the r-θ plane also change from case 1 to case 2. Figures 5.10.46 through 5.10.50 give the stresses for case 2 (system E1). As mentioned previously, there are significant shear stresses in the r-θ and z-θ planes at the spring points. At the crown and invert position the shear stress in the r-θ plane remains significant, but the shear stress in the z-θ plane is not. Instead, the axial stresses assume significant proportions. The results for cases 1 and 2 (system E1) clearly indicate the important changes in stresses due to the angle of earthquake propagation.

Similar results were obtained for cases 1 and 2 for system E2. However, the shear stresses are of the order of 35.5 MPa and clearly beyond the allowable limits for typical liner materials. This means that the material slippage takes place between the medium and structure. For this reason, the results for system E2 are not presented in detail. These results also show that the direction of propagation of seismic waves with respect to the axis of the tunnel is a very important parameter.
FIGURE 5.10.46  STRESSES IN THE LINER AT RIGHT SPRING POINT FOR SYSTEM E1, CASE 2.
FIGURE 5.10.47  STRESSES IN THE LINER AT THE POINT "P"
FOR SYSTEM E1, CASE 2
FIGURE 5.10.48  STRESSES IN THE LINER AT THE CROWN FOR
SYSTEM E1, CASE 2
FIGURE 5.10.49 STRESSES IN THE LINER AT THE LEFT SPRING POINT FOR SYSTEM E1, CASE 2
FIGURE 5.10.50 STRESSES IN THE LINER AT THE INVERT FOR SYSTEM E1, CASE 2
To verify the results of the analysis for system E1, the shear strain and shear stress in the r-θ plane at the right spring point were calculated using the displacements of the tunnel at the right spring point and the invert position. The liner was treated as a free-standing, circular sector, being fixed at its invert and free at its spring point (Timoshenko, 1970). Using this approximate method, the shear strain and stress at the right spring point in the r-θ plane at time 3.6 s are 0.0060187 and 77.64 MPa, respectively; and those obtained from the dynamic analysis are 0.0041 and 15.9 MPa, respectively. These two sets of results are not in close agreement because of the simplifications involved in the hand calculations. However, the order of the strain and stress values are comparable. Shear strain and shear stress for time 2.5 s are, -0.003416 and -44.07 MPa by hand calculations; and -0.001305 and 11.212 MPa from the computer output.

The results given in this chapter help to understand the importance of structure-medium interaction on the response of the structure. When the medium is quite soft compared to the structure (system E1, for instance), the interaction leads to significant differences between the response of the structure and the free field motion at corresponding positions. Figure 5.10.13 shows how different these two responses can be. Design of the structure assuming free field motions at the periphery could be very uneconomical. Here, the interaction tends to reduce the axial stresses in the structure. For a stiffer medium (system E2 for instance), the influence of interaction is considerably reduced and the structure's response is closer to the corresponding
free field response. When the medium is very stiff (competent rock, for instance), the free field response and the response of the structure may be expected to be almost identical.

5.10.4 DYNAMIC ANALYSIS USING WILSON'S $\theta$ METHOD

As indicated earlier in section 5.10.1, the program was noticeably unstable after 4 seconds when the linear acceleration method was employed. To study the influence of the instability, if any, on the results obtained by this method, the analysis was repeated for case 2 and case 3 (system E1) using the unconditionally stable Wilson's $\theta$ method algorithm for dynamic analysis (Bathe and Wilson, 1976). The value of $\theta$ used in these analyses was 1.4. In this section, the linear acceleration method and the Wilson's $\theta$ method will be referred to as the first and second methods, respectively, for convenience.

As expected, the instability is not observed in the analyses using the second method for the entire duration of 5 s. For case 3, figures for the transverse response are not presented, because this response is insignificant (as expected). Figure 5.10.51 shows the axial accelerations at the spring points, crown and invert of the tunnel by the two methods. At 4.5 s the values of accelerations become unstable for the first method. For the first 4.5 s duration the accelerations obtained by the two methods are very nearly the same (Figure 5.10.51). The corresponding axial displacements by the two methods are also very nearly the same, and do not show any sign of instability (Figure 5.10.52).
FIGURE 5.10.51  AXIAL ACCELERATIONS OF THE TUNNEL FOR SYSTEM E1, CASE 3
FIGURE 5.10.52 AXIAL DISPLACEMENTS OF TUNNEL FOR SYSTEM E1, CASE 3
As such, the accompanying stresses may also be expected to be free from the undesirable influence of any instability. The vertical displacements by the second method and the free field motions for the corresponding positions are shown in Figure 5.10.54. This figure is practically identical to Figure 5.10.29 for the first method. Here again, instability is not indicated at all. The stresses at various positions on the tunnel liner obtained by the second method are presented in Figures 5.10.55 through 5.10.58. It may be noted that the stresses obtained by the two methods are comparable. Differences observed for some stresses at some points are not significant.

For case 2, the accelerations and displacements at these positions on the tunnel liner in the axial, transverse and vertical directions by the two methods are given in Figures 5.10.59 through 5.10.64. The results are presented for the first 4 seconds only (which is the duration of analysis using the first method). Here again, there is no sign of instability by either method and the responses obtained by the two methods are practically the same. The stresses at various points on the tunnel liner obtained by the Wilson's a method are presented in Figures 5.10.65 through 5.10.68. They are very comparable to those obtained by the first method (Figures 5.10.46 through 5.10.50).

Based on these results, and as indicated in sections 5.10.2 and 5.10.3, the results of the analysis obtained from the first method for cases 2 and 3 (system E1) are practically the same as those by the second method for the first 4 seconds for practical engineering purposes. It is reasonable to presume the same for the results obtained
FIGURE 5.10.53 VERTICAL ACCELERATIONS OF TUNNEL FOR SYSTEM E1, CASE 3
FIGURE 5.10.54 VERTICAL DISPLACEMENTS OF THE TUNNEL FOR SYSTEM E1, CASE 3
FIGURE 5.10.55  STRESSES IN THE LINER AT THE RIGHT SPRING POINT FOR SYSTEM E1, CASE 3 (WILSON'S $\theta$ METHOD)
Figure 5.10.56: Stresses at point "P" of the liner for system E1, case 3 (Wilson's θ method)
Figure 5.10.57  Stresses in the liner at the crown for system E1, Case 2 (Wilson's Method)
FIGURE 5.10.58  STRESSES IN THE LINER AT THE INVERT FOR SYSTEM E1, CASE 3 (WILSON'S $\theta$ METHOD)
FIGURE 5.10.59 AXIAL ACCELERATIONS OF THE TUNNEL FOR SYSTEM E1, CASE 2
FIGURE 5.10.60 AXIAL DISPLACEMENTS OF THE TUNNEL LINER FOR SYSTEM E1, CASE 2
FIGURE 5.10.61  TRANSVERSE ACCELERATIONS OF THE TUNNEL FOR SYSTEM E1, CASE 2
FIGURE 5.10.62  TRANSVERSE DISPLACEMENTS OF THE TUNNEL FOR SYSTEM E1, CASE 2
ACCELERATION CURVES FOR POSITIONS A, B, C AND D OBTAINED BY LINEAR ACCELERATION METHOD AND WILSON'S \theta METHOD ARE ALMOST IDENTICAL.

A  RIGHT SPRING POINT
B  CROWN
C  LEFT SPRING POINT
D  INVERT

FIGURE 5.10.63 VERTICAL ACCELERATION OF TUNNEL FOR SYSTEM E1, CASE 2
DISPLACEMENT CURVES FOR POSITIONS A, B, C AND D OBTAINED BY WILSON'S $\theta$ METHOD AND LINEAR ACCELERATION METHOD ARE ALMOST IDENTICAL

A RIGHT SPRING POINT
B CROWN
C LEFT SPRING POINT
D INVERT

FIGURE 5.10.64 VERTICAL DISPLACEMENTS OF TUNNEL FOR SYSTEM E1, CASE 2
Figure 5.10.65 Stresses at the right spring point of the tunnel liner for system E1, case 2 (Wilson's θ method)
FIGURE 5.10.66 STRESSES AT THE POINT P OF THE TUNNEL LINER FOR SYSTEM E1, CASE 2 (WILSON'S \( \theta \) METHOD)
FIGURE 5.10.67  STRESSES AT THE CROWN OF THE TUNNEL LINER FOR SYSTEM E1, CASE 2 (WILSON'S \( \theta \) METHOD)
FIGURE 5.10.68  STRESSES AT THE INVERT OF THE TUNNEL LINER FOR SYSTEM E1, CASE 2 (WILSON’S θ METHOD)
by the first method for the other cases discussed in sections 5.10.2 and 5.10.3.

Of course, for future analyses, the Wilson's \( \theta \) method should be adopted as it is unconditionally stable and permits longer acceleration records to be considered.

5.10.5 NUMBER OF HARMONICS TO BE CONSIDERED IN DYNAMIC ANALYSES.

The response of the system along any nodal ring in any coordinate direction may be expressed in the form of Fourier series. Although there are infinite terms in the series, to limit the cost of analysis, only a finite number of harmonics are included in any engineering analysis.

To study the adequacy of the number of harmonics required to represent a given distribution of responses along a nodal ring, different response distributions were assumed and analyzed with the zero harmonic and symmetric and antisymmetric components of the next nine harmonics. The quantitative results are not of significance here because of the numerous patterns of distributions involved. However, some general observations may be made. Generally the contribution of a higher harmonic is smaller. If the distribution is symmetric about a diameter of the ring, the zero harmonic, symmetric and antisymmetric components of the first harmonic, and symmetric component of the second harmonic are adequate enough to represent the response distribution. If the distribution is not symmetric about any diameter of the ring, more harmonics
need to be considered for adequate representation. The need for more harmonics increases as the degree of nonuniformity of response distribution along the ring increases.

From these observations, it is clear that it is hard to provide simplistic rules for choosing the number of harmonics, especially for a random phenomenon like an earthquake response. Nevertheless, if the earthquake propagation is in the axial direction only, the zero harmonic, symmetric and antisymmetric components of the first harmonic, and the symmetric component of the second harmonic are adequate. The response components of the system for the antisymmetric component for the second harmonic and symmetric component of the third harmonic were of the order of $10^{-19}$ m to $10^{-20}$ m for system E2 and $10^{-17}$ m to $10^{-19}$ m for system E1 for case 3, which are quite small compared to the response components in the lower harmonics.

For cases 1 and 2, the excitation is present in the axial as well as transverse directions. For such cases, a larger number of harmonics is important in the analyses. However, the dynamic analysis had to be limited by computer resources to the zero harmonic, symmetric and antisymmetric components of the first and second harmonics, and the symmetric component of the third harmonic. (This was dictated by the largest size of the permanent data file that could be allowed in the available computing facilities at the McMaster Computing Centre.) The component responses for the symmetric component of the third harmonic for cases 1 and 2 of system E1 for most time stations are under 10%
(and generally much less) of the component responses for the lower harmonics. It is believed that this is an acceptable level of accuracy for most engineering purposes.

5.10.6 LIMITATIONS OF THE ANALYSIS

The following limitations should be kept in mind when evaluating the results discussed in this section.

1. Adequacy of the model suggested in Chapter 4.

The model has worked the way it was intended to. However, in the case of inclined shear wave propagation, the borrowed responses for the boundary nodes of the end transverse sections are somewhat different from the actual responses at those positions. For this reason, the responses and stresses obtained in the end zones should not be considered. Since the seismic response varies along the length of the structure, it is difficult to quantify the associated error. In the absence of a better approach, it is still considered the best approach, and also helps to reduce the extra length needed to eliminate the errors due to assumed end section responses in the zone of interest.

The analysis used for obtaining the results discussed in sections 5.10.2 and 5.10.3 did not employ any extrapolation functions in predicting the response at the present time station from the responses at previous time stations. In the dynamic analysis using Wilson's method, a cubic function was used to extrapolate the response at the present time station from the responses at the preceding four time
stations. This feature should prove to be helpful in reducing the chances of instability, even with the linear acceleration method. The comparison of results for case 1 (system E1) by these two methods appears to indicate that this factor does not have a significant effect on the computed results.

2. Instability in the analysis.

The acceleration values reach unusually large values for some cases at some time after 4 seconds for analyses with the linear acceleration method. The magnitudes of the displacements of the structure in this time range (i.e. up to 4 s) compare well with the corresponding free field motions, which is a good check against the occurrence of instability in the analysis. As a further check, the analysis was repeated for case 1 (system E1) using Wilson's ε method (with ε = 1.4) which confirmed that the first four seconds of the analysis are not influenced by the instability for engineering purposes.

However, it is clear that as far as possible, an unconditionally stable algorithm like Wilson's ε method should be used in such analyses.

3. Number of harmonics used in the analysis

This item was discussed in greater detail in section 5.10.5. It is believed that the number of harmonics considered was adequate enough for engineering purposes, although inclusion of the antisymmetric component of the third harmonic (and both components of the fourth harmonic, if possible) would be desirable. This would of course increase the cost of computation.
4. Linear elastic analysis

Soils and rocks are actually nonlinear materials. For this reason, the simplifying assumption of linear elastic behaviour is reasonable only when the strains and stresses are at fairly low levels. Certain stresses for cases 1 and 2 are clearly beyond such limits, suggesting that yield and/or slippage has occurred. The analysis for these cases should employ linkage elements between the structure and the medium, which would lead to an increased number of degrees of freedoms and higher cost of analysis.

5.11 CONCLUSIONS

The results of various parametric studies were given in this chapter. The results indicate that free field motions may be expected to occur as a radial distance of 4 to 6 diameters from the axis. The properties of the liner material do not appear to significantly alter the response of the structure, but will of course have a significant influence on the computed stresses. Elements of aspect ratio 1:15 appear to be adequate with the CDC computer. The results also indicate that a plane wave basically induces displacements only in its plane of propagation.

For a tunnel of considerable axial length, analysis of a typical length is the problem of interest. The response at the transverse boundaries for this case are actually unknown. However, satisfactory analyses in the time domain can be carried out if these boundaries
'borrow' the responses from another cross section at a distance of 5 to 6 diameters from the end. This method can be improved by using more refined interpolation functions. For the case of inclined shear wave propagation, this method still causes some error in the assumed (borrowed) boundary response. The best results are obtained by making a compromise between the distance to the 'donor' cross section and the extra length of the structure included to eliminate the errors due to assumed end conditions.

The system is stiffer in the axial direction than in the vertical or transverse directions. This is reflected in the pattern of displacements produced in these directions. The structure-medium interaction can have a strong influence on the response of the structure. However, as the stiffness of the medium increases in comparison to that of the structure, the interaction appears to have little influence on the response of the structure. The response in the vertical direction depends on the angle of shear wave propagation.

The stresses are important in any engineering analysis, and are quite sensitive to small changes in the relative displacements between different positions in the tunnel lining. The vertical displacement variations along the length of the tunnel causes shear stresses in the z-θ plane at the two spring points, and axial stresses at the crown and invert position. Variation of axial displacements over a given transverse section also cause this type of shear. Variations in transverse (horizontal) displacements over a given cross-section cause shear
stresses in the r-e plane. This shear acts over the thickness of the liner, which is relatively small. For this reason, the structure has greater resistance against relative displacements in the axial direction than in the transverse direction, unless a low tensile strength material such as concrete is involved. This indicates that the direction of seismic wave propagation with respect to the tunnel axis is important. Similarly, the angle of seismic wave propagation with respect to the vertical is very important.

The stresses and displacements obtained from the analysis using the linear acceleration method for system E1 (cases 2 and 3) compare well with those obtained by use of Wilson's 6 method. It is believed that this is also true for the other analyses up to 4 seconds, or so, discussed in this chapter based on the linear acceleration method. As such, meaningful observations of engineering importance have also been made for these examples in previous sections.
CHAPTER 6
CONCLUSIONS

The spatial variation of seismic ground motions is a critical factor in the dynamic analyses of structure-medium interactive systems. Present practices do not generally account for the principles of shear-wave propagation at base rock level, which may lead to errors of the order of 30 to 50 per cent in the computed ground response. The method developed to account for reflected, as well as refracted, components of the upward and downward propagating shear waves is a very important improvement over current practices.

R-wave contributions to the seismic ground response are significant in many situations. Considerable information is available regarding the propagation of R-waves through layered media. However, there is no method available that can quantitatively estimate their contribution in a rational way based on the available data. The proposed method for this is in accord with principles of R-wave propagation; and uses parameters that are required in such analyses, and can be obtained with reasonable accuracy. This enables a more rational and meaningful consideration of R-waves in the aseismic analysis. Further, it provides a better understanding of the R-waves.

Current practices consider the entire range of R-wave phase velocities at regular intervals, with trial and error methods to
determine the period and wave number for each phase velocity. This is costly and laborious. Moreover, only a narrow range of phase velocities enable the R-waves to reach the site together with shear waves which are of interest in the engineering analysis. The method proposed for obtaining the phase velocity and period of R-waves for a given site is based on the observations from many available seismic records. This rationalizes the method for dealing with the R-waves and eliminates the need for trial and error approaches. The transfer functions obtained by this procedure are relatively insensitive to errors in the periods of R-waves.

There are methods available to determine the angle of propagation of shear waves in any layer with respect to the vertical. However, they do not indicate for which layer it should be computed. If this basic quantity is computed for the surface layer, the computed angle in the base rock could lead to absurd values. A more rational approach is to obtain the basic quantity for the base rock first. The velocity of shear wave for rocks at about 30 km below the ground level is reported by many investigators; from this the largest angles of incidence at the base rock level may be obtained. This further enables the largest values of angles of propagation for other formations to be determined. This will be of great help in avoiding the use of higher estimates of the angle that may otherwise appear to be reasonable. This is rather important because the stresses computed for the structures being considered are quite sensitive to the angle of shear wave propagation with the vertical.
For the structures under investigation, the liner thickness is quite small compared to the overall dimensions of the problem included in the finite element analysis. This leads to a large number of displacement degrees of freedom, which in turn demand increased central memory storage and a higher cost of computation. Improvements to the numbering of the mesh nodes (together with a technique for storing the sparse banded matrices), and the proposed method of solving the equation of motion can often significantly reduce the size of such problems.

For structures of large axial length, the results of the analysis for a typical portion of finite length are often adequate. This also helps in keeping down the size of the problem. However, because of structure-medium interaction, the response along the transverse end sections is unknown; without which the dynamic analysis in the time domain cannot be carried out for boundary value problems. A method has been developed for the reasonable estimation of these unknown responses for vertical or inclined propagation of shear waves with a horizontal axis of symmetry. Current practices suggest the inclusion of an additional length of structure at either transverse end so that the errors due to assumed end conditions are negligible in the zone of interest. Since these errors are felt to a considerable length from the transverse ends, this leads to a considerable increase in size of the problem and cost of analysis. The proposed method is a definite improvement in reducing the size as well as the cost of analysis. Further, it also rationalizes the analysis for a range of problems.
A rigorous three-dimensional analysis is possible, but the size of the problem and analysis cost would often be prohibitively high. Fortunately, satisfactory three-dimensional analyses may be carried out using an axisymmetric approach. In many situations this is quite appropriate. In situations where it is not, in the absence of better alternatives, it is still the best proposition available. However, the results in such cases should be interpreted in the light of the simplifying assumptions made.

Many conclusions can be made from the results of the parametric studies. The ground responses at distances of three to four diameters from the axis of symmetry differ from the free field motions by less than 10 per cent. The propagation of plane waves mainly cause responses in the plane of propagation. This is helpful in studying the responses and stresses induced by the axial and transverse components of the excitation acting separately. For a given intensity of excitation, the transverse excitation induces greater stress levels than those for the same excitation in the axial direction. This is because the shear due to the relative response between points on the structure in the same vertical plane has to be transferred through a relatively small thickness of liner. The vertical response and the stresses are quite sensitive to the angle of shear wave propagation with the vertical. The structure medium interaction is very important, because even for small changes in relative displacements, the corresponding changes in stress can be large depending upon the stiffness of the system in that direction. This is more so for a softer medium where it helps to reduce the relative
displacements in comparison to the differential free field response at the same points. As the elastic modulii of the medium grow closer to those of the liner material, the influence of the structure-medium interaction on the response of the system also decreases. The interaction has a greater influence on the transverse response than the axial response because the system has greater stiffness in the axial direction than in the transverse direction. This indicates that the use of free field responses at the periphery of the structure is not always a reasonable approach in such analyses, especially for softer media with axial excitations. The approach leads to very conservative designs since interaction leads to a significant reduction in the relative displacements of the structure in the axial direction. The relative transverse responses are not influenced in a similar way for the softer medium because the stiffness of the system is comparable to that of the medium without the structure. But significant relative displacements can occur between the spring point and the crown (or invert) because the stiffness in the transverse direction may be different because of the cavity of the structure.

The investigation has employed somewhat idealized conditions in assuming an homogeneous single layer system and linear elastic material properties. Numerical errors appear after 4.5 s in the analyses using the linear acceleration method, but the results are good enough for the first 4 seconds to make observations of engineering importance. This is substantiated by the results obtained using the unconditionally stable algorithm of Wilson's ε method. The results are in good agreement
with the behaviour of structures observed during past earthquakes. The results clearly contribute to a further understanding of medium structure interaction for such problems during earthquakes.

The response of the liner was very close to the free field response at the corresponding position (without the tunnel) even when the Young's modulus of the medium is about one sixth of that of the liner. The results also indicate that as the Young's modulus of the medium becomes larger, the liner response becomes closer to the free field response. This suggests that for media with Young's modulus comparable to that of the liner, the liner response would be almost identical to the free field response at that position. This will enable the design engineer to compute the response of the liner once and for all and to use the same response to test different liner designs. This will eliminate the need to run repeatedly the entire dynamic analysis, thus economizing on the cost of design and analysis.
FUTURE RESEARCH

Based on the results of this investigation, the following suggestions for future research are made. Because of the large size of the problem, special care should be taken to reduce truncation and rounding errors. To assure unconditional stability, Newmark's $\beta$ method or Wilson's $\theta$ method should be used. Quadratic or cubic function may be used in extrapolating the response of the node at the present time from a knowledge of the response at the previous time stations when obtaining the estimates of the response of the nodes on the transverse boundaries of the structure. This should help in improving numerical stability.

The parametric analysis should be extended to include special features such as changes in cross-section and/or stiffness of the structure; the presence of interfaces of media across the structure; analysis of the system with multiple formations of different elastic moduli; and depth of cover and its variation along the axial length. A wider range of medium moduli should be considered to study the importance (or the lack of importance) of the medium-structure interaction on the response of the structure and the resulting stresses and strains.

The response of the structure does not appear to be very sensitive to changes in the liner properties. This needs to be substantiated by further studies. This would be of great help in simplifying the design procedures if the response of the system is not very sensitive to changes in the liner properties. In the range of interest for design, similar studies may be carried out with respect to the influence of
special features like pipeline flanges and anchor blocks, etc., since stress concentrations that are observed to occur near such features are of great interest to the design engineer.

In future research, liquefaction of the medium and nonlinear behaviour of the medium should be studied. Recent advances in the methods of computation of pore pressures as a function of the strain levels, confining pressures, etc., make it possible to incorporate the pore pressures in such studies. The nonlinearity of the materials can be readily incorporated in such analyses by an incremental approach. The extent of nonlinearity in the liner material should be very limited in many situations since relatively conservative criteria are adopted for lifeline structures.
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APPENDIX A

EARTHQUAKE CONSIDERATIONS FOR LIFELINE SYSTEMS

A1 INTRODUCTION

Public utilities such as water supply, sewage disposal systems, gas and power supply, etc. are termed lifeline facilities which are essential for day-to-day living. They are also of crucial importance in providing post disaster relief to people affected by possible earthquake damage. The facilities coming under the lifeline category are listed in Table A-1. Although the potential for loss of life due to failure of lifelines is quite high, past earthquake experience shows very little evidence of this nature compared to that due to failure of buildings, earth dams, landslides and liquefaction, although the 1971 San Fernando Earthquake came very close to reversing this trend.

There have been some attempts made to catalogue the essential services that must be maintained even when an earthquake occurs. Table A-1 gives the recommendations made by Duke and Moran (1975). The recommendations of the Earthquake Council appointed by the Governor of California regarding the basic elements of a program for earthquake resistance of public utility systems are given in Tables A-3 to A-5 (Iwan, 1975).
A2 EARTHQUAKE DAMAGE TO BURIED PIPES

Earthquake damage to buried pipes can be described in terms of a number of items.

1. Pipe material.
2. Joint type.
3. Location of the joints, valves, manholes, etc.
4. Diameter or the size of the pipe.
5. Intensity of the earthquake.
6. Nature of the ground.
7. Direction of the pipeline with respect to the incident seismic waves.

1. Pipe Material

It appears that if the pipe material has at least 1 to 2% ductility, then the pipeline has a much better chance of resisting earthquake damage than if the pipe is brittle.

2. Joint Type

Available information indicates that the strength of the joints plays a major role in resisting damage to pipes. Cast iron and asbestos cement pipes suffer relatively more damage partly because their jointing material is either too weak to resist pulling apart or too brittle to withstand reasonably large displacements. Tearing of pipelines with welded or bolted joints indicates a joint strength comparable
to that of the pipe itself. It is possible to incorporate slip joints in areas of anticipated seismic activity that permit the necessary axial deformations to resist damage.

3. Location of joints, manholes, and bends.

As explained in a following section, since the pipe has practically the same displacements and accelerations as the surrounding soil, inertia forces have little role to play in causing pipeline damage. However, as indicated in a following section, the direction of the seismic waves will have some effect on the stresses induced in the pipe and joints, manholes, bends, etc. can act as stress raisers, particularly in the axial direction.

4. Diameter or size.

Smaller diameter pipes appear to sustain greater damage than larger pipes. However, this may be partly because of a lack of attention to the design, construction and maintenance of such lines compared to important pipelines of larger diameter. Moreover, the material properties and stiffness of the pipe with respect to the surrounding medium is more important than the diameter alone.

5. Intensity of the Earthquake.

The damage to pipe lines in Los Angeles during the 1971 San Fernando Earthquake decreased sharply with epicentral distance, i.e. with decreasing intensity of earthquake. In general, it would appear that damage does not occur for shaking below 0.3 g as a qualitative guide.
6. Nature of the ground.

It is difficult to outline the influence of the ground on earthquake damage because there are many soil types with diverse soil properties. However, some useful qualitative observations can be made. Damage to pipes during the Kanto, Fukui, Niigata and San Fernando Earthquakes indicate that differences in dynamic properties of horizontally adjacent layers is one of the main causes of shaking damage. Even with large displacements in softer soils, the displacements can be much smaller than the relative displacements that occur at the junction between stiffer and softer soils resulting in damage in the junction area.

Damage to pipe lines in the city of Niigata due to the Niigata Earthquake are of interest as liquefaction was involved. The whole area under consideration can be divided into three parts, firm ground (A), medium firm ground (B), and soft reclaimed ground (C). The damage in soil (A) was less than that in soil (B). The damage was heaviest in soil (C) because it suffered liquefaction, causing very large settlements. Since the movements of buried pipes are nearly the same as those of the surrounding soil, they too suffered large deformations from the liquefaction resulting in heavy damage. Pipe lines passing through soil strata with a potential for liquefaction must be considered carefully during seismic designs.
7. Direction of the pipeline with respect to the incident seismic waves.

Although field data are not well classified with respect to this variable, the results of theoretical and model studies tend to indicate that for a given intensity of ground shaking and type of soil, the stresses induced in the pipe due to seismic waves parallel to the axis of the pipe line are approximately twice those due to waves at right angles to the axis.


For pipelines in areas of gross land movements due to liquefaction or sliding, the damage will be greatest in the direction of the land movements.

A3 FIELD TESTS ON BURIED PIPE

A full-scale testing of a buried pipe 84 m long, 1.219 m in diameter and 0.117 m thick was conducted at the Fukuyama Iron Foundry in Japan (Nasu et al, 1973). This is the largest size of pipe tested for which reports are available. The length of the pipe was chosen equal to the wave length of the seismic wave as indicated by theoretical investigations. The pipe was made up of six pieces of 12 m length joined by welding.

The top 3.4 m of the soil was a recent fill, followed by a 14.5 m thick silty clay layer, which had a great influence on the
response of the pipe. The instrumentation consisted of seismometers at various depths and at the ground level along the length of the pipe. Vibrations were induced by explosions, as air gun in water filled bore holes and by an iron ingot of 15 t weight hit by a pendulum of 1.5 t weight.

Several observations can be made from the tests:

1. For the entire duration of the vibrations, the pipe vibrates almost in phase with the ground, and with the same displacement amplitudes as that of the surrounding soil medium.

2. The axial strains closely follow the displacements of the ground in the axial direction.

3. The bending strains closely follow the ground displacements in the vertical direction.

4. The ratio of the maximum axial strain to maximum bending strain observed was 3.1, which tallies well with the calculated value of 3.0 using maximum amplitudes of axial and bending deformations and wavelengths of shear and compressive waves.

A4 MONITORING DURING MATSUSHIRO EARTHQUAKES

Between August 1965 and February 1967 there were a series of earthquakes in Japan with the epicentre near the town of Matsushiro. They were so frequent that it was possible to make some actual field
tests for buried pipes.

Out of the several earthquakes recorded for three types of pipes, the maximum acceleration was 0.2 g. The following observations were made:

1. There was no difference between the dynamic displacements of the pipes and the surrounding soil.
2. At the ground level the deformations in the axial direction were equal to those in transverse direction.
3. At the straight part of the pipes the axial strains predominated.
4. Maximum strains in the pipes did not appear at the time when the acceleration at the ground level was a maximum, but occurred at a later instant.
5. Strains at the connecting part of the pipes and the manholes were much larger compared to those at other parts in steel pipes. Bending strain at the connections was predominant, but at a short distance away from the connection, axial strains predominated again. After seismic waves died out, axial strains predominate near the connections also.

A5 DAMAGE TO TUNNELS DUE TO EARTHQUAKES

There are few published reports about earthquake damage to tunnels. This is quite understandable since tunnels are very important and costly structures, and constructed only after detailed
investigations and careful design. They are seldom designed to run across a potentially active fault line. However, since they are essentially similar to buried pipe lines most of the observations made for pipes should in general hold true for tunnels.

Behaviour of Railway Tunnel in Tokyo During Earthquake

The tunnel across the Tama river in Tokyo is 80 m long, 13 m wide and 7.35 m high. It is made up of six segments. The second and fourth segments were instrumented with accelerometers and strain meters which measure strains over a length of 1 m (Okamoto et al, 1973). The geological studies of the site revealed mudstone base rock overlain with alluvium, which varies in thickness from 30 m at segment 4 to 4 m at segment 2.

The tunnel experienced an earthquake of magnitude 6, focal depth 10 km and epicentral distance 270 on August 31, 1972. The performance of the tunnel can be summarized as:

1. Axial strains predominate, though bending strains are also present.
2. Fairly low frequencies dominate the strain records and they coincide with the natural frequencies of the soil system as indicated by microtremor records.
3. Low frequency shocks have more effect on the strain records, while high frequency shocks have very little effect.
4. Increasing accelerations result in increasing strains, and
there appears to be an upper bound for the strains when expressed as a function of maximum accelerations which may be approximated by a linear relationship. This tallies well with the findings of theoretical investigations.

A6 EXPERIMENTS WITH MODELS OF TUNNELS

Model studies of a submerged tunnel at a scale of 1:250 were conducted by Okamoto et al (1973). The ground was simulated by gelatine and the tunnel by silicone rubber. Four different types of ground conditions were considered. The findings of these model studies were:

1. The thickness and rigidity of the surface layer have a great influence on the vibration characteristics of the soil-tunnel system.

2. The tunnel deformations are mainly influenced by the fundamental vibrations of the ground.

3. Deformations of the tunnel are severe where the material properties of the supporting ground change abruptly.

4. The natural frequency of the ground is not much affected by the presence of the tunnel.

5. Relative displacements between the tunnel and the surrounding medium are a maximum at places where the dynamic characteristics of the ground change abruptly. Consequently these are the places where the tunnel is likely to sustain maximum damage.
6. Hinges reduce the moments, but their influence is more or less localized.

One more experimental study was reported by Goto et al (1973). Random vibrations were induced by using a laboratory shake table. Materials similar to those used by Okamoto were used to simulate the soil and tunnel. These studies also indicated that the fundamental mode of ground vibrations mainly influences the response of the soil-tunnel system.
<table>
<thead>
<tr>
<th>LIFELINE</th>
<th>RELIABILITY WITHIN INTENSITY AREAS</th>
<th>NOTES:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>HIGH INTENSITY GROUND MODERATE INTENSITY (MMI IX-X)</td>
<td>Reliability level A: 5% or less of intensity area without service for one day; fully restored in 1 week.</td>
</tr>
<tr>
<td></td>
<td>MEDIUM GROUND MOTION - (MMI VI-VII)</td>
<td>Reliability level B: 20% or less of intensity area without service for 1 week; fully restored in 1 month.</td>
</tr>
<tr>
<td>Water Supply System</td>
<td>WITH SURFACE FAULTING (MMI VI-VII)</td>
<td>Reliability level C: 50% or less of intensity area without service for 1 week; 20% or less without service for 1 month; and fully restored in 3 months.</td>
</tr>
<tr>
<td>Storage Reservoirs*</td>
<td>No failure that will endanger lives</td>
<td>Asterisk*: Hazard of loss of life and private property.</td>
</tr>
<tr>
<td>For fire fighting</td>
<td>Level A - Adequate storage available</td>
<td>(Duke and Moran (1975))</td>
</tr>
<tr>
<td>Treatment facilities*</td>
<td>Level A</td>
<td></td>
</tr>
<tr>
<td>Distribution</td>
<td>Level B - Tank trucks fully functional available for potable water</td>
<td></td>
</tr>
<tr>
<td>Sewage Collection*</td>
<td>Level C</td>
<td></td>
</tr>
<tr>
<td>Sewage Treatment facilities*</td>
<td>Level B</td>
<td></td>
</tr>
<tr>
<td>Electrical Power System</td>
<td>Generating Plants (Except Nuclear)*</td>
<td></td>
</tr>
<tr>
<td>Transmission*</td>
<td>Level A</td>
<td></td>
</tr>
<tr>
<td>Terminals</td>
<td>Level A</td>
<td></td>
</tr>
<tr>
<td>Distribution*</td>
<td>Level B</td>
<td></td>
</tr>
<tr>
<td>Natural Gas System</td>
<td>Transmission*</td>
<td></td>
</tr>
<tr>
<td>Storage (above ground)*</td>
<td>Level A</td>
<td></td>
</tr>
<tr>
<td>Distribution*</td>
<td>Level A</td>
<td></td>
</tr>
<tr>
<td>Highway &amp; Freeway</td>
<td>Bridges*</td>
<td></td>
</tr>
<tr>
<td>Railroad</td>
<td>Level A - no collapses fully functional</td>
<td></td>
</tr>
<tr>
<td>Airports Runways &amp; Taxiways*</td>
<td>Level B</td>
<td></td>
</tr>
<tr>
<td>Port Facilities</td>
<td>Level B</td>
<td></td>
</tr>
<tr>
<td>Radio and TV</td>
<td>Level A</td>
<td></td>
</tr>
<tr>
<td>Telephone</td>
<td>Level A</td>
<td></td>
</tr>
</tbody>
</table>
TABLE A-2

BASIC ELEMENTS OF A PROGRAM FOR EARTHQUAKE RESISTANCE
OF PUBLIC UTILITY SYSTEMS
(Iwan, 1975)

1. SEISMIC RISK IDENTIFICATION AND INDOCTRINATION PROGRAM
   STRONG MOTION INSTRUMENTATION
   FAULT MAPPING AND SEISMIC RISK INVESTIGATIONS
   SOILS INVESTIGATIONS
   ESTABLISHMENT OF DESIGN SPECTRA AND/OR EARTHQUAKES
   INDOCTRINATION AND TRAINING OF KEY PERSONNEL

2. DISASTER RESPONSE PLAN
   AVAILABILITY OF TRAINED PERSONNEL
   AVAILABILITY AND SURVIVABILITY OF ALTERNATE ENERGY/MATERIAL SOURCES
   AGILITY AND MOBILITY
   HIGHLY PROTECTED COMMUNICATIONS/DISASTER CENTERS
   MUTUAL ASSISTANCE AGREEMENTS

3. SYSTEM SEISMIC DESIGN PROGRAM
   ABILITY TO ISOLATE DAMAGED AREAS
   ROUTE PLANNING TO AVOID HIGHLY SEISMIC AREAS
   SPECIAL CRITERIA FOR UNAVOIDABLE HIGHLY SEISMIC AREAS
   INTERCONNECTION WITH OTHER UTILITIES
   AUTOMATIC SHUT DOWN/REROUTE DEVICES
   PROVISION FOR EMERGENCY ACCESS

4. STRUCTURAL SEISMIC DESIGN PROGRAM
   COMPLIANCE WITH OR SURPASSING OF EXISTING CODES
   DESIGN REVIEW PROGRAM
   REPLACEMENT OR UPGRADEING OF OLDER STRUCTURES
   DEVELOPMENT OF SPECIALIZED DESIGN CRITERIA
   DEVELOPMENT OF SPECIFICATIONS FOR VENDORS

5. TESTING AND MONITORING PROGRAM
   SYSTEMATIC TESTING OF CRITICAL OR SPECIAL COMPONENTS
   MONITORING OF SYSTEM RESPONSE - SHORT TERM AND LONG TERM
<table>
<thead>
<tr>
<th>Segment</th>
<th>Activities</th>
</tr>
</thead>
</table>
| **ALL SEGMENTS** | POST EARTHQUAKE INSPECTION TEAMS  
|               | PARTICIPATION ON SEISMIC DESIGN AND CODE COMMITTEES  
|               | PARTICIPATION IN DISASTER PREPAREDNESS STUDIES  
|               | SUPPORT OF UNIVERSITY RESEARCH AND SPECIAL PROJECTS |
| **ELECTRIC**   | INSTALLATION OF STRONG MOTION ACCELEROGRAPHS AT SELECTED SITES  
|               | SEISMIC RISK/ZONING STUDIES  
|               | TESTING PROGRAM FOR CRITICAL SYSTEM COMPONENTS  
|               | DEVELOPMENT OF ALARM REPORTING SYSTEMS  
|               | REDESIGN OF CIRCUIT BREAKERS FOR 0.5 g GROUND ACCELERATION  
|               | DESIGN AND TESTING OF ANCHORAGE SYSTEMS  
|               | TRAINING PROGRAMS FOR CRITICAL PERSONNEL |
| **WATER**      | INSTALLATION OF STRONG MOTION RECORDERS AT SELECTED SITES  
|               | DEVELOPMENT OF EMERGENCY RESERVOIR DRAIN SYSTEMS  
|               | PREPARATION OF DAM FAILURE FLOOD MAPS  
|               | DYNAMIC ANALYSIS OF OLDER DAM STRUCTURES  
|               | RESPONSE OF EARTH EMBANKMENTS/LIQUEFACTION  
|               | DEVELOPMENT OF IMPROVED FAULT CROSSING TECHNIQUES  
|               | MEASUREMENT OF FAULT MOVEMENT AT SELECTED SITES  
|               | RESPONSE OF THIN-WALLED STORAGE TANKS |
| **NATURAL GAS**| SEISMIC RISK/ZONING STUDIES  
|               | MONITORING OF STRAIN ON BURIED GAS MAINS  
|               | COMPUTER STUDIES OF SELECTED STRUCTURES  
|               | RESPONSE OF PIPING SYSTEMS |
| **SANITATION** | DEVELOPMENT OF FLEXIBLE PIPE JOINTS |
| **TELEPHONE**  | INSTALLATION OF STRONG MOTION ACCELEROGRAPHS AT SELECTED SITES  
|               | SEISMIC RISK/ZONING STUDIES  
|               | TESTING OF CRITICAL EQUIPMENT COMPONENTS  
|               | STRUCTURAL RESPONSE STUDIES |
| **TRANSPORTATION** | INSTALLATION OF STRONG MOTION ACCELEROGRAPHS AT SELECTED SITES  
|                | COMPUTER AND MODEL STUDIES OF RESPONSE OF BRIDGES  
|                | SOIL-STRUCTURE INTERACTION COMPUTER STUDIES |
TABLE A-4
RECOMMENDATIONS FOR RESEARCH ON EARTHQUAKE RESISTANCE
OF PUBLIC UTILITY SYSTEMS
(Iwan, 1975)

1. RESEARCH ON SITE CONDITIONS

HIGHEST PRIORITY

PREPARATION OF A COMPREHENSIVE SEISMIC RISK MAP OF ENTIRE STATE
DEVELOPMENT OF METHODS FOR DETERMINING THE EFFECTS OF LOCAL
GEOLGY ON EARTHQUAKE GROUND MOTION

MIDDLE PRIORITY

PREPARATION OF A COMPREHENSIVE GEOLOGIC HAZARDS MAP OF STATE
PREPARATION OF GEOLOGIC AND FAULT MICROREGIONALIZATION MAPS OF
URBAN AREAS
COLLECTION, ANALYSIS AND DISTRIBUTION OF STRONG MOTION RECORDS
DETERMINATION OF BASE ROCK AMPLIFICATION/ATTENUATION FOR TUNNEL
DESIGN

LOWER PRIORITY

COLLECTION AND COMPILATION OF ACCURATE SOIL CONDITION AND
GEOLGY FEATURES DATA FOR URBAN AREAS
DEVELOPMENT OF DESIGN SPECTRA FOR BEDROCK, DENSE SOILS AND MUD
FILLS
DEVELOPMENT OF METHODS OF JUDGING SEISMIC RISK/COST TRADEOFFS

2. RESEARCH ON EARTHQUAKE RESPONSE OF EQUIPMENT

HIGHEST PRIORITY

DETERMINATION OF EQUIPMENT RESPONSE CHARACTERISTICS FOR USE IN
ANCHORAGE SYSTEMS
DETERMINATION OF THE DAMPING FACTORS TO BE USED IN DYNAMIC
ANALYSIS OF EQUIPMENT

MIDDLE PRIORITY

DEVELOPMENT OF IMPROVED ANCHORAGE SYSTEMS FOR:
- FUEL BURNING APPLIANCES
- ISOLATOR MOUNTED EQUIPMENT
- PIPING SYSTEMS
- SPECIALIZED EQUIPMENT

LOWER PRIORITY

UPGRADING OF INDUSTRY STANDARDS FOR GENERATORS, COMPRESSORS, ETC.
DEVELOPMENT OF IMPROVED SEISMIC DESIGN CRITERIA FOR ELECTRICAL
AND MECHANICAL EQUIPMENT
INVESTIGATION OF AIR RELEASE AND AIR INLET VALVES ON LARGE
TRANSMISSION LINES
TABLE A-4 - CONTINUED

3. RESEARCH ON EARTHQUAKE RESPONSE OF STRUCTURES

HIGHEST PRIORITY

DEVELOPMENT OF FAST, INEXPENSIVE METHODS FOR ELASTIC AND INELASTIC STRUCTURES

IDENTIFICATION OF MAXIMUM ALLOWABLE EXCITATION SIMPLIFICATION OF DESIGN SPECTRA SELECTION

INVESTIGATION OF EFFECTS OF LARGE SOIL MOVEMENT ON STRUCTURES, WALLS, PIPE SYSTEMS, ETC.

DEVELOPMENT OF DESIGN ALTERNATIVES TO MASSIVE FOUNDATIONS

DEVELOPMENT OF FAST, INEXPENSIVE METHODS FOR ANALYSIS OF EARTH STRUCTURES

DEVELOPMENT OF BETTER TECHNIQUES FOR ESTIMATING/MEASURING DAMPING

DEVELOPMENT OF LOCAL DESIGN EARTHQUAKES

MIDDLE PRIORITY

ACQUISITION OF DATA ON EFFECTS OF EARTHQUAKES ON UNDERGROUND STRUCTURES

INVESTIGATION OF EFFECT OF RELATIVE MOTION OF STRUCTURAL ELEMENTS FOR ALL OR PARTIALLY UNDERGROUND STRUCTURES

INVESTIGATION OF THE EFFECTS OF VERTICAL EARTHQUAKE MOTIONS

DEVELOPMENT OF DESIGN CRITERIA FOR FREE-STANDING RESERVOIR TOWERS

DETERMINATION OF RESPONSE OF PIPING AND CABLE SYSTEMS

INVESTIGATION OF BEHAVIOR OF LARGE PIPELINES NEAR FAULTING ZONE

DEVELOPMENT OF ECONOMICAL FLEXIBLE JOINTS FOR RIGID PIPES

LOWER PRIORITY

DETERMINATION OF EFFECTIVENESS OF VARIOUS ANCHORING TECHNIQUES FOR EQUIPMENT AND LARGE STORAGE TANKS

4. RESEARCH ON MATERIALS

MIDDLE PRIORITY

STUDY OF EFFECTS OF AGING AND CYCLIC LOADING ON PORCELAIN, SEALS AND GASKETS

STUDY OF SEISMIC RESISTANCE OF ALTERNATE INSULATOR MATERIALS
APPENDIX B

AXISYMMETRIC INTEGRALS
(Nair, 1974)

There are eleven axisymmetric integrals $\lambda_1$ to $\lambda_{11}$ which are often used in the analysis of axisymmetric structures. Only the first six are needed in the static program, while all of them are required in the dynamic analysis. The absolute forms of these integrals are evaluated using Green's Lemma and these are lengthy expressions. However, there are simplified expressions for these integrals which are approximate in the case of $\lambda_4$, $\lambda_5$, $\lambda_6$ and $\lambda_9$ to $\lambda_{11}$. These approximations are valid under the assumption that the dimension of the cross section of the element is small compared to its radius of revolution. The simplified forms are:

$\lambda_1 = A \bar{r}$

$\lambda_2 = A$

$\lambda_3 = A \bar{z}$

$\lambda_4 = A/\bar{r}$

$\lambda_5 = A \bar{z}/\bar{r}$

$\lambda_6 = \frac{A}{12 \bar{r}} \left[ (z_i + z_j)^2 + (z_j + z_k)^2 + (z_k + z_i)^2 \right]$  

$\lambda_7 = \frac{A}{12} \left[ (r_i + r_j)^2 + (r_j + r_k)^2 + (r_k + r_i)^2 \right]$  

$\lambda_8 = A\bar{z}\bar{r}$  

$\lambda_9 = \frac{A}{24} \left[ (r_i + r_j)^3 + (r_j + r_k)^3 + (r_k + r_i)^3 \right]$
\[ \lambda_{10} = \frac{A_0^2}{12} \left[ (r_i + r_j)^2 + (r_j + r_k)^2 + (r_k + r_i)^2 \right], \quad \text{and,} \]

\[ \lambda_{11} = \frac{A_0^2}{12} \left[ (z_i + z_j)^2 + (z_j + z_k)^2 + (z_k + z_i)^2 \right] \]

where

\[ 2A = r_i (z_j - z_k) + r_j (z_k - z_i) + r_k (z_i - z_j) \]

\[ \bar{r} = \frac{1}{3} (r_i + r_j + r_k) \]

and

\[ \bar{z} = \frac{1}{3} (z_i + z_j + z_k) \]

The exact integrals are:

\[ \lambda_1 = \iint r dr dz = - \oint rz dz = - \left[ \frac{a_1}{2}(r_j^2 - r_i^2) + \frac{b_1}{3}(r_j^3 - r_i^3) + \frac{a_2}{2}(r_k^2 - r_j^2) \right. \]

\[ + \frac{b_2}{3}(r_k^3 - r_j^3) + \frac{a_3}{2}(r_i^2 - r_k^2) + \frac{b_3}{3}(r_i^3 - r_k^3) \left. \right] \]

\[ \lambda_2 = \iint dr dz = - \oint z dz = \left[ a_1(r_j - r_i) + \frac{b_1}{2}(r_j^2 - r_i^2) + a_2(r_k - r_j) \right. \]

\[ + \frac{b_2}{2}(r_k^2 - r_j^2) + a_3(r_i - r_k) + \frac{b_3}{2}(r_i^2 - r_k^2) \left. \right] \]
\[ \lambda_3 = \iint z \, drdz = - \oint \frac{z^2}{2} \, dr = - \left[ \frac{a_1^2}{2} (r_j - r_i) + \frac{a_1 b_1}{2} (r_j^2 - r_i^2) \right. \\
+ \frac{b_1^2}{6} (r_j^3 - r_i^3) + \frac{a_2^2}{2} (r_k - r_j) + \frac{a_2 b_2}{2} (r_k^2 - r_j^2) \\
+ \frac{b_2^2}{6} (r_k^3 - r_j^3) + \frac{a_3^2}{2} (r_i - r_k) + \frac{a_3 b_3}{2} (r_i^2 - r_k^2) \\
\left. + \frac{b_3^2}{6} (r_i^3 - r_k^3) \right] \]

\[ \lambda_4 = \iint \frac{1}{r} \, drdz = - \oint \frac{z}{r} \, dr = - \left[ a_1 \ln \left( \frac{r_j}{r_i} \right) + b_1 (r_j - r_i) + a_2 \ln \left( \frac{r_k}{r_j} \right) \right. \\
+ b_2 (r_k - r_j) + a_3 \ln \left( \frac{r_i}{r_k} \right) + b_3 (r_i - r_k) \right] \]

\[ \lambda_5 = \iint \frac{z}{r} \, drdz = - \oint \frac{z^2}{2r} \, dr = - \left[ \frac{a_1^2}{2} \ln \left( \frac{r_j}{r_i} \right) + a_1 b_1 (r_j - r_i) + \frac{b_1^2}{4} (r_j^2 - r_i^2) \right. \\
+ \frac{a_2^2}{2} \ln \left( \frac{r_k}{r_j} \right) + a_2 b_2 (r_k - r_j) + \frac{b_2^2}{4} (r_k^2 - r_j^2) \\
+ \frac{a_3^2}{2} \ln \left( \frac{r_i}{r_j} \right) + a_3 b_3 (r_i - r_k) + \frac{b_3^2}{4} (r_i^2 - r_k^2) \right] \]
\begin{align*}
\lambda_6 &= -\iint \frac{z^2}{r} \, dr \, dz = -\oint \frac{z^3}{3r} \, dr = -\left[ \frac{a_1}{3} \ln(r_i^3) + a_2 b_1 (r_j - r_i) \right. \\
& \quad + \frac{a_1 b_2}{2} (r_j^2 - r_i^2) + \frac{b_3}{3} (r_j - r_i) \\
& \quad + \frac{a_2 b_2}{2} (r_k^2 - r_j^2) + \frac{b_3}{3} (r_k - r_j) \\
& \quad + \frac{a_3 b_3}{2} (r_k - r_i) + \frac{b_3}{3} (r_k^3 - r_i^3) \\
& \quad + \frac{b_3^2}{g} (r_i^3 - r_k^3) \\
\lambda_7 &= -\iint r^2 \, dr \, dz = -\oint r^2 \, zdr = -\left[ \frac{a_1}{3} (r_j^3 - r_i^3) + \frac{b_1}{4} (r_j^4 - r_i^4) + \frac{a_2}{3} (r_k^3 - r_j^3) \right. \\
& \quad + \frac{b_2}{4} (r_k^4 - r_j^4) + \frac{a_3}{3} (r_k^3 - r_j^3) + \frac{b_3}{4} (r_k^4 - r_j^4) \\
\lambda_8 &= -\iint z^2 r \, dr \, dz = -\oint \frac{z^2 r^2}{2} \, dr = -\left[ \frac{a_1}{4} (r_j^2 - r_i^2) + \frac{a_1 b_1}{3} (r_j^3 - r_i^3) \right. \\
& \quad + \frac{b_2}{8} (r_j^4 - r_i^4) + \frac{a_2}{4} (r_j^2 - r_i^2) + \frac{a_2 b_2}{3} (r_k^3 - r_j^3) \right. \\
& \quad + \frac{b_2}{8} (r_k^4 - r_j^4) + \frac{a_2}{4} (r_k^2 - r_j^2) + \frac{a_3 b_3}{3} (r_k^3 - r_j^3) \right. \\
& \quad + \frac{b_3^2}{8} (r_k^4 - r_j^4) \\
& \right. \end{align*}
\[ \lambda_9 = \iiint r^3 \, dr \, dz = - \oint r^3 z \, dr = - \left[ \frac{a_1}{4} (r_j^3 - r_i^3) + \frac{b_1}{5} (r_j^5 - r_i^5) + \frac{a_2}{4} (r_k^4 - r_j^4) + \frac{b_2}{5} (r_k^5 - r_j^5) + \frac{a_3}{4} (r_i^4 - r_k^4) + \frac{b_3}{5} (r_i^5 - r_k^5) \right] \]

\[ \lambda_{10} = \iiint r^2 z \, dr \, dz = - \oint \frac{r^2 z^2}{2} \, dr = - \left[ \frac{a_1}{6} (r_j^3 - r_i^3)^2 + \frac{a_1 b_1}{4} (r_j^3 - r_i^3) + \frac{b_1^2}{10} (r_j^5 - r_i^5) + \frac{a_2}{6} (r_k^3 - r_j^3)^2 + \frac{a_2 b_2}{4} (r_k^3 - r_j^3) + \frac{b_2^2}{10} (r_k^5 - r_j^5) + \frac{a_3}{6} (r_i^3 - r_k^3)^2 + \frac{a_3 b_3}{4} (r_i^3 - r_k^3) + \frac{b_3^2}{10} (r_i^5 - r_k^5) \right] \]

and,

\[ \lambda_{11} = \iiint rz^2 \, dr \, dz = - \oint \frac{rz^3}{3} \, dr = - \left[ \frac{a_1}{6} (r_j^2 - r_i^2)^2 + \frac{a_1 b_1}{3} (r_j^2 - r_i^2) + \frac{a_1 b_2}{4} (r_j^4 - r_i^4) + \frac{b_1^2}{15} (r_j^5 - r_i^5) + \frac{a_2}{6} (r_k^2 - r_j^2)^2 + \frac{a_2 b_2}{3} (r_k^2 - r_j^2) + \frac{a_2 b_3}{4} (r_k^4 - r_j^4) + \frac{b_2^2}{15} (r_k^5 - r_j^5) + \frac{a_3}{6} (r_i^2 - r_k^2)^2 + \frac{a_3 b_2}{4} (r_i^2 - r_k^2) + \frac{a_3 b_3}{3} (r_i^2 - r_k^2) + \frac{b_3^2}{15} (r_i^5 - r_k^5) \right] \]

where

\[ a_1 = z_i - b_1 r_i \]
\[ b_1 = \frac{z_j - z_i}{r_j - r_i} \]
\[ a_2 = z_j - b_2 r_j \]
\[ b_2 = \frac{z_k - z_j}{r_k - r_j} \]
\[ a_3 = z_k - b_3 r_k \]
\[ b_3 = \frac{z_i - z_k}{r_i - r_k} \]
When any radius is zero, the corresponding logarithm becomes infinite; however, the limit of such terms as determined using L'Hospital's rule is zero. Whenever a radius is zero, the corresponding logarithmic term should be deleted. When two radial coordinates of an element are equal, apparently a and b constants become infinite. In these cases, the line integration is not required and the constants should be set to zero.

For the triangular ring element with coordinates (2,1), (7,3) and (4,7), the values of these integrals were obtained using both the lengthy expressions as well as the simplified forms. These are given in Table B-1 for comparison purposes.

<p>| TABLE B-1 |
| --- | --- |
| <strong>COMPARISON BETWEEN THE EXACT AXISYMMETRIC INTEGRALS AND THEIR SIMPLIFIED FORMS</strong> |  |</p>
<table>
<thead>
<tr>
<th>Element</th>
<th>Integral</th>
<th>Exact Value</th>
<th>Value Obtained Using The Simplified Expressions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Z</td>
<td>$\lambda_1$</td>
<td>56.33</td>
<td>56.33</td>
</tr>
<tr>
<td></td>
<td>$\lambda_2$</td>
<td>13.00</td>
<td>13.00</td>
</tr>
<tr>
<td></td>
<td>$\lambda_3$</td>
<td>47.68</td>
<td>47.68</td>
</tr>
<tr>
<td></td>
<td>$\lambda_4$</td>
<td>3.1</td>
<td>3.00</td>
</tr>
<tr>
<td></td>
<td>$\lambda_5$</td>
<td>11.12</td>
<td>11.00</td>
</tr>
<tr>
<td></td>
<td>$\lambda_6$</td>
<td>45.45</td>
<td>45.00</td>
</tr>
<tr>
<td></td>
<td>$\lambda_7$</td>
<td>257.83</td>
<td>257.83</td>
</tr>
<tr>
<td></td>
<td>$\lambda_8$</td>
<td>210.67</td>
<td>210.67</td>
</tr>
<tr>
<td></td>
<td>$\lambda_9$</td>
<td>1237.02</td>
<td>1232.83</td>
</tr>
<tr>
<td></td>
<td>$\lambda_{10}$</td>
<td>968.40</td>
<td>945.39</td>
</tr>
<tr>
<td></td>
<td>$\lambda_{11}$</td>
<td>863.10</td>
<td>845.00</td>
</tr>
</tbody>
</table>
APPENDIX C

LIST OF SYMBOLS
(As used in each Chapter)

Chapter 2

$R_{u_k}$: upward reflection coefficient at interface of layers $k$ and $k + 1$.

$R_{d_k}$: downward reflection coefficient at interface of layers $k$ and $k + 1$.

$T_{u_k}$: upward transmission coefficient at interface of layers $k$ and $k + 1$.

$T_{d_k}$: downward transmission coefficient at interface of layers $k$ and $k + 1$.

$t$: time coordinate

$t_k$: time of travel for shear wave through layer $k$.

$X$: horizontal coordinate, horizontal response.

$X_u$: horizontal response due to upward propagating shear wave.

$X_d$: horizontal response due to downward propagating shear wave.

$X_t$: total response.

$X_{ub_k}$: response due to upward propagating shear wave at the bottom of the layer $k$.

$X_{ut_k}$: response due to upward propagating shear wave at the top of the layer $k$.

$X_{dt_k}$: response due to downward propagating shear wave at the top of the layer $k$.

$X_{db_k}$: response due to downward propagating shear wave at the bottom of the layer $k$.

$\beta_k$: shear wave velocity in layer $k$. 
\( \beta_r \) shear wave velocity in base rock.

\( \beta_i \) shear wave velocity in surface layer.

Section 2.5

\( G_T \) magnification factor suggested by Kanai.

\( T \) period of component vibration of seismic wave.

\( T_G \) natural period of horizontal vibrations of ground.

\( h \) depth of the single layer.

Section 2.9, 2.10 and 2.11

\( T_{gv} \) natural period of compression vibrations of the top mantle.

\( \mu_0 \) shear modulus for the surface formation.

\( \mu_i \) shear modulus for the lower formation.

Section 2.12

\( c \) phase velocity of the R-wave.

\( H \) depth of the surface layer.

\( L \) wave length of the R-wave.

\( L/H \) dimensionless wave length.

\( c/\beta_0 \) dimensionless phase velocity.

\( \beta_0 \) shear wave velocity of base rock.

Section 2.17

\( U_r \) total horizontal response.

\( U_{rr} \) horizontal response due to R-wave only.

\( U_{rs} \) horizontal response due to S-wave only.

\( V_r \) total vertical response.
$V_{rr}$  vertical response due to R-wave only.

$V_{rs}$  vertical response due to S-wave only.

$\theta$  angle between the direction of propagation of shear wave and the vertical.

Chapter 3

(a)  vector used in the step-by-step method.

$[B]$  matrix relating the strains and displacements.

(b)  vector used in the step-by-step method.

$[C]$  damping matrix.

$[C^{-1}]$  transformation matrix relating the generalized displacement coordinates and nodal displacements.

$[D]$  constitutive matrix for stress-strain relations.

$E$  Young's modulus.


$f_t$  exciting force vector.

$[H]$  matrix relating the dynamic (balancing) displacements to the boundary displacements.

$[K]$  stiffness matrix.

$r$  radial coordinate.

$t$  time coordinate.

$U$  strain energy.

$u$  radial displacement.

$(u_i^s), (\dot{u}_i^s), (\ddot{u}_i^s)$  pseudostatic response vectors for the interior displacement freedoms.

$(u_i^d), (\dot{u}_i^d), (\ddot{u}_i^d)$  dynamic (balancing) response vector for the interior displacement freedoms.

$(u_i^t), (\dot{u}_i^t), (\ddot{u}_i^t)$  total response vectors for the interior displacement freedoms.
\{u_B\}, \{\dot{u}_B\}, \{\ddot{u}_B\} response vectors for the boundary displacements.

\nu \quad \text{tangential displacement.}

\text{W} \quad \text{work done.}

\text{w} \quad \text{axial displacement.}

\text{z} \quad \text{axial coordinate.}

\alpha \quad \text{empirical constant in proportional damping.}

\{\alpha\} \quad \text{generalized displacement coordinate matrix.}

\beta \quad \text{empirical constant in the proportional damping.}

\gamma \quad \text{shear strain.}

\epsilon \quad \text{normal strain.}

\{\epsilon\} \quad \text{strain matrix.}

\theta \quad \text{angular coordinate.}

\nu \quad \text{poisson's ratio.}

\sigma \quad \text{normal stress.}

\{\sigma\} \quad \text{stress matrix.}

\tau \quad \text{shear stress.}

\Delta t \quad \text{time interval used in the step-by-step method.}

Chapter 4

\text{t} \quad \text{time coordinate.}

\text{z} \quad \text{horizontal (axial) distance.}

\beta \quad \text{shear wave velocity.}

\Delta t \quad \text{time interval used in the step-by-step method.}

\delta t \quad \text{time lag due to horizontal distance} \ z.

\theta \quad \text{angle of propagation of the shear wave with respect to vertical.}
Chapter 5

$D$  diameter of the tunnel.

$r$  radial coordinate.

$z$  axial coordinate.

$\theta$  angular coordinate.

**Superscripts**

$'$  first derivative with respect to time.

""  second derivative with respect to time.

$T$  transpose of a matrix or vector.

$^{-1}$  inverse of a matrix.

$\text{t}$  total response, also time coordinate.

$s$  pseudostatic component.

$d$  dynamic (balancing) component.