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ABSTRACT’

o _ ¥ .
Existing statistical measures of agreement are reviewed and

.orgénize& into a series.of f1dﬁ charts to facilitate their selecfion
for analysis. A subset.of "useful" measures is selected on the basis
of their measuring meaningful agreemént, ha@ing iﬁterpretablg referent
values, being subject to hypothesis testing, being hand calculable and
continuous(CategoriCéT)nneasures having categorical (continuous) ana-
Togues.’ “Usefu]"-mea;ureé for continuocus data sets aré all intraclass
correlation coefficients, applicabie to different ﬁNOVA models depending
on éhe assumptions involved. "Usefu1“ measures for categorical data
include various chance corrected (kappa) types, sensitivity-specificity
and predictive vajue measures. The "useful” measures are displayed in
a single condensed flow chart. A strategy to evaluate the use of this

flow chart is also developed.
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CHAPTER 1 - - o

Introductory Remarks

-~

As a teaching aid a ﬁideotcpe of the correct procedure for
recording blood pressure.has beer deﬁeZoped. When 1t was showm to an
audience of four cliniecians, four stqtisticiaﬁs and four "others" and
whern they were asked to record the systolic blood pressures shoun in

the pre;;;EEtion, Table 1.1 resulted. FHow well do they agree in

- -

‘recording blood pressure?
At a gastro-intestinal disease elinie some patients undergo

-

endoscopy jor the diagrosis of ocesophagecl varices. On thirty-nine

ients endoscopy was performed independently by two gZinicians, with
tk; resulting dat& as in Teble 1.2. How well do they agree in their
diagnoses? i

Problems such as these are common in clinical practice, and to
measure agreeméhf is evidently of importance to clinicians and patients
alike. Several authors have reviewed- studies on agreement in several
settings: clinical examination, diaggostic decisions, research surveys,
health care studies, psychiatric and social science studies (Garland
1959, 1960; Fletcher 1964; Korgn 1975). Common to all were two find?ngs
firstly, that though awaée 0% its existence, clinicians égg,nonf"’# .
clinician ‘observers were uniformly incredulous at the extent of disa-

greement among and within themselves. Secondly, neither the definition

nor the method of measuring agrgement was consistent.

1



Table 1.1

Data Résulting From Blood Pressure Readings From
' a Videotape (mmHg)

7J—
i Patients
Observer Type 1 2 3 4 5
ClinicTaRsy
R 13¢ 122 166 170 134
2 | 138 1220 166 168 134
3 | 13 122 166~ 168, 134
¢ | 1 2 ez e 130
Statisticians
1 136 22 78 178 134
2 | 13 120 166 168 136
3 132 120 168" 170 134
s | 138 122 e 170 13
Others
: 1 132 120 168 168 134
| 2 | 138 121 168 169 134
3 | 13 122 166 169 134
4 136 120 168 168 134




Table 1.2 L
-»
Data Resulting When 39 Patients Are Classified by Two Endoscopists
" On the Presence (+) or Absence (-) of Oesophageal Varices
(adapted from Conn, Smith and Brodoff 1965)

Oesopﬁégoscopic Diggnosis
Patient # Endoscopist A Endoscopist B
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In this thesis the. second of the two issues just identified will
be addressed. The a%m of this thesjs is to review existing statistical
méasures.of agreement, to organise them into a format faci]itatiﬁg the
choice of "an éppropriate measure and to-design a strategy to eva]uéte'
the use of the programmed format. -

In reviewing measures of agreement, an attempt will be made to
include all measures pub]isﬁed in English until the end of 1978. Many
different measu;es of égreement exist, but they go by names not all
immediately'identifying them as agreement measures to the uninitiated.
Landgg;aqd Koch—(Tb?S) reviewed many of these measures within a unifying
frameﬁork, but the choice of étatistic is still not easy for the sta-
fisticq]ly unsophisticated person. ‘

To facilitate the choice of an appropriate agreement measure by
clinical researchers, the existing agreement mgasures will be organised
iq%o a flow chart to aid decision makfng. An example of a flow chart is
shown in Diagram 1.1, and it is evident that it outlines the reasoning
nécessary to.reach a particular conclusion in such a way that the same
lreason&égiwilI repeatedly result in the same conclusion. Flow charts
have'géen used i; an épproach to introductory statistics (Harshbarger
1971} and as an aid jn clinical decision-making by para-medical person-
nel (Sackett 197@). The development of a flow chart for agreement
analysis is described in Chapters 2, 3, 4 and 5 of this thesis. People
" awed by statistical notation may skip Chapters 3 and 4, read ﬁhapters 2
and 5 only and still understand and be able to use the condensed flow

chart of "useful” measures described in Chapter 5.
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A strategy to evaluate the use of‘ihe flow chart as an alterna-
tive to conventional methods of insf?uttion will be deweloped in Chapter
6. The evaluation is proposed to be done in-this way'for two reasons:
iﬁ is impa}tant to kpow whether the presentation of agreement measures

"in the form of a flow chart is of more benefit to clinical researchers

than existing presentations. Secondly, the idea for the flow chart

resulted from my experience in a biostatistical course*. In the course,

a comprehensive 1ist of agreement measures was discussed, but the pro-
blems assigned subsequently involved the use of only one measure of

~agreement and its use was explicity indicated. It was felt that the

course had not provided an overall approach that could be used when con- .

frorted with a raw data set and no explicit instructions.

The objective of this study is therefore to produce a flow chart

of appropriate agreement measures and to propose a way of" determining

whether it helps clinical researchers to choose a statistic, as well as:

whether it is useful as an alternative to convéntiona]dﬁeaching methods.

* Medical Sciences 731, McMaster University

w !
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 CHAPTER 2 . '}

A Guide to the Plow Chart of Agreement Measures

~

There 1s as much difference between us and ourselves as beitween

" us and otners.

Michel de Montaigne (1533-1592)

The flow chart of agreement measures wil]l be presented as sever-
al separate sections in subsequent chapters. An overview of i con-
struction is shown in Diagram 2.1 for orientation, with the secRlns
indexed to the‘relevant chapters. In all the flow charts certaig
syﬁbo]s (Diagram 2.2) will be consiétently used to lead the user through
the flow chart. The rest of this chapter serves as an explanation of

the terms used on the flow chart as decision points and for descriptive

purposes. R L _ .

. 2.1 Preamble

Agreement has many quises: reliability, consistency, precision,
reproducibility, correlation have all been used as alternative terms for
agreement in various situations by investigators of different back-

grounds. Other terms used similarly are accuracy or validity which are

- acceptable®alternatives for agreement when comparison is with an

:q
external standard, and aiso association, which is acceptable only in

one specific situation, the fourfold table., Association can be defined
as the degree of dependence or independence which exists hetween two or

7
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DIAGRAM 2.2

Meaning of Flow Chart Symbols

Symbol : Meaning'

Which
agreement
measure?

Starting point for each
disjointed section of
the flow chart

Continuous

data? Decision point

no
Connecting disjointed
sections of flow chart
Discrete fxplanatory comment, not
data affecting decision flow
é] Endpoints (statistical

{4.1) measures indexed to text)

SR
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" more variates whether they be measured quantitatively (on an interval
or a ratio scale) or qualitatively (on a nominal orjaﬁ ordinéﬁ scale).
Agreement, in contrast, can be defined as "monaténic"_or "diagonal”
association (Diag}am"2.3). In a fourfold table-assdciétion, degreé.of
dependencé ahd agreement are all synonymous, which explains the prgs4
ence of some heasures of associatjoh in a flow chart and diﬁcﬁssion of
agreement andlysis. ‘

In the flow chart a distinction will consistently be made be-
tween "observer agreement" and. "subject agreement" {or lack of inter-
subject variation), be it "within" or "among". "Ubserver" and “subject”
will be used and should be interpreted very broadly: "observer" as the
party making'the measurements and "subject" as the party on whom meas-
yrements are being made. Thus a person making jgggments, a measur%ng
instrument‘or method, awclassification scheme or a laboratory can all be
regarded as observers, whereas patients undergoing 2 measurement of
classification or the measurements themselves could be interpreted as
subjects. The idea of intetchangeabjlity of these parties is further
illustrated in Diagram 2.4. Thé prepositions "within" or “"between {a-
pong)" describe the way the agreement or disagreement is studied: with
regard to obéervef agreement, the former refers to lack of variation in
replicate measurements by the same observer (intraobserver), and the
Jatter to the lack of variation among several observers each making at
least-a single observation on the same subject (interobserver). The
estimable types of agreement for various study designs are shown 1in

Table 2.1.
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DIAGRAM 2:3

- Association and Agreement

Association

expected values

observed va i
bserved values under independence

Agreement

x\.

“Diagonal association" concerns values on the diagonals
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DIAGRAM 2.4

"Parties” Involved in Making Observations

Observer

‘ Instrument




v ' Table 2.1

13

Possible Study Designs and Estimable Types of-Agfeement

Theoretically Estimable
Agreement Components*

Factors ' ,
# Observations
# Observers | # Subjects ' .
> >].. 5'[
2 > 1
>1 1 >1 ,
1 >] >
>] 1 1
1 > 1
-
1 1 >
1 1 1

Interobserver, intersubject
L}

Intersubjétt, interobserver

Inter- , intraobserver,
' intrasubject
Inter- , intrasubject,
intraobserver
Interobserver

Intersubject

Combined intraocbserver and
intrasubject

None~

* Theoretical because of limitations of estimation procedure

(see Section 3.7)

-
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2.2 Decision Points

The decision points can conveniently be divided and discussed in
two broad groups: those affecting the choice and those affecting. the

w

interpretation of the agreement measure.

2.2.1 Factors Affecting the Choice of Agreement Measuré
ey

These factors are relevant becauserthey affect the choice of
agreement measure both directly and also, and importantly, via the de-
sign of the study. Their a prior§ consideration may optimize the choice
of agreemeﬁt measure: With the exception of fhose discussed in para-

graph 2.2.1.5, they all appear as decision points on the flow chart.

2.2.1.1 Data Characteristics

-

The primary distinction according to data characteristics is be-
tween contiﬁuous and categorical (discrete) data. Contiﬁqous d%ta refer
to observations with no intervening gaps, i.e.,-it is possibie to inseﬂt.

fanother observation between any two existing observations, irrespective
of how close together they are. Categorical data refer to observations
limited to discrete categories with gaps between adjacent categories.
For both these types of data a further distinction will be made between
single and multiple ou@Ehme variables (univariate and multivariate ‘data).
in the case of discrete data distinction will also be made between

.'dichotomous (2 categories) and polychotomous (more than 2 categories)
outcomes, and for polychotomous outcomes distinction will be made be-

tween nominal classifications and ordinal scales.

°
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2.2.1.2 The Use of an External Standard

The use of an external standard changes the emphasis _from agree-
ment among obgervers (internal consistency, reliability or precision)‘to
agreement between the observers and a standard‘(externa1 consistency,
~validity or accuracy). The standard can be "real truth",-where it is

available as in chemical seolutions, but more frequently a "truth indica-

ST tor', a reasonable approximation of or an acceptable alternative for

truth. "fruth.indicators" may be independent of the observers in the
study, e.g., the opinion of an "authority”, or a well-established method
or instrument, but need not be independent of the observers, e.g., the

majority or consensus opinion of the observers.
-

2.2.1.3 The Study Design

The study design's importance has already been hinted at in the
preamble and in Table 2.1. Table 2.2 is an extension of Table 2.1 into
which formal design nomenclature used in the analysis of variance has
been integrated. It illustrates a useful way* of thinking about the de-
sign of studies, also with regard to agreement aqalysis. Although the

distinction in Table 2.2 is bgtween single and multiple entities, in the

flow chart an additional distinction between measures for two and those

for more than two observers will be made. This is not as much a deci-

sion point as a point of information: most measures for more than two

parties are generalizations of those for two parties.

-

* t is useful when analysis of variance is used, particularly
where variance component estimation is required (see Chapter 3).
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2.2.1.4 Type of Agreement

Apart from'.the distinction befwéen agreeme;t "within" and "among"
parties, other points of decision are'between overall (where all obser-
vations or categories are considéréd) and specific agreement (where only
some.observations or categories are considered), between unweighted
{where agreement on all the observatiops_or categories are considered
equally important) and weighted agreement (where agreements or disagreeJ',
ment on certain observations are considered more important_than others).
As some agreement due to chance is possible, measures which are cor-

rected for chance agreement will also be discussed.

2.2.1.5 Availability of Measures

The choice of statfstic may be affected not only by its availa-
bility in the Iiteratufe, but also by the availability of convenient
computing procedures, particularly in large studies. While the flow
chart is an attempt to‘incorporate all the published measures (in
English till the end of 1978), it does not include references to the

availability of computing facilities or computer programmes.

2.2.2 Factors Affecting the Interpretation of Agreement

Some of the factors mentioned in Section Z.é.], by leading to
the choice of a particular agreement measure, implicitly affécts its
. interpretation. There are, however, some statistical considerations
which affect the inﬁerpretatidn directly. For clarity and simplicity
" they are not all indicated on the flow chart, but they are all &is—

cussed here and in specifics with the relevant agreement measures.

e

N |
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2.2.2.1 Assumptions

Assumptions are devices which facilitate the ease with which the:
égreement measure is computed and.usually take the form of statements

about the nature of the variables, the design of the study and the na-

—

ture of the observations. These assumptions need not be met to calcu-
Jate the agreement measure physically, but if they are.not fully justi-
fied, the distribution theory on which the calculation is'based may not '

be satisfied and the probability statements about and the interpretation

of the statistic may not be justified.’ -

2.2.2.2 Constraints

Constraints are 1imits imposed by the nature of the data on the
freedom with which the measure is calculated {estimated) and inter-
preted. Constraints are indicated and discussed in subsequent chapters

when relevant. 2,
//l

-

2.2.2.3 Hypothesis Testing

Significance tests help clarify the importance that may be
attached to an observed level of agreement in the contest of the éfudy.
Agreement measures for which the necessary statistical theory has been

developed are indicated and the methods discussed in the text.

2.3 Notation
Standard statistical notation will be used throughout with
Tower case Roman letters from near the end of the alphabet indicating

random variables, lower case Greek letters from the end of the alphabet
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indicating the corresponding popu]étion parameters and those_froéhthe
beginning of the Greek alphabet indicating constants and coefficients.
Conventional stafistica] and mathematical symbols (e.g. n for ﬁumber,
p for proportion, £ for summation) will be used, but where additional

notation has to be introduced, it will be explained.



CHAPTER 3

s

Review: Agreement in Sets of Continuous Data

Physicians have always recognized that eliniecal judgments arc
subjective and thus liable to variation, at least in trhe nands cf otner
members of tne profession or men less qualijied than themselves.

- v -y
Fletencr and Olgham 1864,
argphrasing Todd 1853

]

In this chapter the estimation of agreement for continuous data
will be considered. As most of the measures are based on variance
component estimation, and as variance components may be conveniently
esimated by analysis o% variance {(ANOVA) procedures, an outline of the
general ANOVA procedure will first be given. It will be followed by a -
| review of measures of agreement for univariate data first, then-for
multivariate data.

N

3.1 General ANOVA Approach

It is assumed that the reader has a basic knowiedge of ANOVA.

If not, 2 text like that by Kleinbaum and Kupper (1978) may be con-

- sulted.
In general, the ANOVA model for gg_;;;§vidual observation is

y=ut+tf+e . (3.1)

20 s
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wheére y is an individual observation,

p 1S the mean of all the observations,

f is the factor effect on that observation (here assumed to be a
random effect) and

e is the random résidua] error (variation) assoqiated with that
observation. The factor effect, f, is dependent on the design of the
study, where factor refers to observer or subjefépor both (Table 3.1). .
For example, in 2 balanced (eqdal number of observations per cell)
two-way (factqr) design the model containing all the components of

interest is *

where yijk”is the k-th observation in the i-th row and j-th column
(i = 1,2, ..., n subjects, J = 1,2, ..., m observers and k = 1,2, ..., {
observations),

S is the i-th subject effect,

dj is the j-th observer effect,

(Sd)ij is the interaction between the i-th subject and the j-th

.

observer,

u and @43k are as in {3.1) and f in (3.1) is replaced by
[s; *+ dj + (Sd)ij]‘ In a two-way design with @ single observation per
cell (k = 1) or with a single observer (j = 1) or subject (i = 1) or
where‘either the observer or subject effect is assumed to be absent, not
all the components can be estimated and the model reduces to |

A

=
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yi .

j-w st d. +e.. - (3.3)

J 1

fork =1,1=1,2, ..., n subjects, j = 1,2, ..., m observers and f in

(3.1) is replaced by (si + dj), or : | -
., =t s, toe. 3.4
Yik T ¥ i 1k . (3.4) v

for j = 1, or no observer effect assumed, i = 1,2, ..., n subjects,

~

k =1,2, ..., £ observations and f in {3.1) is replaced by-s;, or
., = + .+ . 3.

for i = 1, or no subject effect assumed, j = 1,2, ..., m obsédrvers,
k =1,2, ..., { observations and f in (3.1) is rep]gced by dj’ re-
spectively.

In simpier designs the model does not provide for the separation

of components and i1s given by

bt e, o (3.6)

e
n

for j=k=1,1=1,2, ..., n subjects, or
.= toe, .7
vy = outoey (3.7)
fori=k=1,7=

1,2, ..., m observers, or

'yk =p * ek ) (3-8)
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for i =3 = ﬁ, k=1,2, ..., £ observations. By dividing the observa-
' ~

tions into groups, either arbitrarily or‘according to reasonable guide- .

Tines, more components may be separated out, but their interpretation
is dependent on the meaningfulness of the division. In the case of a
single observation by a single subject no variation is estimable.

The concept of partitioning the variation into recognizable com-

porents is important as the ANOVA measuremof agreement used for contin-,

uous data is the intraclass correlation coefficient (also disguised as
reliability coefficient, Cronbach's alpha, Spearman-Brown and Kuder-

‘Richardson -20 statistics, see Bartko 1976) which has the generai form

o5
P 02 + 02 + 02 (3.9)
s e d
where ag is the variance due to subject variation, \
02 is the variance due to random variation,
03 is the variance due to observer variation and

p 1is the intraclass correlation coefficient which expresses the
proportion of the total variation due to subject variation, with a
theoretical lower bound of zero when there is‘no subject variation at
all, and a theoretical upper bound of one when both the observer and
random variation terms are zero.

The assumptions underlying the models outlined before are that
. the response variable is a random variable with random variation, that
the Tactor effects are random variables (i.e. each set of factor effects
is a random sample from a larger population), that these sets of factor

and response random effects are mutually independent and that each set
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consists of independent effects which are normally distributed with
“mean zero and homogeneous variance for each set. These assumpfions can

also be written as.{using the notation of model (3.1)).

{f} and {e} are mutually independent,

{(f} ~ N(U,ci) and independent (where f can be replaced by any -
or all of Sio dj’ (Sd)ji)’ : (3.10[

{e} ’\~/N(O,c§) and independent

and hereinafter referred to as "the usual assumptions".

1f either or both factors' effects cannot be assumed to be

random, their effects are regarded as fixed under the constraint that

m |
thé effects always sum to zero as, e.g. ) S5 ° 0, whene §; is the j-th
- i j=] _’

observer effect from a fixed set of m effects. S’gt :

Af] the usual assumptions (3.10) are necessa o fit the model
and_e;timate the variance compdnents by maximum 1ike1ihood'(ML).pro—
cedures (Hartfey and Rao 1967; Hemmerle and Hartley 1973), but not if
either analysis of variance (ANOVA) procedures- (Anderson and Bancroft
1952; Scheffé 1959; Sear 971) or symﬁetric sum of products (SSP)
procedures”(Koch 1967, 1968) are used. With ANOVA and SSP procedures
the a;sumption of no?ma]ity is not necessary for fitling the model or
estimating the variance components, but only for testing hypotheses
" about the estimators. ANOVA estimators on1y-wi1] be described in this
chapter.

In practice, not all the properties of the general theoretical

model always apply. Firstly, the theoretical upper and Tower bounds are
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not always achievable in practice: the realistic upper bound is often
less than one as the random efror term is seldom zero. A realistic |
upper bound of one may be created by suetracting the random error term
from the denominator, a procedure for which the appropriate statistical
theory has not been developed for hypotheses to be tested about agree-
ment measures. It is an important concept to consider in the interpre-
tat1on of agreement though, particularly when the random error term is ¢
_Iarge. Due. to estimation procedures (both measurement and ca]culat1on)
it 1is conceivable that in a small proportion of studies a negative
nuﬁerator may be obtained, even though it is a squared number and there-
' fo;e theoretically always positive. When this occurs, the observatione
should be checked for measurement and calculation errors, and if none
found, or if corrected and the numerator still negative, the numerator
may be assigned the value of zero (or the absolute value used, fr maxi-
mum Tikelihood estimator used), with the interpretation at the discre-
tion of the investigator.

Secbﬁd]j, g balanced design does not always result in a balanced
set of results for analysis, due to thhdrawals, data 10ss, c postoriori
decisions on variables of-interest, to name a few reasons. In un-
balanced situations the usual ANOVA calculations cannot be used to esti-
mate all .the variance components exactly due to the non—ortﬁogonality
of the data: the total sum of squares cannbt be partitioned exactly .
into its constituent combonents without overlap. In these situations

alternative procedures have to be followed: the simplest is the method

of unweighted means which may be used if no cell. has 2 sample size more
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than twice that of any other. By the method of unweighted means the
factor components are estimated as before, but the estim&te of cz is

rep]acéd by

2 1,02, B0 4 -
ot =)y T — . _ {3.11)

Should any cell have a sample size more than twice that of any other, ‘
6ne of several other more complex but exact methods may be used (Searle
1871, chapter 10). Multiple regressibn gna]ysis ?gy also be used‘for
all designs (balanced, unbalanced and thaose mﬁre{comp]ex than mentioned
thus fa}), but not in hand computational form?,/&n'the unbalanced situa-
tion the variance components are estimated ag conditional estimates by
multiple regression and the order in which the factors are entered info

the regression equation is decided by the investfgator (Kleinbaum and

i Kupper 1978). Intraclass corng?ationcoéfficients for three-way designs

. are discussed by Maxwell and Pilliner (1968).H

There is one unbalanced design in which these special methods
need not be used, but the ANOVA estimates may be used: where the cell

frequencies are proportional, satisfying

S PSP | (3.12)

where nij is the frequency in the cell in the i-th row and‘j-th column,

n; is the i-th row total,

n . is the j-th column total and

n_. is the overall totail.
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.3.2 Agreement Measures/ for Continuous Data

They are shown in flow chart form on Diagram 3.1.

3.2.1 Univariate Data With No External Standard
These measures are all variations of the intraclass-correlation
coefficient in (3.9) depending on the design of the study. In the model

Yi5 =@ sy €3 - (3.]3);

as applied to a two-way design of random samples of m observers and n

subjects,

2

t:)'S

T, T - (3.14)
Is 7 %e

which can be estimated from an ANOVA table by

MS. - MS
5y = e
17 WS, mms,

MS_-MS, 2 0) | (3.15)

where MSs is the mean square for subjects and

MSe is the mean square'for residual error. In this model (Ebel
1951) the absence of observer effect is assumed and the residual error
includes whatever observer effect was present in the observations pius ‘
any interaction present or the inherent random variation. As such, 51
is a measure of intra-observer agreement, provides no information on
. interobserver variation and reflects the proportion of total.variafion
attributable to the subjects.

The méﬁe] in (3.13) may also be applied to the situation where

~ one observer makes replicate observations on n subjects, or where one
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: observer makes a single observation on n subjects, with the investigator

prepared to divide the subjects arbitrarily to provide "rep]icates".for
the estimation‘of 02. In both cases no interobserver variation can be
observed .or estimaféd. |

An additional and éﬁuivalent measure, in which the numerator
consists of a sfng]e term as_estimate of og and could therefore be used
i (MSMS_) < 0 in 3.15), is
Vo (n-])MSS
R™ = (-T)FS, * n(m-1)ms, - . (3.16)

described by Robinson (1975).

Exanple 3.1
Using the data from Table 1.1, assuming no observer cffect, the
lay-out 1§ as shown in Table 3.2 with an ANOVA Table calculated as in

J_GDLG Qe da
. _— u + 5. T &, ‘ 0-10
~ 7 K . ( )

where 1= 1,2, cees 8 patients, x = 1,2, ..., 12 observations on each
patient and where

4, i the keth observation on thc i-th patient

¥ te the overall mean
is the i-th subject or patient effect (variction)

e.. 18 the random variation‘associate' with the k-th observation
on the i-th patient. Intraciass corrvelation coefficients are then cal-

culcted as follows for subject (patient) variaticn from Table 3.<:
: P
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Table 3.2

General Data Layout for Balanced One-way Design*
(adapted from Kieinbaum and Kupper 1978)

—

Subjects (n) Observations (£) Totals S;zgig
1 y]‘]s .Y-IZ: ........ ’ _y.u1 T'] = -Y'| ,Y-[ = T]/‘E
2 .YZ'], yzzs -------- » yze T2 = ,Y2 yz = T2/£
n oo dnzs e | To = | B = Tl
G =y |y =G/

% I1f unbalanced, sample means are obtained by dividing the totals by
the number of observations on the relevant patient (Ei)’ and the

grand total (G). by the sum of the number of observations on all
_ n .
patients ( } Ei).

i=1
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Table 3.3

General ANOVA Table For Balanced* One-way Design
(adapted from Kleinbaum and Kupper 1978}

Source d.f. SS MS
. 02 2 .
Subjects n-1 SS. = 7§ (T:%/£)} - G/&n  MS_ = SS_/(n-1)
s 55y s s
Error fn - n SS, = TSS __Sss MS, = SS./(Ln-n)
n £ 2 2
Total -1 TSS = 1 1 ¥5 - G/en
i=1 k=1
N ‘ n
* If unbalanced, £ is replaced by £. 1.

5 and Zn is replaced by

i=] i
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MS - MS
6. = s e
1 M5 + (m-1)MS
s e
_ $6758.4338 - 5.1838
T 5758.4333 + (11)5.1839
= (.9893
. (n-1)MS
or Rz = S . . ;

(n=1)MS _+ n(m-1)}MS
s e

_ (4)5758.2353
(4)5768.4335 + 4(11)5.1939

0.9877

The results suggest that nearly all the variation ts due to differences

(discgreements) among the patients.

Where observer effects are not assumed to be absent, but inter-
actions are, two other intraclass correlation coefficients have been
defined (Ebel 1951; Burdock, Fleiss and qudesty 1963). When both the
observer and subject effects are assumed to be random factors the model,
under the usual assumptions (B:lp) for a two-way design with 2 single
observation per cell or with the additional assumptiop of no interaction

between. observers and subjects, is

—
I

1l

.. + 5. +d. +e.., =1,2, ..., n patients, ’
Yij3 T ¥ i i &4 P n (3.3)
= 1,2, ..., m observers

[V
1

and
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Table 3.4

ANOVA Table For Blood Pressure Data Analysed As A One-way Design
{observer effect assumed to be absent)

Source d.f. Sums of Squares Mean Squares
Patients g 23033.7333 . 5758.4333
Random Error 55 . 285.6666 1 5.1939
Total 59 - 23319.4000 o
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c,2
b, = —— ' (3.17)°
2 + 2 +
o} Od g
which is estimated by
R -
6, = (3.18
2 .2 2 2
6s * 6d * Ge
with the intersubject variance estimate ‘
2 _ _ _ - o
as = (MSS MSE)/m, (MSS MSe > 0}, - {3.19)
the interob;erver variance estimate
”
2 _ _ ~ _ N -
6d -‘(MSd MSe)/n, (MSd MSe > 0), (3.20)
- &
and(Ehe random variance estimate
~ 2— v
ee = MSe . (3.21)

When the m ob§3¥vers are a fixed. set, the ANOVA mixed model,

with design and assumptions as for the random model, is

ey 3= 1,2, oo, m, (3.22)

= . T S-S i =
yij pot S5 + oJ 913’ i 1,2,
m
under the constraint that § 63 = 0, then

. 551 ‘
2
‘s .

Py = —2—+—'-2- ) (3.23)
c o )

S e



which is estimated by C - | ’
. = —— (3.24)

which is analogous to 52 in (3.18), but the variance component estimates
pertain to model (3.22).
These twomeasures,ﬁ2 and 53, therefore estimate the proportion

of the total variation attributable to intersubject variation, or

2

S is replaced by'ag in the numerator of

interobserver variation {when &
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S OSLNCLC QUSCIUATILCN DCP OCLL, A8 dORlTLoa T DL Ca0 QN 0.0 noW-
™~ & 3

> - g P — ~ - ST T g v T A o~ vy v A e~
LHOTNLE CRAPICY, THE SOTe QOTA Wiol NOW DO QRALHECd L8 & TLO=UCY Qa8Lgh
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" Table 3.5

General Data Layout For A Two-way Design With A Single Observation

Per Cell

(adapted from Kleinbaum and Kupper. 1978)

Subjects (n) Observers (m)} Total Mean
1 Y11s Yiz0 ceee e Y Ry n.
2 Yors Yppr weereene » Yom Ry 73
n In1» Ynge sreeeee > Yam Rn yn.

Total C1, CZ’ ........ s Cm G ‘ -

Mean Y 1o T g weeeees . - v
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Table 3.6

General ANOVA Table For A Two-way Design With A Single Observation

Per Cell
(adapted -from Kleinbaum and Kupper 1978)

Source - d.f. SS MS
Subjects n-1 SS§S_ = 1 ? R 2 _ QE MS_ = SS_/{n-1)
S m =1 i nm S S
1™ ? GZ
Observers m= 1 SS4 = & j£1 Gj - Msy = SSd/(m—])
Error (n=1)(m-1) SSe = TSS - SSs - SSd MSe = SSe/(n-l)(m—I)
n m 2 G2
Total nm - 1 TS = 7 1} Y5 T
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i-th patient,
¥ 1is the overall mean,
s; i& the i-th patient effect (subject effect),
dj is the j-th type of observer effect,
e. ., 1s the random error associated with y..;, where, both observer
TIK ) ; . gk

types and patient effects are random. .

Por fixed observer effects, d. in (3.3) is replaced by Bj such /

that Z 6. = 0 and if the patient effécts are regaraed as fixed s; ~
Jg=1

18 repZaced tn (3.3) og 0. such that Z a, = 0.
* =1

. The resultant ANOVA Table is showm in Table 3.9, remembering
© that SSe was estimated as TSS - SSS - SSd, intéraction being assumed

e

absent.

Variance Cbmbonents

8% = (ﬁS S ) /m

(5758.45-4.8635)/3 = 1917.8566

S

o " . -
2 = (M 2 = (13.985-4.8635) /¢ = 2.
6, ,(:.asd-rse)/n (13.85 ; 8635)/ 2.2716

of = 15 = 55 /55 = 202800 L 205 4 5655

e e T

Random zJJects Hocel

-

Variciion:
s]

an ,,,- ) . .
5. = - 1217.8566 — = 0.5965
. 2 2 IG17.83566+2.2716 + ¢.8638
X g + &
| " .S ® ]
| of; 99.63% of the total variation is due to différénces (discgreements)

£, ba]t o

+62
e

among petients.

6l :
5. = g _ 2.2716 = 0.0012
2 6:2 + 8% & 32 02,2716 + 1817.8566 +<¢.8835

7]



Table 3.9

Two-way ANOVA Table For Blood Pressure Data,

'

Assuming No Interaction

42

Source | d.f. Sums of Squares Mean Squares
Patients 4 23033.7333 5758.4333
Observer Types 2 27.9000 13.9500
Random Error 53 257.7666 2.8635

X ‘
Total 59

23318.4000



or, 0.12% of the total var$atzon 18 due to differences (disagreements)

among the 3 types of observers.

Mized Effects Model

With observer effects fimed, the intraclass correlation coef-

fieient for patients is

2
% __ 1u17.850

d O
6% 1 2 1917.8566 +4.8635
) e .

bs =

or, $9.75% of the total variation is due to differences (disagreements)

among the patients.

in a balanced two-way design situation with multiple observa-
tions per cell, the ANOVA model can be extended to include interaétion
effects, both for random and fixed observer effects (Land1s and Koch

1975).° For random effects of n subjects and m observers, the model is

Yijr = ¥ ts. t dj + (Sd)ij + &jk> 17 1,2, vvuy Ny (3.2)

J= 12, ...om,

k

1,2, ..., &

under the usual assumptions (3.10) and with k = 1,2, ..., £ observations

and - -
pa
s (3.25)
o] = [
4 2 2 v
US + cd + csd + ¢

which is estimated by
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26)

27)

28)

29)
30)

31)

ai'
b, = (3.
4 2 2 2 2 o
as * Gd * 6sd * 6e -
with the intersubject variance estimate given by

2 _ e N :

65 (MSSeHSSd)/mﬁ, (MSS—MSSd 2 0)3 ‘ (3.
the interobserver variance estimate
2_" . .

8 = M3gMSq)/nts (MSyMSy 2 0), (3.
the estimate of the variance in the observers' overall rating of the
same subject given by

2 _ e
asd = (MSsd-MSe)/E, (MSsd-MSe > 0) and (3.
'the residual variance estimate
AY
2 _
8, = Mse . (3.
) The mixed model for fixed observer effects is
Yige T T syt eyt (se)yg ey (3.
. under’ the usual assumptions {3.10) and with the constraints
m - n m
J s.=0and } 7} (Ea)i. = 0. The agreement measure is
j=1 9 i=1 =1 J -
c2
_ s
5% 77 (3.

32)



45

which is estimated by
N ) 6§ N )
ﬁ = — (3-33
5 2 2 -
8 f)ae
which is equivalent to 94 in (3;26), but-the variance component esti-
mates pertain to model (3.31). |

These two measures, and ﬁs, therefore estimate the proportion

- 64
of the total variation attributable to intersubject variation, or inter-

observer variation (if a§ in the numerator of 54 is replaced by 65).

-

- -

o 3.3
- -~ i - - - -
Using the data in Table 1.1 in a tweo-way layout as in Table 3.7
with the observers grouved according to their training (elinicians,

statistictans and others), the ANOVA Teble is drawm up as in Table 3.8,

for the model

ey =R+ S.+d.F (8d).. +Fe.. (3.2)
yzgk s 2 J ] tJk
where < = 1,2, ..., S patients, J = 1,2,3 types of observers,
k=1,2, ..., ¢ observations by each type of observer on each patient

and where ¥..,, W, S., d. and e.., are as defined in Example 3.2, but
iJk AN gk

(&’i’)ij is the intercetion between the i1-th patient and the j-th

type of observer.

-+

If the observer type effects are a fized set, a'J. in (3.2) is
o
replaced by 6. and (sd) .. in (3.2) by (s8) .. such that | 6.= 0 and
: J j 1] ;27 9

4



Pl
(s8) .. = 0.
Ci=rg=1

Intraclass ecorrelation coeffieients for these models are

mated as follows, from the ANOVA Table in Table 3.10: -

Variance Components

aﬁ = (MS_-HS_ ')kmﬂ = (5758.4353-7.0334)/12 = 479.2833
65 = (MS fHS_)/nk = (15.85-7.035¢)/20 = 0.3458

2 e _ - o an

6% = (MS_-MS )/ = (7.0354-4.4778)/4 = 0.6588

2 (M5,) = €.7778

Random Effects Model

Pgiient Variation:

S

VR
6, = = T3 T
& 62 . 6% . 62. + 82 £79.82833 + 0.3458
S d sa e

3
0.6389 + ¢4.7778

46

esti-

= (0.8887,

or, 98.87% of the total variation is due to differences (disagreements)

agmong patients.

Observer Variction:

6% o
3 0.3458
b, = = =7 YRR 5555 = 0.0007,
g 82 . G + 02 62 0.3458 + €79.2833 + 0.6383 + £.7778
d 5d e
or, 0.07% of the total variation is due to differences (disagreements)

. ameng observer types.

Mized Effects Model

Patient Variation (Observer Effect Fixed):




Table 3.10

Two-wdy ANOVA Table For Blood Pressure Data Testing
For Interaction .

Source d.f. Sums of Squares Mean Squares

Patients S 23033.7333 5758.4333
Observer Types 2 . 27.9000 | 13.9500
Interaction 8 56. 2666 . 7.0334
Random Error 45 A 201.5000 . 4.4778 .

Total . 59 23318.4000
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62 ‘ : -~
o s _ 479.2833 _ o
ﬁs = 62 " 62 = 779.2855 + £.7778 - 0.8307, or 989.07% of the total
. s - !

vartation is due to differences (disagreements) anong patients.

For all these measures mentioned thus far it is possible‘to.
construct confidence intervals for or test hypotheses about the_
individual variance compon;nt estimates and for the intraclass correla-_
) t%on coefficients under the assumptions of normality and independeﬁcé.
Their construction is dis;ussed in Ebel (1951), Anderson and Bancroft
(1952) and Scheffé (1953), the general principle being the comparison

of ratios of mean squares to appropriate F distributions.

-

Example 3.4,
To tllustrate hypothesis testing about intraclass correlation
coefficient estimates, the analysis in Example 3.1 will be used. The

intraclass correlation cotfficient p

il

+ 8°

ﬁi = =3 . (3.16)
s c

[/ <L}

f the null hypothesis o = 0 is true. The null
. L. 2 . PR . 4 . .
hypothesis o, = 0 mgy be testea, oy tne usual varianee ratio:

a 5 the probability of jfalsely rejectinX tne null rypothestis,

15 the nuwmerator degrees of freedom,

3

Vi



Vg is the derominator degrees of freedom.

In Example 3.1, the F ratio is $756.4335/5.1959 = 1108.69

(Table 3.4), with vy = 4, v

kypothesis is rejected.

e

= 55, so that p << 0.001 and the null

49

~

-

Using Ebel's method (1951), confidence intervals for P mcr%/be"

constructed as follows:

From the ANOVA Table, the observed veriance ratio is

; @d v, degreces of freecdom as before.

= 0, the population variance ratio,

F o= MSS/HSQ, with v

Under Eo: o

ty o

its confidence limits are given by:

upper confidence limit =-Fpu =FxF,

Tu
tained from tcbles of the F distribution as F;-c/é? vy
212
lower confidence Limit = Fp " (=)
; L

M5 - MS
2

- (m=1)M5

g = (mmIJES,

g

-
Il

%

! 2 - M 4

MS /S MS _/MS
o M, - - M o
MS /J.S {m=1)M5 /I'S

bnd

r

p

=1, and



.50

F=-1 ;15
=D Em (3. 15a)

the upper confidence limit for p, may be obtatrned by substituting o
for F in (3.18a) and the lower confidence limit for P, by substituting
F or F in (3.15a).

ot I

From Examplic 3.1, Ho: ©

= 1106.88, v, = 4, v, = §5, assumc a = 9%,

4
o

S0, P = Fp 005,4,55 =

-~

and therefore

35503583 o 7

o o P s _ 93.88.38 = 1
-upper 2.8% confidence limil jor ¢, = fseg 2=y 4 10
o .

= 0.3988< .
—rom T =

Similariy,

r.=Fr . . .= 8.374, thercfore .

et 0.025,55,¢

”.]
l
tr
—
$-
~
&
p—
|
3
ta
(=
(€5
o0,
o
x
LN
~
(€5
)
g
W
]]
(Y
[F]
o
Wl
<

and therefore

- - o~

s s _ 13
tne lower 2.5% confidence Iimit jor p, = 773

by

I
L=t
[ ]
t0

-4
a,
[
L]
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The 95% confidence limits for Py based on the,eétim&te 51
therefbre do not spcn 0, so that Ho 1s rejected.
' For more complex models the érinciples are the same, but as the
denomirator is a combination of the variance componments of several
_fhctors with the randem error component, fhe degreesAQf freedom have to

be approzimated as described by Satierthwaite (19¢6).

3.2.2. Univariate Data With Unjustified Assumptions

One of the assumptidns that may not alwadys- hold is that of va-
riance homogeneity for thé random error set. As an alternative to the
use of-a linear transformation to try and stabilize the variance, an
ANOVA model has been formulated to cope with this situation (Grubbs

1948), where the m observer effects are fixed:
Yy THE s &Lt oes, ) {3.34)

where i1 = 1,2,_..., n subjects, Jj = 1.2, ---5 M observers under the
assumptions, now, that

2 . .
{s;} arez~\JN(0,cs) and independent, :
{eij} are--/N(0,ogj) and independent and

{Si}’ {eil}i cens {eim} are‘a11 mutually independent.

. . : 2 .
For each observer a separate random variance component (°ej) isw

therefore specified and incorporated into the denominater of Pg> analo-

-

-

8 = . The variance compo-
1

ne-13

gous to Pa» under the constraint that

J

" nes S:EEF estimated differently, though, where
\



4}

_ 2 2

- 2 N N
COV{yijsyiJ—I} = CFS for JF ] -

By setting

.
S::1 = 1

n . -
ij i;_t(.yij‘.y')(yijl'y-r)

J J

for j,j' = 1,2, ..., m where

A
. = y../n .
3oy
m m
6§j - 355 E%T"Z. 533" T T Zm 7T 1
A3 k<k'
k,k.
and
\
-~ 62 = 2 v S
- s m(m-1) ¢35 JJ

Where m = 2, these expressions simplify to

o

Se1 7511~ Sy2 0

22 ~ S12

g

52 .

(3:#5)

(3.36)

(3.37)

(3.38)

- -(3.39)

(3.40)

(3.41}

(3.42)



8- = S12 - - : (3.4%}

- .
Examle 3.5
Using the data from Table 1.1, assuming the random variance to

. . .

be non-homogeneous, iﬁtnagfassacorrelation ééefficients may be estimated
as snoun below. To simplifyAthe ;alcu;ations, only the data from the
first observer in ecch training group were used (see Table 3.11). The
-qariance components cre estimated from the estimates of variamce jor
each type of observer (Sjj’ where J ; it) nd the covariaice-for eack‘
pairuise combination of observer types (sjj' vhere § # 7). Instead of
the formulations in (3.7) and (3.8) the variances:and covariances may

be estimated by the usual, more convenient compusationcl formulae as

follous:

Variances (j=;")

2 -
- n (Tw..)
S"r‘:_:‘T{z y--g_ ~ g } .
Jgd Lo S d n
L™

-~

S0 that the variance for observer type 1 <5 estimated by

2
108 g (R ’
STT = E{ Z Hom = - }
11 £ L, YR ]
I=
= £58.20 .
Simileriy, $., = 715.20 and s.. = $52.80. -



—

Covariances (i#7')

T - ¢ E y; )f X Yy

Ci=1 1=1]

ME

1
S-,=—1-

Jd n

" so that the covariance for observer types 1 and 2 is

n

n
(1 y; 001 u;g)

N - .
127 21 T 3 L Yirdis . o7
1 ' .
= o?1.20
m o1 = = = [#} 4
Similariy, $15 = 31 = 474.40 and Sp5 = S35 582.40.
Vaﬁiance Comvonents
a2 ' -
.= = Z(571.04474.44592.4) = 546,
Sy -(2}(3. 5. 5*5, -) (5/1.2+,73._+5.- ) = 546.00
, Table 3.11

Table of Blood Pressure Readings by Three Selected
Observers

Observer Type
Patient C1inician(]) Statisfician(z) Other(3)

1 134 134 132

i .
2 122 122 120
3 ' 166 ‘ 178 168
3 170 | 178 168
5 134 134 134

u .-.:‘

54
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- . . -

a2 2, 2 ' ' .
65, = sy7 = 3(895#85,) + gryysgy) = 459-2- (5?;.2+4?4.4)+-59274

£.00

- _ + .
6%, = 26.00

.« s

T 8= -2.80=4 0 (alternatively 623 ¢=$|623] = 2.85, cu;mazimwﬂf

likelikood estimators used which are not e&sily calculated by hand and /

not showm herel.

Intraclass Correlation. Coefficient

Patient Variation (Observer Effects Fixed)

<

o2 L ‘
- s _ 546. 00 . 2
6= 3 5 546.00  6.00 + 26-00 + 0 0.94¢6 (6 =0 .
6, + voe%.
J‘:z .’ eJ
or
_ _ 5¢6.00 _
°6 = T = 526.00 % 6.00 + 26.00 + 2.85 - 09400
6 + ) 6%, > : -
= (6 =2.55)
v ) es.

n this stituation 94.46% (or 94.00%) of the total vartation is

due to differences (disagreements) among patients.

This method, as well as an analogous one by Smith (1960), was

_ developed to estimate the precision of instruments. pvera]1'(i968)
considered the situation in psychological and psych%atric researchwhere
rater reliabilety was the issue.and by doing a separate analysis of

variance for each rater, separate estimates of the random error variance

-
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o . ~ _ e
components were mgde for use in separate reliability measures for each
rater using intra¢1ass corre]ation coefficients.

An‘/per 51tuat1on jn which all the assumptions need not be met,
is that of survey samp11ng, where the 0b3ect1ve is descr1pt1ve rather
than hypothes1s test1ng Two measures, ana]ogous to 1ntrac]ang§orrela-
“tion coeffjcients-have been developed by“ﬂgnsen, ‘et al. (1964, "the

index of inconsistency") and Kish (1962}.-

3.2.3 'Muitivariate Data Without An External Standard .
For the situation where m observers measure c outcome variables
on n subjects, Fleiss (1966) proposed a modei which 1is a.direct'exten—
sion of the ANOVA model for univariate data and fixed observer effects
(3.22): ' | |

CX£
where an underlined symbol indicates that the parameter or effect refers

to a vector or a matrix and

¥ ;5 is the vector of-c scores assigned to the i-th subject
cxf <
by the j-th observer and given by |

'y = (y1§1),y1§2), .-.,yigc)) - S (3.49)

£xc .
and 3 is an overall mean vector for the ¢ characteristics,

‘ s. 1is the vector of effects for the i-th subject,
cxf '



Qﬂ is the vector of effects for the j-th observer and

cxf

&5 is the vector of residual error for the ¢ characteristics of the

(1,3) th observation.

Thehgssumpt1ons for-this model are that u and § are fixed con--

stants, that the {si}‘and {eij} are c-variate normal, independent and

identj%?T.vectors'respective1y, or —_
: » )
R Nc(gggs) and independent, and
—~ .
‘{g_ij}ﬂuNc(g,ye). and independent.
The agreement is then measured by
; 1 -1 o )
<i/ . Rc ¢ trace V (V +V ) éE;LM- (3.46)

When both Qs and V, are diagonal, R reduces to.the arithmatic
mean of the univariate {ntrac]ass correlation coefficients'as in
_ (3.14) associated with each of the ¢ charatteriStics. Fleiss also
derived a 11ke11hood ratxo test criterion for the c-variate hypothesis
of_gg interobserver bxas. Other models were proposed by G]eser,
Cronbach ;nd Raj&ratnam (1965) and Maxwell and Pilliner (1968) for the
experimen //situation ;nd by Koch (1973) and Bershad (1969) for sample

suyrvey situations.

3.2.4 Agreement With An External Standard

The use of an external standard shifts the emphasis to a-
greement between observers and the standard, rather than amoné the
observers. = For continuous data that source of variation can be isolated

by subtracting the value of the standard from each observed value,



s

analysing the differences in exactly the same way as described i

Sections 3.2.1 and 3.2.2.
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CHAPTER 4

Review: Agreement in Sets of Categorical Data

ALl men aré foreced into one of two categories; those with
eleven fingers and those without.

Ned Rorem

In this chapter the estimation of agreement in sets of diécrete
data will be considered, first for univariate and then, briefly, for

multivariate data.

4.1 Univariate Data With No External Standard o~

- It is possible to estimate agreement for univariate discrete
data analogously to that for continuous data by using ANOVA procedures.

These medsures will be discussed first, followed by those measures -
developed from a i cy table point of view. The.decision tree
for choosing amo;: these measures is shown in Diagrams 4.1, 4.2 and

4.3. . '

4.1.1 ANOVA Measures (Diagram 4.1)

In order to estimate the variance components in a set of dis-

crete data, the categories have to be assigned numerical values. For

" nominal data\meaningfu1 numerical values can only be assigned if there

are only two categories, so that the numerical values (e.g. 0,1) can
serve to indicate the contrast or difference between the categories.

For polychotomous nominal variables no meaningful numbers can be '
59
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assigned as, by qe?inition, nominal categorigation conveys no informa- ‘
tion on the size of thg gaps or the fypes of differences beyyeen‘
adjacent categories. Ordinality implies ranking but still ﬁo informa-
tion on interval size is conveyed, so that wheﬂ numerical values afe

~ assigned, their meaning is questionable. For the simplest situation |
the proportions of subjects classified into two.dategorjes by two ob-
servers are shown in Table 4.1.and the corresponding ANOVA Table in
Table 4.2 {from Landis and Koch 1975). Under the usual assumptions
(3.10) as well as the assumption of no observer effect, - the model is
analogous to (3.13)

Y

ij = +_Si tes. (3.13)

J

and o1 estimated as in (3.15), but called R],

R

MSS - MSe .
. MSS > (m-l)MSe s (MSS—MSe > 0) (4.1)

with the variance components estimated as in Table 4.2 except for the

mean square for residual error which is given by

MS, = {(SS4+SS,)/n} . _ (4.2)
<

-

The models which do involve observer effects are analegous to
the models for continuous data under the usual assumptions (3.10).

Where observer effects are assumed random, the model 1is



i
Table 4.1 -
Observed Proportions Resulting From TwoObgerversC]assifying
n Subjects Into Two Categories
Observer 1 _
B 0 1 Total
0 Py P12 Py
Observer 2
1 P21 P22 P2
Total P 1 Py 1

62



Table 4.2

ANOVA Table for Two-way Table

63

Total

»

Source d.f. Sums 6f Squarés ' Mean Squares -
' =N 2 -
Observers 1 SSd = 2[(p]2—p2]) ] MSd SSd/1
X _n 2 - -
Subjects n-1 ss = 2[(p1]+p22) - (pll'p22) ] MS SSS/(n 1)
- _n 2 -
Residual n-1 S§, = 2[(p12+p21) - (p]z-pZ]) ] _Mse = SSE/(n-1)
2n - 1 BT (py1-Pny) ]
' 2 117722
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and the measure analogous to by (3.18) is’ _ *
o -
R, = (4.3)
2 2 2 2
65 * 6d * oe

with the intersubjeét'variance estimate

Gi = (MSS—MSE))m’ (MSS-MSE > 0): | (4.4)
the interobserver variance estimate
65 = (MS-MS_)/n, (s-Hs,, > 0) " (4.5)
and the random yarﬁgnce estimate
&
o2 =M, . (4.6)

Where observer‘effects are régarded as fixed, the model

Yi5 7 ¢ + 51‘_+ 53. + 843 (3.22)_
m

is fitted under the usual assumptions (3.10) and the comstraint } Gi
) - j=1

" = 0 with an analogue for 65 (3.24) estimated by -

L)



65
with the variance components estimated as in (4.4) and (4.6) but
pertaining to mode]'(3;22). In all these models m = 2 observers and

as a result R3 can also be estimated by

™~
_ 2(Py1P257P12Pp1)

3 Py Py tPP, o 4-8)

which is identical to the contingency type agreement statistic called ~

ry7 by Maxwell and Pilliner (1968). RT’-RZ and R, have analogues among

the contingency type agreement étatistics as- indicated in Table 4.3.

t

1
~

I

F
sy
N

- ~ . - 3

"he dctae from Table 1.Z as rearranged in Table 4.4 and the

Y3

formulae from Table 4.2 yielded‘an ANO%A Table as in Table 4.5. Table
4.6 shows an alternative ANOVA Table for the sane daté, with estimators
computed as in-Table 3.6, a numerical value of 1 kaving been assigned
to the presence of varices and 0 to the absence of varices. There are
small differences betwecen the tables and in the subsequent estimations

of the intraclass correlation coefficients the data from Table 4.5 will

-~
-

o Observer Effect Asswned

S

-

The model considered here is as in (3.13),
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. Table 4.4
(’

Data Resuiting From the Classification of 39 Patients by
" Two Endoscopists According to the Presence (1) -
_- or Absence (0) of Oesophageal Varices

Endoscopist B

0. - ] Total

0\ 15 5 | 2
(0.38) (0:13) (0.51)

Endoscopist A - '

o~ ] 8 11 I 19
i (0.21) (0.28) (0.49)

' 23 16 39

. . Total

(0.59) (0.41) (1.00)

The figures in brackets indicate proportions (Conn, Smith and Brodoff,
1965). |

——



Table 4.5

68

ANOVA Table for Data on the Presence of Oesophageal Varices

(estimated as 1n Tab1e 4.2)

Source d.f. | Sums of Squares Mean Sguares
Patients 38 12.6750 0.3336
Observers 1 0.1248 0.1248
Random Error - 38 ' 6.5052 0.1712

Total ' 77 ' 19.3050



) Table-a.6 -

‘e

h . - R .
ANOVA Table for Oesophageal Varices Data, Estimated As in

Table 3. 6 with 0 = Absence and 1 =
Oesophagea1 Varices

5
—

Presence of

L~ T

Source d.f. Suﬁs of Squares " Mean Sqqaras. :
. . < 1
Patients % | 12.7949 0.3367
Observers . 0.1154 0.1154
Random Error ~ 38 16.3846° 0.1680
Total 77 19.2949
* -
- . -
YO
. ' a
- . \\' .

£~



where y.. 28 the classzficatzon of the i-th patzent by the j-th observer,
TR ¥ the averaZZ mean, . -
§; i1s the i-th subject (patient) effect,

_ eij is the random ervor associated with that observation.-‘

Variance Cbmponents |

M5_ as in Table £.3, : , : ' :

L4

= (SBd+SSe)/n = (0.1248+6.50§2)/33 = 0,1700

~

Patient Variation
e Tvw. MS. - MS, X . o .

= _ 0.3336 - 0.1700 o .
R] - Iﬁs‘s‘- (m-l)MSe T 0.3336 + (1)(0.1700) 0.3249, z.e.

32.49% of the total varidtion is due to differences among patients.

o 1

Both Putient and Observer Effects in Mbdel

Tne model wunder consi aeratzon i8

L

.=y +s.+d.+e.. ) ' 3.3
yLJ. WS F d& 23 | | (3.3)

where Yige Mo si’-efj are as in (3.13), d3 is ‘the. j-th observer effect,

5

where both patient and observer effectsare random. Where observer

effécts{are regarded as fized, dﬁ in (3.3) ts replaced by 6j such that

Z .

it 9
The components of variation are: .

= (M5 _~MS ) /m = (0.3336-0.1712)/2 = 0.0612 ' . ¢



62 = (MS M5 )/n = (0.1248-0.1712)/39 = 20.0012 = 0 6r 0.0012
6 = Ms = 0.1712.

Random Effects Model

Patient variation:

62 0.0812 2
Ry = 7 .ol ot 0.0612 + 0 7 0.1712 0.5217 (6 =0)
s- d e
or
R g.0912 = 0.5202 rcﬁ:o.oozz)

2~ 0.0812 + 0.0012 + 0.1712

i.e., about 325 of the total variation is due to differences among

patients.

Observer Variation

y
6” —
2, = — ‘g =0 (aff:o)
6d+3 + 8
.S e
or
0.0012 °
hd = ' = 4 ~0.
. . Rp.= 00E ¥ 0.0612 ¥ 0.1712 0.0047 (8 =0.0012),

R .-
i.e., virtually none of the variation is due to disagreement between
r .

the observers.

Mized Effects Model

With observer effects fixed,

.2 :
5 % 00812 { N\ o Ao
2, J2  0.0812 + 0.F1Z

N - e.

.
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L3

"Another estimate 1is g

_ 2(011P557P19P 01’ 20(0.58) (0. 28)-(0.13) (0.21) ]
P; P, *P P, (0.51)(0.49) + (0.59) (0. 41)

= 0.3214 ,

whteh also suggests that 32.19% of all variation is due to patient
 differences.
Fleiss (19669 and Landis and Koch (1975) discuss intraclass

correlation coefficients Ry, R, and R as applied to the more compli-

2 3
cated situations of polychotomous ordinal variables and more than two
observers. The principles remain as before and the interpretation of
these measures.for discrete data is the same as for.continuous data.
However, the assumptions of homogeneous variance necessary to fit the
ANOVA que] is not justified for binomial or multinomial proportions,
nor'is'the.normalityvassumption for testing hypotheses justified for
discrete dat;. The oxistence of contingency table methods for measuring
agreement therefore drgues against the use of intraclass correlation

LY
-coefficients for digcrete data.

4.1.2 Contingency 5§b1e Measures

The general principle in measuring agreemént in contingency
tables can be illustrated by using a two-way table as in.Table 4.1.
Agreement was definéd as diagonal association in Chapter 2, the
. diagonals in a two-way téblg consisting of .either the two concordant
cells (p1]+p22) represent}ng agreement, or the two.discordant cells
(p12+52]) representing.disagrgement. Agreement and disagreement are

therefore complements of each other.



' This rudimentary wéy of assessing agreement forms the basis of
virtually all the measures to be-discussed here, vefying with .the
sophistication of the estimation procedure which in turn may be djcfated
by ejther tne type of agreement spught by the investigator, e.g. cqndi-
tional, weignted or chance corrected, or by the'complexity ef therdesign,
e.g. pd]ychoiomous outcome or more ehen‘two-observers (forﬁgng a mutti-

<

ple contingency table).

4.1.2.1 Measures of Association {Diagrams 4.2. 4.3)

The gpodness-of-fit chi-square statistic is probabiy the mosp-
commonly used test for the significance of association, but it does not
measure the degree of association which can be regarded as an agreement
equivalent in fourfold tables. The numerical value of the chi-square .
statistic is also not entirely independent.of the sample size, making
meaningful comparisons across studies difficu]t._ The odds ratio, or -
Cross prdducts ratio, is commonly used to"iﬁhsure the.degree of associa-

tion and i® estimated by

Py1D
. o = l1Pe2 (4.9)

P12P21

applied to Table 4.1 and can be interpreted as the ratio of agreement

to disagreement. - The bounds of the odds ratio are zero (either Piy OF

T

. Pa2
independence Although invariant under row and column muitiplication

zero) and infinity (either Pyo OF Py zero) with one indicating

and 1nterchange the odds ratio is not symmetr1ca1 around 1ndependence,

a problem that can be solved by using.its logar1thm Meanxngfu] inter-

-
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- Exzarple 4.2

- t——

pretation is still difficuit because the measu}ement is that of the
ratio of agreement to disagreement. -

Several other measures of degree of association based on éither
tggigdds ratio or the chi-square statistic are shown in Table 4.7. The
first two, Yule's Q and Yule's Y (Kendall and Stuart 1961), are both
symmetrical around independence, but the upper and);;wer bounds do not
correspond With perfect agreement and disagreement respectively. For -

perfect agreement both P12 and P should be zero, but Q = Y =1 if

only one of them is zero. The same applies to disagreement.

Using the data from Table 4.< measures of association are cal-

culated as:

: , |
W Arygnggl-1) _ (l5-8]-1)°

nzg + n21 _ 5+ 8

= 0.5077

(18)(11) _ 5
(5)(8) T

o -

0dds ratio =

2 - - ; - - . ey .
The X° vaiue, when referred to a table of a x*-distribution,
is not suggestive of a significant association, which in an agreement
sense may be interpreted as no stgnificant disagreement. The odds ratio

he ratio between agreement and disagreement is 3.8.

ot

suggests that

(.38)(0.28) - (.18)(0.21) __ o 5075 .
(0.36) (0-28) + (0.15)(0.21)

Yule's @ =

(0.38)(0.28)% - (0.13)(0.21)%
(0.38)().28)% + (0.13)(0.21)

= 0.3276

[E3

e~
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5o (0:38)(0.28) - (0.15)(0.21)
(0.51) (0.59) (0.49) (0.41)%

= 0.3217 .

The values of Yule's @ and Y are both inbetween independence
and "semi-perfect" agreement and that for ¢ inbetween independence and

perfect agreement.

The ¢ coefficient, which is identical to the Tau-b coefficient
of concordance (Kendall 1955), is symmetric around indépendence and |
measures true perfect égregment and disagreement at the upper and lower
bounds respect19e1y, as the denominator-involves marginal proportions.
However, ft is not invgriant under rﬁw and column multiplications
~ (Reynolds 1877) andé&éfsuch is not useful for comparisons across
studies. It is theﬁéforeJqﬁ§fsab]e-to select from among those measures
designed to measure agreemeﬁ%zgpecifica11y, as discussed i; Section -
4.1.2.2. . .

The measures of ass?ciation discussed thus far apply to the .
situation where n subjects are classified by two observers ipto two _
categories. When more than two observers are used it becomeé a multiple
contingenéy table to be analysed either as a succession of fourfo1d
“tables or by muitiple contingency table analysis in which the interpre-
tation of agreement becomes compli;ated. where there are more than two
_categories for classification as in Table 4.8, measures of degree of
assbciation exist which are similar to those for a fourfold tgb]e )
(Kendall and Sfuart 1961). They are based on the chi-square statistic

and are compared in Table 4.9. It i§ evident that for both, the iower

.bound indicates independence and not complete disagreement, and that
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Table 4.8

Observed Proportions Resulting From Two Observers Classifying
n Subjects into £ Categories

Observer 2
. 1 2 e £ Total
] P13 Pla ==--e-ee Prg | P
2 P21 Pog wreeeees Pog | Po.
Observer 1 . . . - .
¢ P Dpp wreneen- Pop Py
— 1
Total P 4 Py weennnn P, 1
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“for Pearson's P the upper bound is dependent on the number of

categories.. Tschuprow's T has,a Fixed upper bound, but as it is
idenqical to ¢ if there_are.two'categﬁ?ies, it is also not invariant to
row énd column marginal muitiplications. As for fourfold tables, it is
more appropriate to use spec{%ic agreehent measures as discussed in

~
el

Section 4.1.2.2. ¢ : \hi

'2.1.2.2 Measures of Agreement

4.1.2.2.1 Dichotomous Qutcome Variables (Diagram 4.2)

For univariate dafa with 2 dichptomous outcome variable, the
table of observed proportions using tﬁb observers is shown.iﬁ-Tab1e 4.1,

and the data resulting from the same_c]assification'by more than two.
observers'in Table 4.10. ’ff

The most elementary égreement index js that already mentioned
in Section 4.1.2 as the concordant cells in a two-by-two table: ' the

"crude index of agreement" described by Rogot and Goldberg (1966) which

 is given by

id
<

Py = Py1 * Ppo (4.10)

which Tooks at agreement in -both categories equally. Its bounds are
zero whén both P and Py, are zero, and one when all the subjects fall
in both concordant cells. The crude index of agreement does therefore

not distinguish between the categories, but Dice (1945) defined

I T P22 - IR Y
. p__ pa'+p.2 . (4')



Table 4.10

The Data Resulting From n Subjects Being Classified

Into Two on More Categories by m =~ - _ ;
. Observers , . =
Observers ’
1 2 ienennen m Total
1 Yi3 Yyp seneeers m ¥i.
, 2 | ¥y Yog reeneees Yom | =Y2. \\\
Subjects
n Yﬁ1 .ynz -------- ynm yn- -
" Total Y 1 Y gienennnn 'y.m C oy
L 4
s/
<5
. ’ .t "
. ‘ _ .
K ~ o 9 -,
. N B - z 5
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8 2
and also ‘its complementary analoque :
A TJEEll——T | 1
E - . D].+p.'| . . ‘ (4. 2-)

-

for thé situation wheréioné‘category is of spec%fic‘ihtéresﬁ,.or very
much more prevalent than the other. These measures range from zero

) wﬁere eithér Pop OF Pqj respective{y is zefo, to one where a}l the
SUbjécts in -the relevant marginS'are'c1assified ;nto that cell. Rogot
and Go]dberé (1966) used Eﬁggg‘conditfona] probability measures (4.1,

1 4.12) to define
-] ' ’
Ay = (A HAS) - . (4.13)

as an altertative to bo. Using a different set of conditional proba-

bilities they also defined another alternative for Py namely

(4.18)

Both A] and AZ range from zgro (comp]etg disagreement) to one

(complete agreement) and are more sophisticated expressions of ag}eé—

ment than p. All these agreement measures diﬁfussed thué far have even

more sophisticated chance-corrected analogues (see 4.29, 4.30; 4.31).
There i; another uncorrected agreement measure for .use with

two observers which was defined bv Fieiss (1973a) as a speciéT‘case of

the standard dgviétion agreement indéx (SDAI) dev§1oped by Armitage,

e

Blendis and Smyllie (1966) for the case of multiple obserVérs (see
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. . o=

(4:19) subsequently) and given by ' .
‘ n R 2.8 5'. ; ‘%‘
Sp = {gorl(PyyiPgp)={pyympgp) ™1l = [2MSH® - (4.15)

where M§§ is as shownlin'Tab1e 4.2. 52 is bounded by zero at its lower
1imit (complete disagréement) énd'by {n/(n-])}s‘ai it$ maximum only
when p,, + Pyp = 1 and D1T‘='D22.=”%. It is therefore more difficult

10 interpret than'po, A, or A,.

. - . -
[ pree S
s {0 b
SR S

Using. tne deta of Table 4.4 again, measures of agreament are.

as Follows:

Yo ) a2

A = 2(0.28) =0 Aona
je! (0.£1+0.<8) e
. 2(0.38)

M=

D (0.28+0.81)

Qverall acreement 18 tnerefore 6385 witrn agrocment on the presence of
varices 68.08% and on the absence of varicez 6I.ZI05.
The values [or other estimates.of crude overall agreement are:

’ A, = i
Z 2
7 3 I8 ")._:} 0 ~n i
A, = ;[€'°§ ¢ 058, 0.28 2 f?]: 0.56828
g S 000T T 0.38 7 0.48 7 0.4

and they agree well with tre value o p,.
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As. a special case ofﬁghe stardard deviation agreement index Sy = 0.8168
which s nigrner than the crude indices, but difficult to interpret as

its upper bound is not known.

Where muItipTe-observers are used the ‘data are arranged as in
Table 4.10 with the objective of defining an overall measure of the
“extent to whjch observers” agree in c]qssifyipg‘the subjects into the
same 6ategory. By dendtfné the two categories by 0 and l‘respectively,
the cell frequency yij
Ject was classified by the j-th'observer,;the marginal row total Y5 o

represents the category into which the i-th sub-
représents the total number of observers that classified the i-th sub-
ject into the category denoted by 1, and the marginal column total Y j
represents the total number of subjects classified into category 1 by
the j-th observer.

Armitage, Blendis and Smyllie (1966) defined the majority'agree-

ment index {MAI) as

Ci = lzyi -1] for i =1,2, ..., n subjects; ' (4.18)

*

where }i is the mean number of classifications into category 1 for
- the i-th subjeét and

A N

i - (4.17)

for m observers.
Ci is therefore an agreement index for 2l1 observers on a single
subject at-a time and ranges from zero (when the observers are evenly

’
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diviéed,‘i.g. }i. = %) to one (when a11_the_Pbserversﬁc1§ssify the
subject into the.same category). An unusual, and undesirabfé,'property
of Ci is that it can assume the ‘value zero only if the number of
observers, m, is even, -otherwise its lower bound is 1/m. As a éunnmry
statistic expréésinq_agreement over all observers and all subjects, the

mean MAI was defined as
n
Y C. (4.18)

which has the same boynds as Ci andyis identical to Ps ifm= 2.
Armitage, Blendis and Smyllie (1966) also defined another agree-
ment index analogous to {. Called the standard deviation agreement

index (SDAl}, it is based on the variation of the (y; ! from subject to

. 1(yf.'mf)2 ¢
5¢ T : n-1 :} ' (4.19)

where t is the overall proportion of subjects classified into the same

subject and given by

e~

category (1) by all the observers and is given by

] -
—m _Y_i - . (4.20)

1 . .

[md
1]

b B )
nr-33
—

g

-

]

=3

{13

i

An increase in Sd therefore reflects greater deviations from
the overall expected agreement {mt) and therefore an increase in ob-

server agreement. It has a minimum value of zero which indicates



87 -

complete disagreementle¥cept in the specia] case of complete agreement
w{th all the subjects'élassified into the same single category. Other
_cases of compiete agreement are not recognizable by an upper bound,-so
- that interpretatién s difficult. When m = 2, §, takes fhe'form of S,
in (4.15).

Tn some situations where mu]tip]é observers perform the classi-
'fication, the investigator may be interested in agreement between pairs’
of observers rather than among all observers. Armitage. Blendis and
Smyllie (1966) defined the pair disagreement index (PDI) by

(/, .
y; (meys )L o | -
Di = for i = 1,2, ..., n subjects (4.21).
() -
which is based on the fact that there are (g) possible pairs of ob- -
servers, of which yi.(m'yi.) disagree on the classificafidn~of the i-th
subject. Di has zero as its lower 1imit_(i¥ 21l observers agree on
the classification) and %m/(m-]) as_its upper limit (if the observers
are even]y dividedj. .l)_i is therefore analogous to Ci in that Fhe agree-
ment refers to a single subject. Due to the_dependence of the upper
1imit on the number of observers, interpretation is not easy. A sumnary
statisiic for agreement over all subjects (1ike‘C), ca]led-the mean pair

disagreement index, was also defined-as

n
'} D (4.22)

with ﬁTe same bounds as Di and which, if m.='2, is idéntical to the



-;rude index of disagreement‘(l-po), where p is defined as iﬁ_(4.10i.
| None of_fhe'agreement indices mentioned fhus far has had *it;'h
.distributional properties studied and the‘necessary theory &eve1oped for
hypothesis testing. Fleiss (1965) suggested that Cochraﬁ's Q statistic
be used to test the null hypothesis of‘no interobserver bias or marginal
homogeneity among the proportionslc1éssified into the same category by

each observer. In Table 4.10} if the expected values of the y ; are

denoted by " for j = 1,2, ..., m observers, the null hypothesis is

-

H: =, = = ... =3 . (4.23)

and

Q= 1 : for D >0 ' (4.24)

and
(4.25)

where D is the mean pair disagreement index as in (4.22). Q has an

.approximate y? distribution with (m-1) degrees of freedom under the
nult hypothesis of marginal hdwgQgeneity, it increases as D decreases
and it is affected by both ;;?::iZEE\and ipterobservér bias. Fleiss

(1965) also showed that the common intraclass correlation between all

pairs of classification on the same subjects can be estimated by

r = 1 - (8/Q) : (4.25).
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Table 4.11

90

Data Resulting From the Ciassification of -39 Pétients by 3 Observers
According to the Presence (1) or Absence (0) of_Oesophagsal Varices-

y

Radiologist

Patient Endoscopist A Endoscopist B Total
] 0 0 0 0
2 0 0 0 ;:3
3 1 1 1 2
4 1 1 1 3
5 0 "0 1 1
6 1 1. 1 3
7 1 0 0 1
8 0 0 0 C
9 1 0 0 1

10- 0 1 1. 2
1 1 0 0 1
12 0 0 0 C
13 1 1 1 3
14 0 0 0 0
15 0 0 0 0
16 1 = 1 3
17 1 1 1 3
18 1 0 0 1
19 1. 0 0 1
20 1 1 1 3
21 0 0 0 0
22 0. 0 0 i\\ 0
23 1 0 0 1
24 0 1 1 2
25 0 1 0 1
26 i 0 0 1
27 i 0 1 2
28 0 0 0 0
29 0 0 0 0
30 0 1 0 1
3 0 0 0 0
32 1 1 0 2
33 1 1 1 3
4 0 0 1 "
35 1 1 1 3
36 0 0 1 1
37 0 1 0 1
38 0 0 0 0
3% 1 1 0 2
Total 19 16 14 49
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to x2 tables with 2 degrees of freedom docs not lead to rejection of the
null hypothesia. In terms of agreement that suggests no evidence of
signkficant disagﬁécmént?’—Tﬁp common intraclass correlation coefficient,
! ) '

r* = 0,34, but the intcrpretation of that number is not clear in this

sttuation.

With the exception of Sd and Coébran's G the agreement measures °
discussed thus far in Séction 4.1.2, do not take into account any agree-
ment that c;n be expected to occur under certain baseline constraints in-
volving the marginal proportions. However there are chance corrected
measures of agreement. which are analogues of Pg» Ap, A], and A2. They

can be derived from the general form as described by Fleiss {1973b):
1) = 2——2% (4.28)

where Id denotes the observed value of the agfeement index and I, the
value of the same index expected under the assumption of independence
of the marginal proportions. Tperefore (IO-IE) represents the excess
agreement beyond chance and (1-Ie) the maximum possitble excess agreement
beyond chance. In this context M{I) has as lower bound the quantity
-Ie/(I-Ie), as upper bound one and as indicator of independence zero.

 These broperties can be interpreted as follows:

+1, if the observers are in complete agreement,
0, if the level of agreement i; equal to the agreement that

¢an be expected to occur due to chance and
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-1, if Ie =

P —
L

The Tower bound is therefore difficult to interpret, but it is
seldom of interest to the investigator, who is usually interested in
the performance of the observers beyond the level of chance agreement.'
. as observers are not really of use if all they can achieve is the Te&e]
of chance agreement. The distributional characteristics for a number
of these chance-corrected indices have been described and the theory
. formulated for hypothesis testing about the difference from chance and
complete agreement.

The way I0 and Ie are estimated for the analogues of Po> Ap, A]
is shown in Table %.12. Scott (1955) derived a chance corrected ana-

logue for Po under the constraints of marginal homogeneity and indepen-

dence, and it can be estimated by

2
4(P11P2a~P1Pyy) - (Pyp-Py)

(py_*p_ 1) {py *p )

-

(4.29)

RS

Cohen {1960) developed 2 chance corrected analogue to po,'Ap and A],

under the single constraint of independence and it can be estimated by

o . 2(P11Pap=P1oPyy)
P1.P.2 T PPy,

(4.30)

>

“The chance corrected analogue of A2 is not equivalent to any of the
others and is estimated by

L1

- . ]
M{AL)} = (PyqPsn=DqoPsq}( - ) (4.302)
rg‘ 117227127217 2p; o 2p_]p‘2
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~

Table 4.12

Chance Corrected Agreement Statistics for Dichotomous Variables

I, I M(1)
p K(ps +p )2+ (b +p )2} 7 (4.29)
0 APy TP 4 P2 7P 2 :
Py PPPy*+PyP o k (4.30)
2P, P 5 A
A — K
P Po. "P2 -
P1.P 1 Po.P 2 R
A - K
1 Py 1 Pa TP
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’

It is-interesting to note that they all contain the contrast
(p] p22-p]zpéi)»in their numerators, but that their denominators differ..
~Se62t's T tends to be used when the investigator is specifically in-
,;erestea in one category at. the expense of the bther and when the
marginal distributions tehd'towards homogeneity. Cchen's « ranges.frOF
{-2p1.p2./(p$_+p§.)} as lower bound‘through zero for independence to
one for complete agreement and M(AZ) from -1 for complete disagreement
to +1 for complete agreement. Where multiple observers are used, an.
extension of « (FIeﬁss-]Q?]) can be used'aﬁd.it, étm)‘ will be fully
discussed under polychotomous dutcomes, as are tests of hypotheses

' about kappa.

Returming to the data as displayed in Table 4.4, the following
chznee corrected agreement measures may be caZcﬁZated:.
- - - 2
40(0.38)(0.28)-(0.13)(0.21)] - (0.13-0.21)

i (0.51+0.88)(0.<3+3.41) = 0.31

4

~ . 2[00.38)(0.28)-(0.13)(0.27)7 _

“ = T(0.52)(0.41) + (0.39)(0.49) - U52

.66, p, = (0.302¢+0.1999) = 0.50, % = FEEOLL - 5 5

I
<

(Or, ?,

L] — g - v 1 2 —_ -
';J(Ag) = {(0.05}(0.26)-(0.10)(0.21)}{2(0_51)(0_49) + 2(0.59)(0.41)} = 0.32

The proporition of agreement achieved over and above that of
s \ e % - e 1 .
chance (which was 0.5), is estimated as 0.32 by all these measures.
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-- 4.).2.2.2 Pp1ychot0$0us Qutcome Variables (Diagram 4.3)

The déta resulting from two observers classifying n subjects
into £ categories are disp]ayea in Table 4.8. Measures.exist for use
with  either nominal or ordinal data, nominal data only and ordinal data
only. These three groups of measures will be discussed séparate]y and
within each group measures that take chance agreement into account will

n

be discussed in addition to those that ‘do not should they exist.

4.1.2.2.2.1 Nominal Data

Cohen (1960, 1968)-deve10ped two measufés of chance .corrected
agreement specifically for polychotomous nominal data. The first isa -
measure of overall agreement which is an extension of ¢ (4.30) for aich—

otomous variables and i§ is estimated. by

~ P,-P
K = IO___p_E (4.31)
e -
where Po is the observed proportion of agreement given by
£
. Py = kg] Pk (4.32)

“and Po is the expected proportion of agreement under the contraint of

independence and given by

£ -
P,= 1 PP . (4.33)
e 5 kT.k
As defined here, x has the same properties as M(I) in (4.28) and
simpTlifies to € in (4.30) when £ = 2.

The second measure allows for disagreement to be scaled, by
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‘_a]16cating weights to the patterns of disagreement accordin§ to their
importance as assessed by the investigator. Cohen (1968) defined a
weighted kappa statistic as

% P

ST TEeE | (4.34)

-

where p: is the~weightéd observed prohortion of agreement given by
VA

T oWy Py C (8.39)
L "kk'Prk

pr= 7}
k=1 k'=

0
and p; is the weighted expected proportion of agreement under the
constraint of complete independence given by |
% % o .
p* = WPy Pre (4.36)
& 21 k'S kk'"k."k".

where {wkk.} are a set of weights for k,k' = 1,2, ..., £ as stipulated
by the investigator reflecting the contributiqn'of each cell, as in

Table 2.8, to the measure of agreement, and Q ¢ < 1 for ail k,k'.

Nkkl
Everitt (1968) and Cohen (1960, 1968) derived the distributional pro-
perties of x and.Ew] under the gssumptions of independence and-fiqu
margins. Subsequently Fleiss, Cohen and Everitt (1969) described the
. distributional properties of & énd Ewl under the single constraint of
- a fixed number of subjects so that hypotheses about independence and

complete agreement can be tested using.the unconditional large sample

variance of weighted kappa estimated by



87

I .

I DU S 3 ,
| ,va§(§w¥-=_ﬁTT:5§§4{k£1 k'£1 pkk.[wkk.(T>p;)-(wk_+w.k.)(l-pg)lz
g s TR - . (a3
.-_(pEpE—ZPE*Pg) }
with _ =
- ¢ ‘ -
M = 0L Mg P - (a3
k'=1 L
and .

W-k. = k;] wkklp.k. . - ’ (4-39)

It is important to note that choosing

1, k&= k' o
‘ 0, kK # k'

>
éwl in (4.34) simplifies t6 ¢ in (4.31) which %or m = 2 simplifies in
turn to ¢ in (4.30) so that hypotheses'about all these measures can be
tested. Furthermore thrée other kappa variatféns sti1] to be discussed,-
é(m).(4.53),_éwzﬂ(4.45) and Ew3 (4.66) can be tested in the samé way.
The test statistic is Zo(kw)*szﬁN(D,l) under independence hypothesis or
Z](Ew)izﬁN(1,1) under the null hypothesis of complete agreement. Hypo-
. thesis testing can be done as long as the sample size, n, is equal to or

greater than twice the square of the number of categories in the outcome

vcw-O

Ew -1
Zo(%,) = S, Iy(R,) = e
o'W ~ R ™ a
| var Ky | var-k. .



variable (Fleiss and Cicchetti 1975, see Table 4.13). .

o

h /’ - i . - -
Exanple 4.§ . . )

Cont tnuing with the data frem Conn, Smith and Bredoff (1965),
the endoscopists also noted the presence or absence of prominent mucosal
folds at the gastro-oesophageal junetion. By reclassifying their data
as tn Table £.14, the szzowing charce corrected measures of'agréement

for polyechotomous romircl deta may be calculated.‘\*

« _Po T Pe —pr59 - 07307, -
£ = = = = = (0.13
l - pe - 0.30

h¥

lthough the crude index of agreament suggests 39 agreement between
the two endoscopists, the agreement over and above that which ean be
expected to occur by c?zc:nce is 135. In this est::ra ton, all disagree-
ments and agreements were considered eguclly important. However,
allocating weights to the various cells as in Table €.15 (quz ere agree-

ment 1s weighted as one, and most extreme disagreement cs uez'o)

Ty
'

£

I
LR 1S

I

#
)
1 I -

= 0.1854. The weights were cllocated

e

-

aceording to the imporicrece of the misclassification to this author, and
the higrer agrecnent index suggests that the emdoscopists' disagreemerits

occurred in cells of lesser importance.

To <{llustrate hypothesis testing, the null hypothesis cbout wun-

Ho: «x = 0 (independence)
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Table 4.13 -
i

Mi 1mum Sample Sizes Necessary for Reliable Tests of Significance About
Kappa in an £x2 Table for Selected Values of £

{ «
J
~ # Categories (&) Sample Size (n)*
2 8
) 3 18
. 4 32
5 50
x n = 222 (Fleiss and Cicchests 1975)
-~
-
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Table 4.15

Table of Weights Used in Calculation of ﬁw] in Example 4.6

101

] Endoscopist B Y
: Both Varices Mucosal N;ithef
# folds
Both 1.00 1.00 0.00 0.00
Endoscopist Varices. | 1.00 1.00 --0.50 0.00
A o~
Muscosal | g gg 0.50 1.00 0.20
Folds
Neither | 0.00 0.00 6.20 1.00
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Tau-a = M(S) = morsy O (4.1)
“with S a measure of disarray such that
¢ L ' :
S = _E _{ Aij {4.42)
X i=1 j=1 : .
. 1>J

and Aij =1, if rs 3,:3
0, if ri = rj (4.23)

-1, if ry < rj

where T, is the i-th ranking of an observer and s is the j-th ranking

of the same subject by another observer and

-~

max(s) = () = Jeten) (4.44)

Tau-a does not use the distance between rankings, but two other
kappa measures do, either by assuming knowledge about the distances
between ordinal ranks, or for interval data. The first, £w2‘ is used
where the [ categories can be assumed to be equally spaced so that
discrete numerical inteéers such as 1,2, ..., { can be assigned to the
categor%es. I[f the weights are chosen such that

W )2

(4.45)

gkt = 1o (k-k*

and éwZ’ calculated by substitu?ing these weights into Ew] (4.34), K2
under observed marginal symmetry, is equal to the product-moment

correlation coefficient calculated on the integer-valued categories
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(Cohen 1968). Furthermore, if the random effects model is assumed,
the estimate of the intraclass correlation coeffic¥ent p, in (3.18) is

~ asymptotically equal to & ,. N

Tﬁe second kappa-type measure using distances between rankings

is Ew3, which 1is Ew] (4.34) with weights selected as recommended by

Cicchetti (1972) and Cicchetti and Allison (1973} Lo
. k=k"' |
Ykt < 1T e (4.36)

which can be used if the ordinal classes can be assumed not to be

equally spaced, because the weights are based on the distances between

-

categaries. In addition to the test statistic Lo(éw) referred to be-

fore,.Cicchetti also developed another

p* - p*
I = — = (4.47)
(var(p;))‘
with .
arpt)) = e (5520 - el (.28)
pO n - 'i lk;] kl;'l kklpkkl po J .

with Zcrs_rN(O,I) under independence. Fleiss and Cicchetti (1875}

compared ZC with ZO(GN) and recommended that the latter be used.
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A _ ok
. PP _0.s¢-037_,,,
“ws 1 - pf T 1-0.37 el

Eyposheses may be specified and tested by the same procedure demon-

strated in Example 4.5.

4.1.2.2.2.3 Nominal Or Ordinal Data

b
The simpiest measure of overall agreement is not chance

corrected and is an extension of Py (4.10) which describes the pro-
portion of subjects classified identically by two observers and is

estimated by ‘ \

(4.49)

o
»
~

—d

~
Q
1}
=~
LU e K]

For more than two observers Cartwright (1956) described a measure of

pairwise agreement over all observers estimated by

5) (4.50)

-~

where d. 1s the number of pairs of observers in agreement on the
classification of the i-th subject. The coefficient, &, is therefore
an uncorrected index which does not distinguish among agreement in the
various ;étegories and thch is a complementary analogue of D (4.22)

- for dichotomous variables and identital to Ps (4.10) for two observers.
It has a lower bound of zero (no agreement) énd an upper bound of one

(perfect agreement) as the {d;} can range between zero and (g)'for each

subject. Its estimation is based on'“equiprobab1e categories" which
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restricts its use.
There are several chance corrected measures. for use with either
. nominal or ordinal data which consider the cells on the main diagonal

of a square table for two observers. AGoodmaniand-Kruska] (1954) pro-.

posed a'measﬁre based on optimal prediction estimated by
2 : |
 k£1 pkk -'E(DM.+p{M)

M S s
r 3 1 : . o :
1 - 2(pM.+p.M) ‘ .

where Py. emd'p.M are the mardiﬁal prbportions correspondihg fo a |
hypothesized modal class. In this siiuation; ﬁr haiwa Tower bound of
-1 (when ai] the diagonal cells contain no subjects) and an‘upper
bound- of +1 (when both observers are in cdmplete'agreeﬁent and the
diagonal cells contain all the subjects). Other measures are based )
on x2'statistics-, but consider on]y'the cells on the diagonal. Light_
(1971) described one such index which reflects deviations from the

gxpected pattern under independence on the diagqha] and is estimated by

‘ ‘133 2 .
PP i3 [£=E|(pkk--pk_p_k.)] b (4.52)

t - .

which 1s asymptotically chi-square with 1 degree of freedom under the

) hypothesis of independence. Mantel gpd Crittenden (in Chen, Crittenden,
Mantel and Cameron 1961) proposed a chi-square statistic with one degree
of freedom as a test of agreement on the.main diagonal cells and Spiers

and Quade (1970) use the method of minimum x* to estimate expected values
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for the (k;k')-th"ce1js as the weighted averages of the expected values
uﬁder 1ndépendence and the expected values with the diagonals inf]atéd

to the greatest possible extent for a test of indépendence to be per-

formed. These x2 based measures afford one the opportunity of testing
‘hypotheses about them, but as for A these measures.concern agreement
on the main diagonal, treating all d1sagreement cells equally and

' tota] d1sagreement as the complement of agreement.  There are some
o

kappa measures that can d1fferent1ate between degrees of disagreement

by using weights: they were d1scussed earlier (4 34, 4 45, 4.46).

For a chance corrected measure of overa]] agreement among

'seve}al observers, Fleiss (1971) proposed an extension of kappa which

can be estimated by

Py - P

0 e

T % (4.53)

where 50 is the overall observed proportion of agreement given by

-
o=r L L (G, (4.54)

" where Uik is the number of assignments of the i-th subject to the k-th

category by m observers, which means that EO is identical to Po (4.32).

The estimate of chance agreement in (4.35) is

- L 2 '
Pe = I 9 (4.55)
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" where qk;js the'overa11 probqftion'of assignmeﬁ§§~%o the k-th category

and given by o N e N

-

9%

-

U{gf . ey "‘.. (4.56)

1
. ‘nm

13-

- =1

E(m) therefore accounts for expected agngement”under the basel

ine
cpnstraints of pairwise indépeqﬁence and margfnaT homogeneity and its
" bounds are as descriEed fgr M(I) iq_(4.2$). _

' Thg agreément-measqfe, E(m),_é?p a]so pé used to méasure agree-~
_mentISpecific'to a single c&gégory;- As such, fhe overall agreeTent is
:-partitioned_iﬁto componénts for eaéh cétegbry.by expressing é(m) as

shown by Fleiss (1971) and giQén by

2' .-
. - (k)
- L & %),

- R

at — (4.57)
| k§1 qk(1-qkl__ -

~ -
where qkris the overall prdportion;ofvass?gnments to the k-th category
as in (4}55)-§nd {EE;;} for k ='1;é,-..., L are separate estimates of

interobsefvgﬁ agreement for ééch‘of the £ ﬁategories and given by

) _ .
) =T g, (4.58)

where Q is an estimate of the conditional prbbabﬁ]ity of agreement
between two randomly selected observers -on the assignment of a particu-
lar subject'to'thé k-th category, giyeh that the_first observer ciassi-

fied the subject into the k-th category and is;éiven by

-
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Ther?fore, E(m) can be regarded as a weighted average of the é%;gf
Tests of hypotheses can be performed”as discussed for Eha-(4.34):
Examle 2.8 _

- To iZZuéfrate-tHe use of agreemegf measures for poluychotomous
Lﬁ;minaéjpr ordinal data ses in whick move than two obseruérS'ciassify
lpatﬂents; the“déta §et usedﬁiﬁjfabZe 4,18, ﬁ;§ beénfex§ended to iﬁciﬁde_
a third observer (Table 4.17): |

~  _Po = PS 0.58-0.37 ., -
K = = = = ="0.54
() 1 -5, I-20.37
: Eér each category, may be caleulated:

- - . -
) B _e.es 052, L

.~ (1 -q, 1-032  "°7-
~(2) _ 0.58 = 0.48 _, .4
“tm T 1-0.20 - 0%F

- A(3) 0,40 = 0.20 _ o an s e

Ked S T - 0,80 = 0.36 and the agreement beyond

chance is greatest on category 1, major physical impairment, and small-
est on partial impatrment. Hypotheses about these indices may be

specified and tested as shown in example ¢.6.
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Jabie 4,17

Table Resulting From Patients Being Classified As Having Major
[mpairment (1), Partial Impairment (2} or Minimal Impairment (3)
01" Physical Function by Three Observers

Observers

Patients A £ L
1 3 - 3 3
2 2 Z 3
v . 3 3 2 2
4 2 2 2
5 * Z 2 ]
6 3 3 2
7 1 2 R
. 8 2 2 2
9 2 2 1
10 2 2 ]
11 B 1 1

12 3 3 3
13 2 2 2
14 2 2 1
18 3 3 3
16 1 1 1
17 1 1 1
18 2 2 1
i¢ . 2 2 1
20 1 2 1
21 2 1 i
22 2 2 2
23 1 1 1
24 i i 2
25 It 1 2
.36 ] 2 2
27 i 1 1
28 1 1 1
29 3 2 3
30 3 3 2
k) Z 2 2
32 2 2 3
33 2 1 3
k] 3 k| 3
35 1 2 3
36 2 2 i
37 2 2 2
38 2 2 3
39 1 1 1
4 2 2 2
41 1 1 1
3 2 2 2
43 3 2 2
LS 2 2 2
45 b 3 1
4 3 k! 3
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4.2 Univariate Data With An External Standard {Diagram 4.4)

~

4.2.1 Dichotomous Oufcome Variables

Thé comparison, when an external standard exists, becomes that
. ™ d

of each onerver with the standard. It has-beéniwg11-characterised
for the comparison of a test'for the presence or absence of a sign with
a standard. The data can be displayed as in Table_;j;gt. Yerushalmy
(1947) introduced the term "sensitivity” for the proportion-of.true\

positives given by

=3

;=11 | (4.60)

M.

and the term “specificity" for the proportion of true negatives given'

by

n .
a2 (4.61)

.

Both these measures are bounded by zero %or ﬁo agreement and
one for perfect agreement. It is pertinent to note that they provide
separate estimates for agreement on the two categories. It was pointed
out by Fleiss (1973b) and Feinstein (1975) that to use the procedure
for predicting purposes some information on misclassification is needed
and they proposed alternative réTiabiIity measures, namely the positive

~ predictive value (PPV) or the "true positive rate" of the test

n

—

1

g+ =
n
.1

(4.62)

and the negative predictive value (NPV) or the "true negative rate" of



foz-v)?1 ts9°p) I

Judsadabe

- ﬁ
89y
\\4M~o.ew I

1BUO}] | puc)

I

{piepuels

= 1)

SA3AL350 .
rARS

qudwadibe

paepuels = |

euo}q}puol

A
o) N 519449500

¢

{69°y) %

Juaxaaibe
piRI2A0

saj

s O L
4 nowejoy24| o4

oy —|||_

w

ol
PO3129410
23Uyl ejep
104 JepaeAyUN

paepuels
| PUIBIXD
Yy pu adky
Louabujuo)

PICPURIS |RUJDIX]

TeYe0 910425103 J40) S04nsed) Juawaadby JOo JUAEUY MO " b WVUOVIC



115

Table 4.18

-

Classification by Standard or Test Procedure On A
Dichotomous Scale

'Tesi
+ - Total
* GY M2 | M
Standard
- 121 N2 | M \
Téta1 n_] | n_2 n__

'
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test

. . n
5- =22 - (4.63)

.2

=]

These latter two meqsureé also vary from zero to one, but they
are markedly affected by the prevalence of the category of interest
{the commoner thé category (+ or -), the higher the PPV or NPV respect- .
ively). A1l four measures mentioned thus far can be regarded as
conditional probabilities, binomially distributed conditional on the
relevant marginal frequency. Hypotheses can therefore be tested and
confidence intervals constructed for the true values.

‘Overall summary estimates of the validity.-0f the test results
with respect to the standard giving equal importance to the two cate-

gories also exist. The simpiest is

_ 1 ‘
p. = a(n]1+n22) (4.64}

° <

which is directly analogous to the crude index of agreement in (4.10).
Youden (1950) proposed a combined sensitivity/specificity index, called

Youden's J and estimated by
J=E+h-1 . (4.65)

. Layhew and Goldsmith (1975) proposed a similar index for the dqpbined

-

predictive values, estimated by

I=(34)+(5-) -1 . (4.66)
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L -
. . — =

L4
Both these combined indices range from -1 {when both conditional
l o .
probabilities are equal to zero) to +1 (when both conditional probabili-

ties are equal to one), both have been shown to be related to kappa as

“in (4.30) and for both confidence intervals can be constructed (Layhew

and Goldsmith 1975}). . ~

-y - r
Ereammio o '
A I L R
Lond -7 & . . S - N e v
TO LiiusStraic tne w8e ¢ SonSiilviliu=sicolnlioviy Od Iroegdleilie
R LTV . o
Ay e T g - v .- Ty vimpr e leom B e T L oo e v " amw gy
VELUC MOGSUNESS, Qv noUoc bearn Taren JIOom 4 DUSLLCQTLON D AL Jd VDL ON
> o S M R
(1G675) i S T gy O U R
1876), in wiich cxereisc cardiograpii 18 JOMPArcl Wiin ooronary aiorio-
M ~ o = - . - PP - - M =,
Grapry in THAC QUESNO8LS Of oOronalty Ao IS0, SRS POSLLTE JroTm
. - waa TTR ~ypm . .- Par ety ~ ey
coronari crtcz'.,ogm:pr:v: Wil DC POJAPECI I8 O STUT LNSIOLIOY OF sTanLara.
.
e wwdm oy e T vas A oy T win T s T3
L HC Gl QLSRN eL W Ll Wl
co
&y
- - [ L S
2 - - — ] r
SONITTLVLIY, § T =53 T Ledu
o
e el - I35 .z
Speciitieity, n = 5z = 0.89
=0
T aa b . e oy S8 . g A T s -~ -~
POSTITLIC DOl TLUC A LU + = T = L.& LG ST LATLe UL &
S * Ge
. - .
.z QIJCASC rrelvaocnee of
- - nd P - 4 -
i . et =~ ol 200" = .
Negarive prediciiVc VAL, p- = 5 T 0.9 EE/80 = 0,78 .
LS
- o s s
veraLl LrLlees arel
I o epme -
> = =—(58+15) = C.7§
. o]
o] &
: ¢
- _ - e .
v = (0.544+0.58=1) = Q.48
= A o o _ o
I = (0.88+0.55=2) = 0. 46 .

_4.2.2 Polychotomous Qutcome Variables

Where the outcome of the test and standard involves more than



Data Display To Illustrate Agreement With A Standard

Table 4.19

L4

Test
+ - Total
L + 58 X 69
Truth - s 15 23
; Total 66 26 ¢2

Truth is indicated by coronary arteriography, test by
exercise vectorcardiography, where + indicates presence

of coronary artery disease and - its absence.

18
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" two categories, the £ x £ table resulting (Table 4.20) can be collapsed
into one of the (2-1)2 possibie two-by-two tables, but the decision may
be arbitrary and some‘information lost in the process. In this regard
Layhew and Goldsmith (1975) have generalized the meaSu}es of sensitivity,
specificity and predictive values to £ x £ tables by defining the esti-

mates of the i-th sensitivity of the test as

S, = » (iai.. = 1!23 DO ] E) (4-67)

SO 1 L Y (4.68)

These measures are also conditionally binomially distributed,
and it is relevant to note that with { = 2, these medsures reduce to
the original sedsitivity, specificity and predictive measures in a
two-by-two table. No speéificity measures for the £ x { taSle‘ugre
defined, a§ no single set of cells can be equated with the cell gf
true negatives in the fourfold tabie. However, should the investigator
be able to make a value judgment in this regard, it may be possible to
define them. Layhew and Goldsmith (1975) showed that & and Ew can be
expressed in terms of {Si}’ {rj} and the marginal proportions of the
Cix 2 tabfe, with the kappa measures fbr each category bounded by zero
(if no agreement) and one {(if thg test agrees perfeét]y with the stand-
ard). Layhew and Goldsmith (1975) also proposed'generaiized_indices to
summarize the information for ease of interpretation. The generalized

¢



120

//
\ | |

~ . Table 4.20
™~
Classification by Standard or Test Procedure on
N Polychotomous Scale
Test
1 2 e e £ Total
1 " n12 ........ n]£ n
2| g L IRRREEEEE Nap | M2
Standard ’ : v o
L n£1 n£2 ........ n££ n£
Total | n 4 LU IREEEEREE neg| M.
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sensitivity index for an £ x £ table is given by

£
coks

such that 3£ = Youden's 3 if £ = 2, and the generalized predictive value

index is given by

£
. H ‘z Y‘J- - ]
-\ Iﬁ = -‘L{]',-_:I_— (4.70}

.

such that I£ =1 (4.66) if £ = 2. Both these latter combined indices,

Jﬂ and I£, take chance agreement into account and as such
-1/(£-1),whennii. = njj' =0, 1,1', §,3' = 1,2, ..., ¢
J, =1, = 0, if the test and standard are independent (4.71)

1, if full agreement, when all s; = 1, all rj =1,
i,J=1,2, ..., L.

For both JE and Iﬁ their large sample variances cén be estimated
as shown by Layhew and Goldsmith (1975) under the hypothesis of ne a-
greement and for each measure & test statistic was developed for testing
- hypotheses. 3By specifying weights accgrding td his judgment, the in-
vestigator can differentiate between categories, both for dichotomous
and polychotomous tests and standards.

For multiple tests or observers Bennett (1972a) showed how the
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sensitivity, specificity and pred1ct1ve va1ues for the m tests or ob-
servers on the same set of.n subJects can be compared. A1so the
measures C (4 18) and B (4:22) can be used to evaluate each of the m
observers compared w1th the maJorxty op1n1on (Arm1tage, B]end1s and

t

Smy111e 1966). . '. e Co-

Cu - s : L. B . . -

4.3  Multivariate Data (Diagram‘4.1) . o o Q.
| MuTtivariate problems arise when, e. g.'m observers classify n |

subJects accord1ng to ¢ outcome variables. Beﬁnett {1972b) extended

the cont1ngency table agreement measures developed by Armitage, Blendis

and Smy]Tie (1966} into multivariate indices in terms of the average

propdrtion putlintozeach eetegory for each of ¢ signs. MNo more details

will be .supplied in;thisithesis about multivariate analysis.



CHAPTER 5

-

~— Reprise: "Useful" Measures of Agreement

There is no need for the writer to eat a whole sheep to De able
to zell whot mutton tastes like. It is enough if he eats a cutlet.

4’(1/, " Somerset Maugham

The purpose of this reprise is twofold: firstly, to select a
subset of "useful" measures of agreement from among all those discussed
in Chapters 3 and 4, and secondly, to summarise their attributes.

%

5.1 Selection of "Useful" Measures

In the context of this thesis, "useful" refers to the fulfiiment

of at least four of the following five criteria (one of which must be

meéningfu] agreement):f

1.:.The agreement measured should be clinically meaningful” and
Jjustified in terms.of statistical assumptions. >

2. The agreement statistic should have readily interpretable
bounds or referent values.

3. Hypothesis testing and confidence interval constructicn
should be possible. )

4. The agreement measure should be relatively easy to calculate
as availability of computer programmes is not coveréd in

b this thesis.

~ .5, A categorical (continuous) analogue for a continuocus (cate-
123
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gorical) measure of agreement should exist.

The critcria are based on thc:suﬁieccj;e judgmeht-of this
author and are intended to Timit the;number‘df*ceasuces from;hhich to
choose, while retainihg 5uff{cieht,v§riety toioffer alchoice cppropriate’
to COMhonly occurring situations. Thé Sé]écted‘measures (Tab]e 5.1),‘
as well as some of the measures not se]ected (Tab]e 5.2), will be

summaruTy discussed in Sect1on 5. 2

5.2 Summary of "Useful" Measures

. /_‘

Should the reader be in awe of stat1st1ca1 notat1on, it is
suggested that this chapter be read in conJunctuon w}nh Chapters 1 and
2 with the hope that the condensed flow chart in D1agram 5.1 will he

reédi1y understandable. For computational formulae ;;Ejﬁumerical

examples, the reader is referred to the relevant parts cf Chapters 3

" and 4, as indexed in Diagram 5.1.

Y]
2 -

- - B &

§5.2.1 Continuous Data

Four similar measc:es QEre-Seiected for use with continuous data
sets: P1» Pos P3s and PG They are all intraclass correlation coeffi-
cients, where class refers to the factor of interest, usually a set of
observers. Due to?the interchangeabilit} of the parties involved in
making observations (Diagram 2.2), ‘the factor of interest need not be a

set of observers, but may also be a set of subjects or instruments.

In general, intraciass correlation coefficients are formulated

" by expressing the variation due. to the factor,of interest (and therefore

o
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the disagreement) as a proportion of the total var%at%on. As the
selected four measures are all intraclass correlation coefficients,
they share the same properties, fulfi]]ing the selection criteria as

“follows:

1. The propqrtion of vq;#a@igr attributed to the factor of in-
terest is directly applicable to clinical and investigative
situations. Three of the measures (91,02,03) are used when all the
statistical aséumptions (3510 in Chapter 3) are justified, and the
other, ps,.is used when the agsumption of homogeneous random varjance
is not met. . '
2./ Allifour selected measures are similarly bounded:. by zefo when
‘ there is no variation due to the factor of interest (perfect
agreement among members of that set), and by one when all the vafiation
is due to the factor of interest (complete disagreement). Values in
between the bounds can theréfore-a1so be readily interpreted: the
greater thé proportion of variation dug to the factor of interest, the
greater tﬁe disagreement.
3. I; s po%sibTe to construct confidence intervals and test
hypotheses for all four of these measures, the general principle

being the comparison of ratios of mean squares to appropriate F distri-

butions. |
© 4, A1l four intraélass correlation coefficients can be calculated
by hand.
5. Categorical analogues have been developed for all these

measures, with the exception of Pg-



129-

Nﬁen the assumption of variance homogeneity cannot be made,
Pe is used to measure agreeﬁent. The choice among the other three
depends on'the study design, which determ}nes in turn the variance
components that can be estimated. Estiﬁation'of the‘variancg components
can conveniently be accomplished by the analysis of variange pfocedure
for balanced designs, and by other methods if unbalanced (Chapter 3)..
The appropriate choice of measures by design is: ‘

- oy fo; one-way designs, where the variation due to a single
‘factor is the only estimabie component. R2 ;s an alternative formula-
tion, in which the numerator cannot assume a negative value, something
that may happen with pi, _ |

- 05 and p3_poth in two-way designs, wheré the variance compo-
'nents due to two factors can be separately estimated. Interaction
between the two factors is either non-existent, or may be assumed not
to exist.  When the factor of interest is a random subset, 0% subjects
for example, Py applies and when the factor of interest is a fixed set,
of observers for éxample,_p3 appiies.
T - Pg for situations where variance homogeneity cannot be assumed,
and separate random variation terms for each observer-subject combina-
tion are estimated.

The four selected measures have all been described for use in
assessing agreement among a set of observers, but they may also be
applied to measure agreement with an external standard. By subtracting

the standard values from the observed values and modelling the intra-

class correlation coefficients on the differences between observed and
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standard values, agreement with an external Standard may Be measured.
If_theré were compiete agreement with the standard, the‘expec;ed dif-
ferences would be zero,.as would the agfeément measured. '
Not inc]vded in the condensed flow chart are agreement measures
fo;'situations where interaction between‘factors is present, i.r. where
observer effects are not the same for all subjécts. Wihen interaction
is presenﬁ, meaningful interpretation of the "main factor effects" and
agreement becomes questionable. For this reason, and because cate-

gorical ana]ogues'have not been developed, they were not selected for

the condensed flow chart.

5.2.2 Discrete Data
In general, nine different measures were selected to measure a-
greement in categorical data sets, threemof which (r]l, T, E) are

applicable when no external standard is used, and the other six (&, n,

p+, b=, S, and rj) are used when an external standard is employed.

The three measures for use among a set of observers (r]1, Ty K)

' were selected as they fulfilled the criteria as follows:

1. Two of them {# and &) are chance corrected measurés, mea-
suring the agreement that occurs over and above that ex- —
pected to occur by chance. In clinical terms this portion
of the observed agreement is indeed the most relevant. The
third, r]1,-measures the average agreement between two
raters.

2. The chance corrected measures (& and <) have a meaningful

value of zero, when the observed agreement is the same as
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i that expected~by chance and an ueger bound of one, when a-
greement is perfect. They have a lower bound which is not
readily iﬁterpretab1e, but as the portion of‘agféement of
meaningful interest lies betweén zero and'one, the lower
bound is irrelevant for most clinical pugposes.. The third,
r]{,.varies from zero for perfect agtgemént to one for no‘
aqreement. -

3. Hypothesis testing and confidence interval construction are

possible for k.

4. A1l three measures can be ca1cu]ated_by'hand.

5. Continuoué analogues exist for all three measures.
The three measures are used in the fo11owing'situatfons:

- ™ is used when there are’ two observers and they form a
fixed set. _

- 7 is used when the marginal distributions are similar for
both observers (no observer effects) and # is limited for use with -two
observers.

- k can be used in many situations. It may be used for nominal

N

(K,Kw]), ordinal (sz) and interval data (Kw3).by choosing appropriate

weights. <For.more than ;wo observers E(m) is applicable and for each
category an individual EE;; for agreement on that category may be esti-
mated. Efm) and EE;% may also be applied when the outcome variable has
more than fwo categories.

| The six measures listed for measuring agreement with an external

standard {Z, A, 5+, p-, s; and rj) are reaily of two types only. The

first kind are sensitivity-specificity (g, A, s;) measures wiich
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deSaribe how well an observer (or test) classifies subjeét with
reference to the standard. The generalized sensitivity-specificity
measure, Si» estimates the conditional probability of classification
into each of i categories. When there ére only two categories labelled
+ for presence of a specified state and - for absence of that state,

s, 1s identical to { (sensitivity) and s_ is identical to n (specifi-

+
"city). When there are more than two catégories, the category repre-
senting the presence of theﬁspecified state has to be identified by .
the investigator. Only then can the words *sensitivity" and "specifi-
city" be separately and meaningfully applied to this situation.

The second kind of measures for measuring‘;greement with an
external standardlare the predictive value measures‘(5+, p- and rj)
which des¢ribe how well the state indicated by the standard can be
predicted by the observer (or tesf). }he(éenera1ized measure, rj,'
gstimates.a predictive value for each of j categories. When there are
only two categories, with + indicating the bredicted presence of the

disease, amd - indicating its predicted absence, r, is identical with

+
the positive predictive value, &+, and r_ with the negative predictive
value, o-.

Both types of measures for measuring agreement with an external

standard comply with the selection criteria as follows:

.
4

L. They are all conditional probabilities, measuring the proportion

of subjects classified into a category by an observer (or test)
given that they had been similarly classified by a reference observer

(or test). They fin?“application to clinical decision making in evalu-
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~ating diagnostic tests or methods or measurement.

2. They all have interpretable bounds of zerd for no agreement and
one forlcomplete agreement, the greater the value in between,

the gneéter fhe agreement. |

3. As conditional probabi]it{es hypotheses about these measures
may be tested. -

4. They can all be easily calculated by hand.

5. Through their combined indices (see Chapter 4) they are ana-

logous to «.

5.3 MNotable Omissions From List_of "Useful" Measures

Notably absent from the condensed flow chart are measures
designed for multivariate data sets, sgecifica11y because of the com-
plexity of computation and difficulty of interpretation. Although some
multiéariéte agreement measures were mentioned in Chapter 4, a multi-
variate probiem can be reduced- to a series o% univariate problems, which
is the way most multivariate problems are probably handled in practice.

Another omission from the flow chart is measurement of pairwise
agreement by measures purposely designed. Such measures Di (4.2%), D
{4.22) and & (4.50) are not chance corrected, nor are their bounds all
interpretable nor can hypotheses about them be tested, so that they
" were not selected. Furthermore, by arranging multiple observers in

airs other acreement measures for two observers can be used.
p
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CHAPTER 6

~ A Strategy For Evaluating The Flow Chart

"Whom are you?' said he, for he had been to night school.

George Ade

In Chapters 3 and 4 a flow chart of measures of -agreement was
< . . i P ’ . . . . - -\ﬂ\_j
developed with the aim of aiding clinical investigators in learning -
about and us§hg-measures of agreement. In Chapter 5 a condensed flow
chart of "useful" measures was described. In this chapter a strategy

to evaluate the use of the flow chart will be described.

6.1 \Literature Review

The relevant literature was_§earchéd* to see if flow chart§
have ever been used as a method of instruction in statjgfics and whether
| instruction by flow chart has ever been compared with other modes of
instruction.

The search revealed that flow charts exist for selecting basic
statistical procedures (Harshbarger 1971; Andrews, Klein, Davidson,
et al. 1974), but none dealing in detail with agreement analysis weﬁe
found. Although flow charts have been used for decision making in a
‘ va}iety of fields, the search of educational literature revealed o

evaluation studies of flow charts other than the abstracts of two papers

* Computerised search of ERIC (Educational Resources Information
Center) file (1966 - Feh. 1979), Lockheed Information Systems, Palo
Alto, California, U.S.A.

134
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presented at meefings. In these abstracts {Coscarellt? 1977; Gerlach

s ] L
and Schmid 1978), different types of algorithmized instruction {of

which flow chart is one) were assessed in solving computational problems -

and in critical thinking ability. In both these studies the time. taken

to sotlve problems was apparently decreased by‘algorithmized instruction.

Time for solving problems was Eherefore adopted as outcome in the flow
chart assessment strategy detailed in this chapter, but no other metho- *

dologic information was found in the literature.

6.2 0Objective
- The objective in designing the strategy in this chapter is to

obtain answers to the following questions:

Is.the use of the flow chart of agreement measures of more bene-
fit to clinical investigators than conventional teaching methods in
terms of

1. Solution of problems?

2. Time spent solving problems correctly?

6.3 Choice of Design

In choosing a design with which to answer 'the questions posed
as the objective, some features are considered desirable in the design.
They refer to designs in general and do not concern problems specific
to educational evaluation or agreement analysis. The desirable features

are used here to choose the basic design which will subsequently be
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| diséﬁéseﬁ'in detail with regardﬂto the problems inherent in ‘this study:

The genera]]y'ﬁesirable features are:

a. Control Group g IR L ..

« The desigﬁ should allow for the compériggn_of two groups, one - -
of which is exposed to the flow chart and the other not. The groups

should ideally be identical in all other respects, so that the results

+
L4

will be unbiased estimates of the real values.

b. No Samp]fn@ Bias
3 oo
The design should allow for the avoidance of sampling bias by

the selection of representative and/qr,comparaple'g(oups.

&2 0

c. Prospective Direction IR SO ‘ .

The design should allow thg"%ﬁvestigatidn to be done pros- . '; “
pectively, i.e. progressing natura]]y‘f¥om the initial state via -
exposure to the investigative manceuvre to the subseqdenti;téte {Diagram -

6.1). Results from a prospective stuéy are less liable to biases in
&etermining a cause-effect relationship than those from a retrospective

study (Feinstein 12?7).

d. Experimental Level

The design should allow for the administration of the investiga-

tive manceuvre to be under the control of the “investjgator.

In Table 6.1 seven basic study designs are assessed in terms
of these desirable features. The more desirable features a design has,

the more suitable it may be regarded. The seven designs are briefly
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defined here and the réasons for setection or nonp-selection mentioned.

-

Descriptive Survey

A descr1pt1ve survey may-be defined as an 1nvest1gat10n carried
,out to prov1de abso]ute Informat1on about a popu]at1on rather than re-
'1at1ve to a comparason or controT group. It was ‘not chosen, because it
has on]y one (no’ samp11ng b1as) of four desirable features:
a. Either no formaT control group is used or historical contro1
data are used for comparison.
:b. It is poss1b}e_to-seTect a representative sample; compara-
. bility is not én issue when no control group is used His-
torical contro]s are seldom strictly comparab]e as exposure
occurred at a d1fferent per10d in time.
C. .The survey 15 gsua]]y done in a crossectional way and not
prospectively. ‘

d. No manceuvre is usually definable.

Before - After Study

A before-after study may be defined as one in which all the
subjects in the study sample are exposed to the investigative manceuvre
| and their status before and after exposure compared. This design was
not considered suitable, because although it has three of four desirable
_ features, {t lacks an important fourth: “

a. ﬁd formal control group is used such that an a]ternétive
procedure may be contrasted with the procedure under in-

vestigation.
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b. A representativé sample may be obtained, comparability not
being an issue in the absence_of a formal control group.
{ c. The study may be cgndhcted in a prospective fashion.

d. The manoeuvre may be under the investigator's control.

Case - Control Study

A case-control ;tudy may be defined.as one in which two repre- )
sentative samples are drawn, cases being subjects in whom the outcome |
of interest is present, controls being subjects in whom the outcome of
interest is absent and their prior expoﬁure to the putative Eausg deter-
mined. This design was not chosen, as it may have only one (a control
group) o; the four desirable features:

a. A control group is used.

b. Samp1ing'biqs resu]ting‘from.incomp]eteness,of the source
Tist, difficulty in defining the parent population and selecting
comparable control groups’hay affect the interpretation of the resﬁ1ts.

) c. By definition it is a retrospective study.

d. Becduse of its retrospective nature, the investigator has

no control over the manceuvre,

Analytic Survey

An analytic survey may be defined as a study in which a single
samp1e of subjects is drawn énd the exposure and outcome determined
either simu1taneous]y or the outcéme is not present at-the time the

- - exposure is ascertained and 1s measured by fo]1ow-up.‘ This design was

not chosen, because it may have only two of the desirable features:
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d. A control group is‘used;
. b. Sampling bias may ex}st by the two groups not being com-
parable. . | l
C: The study may proceed prospectively.’
d. The manoeuvre is not under the contro] of the 1nvest1gator"_
but exposure occurs or does not occur as part of an exper1ment of

nature".

Cohort Apa]ytic Study o

A cohort analytic study may'be défined as one 1in which ;@d
samples of subjects without the outcome of interest-are drawn, one
group exposed to thé pufative cause and the other not and both groups
followed up for Fhe outcome measurement. This design was not considered
suitable, because it may have only two desirable features: |

a. A control gkoup is used.

" b. The cohorts may not be‘comparab1e as they are defined by

the 1ikelihood of their exposure to the putative cause in the course
of an “"experiment of nature".

c. The design is prospect1ve in fashion.

d. The manoeuvre is not under the control of the investigator.

Hon-Randomised Controlled Trial

A non-randomiéed controlled trial can be defined as a study.in
which two coherts are defined by non-random allocation, one cohort then
expdsed. to an experimental manoeuvré (under the investigé%or's contro])?
the other group not exposed and both cohorts-followed up for the out-

\:



142

come measurement. The design was not chosen, because although it has
three desirable features it lacks the fourth:

- a. A control group is used.
b. Non-random a11ocation'to experimental and control groups -
does not. ensure f%mpérabi1ity of the groups and the results may be
confounded.

c. The design is propective in fashion. . ;

d. The manoeuvre is under the investigator's control.

Randomised Controlled Trial

—

" A randomised controlled trial may be defined as a study in which
two identical cohorts are generated throLgh random allocation, one
cohort then exposed to an experimental manoeuvre, the other not and both
followed ﬁp for the outcome of'interest. This design incorporates all
four de§{rab1e features, the sampling biés of the non-randomised
controlled trial being avoidegﬁpy random aliocation. As it is the cnly
designwith all four desirable features, it has. accordingly been selected
for use in-ﬁhis strategy.

However, although the design to be described in the rest of this
chapter has £He basic structure of a randomised controlled trial, the
classical design has been modified to make it better suited to education-
alevaluation. The fina] choice of design is therefore between the f0H1ow-
© two designs: l

Pretest-Posttest Randomised Controlled Trial (PPRCT)

The heading is almost self-explanatory: this proposed design

is a randomised controlled trial with the outcome measurement not a

I
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sfng1e méasurement after exposure 0r non-gxposure, but thé change that
occurred from before to after the experimental proceduré.

‘ This method ofmeaSUringthe_outcome is thought ‘to be desirable,
becéuse clinical reseérchers vary-in thefr statistical training and
experience, and it is conceiVab]e that this factor may c0nfounﬂ the
results if a single measurement is made. By randoﬁiy a11océting sub-
jects-to two groups it is hoped to achieve identical groups {n.terms of *
their backgrounds, so that this confounder is equally Tikefy to affect
results in both groups. The additional variation due to differing base-
: line knowledge and ability-is therefore not remoéed by randomization,

_ but hopefully equalised in the two groups and as such may make the
statistical ana1ysis of the results less sensitive to differences be-
tween the groups. _

Full equalisation may be achieved by prognostic stratification
(Feinstein 1977). Another way of handling source of variation would be
to measure the statistical "background" of the subjects, igolate its
component of variance in the statistical analysis and exclude 1t from
the variance uéed to assess statistical significance. However, meaning-
- ful hEasurement of statistical "background” may be dif%icu]t, if not
jmpossible to achieve, so that the pretest-posttest design seems more
suitable: in measuring the before-after change baseline variation
) is removed anhd greater statistical semsitivity may result. The pretest-
posttest design has been commoniy used in educational research {Campbell

and Stanley 1963; Isaac and Michael 1971; Ebel 1965).
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?our Group Randomised Controi]ed Trial (FGRCT)

This Hesign cah be described as a randomised cgntr011ed trial
in which four identical groups are selected, two of which are q;poéed
and two not, one exposed and one non-éprsed group having both pre-
and posttests and the other- two groups only a posttést (see Diagram
6.2). This design is considered, because it is conceivable that a
pretest-manceuvre interaction may occur in which the pretest alerts ‘.
. the subjects to the subject matter covered by the subseqﬁent manoeuvre.
The alerted shbjects may therefore perform better in the posttest than
they may have without the pretest. This bias would evidently affect
both groupé in PPRCT equally, not affecting the comparabiTity of the
results in the two groups. In that design, however, the genera]isa—(
bitity of the results may be affected if the manoeuvre is, or will be,
used in reai 1ife without the pretest. The queétionab1e generalisa-
bility of results from PPRCT may be overcome by the four group design
in which the significance of the interaction and of the méin effect of
the pretest may be tested in the statistical analysis.

The final choice of design is therefore between the last two
variations on a randomised controlled triél and is determined by two
factbrs. The first is the sample sizes required, and their feasibility.
Sample size estimation will only be possible after the pilot study, so
that the deciding factor at this stage is the second of the two factors:
the potential use of the flow chart should be considered. As the
manoeuvrés are envisaged as slide-tape shows which will be generally

available after the study, the pretest-posttest format will be retained
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This side on its own represents

Diagram 6.2
Schematic Representation of a Four Group Randomised
Controlled: Trial
‘ , Random Allocation
: !
- |
_ / | \
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Group 1 Group 2 | Group 3 Group 4
I t I I 1
! ! ! — I 1
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| 1 I 1 i
¥ ¥ : ¥ ¥
|
Pretest Pretest :
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'
1
T L
C tional ! C ional
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Flow Chart Teaching | Flow Chart Teaching
|
I
|
|
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|
I
[
I

the two groub pretest-posttest : .
randomised controlled trial de-
sign.
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in its subsequent use. The manoeuvres may also, however, be used in a

classroom setting, but becapse égreemént analysis is a fairly special-
ised field of interest, it is highly likely that the individuals

interested in such a course of instruction, are interested because they

IaN

Vo

- v

! ’
#

ment it is conceivable that when a researcher starts looking for_ infor- 'L/’

have been alerted to it in some way. Even outside the teaching environ-

mation on agreement analysis, his/her interest stems from being alerted ¢
to it by some problem situation. For these reasons, therefore, it

seems Tikely that the kdditional information to be gained from the more
complex four group design, is not sufficiently relevant and meaningful
for it to be the preferred design. The pretest—posttest two group
randomised controlled trial will therefore be theldesign in the subse-

quent sections of this chapter.

6.4 Detailed Strategy

6.4.1 Selection of Study Groups

The selection of the study groups is a problem that may be con-
sidered on two levels: firstly, by defining the user population, and
therefore the study population, and secondly, by sampling from the

identified population.

6.4.1.1 User Population

There are several possible~ways of defining the potential user
pbpulation. It may be thought of as, in the broadest sensé, comprising
all c¢linical researchers, as such preseniing insurmountable enumeration

probiems making it an impractical definition. Another way of thinking
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about the user‘population,is as the staff and stﬁdents at institutions
where epidemiology and(or biostatistics are taught; but this definition
is also broad so that even multistage random samp]ing‘may sti1] result
in selected venues such that the study is geographically impractical.
For these reasons it seems impossible to achieve a representative, yet
_ practicable sample, a situation best accepted and the study focused on
the validation of the teaching methodology in the best possible chunk
sample. Considering the way the idea for the-study arose'and also of
where the flow chart.is most likely to be used, it seems logical to
define the user population for the purposes of this study as the staff
and students of the Health Sciences and ifathematical Sciences Departments
ai McMaster University. .

Not only do they constitute current and potential c¢linical re- =
searchers, but they may be the only people everjgp know of and use the
flow chart. Should the flow chart be used e1sewhére, it is intendegito
develop and describe’ the strategy in sufficient detail that the stﬁdy ‘
could be repeated wherever it is thought nécessary.

The departments at McMaster are listed in Table 6.2 and it is
intended to contact all departmental chairmen to obtain their consent
for departmental participation. A list of all eligibie staff and
students as at September 1, 1979 will also be obtained from the chair-
men for sampling purposes. Eligibility of staff and students refer
to their potential to be c¢linical researchers and for the purposes of

this study eligibility criteria are as follows:
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Table 6.2

Departments in Health Sciences Faculty, McMaster University

School of Medicing

Anatomy
Anaesthesia
.Btochemistry
Clinical Epidemiology and Biostatistics
Family Medicine
Neurosciences
Obstetrics aﬁd Gynaecology
Pathology
) Paediatrics
Psychiatry
Radiology

Surgery

School of Nursing

Nursing

148
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Inclusion Criteria

a. A1l staff members with ranks of profeésor, assoéiate profesQ
sor, assistant prqggs;or; Iecturér, research associate or research
assistant on September 1, 1979 will be eligible.

b. A1l postgraduate students will be eligible, meaniﬁg masters,

doctoral, postdoctoral, medical undergraduate students, residents,.

fellows and interns as on Sebtember 1, 1879.

Exclusion Criteria

a. . Those members of the staff and studentﬁ in the Department
of C]inicaa Epidémiology and Biostatistics iC.E. & B.) exposed to the
flow chart during its preparation and those participatiné in the pilot
study.

b. All members of staff with ranks other than those mentioned
under inclusion criteria. g

c. All undergraduate students not mentioned under inclusion
criteria.

d. A1l members of staff having a service appointment only (as

opposed to academic appointments).

E1igibility decisions will be made by this investigator and
. verf??ed-by the C.E. & B. staff members assisting in Ehis study as:

reviewers of several procedures.

-~

6.4.1.2 Sampling Procedure
' The sémpling and randomisation schedule is shown {n Diagram 6.3.

. , .
It is intended to obtain the consent of departmental chairmen for parii-
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Diagram 6.3

Schematic Representation_of Sample Selection

List of prospective
participating departments

vy

Consent from departmental /
chairmen .

!
Final -1ist of participating
- .. - departments

‘ | ‘ \ ‘.
. .

Random se]éction

+
Sample of subjects (110%)

Consent from selected-
subjects

v

| List of participating subjects (100%)

Random
allocation

¥

Conventional teaching

| Flow chart group (50%) group (50%)
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'cipatjqn, after which a 1ist of eligible staff and students wf11 be
drawn up and a random sample drawn, allowing for a ten per cent refusal
- - rate. A]I'these randomly selectea individua1§ will be.contacted and
.. their consent for part1c1pat1on sought. A new list of consenting,
:part1c1pat1ng subJects will be compiled, from which random aliocation
to two groups will be made. The groups will then be randomly assigned
as either thé "flow chart" or “conventionaI'teaching" groups.

At this stage in the deve]opment of the strategy, 1t is not
poss1b1e to estimate the required sample sizes as no reliable informa-

““tion on the expected educational change or the expected variation in

. ~the outcome measureménts is avaifab]e. It is intended to g;timate the
sample sizes required by the ﬁethpds described here, after the pilot
study has been conducted. o -

.- The outcome measurements are described in Section 6.}.3. The
difference between the two groups wi]]_be analysed by t-test for inde-
pend;nf&sampleé or -one-way ANOVA (or equivalent multiple regression
anajysis) if covariates are to be considered. To estimate the reqdq;gé%“v

-

sample size, the formula given in Colton (1974) will be used:

. 2[(23-28)012

3
where n is ths sample size in each grbup,
z,» 25 2re the points in the standardized normal distributiopn
cutting off 100c or 1008% in the two tails,

o is the estimated standard deviation and
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. . - o R -
§ is the difference in the observed outcome between the-two_grdubs. o
The unknown information to be obtained fFE%'tbe pilot study'is‘
_ ] o ;
the ratio (o/6). Estimated sample sizes for an assumed range of (¢/&)
are shown in Table 6.3. .

A sample size estimation will be done for each outcome variable

and the larger estimate regarded as the required sampie size, provided

" "the parent population is large emough. ‘ ' | ;

-

Potential Problems

a. Although selected individuals will be free to refuse parti-
¢cipation, in order to decrease the likelihood of }efusa1,_they will be
assured that the departmental chqirmen have agreed to the départméht'é‘
participatiog, and that the time spent on the study will not‘affect
the security of their employment. They will be offered a stipend of
$5 per session to partic{pate-(sufficient to cover incidental expenses
Tike parking, but insufficient to induce people to participate for the
money only}. The evaluation procedure will be kept as short as pos- .

-
sible, confidentiality and anonymity of the results will be guaranteed

 and copies of the flow chart will be made available to all participants

at the conclusion of the study. Individual results (their own) will be
available to the squect concerned on request.

- : .. ) . . B
b. The statistical know-how of the subjects is likely to vary

- markedly, but it is hoped that by allocating subjects randomly to the

two groups, this confounding factor will affect the groups approximately
gqua]ly.

Prognostic stratification was also considered, but decided



Estimated Sample Sizes For A t-Test On Two Independent

Table 6.3

. Samp]e Means

-
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2 =
« |8 | 0.2 04 06 . 08. 1.0 20 4.0

0.1 | 2 5 ¥ 17 26 104 - 476
0.05 1 _ —

0.2 | 1 4 8 142 8¢ 337

Cloer | o2 6 13 23 23 143 570

0.01 ‘ :

0.2 | 2 5 1k 20 20 19 476
-

(z,-z,)0 ,

* Unknown information in n = 2[’——]

for each group and zZ, and z

per. cent ‘in the two ta115 of the standardised normal distribution
respectively.

(Colton.1974)

B

where n is the sampie s1ze
are points cutting off 100z and 1008
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i) Ng reliab1e'prior information on statistica‘ background
will be available. | o _
i) Infofmation on statistica?,backgrouna'%ay be obﬁaineﬁﬂét :
the time of the pretesf from all hafticipants, with randomisation into

strata following the pretest. The time required for ﬁ:?king'the pre-

‘test, deciding on' strata and randomisation, will split the procedure

into two sessions: the pretest followed later bj‘the slide-tape show
and the posttest, thus necessitating two perigds of absence from work
for each participant. The c]inich_9redibi]ity to be gained by this
procedure is not felt to be justified, when considered against a pos—
sible increased refusal rate and doing covariance aﬁa]ys%s.

F] | iii) As a refusal to participafe may result in a volunteer type

bias, attempts will be made to minimise the likelihood of refusal, as

-

outlined in a. In addition, the refusing individuals will be surveyed

for information on age, sex, and employment status for comparison with

nts to see if a bias can be detected. Their reasons for

refusal will ke noted.

6.4.2 Manosivre

-

The experimental procedure wi;}:fSQSiSt of a s]ide-tépe show

for each group, one show covering agreement analysis in the conventional

way*, the other show using a flow chart approach. Both shows will be

accompanied by a printed copy of the verbal presentation and, in the

* s taught in the Medical Sciences course 731.
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case of the flow chart group, a2 copy of the Tlow chart t0o. The "
: choice of slide-tape format for presentation of the subJect matter

over other methods was made for the following reasons:

i) It was felt that presentation of the subject matter could
be better standardized than p]assrobm teaching in terms of
| a) equal instruction time for both groups
b) the same instructor for both groups
c) the same presentation to_aIT subjects in the same'group.
ii) A s11de -tape show may be of more widespread use than an

1nteract1ve c0mputer programme, and practically easier to design.

Both slide-tape shows will be drawn up according to the princi-
ples outlined Sy Anderson, Gent,.Go1dsmi£h and Sackett (1970). The
content matter of the two shows will be reviewed for comparability b}
two members of C.E. & B. facufty. If is intended to develop the pre-
sentation of botﬁ shows in accordance with accepted princip]e; of adult
education (KnowTes 1973), summarised by a World Health Organization

study group (WHO Technical Report Series 1973):

-The basic principle is thaf of learning by doihg, i.e. applica-
tion of educational principles to real problems. -Princip1esrof learning
of practical use are that

"+ i) learning is an individual process
ii) learning is facilitated if the le;rner.underétands c]eaéay

what he is.expected to learn

i1i) learning is facilitated if the student perceives that what
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he is‘éxpected to learn has relevance to his general-goa1§\\
" iv) learning is facilitated by rapid and complete individual
feedback on the extent, to which required learning is being accomplished
v} Tlearning rarely occurs without motivat{on, differentiating
between internal and external motivating factors.
The slide-tape shows will be developed, reviewed and tested as part of
the pilot §tudy. ' ‘
The manoeuvre will be further standardised-by stipulating and
enforcing a single ron-through of the preseﬁtation for all subjects.
However, to ensure that the outtome measured will be a change in know-
ledge and performance and not memorising ability, the subjects will be
able to refer to the handout while Hoing the posttest.

L.d

Potential Problems

i) .Aptitude-téeatment interaction bias may confound the results
if the groups are not comparable in t of the subjects' learning
ability in the slide-tape show situation. In the absence of psychologi- ]
cal testing, no prior information on this attrjbute wi11 be available
and§no preventive or adjustive measures taken. As a source of bias it
will have to be accepted in this study, although its effects may be
approximately equalised in the two groups as 2 result of the random
allocation of subjects to groups.

ii) Contamination bias is a real possibility as all the subjects
will be working or studying at McMaster University. Their presence at

McMaster, however, also means that they will be able to undergo the

manoeuvre at a single convenient venue and collectively over a short

o
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period, thereby reducing the Iikelihdod o% contaminaéion. The most
serious form of contamination would occur if copies of the handouts
become available to subjects in the inappropriate group,befﬁre they
undergo the manoeuvre, something that may happen as all subjects will

not undergo the manoeuvre at the same time, the number df copies.of the

.s1ide-tape show being limited. To évoid this source of bias, the hand-

. outs will be handed back to the supervisor with the posttest, and not

retained by the sﬁbjects. Verbal communication is another possible
source of bias whose effect will be reduced by conducting the tests over
as short a period as possiéle.and asking participants not to discuss -
the manoeuvre with anybody until they have re;eived.copies of the hand-
outs. These copies w%l] be sent to all participants on completion of
the whole study. The subjects will also undergo the tests under super-
vision in separate rooms or screened from one another. &
iii) An alternative manoeuvre weg]d be to use the same slide-tape
show presentaf{on for both groups, the aifference between the two groups
being the enciosure of the flow chart Qith the handout for one group,
but not the other. The null ﬁypothesis in this case is that no benefit
is derived from the flow chért as an adjunct to conven;iona1 teaching. -~

It.is a valid hypothesis to test, but the results may be confounded by

a bias against the alternative hypothesis resulting from unfamiliarity

with the flow chart format.

6.4.3 QOutcome Measurement

Three variables will be measured in the study:

i) The statistical background of subjects wiT! be measured in
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pretest and used as a covariablie in the analysis.

i) The Egrformancé of sﬁbjécts in solving problems of Sgree-
ment analysis will be measured in both pretest‘ahd posttest. The
difference between the scores in the two tests will be cdﬁpared between
the twa groups, with statistical background as covariable. . -“f

1ii) The problem solving tests will be timed in both the pretest
and the posttest. The difference between the times taken for the two. 4
tests will be compared between-the two groups, adjusting for statisfica]

background by covariance analysis.

The measufement of the first two variables will be by means of
multiple choice questions {MCQ}. . The pretest will consist of two parts,
one part measuring-statistical background and the other part (coﬁparabTe
to the posttest) will measure the problem solving performance of the’

students. The tests will be made up as follows:

Pretest - Part One

Part one of the pretest will be desigped t0 measure statistical
background by a series of ten MCQs, each with five possible answers,
one of which will be the best (assumed corfect) answer. Each correct
answer will carry one mark so that any integer value between and in-
cluding zero and ten will be possible. The questions will cover basjc

statistical concepfs, including (not exclusively) agreement analysis.

Pretest - Part Two

part two of the pretest will be designed to measure the problem
solving performance of subjects. It will consist of twenty questions

e
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each with five possible answers, one of which is the best (correct) )

answer. Each correct answer will carry one mark, so that any integer

_ value between and inc1uding zero and twenty will be attainab1é. The

questions will deal with agreement analysis exclusively, and will con-
sist of some data sets with questions designed to measure the applica-

tion of knowTedge about agreement analysis. Knowledge acquisition will

not be -measured directly.

Posttesp ;é |

The posttest will be identical to the Pretest part two, in the
number of gquestions, the maximum mark attainable, the scope covereq by
the questions, the overall degree of difficulty and in measuring pfﬁb]em
solving performance. The questions in the posttest will, however, not
be identical to the questions in the pretest part two. It is proﬁosed
to draw up pair§ of comparable questions, test them in the pilot study
for the criteria mentioned, use those complying with the criteria by

randomly allocating one from each pair to the pretest part two and the

other to the posttest. The order in which the questions occur in each

test will be randomly determined for both tests, as will the order of

the possible answers.
When a subject is being tested, the pretest part two will be

attempted first, completed and returned to the subervisor, its ﬁomp1e-

" tion time recorded ?y the supervisor. Pretest part one will then be

completed, followed by the slide-tape show and the posttest, which will
again be timed by the supervisor. After that, all the material is re-

turned to the supervisor. Whether the subjects will be tested together
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r-ééparately will be determined after the pilot study, in which the
‘administration as well as the validity of the multiple choice test

-

items will be pretested (see Section 6.4.6.2).

Potential Problems

-

i) The multiple choice questions will be drawn up by the same
person who designs the flow chart and it is possible*that the phrasing
of the questions may be flow chart oriented, creaiing a_bias favouring ‘

‘ the flow chart. Two-fabu1t§ reviewers will be asked to‘1ook at this
'specific probiem as part of the-dgvelopment of the tests. -
ii) Multiple choice questioning is the measurement of choice,
because it is.deemed pdssibie to construct a sensitive and unbiased
' scor{hg sxstem for them: 'However, as it is possible to guess a correct
answer on the one hand and as questiqns may he omitted on the other,
these contingencies will be taken care of in the scoring system. If

all questions have the same number of possible answers, the two situa-

tions can be accounted for as descriﬂed by Ebel (1965): For guessing,

&

s=c-(k%1').

where S is the score corrected for guessing,
C is the number of correct answers,

I is the number of incorrect answers, *

b

k is the number of possible answers for each question,
{

I +C=Nand Nis the total number of questions.

For omission of questions
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\(/ . [ S‘=C+g
where 0 is the number.of questions omitted and C + 0 # N. Inusing $
a11-omitted questions are counted as incorrect and all incorrect answers
‘are assumed to be due to guessing, whereas in S' no correction for.

guessing is made. It is therefore proposed to combine the two indices as

oo I .0
S v

where C + I + 0 = N. Par;icipating subjects will be forewarned of the
pena1ty' for incorrect answers and the correction for 6missions.

ii1) The estimates of the time taken Fo soTvé the problems may
be biased, as a shorter time may measure quicker so1qtioh of.the pro-

blems, but not necessarily quicker solution yielding correct answers.

For this reason Fhettiﬁe'ﬁariéb1e will be weighted according to the
.subject's score and the vqriab1e used in the analysis will be the dif-
férence between the weighted time estimates for the posttest and pre-
test part two: |

if ty is time taken for pretest part two
t2 is time taken for posttest
Si‘ is score for pretest part two

SL' is score for posttest

2
then
ti = t](g¥;) is the weighted time for pretest part two
3 .
té = t2(é¥L)-is the weighted time for posttest, both standardized
2 .
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to the maximum attainable score, and the analysis will be done on

i
v

=t -t

d( 5

t)
' ~iv) It is impor;ant to realiﬁe that the study is not intendéd
to evaluate the appropriateness of, the measures selected by using the
| flow chart - by defihition, a flow chart is designed to provide the
same-answer to the same problem repeatedly if used as designed. The
study is therefore intended for evaluating the use of the flow chart.
For the pufposes of the study the measures 9g1e¢ted by using the flow

chart are regarded as the "truth".

6.4.4 Statistical Analysis ’ .

Preliminary Analysis

i) If the refusal rate is greater than 10%, the respondents
will first be compared with the non-respondents for the f6llowing vari-,
ables: age, sex and employment status (t-test for age, chi-square

for sex and employment status). Should statistically significant (5%

bias confounding the results will héve to be considered in the inter-
pretation. )
i1) The comparability o% the two experimental groups in terms
of age, sex-and empToymenf status wilj a}so be compared. Should
statistically significant (5% Ieye]) aﬁd,meaningfu? differences exist,

these variables will be treated as covariables in the main analysis.

g
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Main Analysis | . o -

Two separate, but similar analyses will be done, one for each of
. problem. solving score and weighted time. Remembering that both ﬁutcome
| vériables in the analysis will be the difference (d) between pretest
and posttest, the table of data reéulting from the stﬁdy is expécted to
l]ook 1ike Table 6.4, for Both variables. The procedure to be foliowed .
in each case will be multiple regression analysis, with statistical /
background as covariable. Multiple regression, rather than one-way
ANOVA‘wif1 be used, as the covariable will t;ke on values between 0 and
10, to be regarded as a continuous variable , unless”the data distribu-

tion suggests categorisation.

The multiple regression model in each case will be

Ty =84 ¢ -sisTAT + sz(d) + 63(dSTAT) + e

. where By is the overall mean,
/ gy is the effect due to the covariable STATistical background,

82 is the effect due to the difference between the two groups in
the outcome variable,

B3 is the interaction effect.

Two hypotheses will be tested:

Firsts

no interaction by partial F(dSTAT/STAT.d).

1f the interaction term is not significant at 5% level, it will be

assumed absent and the next hypothesis tested:



Data Arrangement For the Analysis of Outcome Variables

L

Table 6.4

(d = difference between pretest and posttest)
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= i p | —

. Group (2) ) Observations (n) Tota}
Flow Chart Group dyqs dyps mes Ay 4.
Conventional Teaching d21’ d22’ Tt dZn d2.

v

L.




7 Table 6.5.- ..

P R A -1

Ho: &, =0, : o

. . nho d1fference between the groups by part1a1 F(d/STAT)
: The adgusted means for the two groups w111 be g1ven by (BD+B1+BZ) for
'f'onewgroup and (80+B1 8,) for the other.

The sources of variation and degrees of freedom are shown in

"
Lol -

- 6/6.5 Ethics ~ L -

. fnformed consent will be obtained from the departmental chair-

’_men_ae well as the all selected individuals. ATl subjects wi11bebfree to
“refuse'barticipatien in the study, although a stipend will be paid to
‘those pakficipating. Tﬁe results of the test will bé_confidentia] and
not -supplied to anybody other than the relevant particibant and thee only
on request. Participants' anonymity in presentaeioh or'pub]ication of
‘the results is guaranteed. Handouts of the verbal presentation of both
slide-tape shows will be sent to all participants at the end of the

study. .

6.4.6 Pilot Study

A pilot study will be conducted on some willing students and
staff of the department of Clinical Epidemiology and Biostatistics.
They were chosen for the pilot sfudy as they will be readf]y available,
_have a wide range of statistical expertise and will probably be exposed
to the fiow chart at the thesis defence, thereby beiﬁg ineligible for
-the defxnmtlve study. - . . |

The piiot study w111 have two major stages development and
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- the discrimination_ihdex,

T,

-

&a]idation.

. ™ i
6.4.6.1 Development of Instruments

i) Two slide-tape shows and handouts.wiil be developed ac- |
cord1ng to the principles ment1oned in “Section 6. 4 2.

_ 11) -The multiple choice quest1onna1res will be deve]oped by -
draw1ng up approximately 15 basic statistics quest1ons, and appre¥1- '
mate1y 30 pairs of questions on agreement analys1s. Each quest1on
will have f1ye poss1b1e answers, one of wh1ch will be desighated-the
, "best" (correct) answer by'th1? investigator. The correctness will

«

ﬂbe reviewed by two C.E. & B. faculty members with the final decision

made by consensus. ] e T e ttw

A1l these questions we]] be g1ven to one third of the selected .
p1lot study QZbJects to be" completed. The subsequent item analysis,
will be in three parts. , '. , &

R a. Item'difficu1t¥, which may be defined as the per cent of
the group. answering the i;em correctly (rea11y’an index of ease). As
suggested in ngards and Scannell (1968}, on1y quest1ons with a degree
of difficulty between 40 and 70% will be selected for the final tests.
b. The1r discrimination, which reflects the effectiveness with
wh1ch an . 1tem dﬂst1ngu15hes high scor1ng from low scor1ng students.

The top\and bottom .25% of the group scores will be used. for est1mat1ng
R
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where UC is -the number in the upper group answering item correctly,

Lc is thé number in the lower group answeringlitem correctly,

-
S =P

U =L is the number in each group and ' -

D ranges from -1 to +1 and only items with D greater than 0.30

will be selected.

¢. Distracter functioning, where distracter refers to the

*

non-correct answers, is jﬁdgéd to be proper if it is selected by some *
studeﬁté,,but more attractive to Tower than upper group students. “
Ten basic statistical and 20 pajrs of agreement‘analysis ques-
tions will be selected if they fulfill all 3 criteria:
a) Item difficulty between 40 and 70%, °
_b) Item discrim{nation greater than 0.30,
c) Distracters selected by mére lower than uhper group
students. )
The- ten basic statistical questions will make up Pretest Part
One, and the members of each pair of 26 questions on agkeement analysis
will be randomly allocated to Pretest Part Two; or Posttest. .

. .
L

v | . i%

6.4.6.2 Validation of Instruments . - .

The pre- and posttests thus assembled will then be given to the
other two-thirds of the selected piiot study sample to test several -
aspects of overall Va1idﬁty. The prabedure used will be the same as
- that envisaged for the définitive‘study?‘ﬁ.e. two groups will be
randomT} selected and ;aﬁdomly a11ocateq to the two s1idé~tape'§hows.

Several bits of information will be obtained.
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< Procedure: how long the whole procedure takes, whether it
should be administered to the subjects in groups or.singly?

Sémp]e'size estimation: 1nformat1on on the expected d1fference

between the groups and the variation will be obtained for both outcome
variables. |

Instrument validation:

i) The timing procedure of the Pretest (Part two) gnd fhe .,

-

pdsttest will be precisely defined..

_ii) The validity of the-test scores will be assessed by

considering the fol]owing aspects of instrument validity*:

a. Internal validity (grec{sion): no test-retest of the same
set of questions on the same subject is possible, because of learning

and memory effects. It is prdposed to split the tests\into‘two (odd

- and even numbered questions), mark them separately and estimate the

intraclass correlation coefficient for the two halves: it should be
no higher than 0.30 and preferably less than 0.20.

b. External validity (accuracy or concurrent criterion vali-

dity): a problem in this regard is the undvailability of ;;;ﬁitee;on

* or external standard. In its absence it is proposed to compare the

mean score obtained to the score midwdly between the chance score and

the maximum possible (Edwards and Scannell 1968; Ebel 1965). As there

are five possible answers for each question, one, of which is correct, the

* Other non-measurable aspects will be put to the 2 C.E. & B.
faculty reviewers to decide by consensus: face validity (do the
questionnaires appear valid?), content validity (are the ouestionnaz_kes
comprehensive ‘and, exclusive with regard to agreement anal ys;s") and
construct validity (do the ouestlonnalres measure the. use of the flow

,'charts'>)
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likelihood of guessihg correctly for each item is 0.2, assuming stati-
stical independence for all questions. For all 10 the basic statistics
guestions in Pretest Part One, the chance~score would therefore be

(0.20)10 = 1.02 x 1077
14

, and for the 20 agreement questions (6.29)20
= 1.05 x 10 "7, both of yhfch are very §ma11 numbegs, approximating

zero in the context of this sfudy, and therefore assumed zero. The
criterion for the basic statistics questions is theref&re 5/10, and for /
the agreement questioné 10/26, or 50% for both. If the mean score ob-
tained is between 40 and 60% ft would bé Jjudged acceptable.

-

c. Marker Validation: a score‘sheet with the correct answers

(one per question) will be prepared for use by the marker(s). Intra-
marker reliability will be asseséed by getting the same marker to mark
a'few subjects' answer sheets more than once (twice) and inter-marker
reliability by having the markers all mark the ansﬁer'sheet of the same
subject. Becausé of the score sheet supplied for use by the marker,
only perfect reliability (aéreement) within and among observers will be

acceptable.

6.4.7 Budget

Quotations for the following have been received:
Slide-tape show: $16/hour for art work
\ -
$1.80/s1ide for photography

$10 for miscellaneous expenses .

For a 40 minute show it is apparehtly advisablie to allow two hours fdr

| taping and one hour for editing. -
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Printing: 2-x 100 cogies, each backprfnted; 10 pages long 2 x $50.

Other expenses
Time of investigators: preparing s1ide;tape show

reviewing flow chart and MCQ tests

-

supervising the execution of -the study

Computer analyses

Stipend to participants: $5 per participant.

L

L]
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CHAPTER 7

Concluding Remérks

In Chapter 1, the objectihes for this thesis were stated:
- to review existing measures of agreement
- to ohganise'them into é~programned forhat fo facilitate '
selection of agreement measures by clinical researchers
| - to design a strategy to evaluate the use of the program-
med format. | | \
These objectives have now been accomplished and the next Togical

steps would be to evaluate the use of the flow chart and for the flow

“chart to be used by clinical researchers. This author is particularly

keen for the chart to be used, as the practical experience gained from
its use, may be expected tol\change the 1ist of “useful" measures, a
list selected in this thesis on largely theoretical grounds.

Other aspects of agreement analysis which the author.is con-

sidering as future research projects are:

methodologic standards for the design of studies of a-

greement

sample size requirements in studies of agreement

‘agreement measures for multivariate data

computer programmes for agreement measure estimation

agreement analysis of clinical decisions: establishing

new diagnostic tests, using multiple tests or repeated observations.

172
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