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ABSTRACT

A critical survey of research done in automaticey indexing and classifi-
cation and statistical linguistics, ?} importance to the study of
bibljographic data bases, is given. A theory of measures of associa-
\“\tion in vector form is presented and applied using the FAMULUS system
for storage and'retrieval,-and a data base in the social sciences
constructed using that system. Certain conclusions are drawn regard-

ing the usefulness of the various measures of association employed,

and some ‘aregs of future research are given.
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CHAPTER I INTRODUCTION

(a) The pature of the challenge

In the iast twenty years, and especially in the last ten yéars,
libraries and other info;mation centres have been amassing large
. ¢ o

computer-readable files of bibpliographic information. Much work has
been done on efficient :;;;;;zland retrieval of these files from the
rachine standpoint, e.g. answers to such questioms as how one strucT
tures the file for rapid retrieval [cf. Climerison (1966)], how data
can be compacted [e.g. Heaps (1975)], or what type of hardware is
best for’'a particular application. A‘great deal of research has
resulted from attempts to employ ¢omputerized systems to aid in the
indexing of_documénts (see section (b) f5llowing). Studies have also
been &éne-in phe area of measuring qur satis?action with the results

of retrieval from data bases*, but this has conc¢entrated mainly on

»
-

the determination of such user-dependent medSures as relevance
(precision) and recall ratios, e.g. Lancaster (1948) or King and
Bryant (1971). Whilq\thesg measures a;e of great importance, since
the final test of any service must be the degree of satisfaction
produced in its users, they lack any obvious relation to factors in-

flwencing their values.g

*All references to data bases in the present work will refer A
to bibliographic data bases.

>



This means that, especially in the context of a particular
search, it.is often difficult or iﬁpossible to suggest means for im-
provement based on solid égidence. Specifically, it is hard to say
whgi part of bad precision or recall is due to incorrect choice of a
data base and what part to an inappropriate use of the data base(s)
employed. Considerable knowledge of the data base(s) developed during
many hours of costly experience may be necessary to correctly diagnose
problem situations, and to enable a searcher to téke corrective
measures.

The indexer (data base builder) also has problems of a Trelated
;nature. He or she would like tolfind a cost—effective ;ndexing pro=-

cedure for a given subject area and within a giveﬁ budgetary framework.

This may be regarded as the prcbl%m’of finding a point lying on a

4

spectrun exten&\ng from no 1ndex ng at all (free vocabulary) on the one

hand, to a highly stYuctured subfect heading and/or numerical classi-
fication controlled situation on/the other, which minimizes cost and

maximizes‘effectivene§s. Anothpr problem is whether it is better to

continue indexing policies which are no longer suitable for some end
' . ’

users, or to break radically witjh the old rules and risk confusing

users who are content with past'practices. To solve these probilems

considerable user input is necessary. For this reason, and also in

order to search more effectively as mentioned previously, the user rust

have considerable understanding of the present structure~and contents
of the data base, as the indexer has designed and built it.

From the above arguments, it follows that means must be found

for communicaiing in some detail and with great.exactness the proper-
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tieés of data bases. The remainder of this thesis is a contribution to
that end, particuiarly in the area of data base growth and change.

(b) Research in automatic indexing and classification

Two excellent summaries of research in this area are Stevens
(1965) and Fangmeyer (197.4). The former work is very comprehensive
and covers virtually all important studies priérlto 1965. Fangmeyer's
report may be regarded as an update of Stevens', although the em%hasis
is slightly different; the %;rmer believes that the human indexer may
‘be aided by the machine to produce an index superior to that which

either”hpman or computer might compose separatély. K He lists the ad- .

vantages of "fully aupomafic indexing techniques" as:

(1) r'consistency is attained as the compu assigns/index terms
: omp

directly from thé\pat ral lan

applying the same algorithm for each document”

ge text of the document, "

(2) "simplicity of re-indexing, which is important, bécause a
" scientific library is a living thihg and classification\schemes
must always éhange according to either the aims of the library,
or the developments in science" ‘
(3) raccuracy, which is guaranteed by thclability of the computer to
select, transfer and re-arrange data reliably without making
-
typographical errors"
(%) "economy, achiecved by Iarée—scale pracessing and computing speed"
(5) mfacility for editing". N
He points out, however, that fully automatic indexing, while it has

achieved results comparable with human indexing in some cases, falls

short in other cases because statistical occurence measures are used

-
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"to overcome lack of knowledge Zn linguistics"; that is, the computer
is not capable of the type of/linguistic ‘analysis a human indexer can
do. More specifically, He g;$§§'5he following advantages of machine~

aided or semi-automatic indexing. ' Indexers:

» ¥

-~ are able' to ﬁake discrimiﬁations as,to the relative importance of
technical concepts as they appear in an abstract or document;
-~ have access to the entire dbcument‘and
P .

~ can go beyond the document itself to reference books, to consultation’
with éxperts, or other sources as deemed appropriate, to aid in pro-
pe}ly indexing the documeht at hand,
- can'apply inductive reasoning to formulate and index concepts which
are implied by the cocument but not expressly st#ted (assignment in-
dexgﬁé),
~ becore familiar with the requirements of the users of the system by
Earticipating in search request analysis, search strategy formulation
and search screening”. What he has not mentioned, however, is the
quantitative measures which the indexer may employ to decide what is
the M"relative importance of technical COncepts; or what the value is of
applying\"assignﬁdnt indexing' in terms of the "requirements of the
users of the system”". Nevertheless, despite his tendency toAignJrc
these important questions,; Fangmeyer provideé an ¢xcellent sumhary Lo
various man-machine systems and to the techniques they apply to index
documents.

Stevens (19%5), on the other hand, comes very honestly to
grips with problems ol ovaluation of indexing, "wh9§hcr applied by ﬁan,
machine, or gaﬂlqechine combinations"”. She correctly %oteé that these

‘ ] | :
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core problems are not so much of technique as of evaluation of the

quality of indexing. The first core problem is our lack of a precise

knowledge of language as a means of commuﬁication. The second is the

difficulty in specifying the vagaries of natural language in such a -
way that a machine can cope with them. The third problem is that no~

‘one has accurately formulated the amount of information lost by re-

~

presentins documents in a condensed fashion. The fourth problem is

7

that no means exists of estimating precisely "whether the benefit bo
users is worth the cost™. Scientists continue to obtain the majority
of their inforraéion from other than indexing and abstracting publi-
‘cations [cf. King Research (1976) 1. The fifth and final problem she
isolates is the difficulty ‘of establishing an objective criterion

using relevancy. DNot only do judgements of the degree of relevance

of a document to.a guery differ from person to person, but t?fzﬁ3;55/—’~“

differ from time to time. That is, documents originally judsed ir-

-

relevant may later become re%cvant; and vice versa. She quotes test

gesults which show that these effects appear to be far from negligible.
Both Stevens and Fahgmoyer tend to confuse the terms indexin.

and classification, 3£“§11 too common error in this field. Unfortunate-

<

1y it,is necessary to decide from context which is actually meant at

any given inn%{
7

s

One.other recent work deserves to be mentioned in the present

context; that of Salton-(1975) Aspite the title, "A Theory of

1)

Indexing", this paper is pfchf more empirical than theoretitcal, and



system, developed by §§1ton ahd his students. It does present a good
cross section of woék in this area, however, and concludes with the
following three questions which the author feels "are the most import;
ant for a bractical application of the theory":

(1) "To what extent can one justify the replac;ment of the complicated
discerimination value computations by the simple document frequency
model?"

(2) "Can the computation of term values obtained from a static model
of a given document c¢dllection be maintained in a dyﬁamic environment |
where old documents are removed, and new ones, added? If not, gow

often must one recompute term values?"

(2) "Can the term values obtained from a collection in a given

subject area be used for collcctioné in different subject areas?"

With suitable modifications to enable thém to conform to different
goals, these conceérns can be applied to the present work. Salton's
work will be¢ returned to. later. |

(¢) Researczh in compatational and statistical linruistics

Since the work of Yule (1944) the seminal problem of statis—
tical linsuistics has been the determination of disputed aughorship.
While only two studles have been jud;jed succegsful, Ellegﬁrd (1962) .
and Mosteller and Wallace (1944), much rescarch has been done to
discover the statistical indicators of style, and to distinyuish these
indicators from the deeper statistical properties of langua,e itself.
An excellent historical summary of this work has been given by Bailey

(1969). Eailey pives five -juestions to whose answers he feels



statistical methods can contribute} "Who wrote the work? In what

1

directions did this writer develop? What are the constraints imposed
on the writer by his language? How does the selection of the mode of
presentation influence the shape of this work? How well do critics
agree in their judgement of 4 piece of writing?" Underlying this
belief (:L.ei.> that statistical methods can contribute to answering
these quesggons) is the knowledge that slatistical tools can be used
with co%fidence to measure and compare language usage.

Probably the most significant compilation and codification of
useful statistical tecnniqueé and the results of applying them to
language has been in the works of Herdan (1944, 19A4). In both of
these books, and in others preceding them, the author has given im-
pressive amounts of experimental evidence drawn from many sources to
support his arfuments. He is pa}ticularly compelliny in his attacks
on certain widely—held“fallacics, perhaps the kest example beihg the
deflation of "Zipf's law". One short quote will suffice. "Mathematic-
ians believe in it because they think that linguists have established
it to be a }}nguistic law, and linpuists believe in it because they,
oé their part, think that mathematicians have established it to be a
mathematical law. As can be shown in a few lines, it is not a law a
all...." [Herdan (1944)].

H&t content with merely attaéking tgo work of others, however,
this gifted and experionécd statistician has proposed 3 more suitable
model, the Waring distéibution, which unlike the "Zipf law", Jdoes

fit the data to a remarkable dersrece as is also illustrated in a nore
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recent article by Mudler (1969). In addition there are a number of
othgg functions that contend to represent -the distribution of words in
tex;, e.g. the deca;itated negative binomial distribution. [Yule (194L4),
Simon (1955)} or the beta function based law of "curmulative advantage"
[Price (1976)]. So far, however, none have enjoyed the success achieved
by Herdan and his followers. |

Despite this success, however, Dillon (1972) writes of the
“failure of linguists generally to produce a satisfactory model of
language behavior". It is his contention that "the potential of quanti-
fication as a means for fepresenting language processes has not been
fully realized, though interest in exercising this approach has grown
along with computer techralo;yy." He goes on to give a fairly conpre-
hensive survey of fesearch on text handling and analysis by computers,
though he purposely ignores most of the work done on data base systems.
His bibliography is useful nevertheless, particularly since many of the
items are annotated from the viewpoint of a statistical linguist.
Also of interest is the section on future research, which tries to lay
down ground rules for fitting qu9ntitative linpuistic research into a
caherent picture. Among other questions he asks 1s whether it is
"possiﬁle to inteprate the variety of statistical modeis being pur-—
sued into some theoretical frame?, It is challencing to learn that
foundational theory is as lackin.g in computational linguistics as it v

is in the study of data bases.



(d) Impact of research in automatic indexing and classificatiom/;nd

in computational and statistical linguistics on the study of data

bases
It is perhaps not very surprising that research in automatic
~indexing and classification has made more impact on the study of data i
bases than has research in computational and statistical linguistics.
If, as claimed by Bailey (1949), éhe comgination of expertise in
’
statistics and linguistics is rare, the additional requirement of an
interest in data bases must make the resulting set of individ§?;s SO
oriented even smaller. Tﬁere is, on the otker ﬁand, a very practical
connection betweeﬁ automatic indexing and/;zissification, and data
bases, the latter providing the material upon which'the former must
operate, Hence just as a carpenter should study woods, and a medica% .
doctor the human body, so it is reasonable that an indexer or classi-
~_g3er'Will study data bases. Despite the seemiﬂg,obvioushess of this
conclusion, however, the set of articles and books where indexers’
classifiers have reported a serious study of data bases is consider-
ably smaller than the number of all indexers and classifiers. This
situation will doubtless chanse as the practice of using computerised
data bases ‘becomes more common and widespread,
One sipn of the inereasing interest in this area is the
recent article by Sparck Jones and Van Rijsbergen (1974) which lists
six requirements that a data base should have to make it useful for

study. The authors also list fifteen juestions which such an "ideal

collection" mipfht be used to answer. lany of these questions are

R
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irrelevant to the present study, but we will return to thé’otﬁérsffh*w_
Chapter 3. .
We return now to the work of Salton (1975), to deal with it in
more detail, especially as regards what it suggests for the study at
hand. Proceeding from his previous work [Salton (1948), Salton (1971)],
Salton has coﬁcentrated largely on the application of cluStering to
automatic indexing. Since his tcsttcoﬁlections ére not large (2C0-%C0O
documents) and since he is generally more interested in analyzing the
results of searches than in examining the basic properties of data
bases, his experimental work 1s of little interest in the present appli-

cation. The small amount of theory he presents is, however, of some

importance in this context. He exhibits the basic difference between

X

the birary and non-binary (weighted) vector approach, and discusses
briefly many different measures of association most of which are either
equivalent to or similar to those discussed in Chapter .. The work of
Salton ard his associates therefore may be viewed as seminal to that
presented here, despite our differing aims.

With regard to computational linjuistics, only the work of "
Yule (1944) and Herdan (1944, 1944) has had any corsiderable impact on
what 1s presented here, this impact beiny primarily in the arca of inter-
pretation of results. The reasen is simple: most computational and
statistical limmuistics relates to long texts by individual authors,
whereas a data base is really a laree nuﬁbcr of short tegts by many
different authors. In fact, it may be considered surprising there

are any cross-applications at all!
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(e) Thesis outline

Chapter 2 will be a brief presentation of sufficient theory to
support the remainder of the present work. In Chapter 3 the main ex-—
perimental results will be given andhdiscussed. " Following this,
Chapter 4.will draw conclusions and give connections between theory
and experiments. Chapter 5 will suggest future research and References
will give the bibliographic information for documents referred to in
the preceding chapters, Finally, Appendices A and B will briefly
discuss programs used in the cnalysis of the information presented

herein, while Appendix C will give additional statistical background.



CHAFTER II THEORY

(a) Agerecates: Zero - one vectors

In order to exhibit tools necessary for the data base study
which follows, we must develop sore theoretical structures within

which these tools may be fitted.

Definition: An aggrerate is a piece of text (assemblage of'

words in some natural language) consisting of at least one

term (significant word).

E.g. the above definition is an aggregate since it contains

a significant word (text) as well as é?mc which are not sisnif-

icant (of, at), l.e. do not contribute much to understanding.
In the remainder of section (a), capital letters will denote vectors.

'Considcr a birary term - aggregate vector

(2.1) X = (xl,xi,...,xh)

where x; 1 if the ith term is present in the agcrecate, and

~ = 0 otherwise,
c.t. X may represent a set of indcx terms ordered alphabeti-
cally. In this case, a "unive}sal" vector,

(a..0) U-(1,1,e0.,1)

corresponds to the term authority list.



13

A period of growth in a bibliographic data base may be re—

~
presented using the above formalism as follows:
(a.}) X < (Ki,xl,...,X“)-)X(X‘-,XL,...,J(\,X\“,...,X'\”)_‘

Here, two types of changes have occarred. First, some cof the terms
have disappeared while others have appeared, i.e. some x's -0 where
the corresponding x's = 1, and some X's = 1 where the corresponding

x's = (0. OUJecond, m new terms have been introduced which were not prev-

iously present. These are represented by ;\ E"L,...,x
s .

4}’ hov:

An important special case is that in Which the initial term—

o~

aggregate vector X is a universal vector as given in (a.2). In other

words:
\
D (a.u) . x;- 1 foralli - 1,/,..0yn
This represents the iritial state of a total data base, or of the

totality of Index terms for such a data base. In this connection, it

’

is natural to dssure:

+

(a.7) Ao 1oror all 10 nel e, oo, nem
-
These m conditions represent the totality of terrs o the expanded
data base or 1ndex term list.

.

v I

IR we now assunme thit O terss have disappearod Srom the first

nterma, we hives

) ‘ 9 H
T (gD ST N - h o men oty (L)
< 1 / 1 )
- = e St et
11 1

1

If we depote the total number o unigple ternms in apy agere-sate by ¢,

then in this case the chanse on the total nmirbep of terms i1s:

- o "
' . ——— — ———— .
(1. A N L - > X - D=l e
£ n = 1 et i
A 1-l



(b)‘ Arysregates:  Non-negative integer vectors -

A simple and natural exkension of the above ideas is to re-
present not only occurrence or non-occurrence of a term, but the number
of times a term occurs as well. In th\ip\ case, the term-aggregate

N s

vector takes the form:

(b.1) X o= (X, 4%, g eeeyX,)

where x;= r if tern 1 occurs r times in the agrrerate, and
= Qotherwise,

Unfortunately the universal vector concept cannot be used for
representing the initial state in this case, and c¢learly equations (a..)
to (a.7) do not hold. The additional information available from (b.l)

can be used however, as will Le seen in what follows.

(¢) Measures of association

A number of functions for measuring simi¥arity in attributes

~
]

of two sets have been sug~ested aml ‘or used in various contexts, (see

Jdi

7]

cussion in Appenidus C ) o The four measures most commonly used
in document retrieval systerms are the following, where X and Y are

term=aotrecate vectors,

(c.1) b (x,Y) (Dice's coerficivnt)
‘ TG e (YY)
/
(c..) S (X, 7) (Jaccard's coerficient)

(4,0 + (,y) = (Y)
(c.?) . C (x,¥) (Cosine coerficient)

?

A (Y,x)

(co) O - (X, Y) (Overlap coefficient)
' man| (£, %),(7,7)

>
v
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The similari%y of these various measures is obvious; all have
as their numerators the inner or dot®products of the two vectors,
‘and all are normalized so they range Between zero and one. (In the
case of the overlap coefficiegt, this is only true for binary vectors.)
‘The zero value is only achieved for othogonal vectors, while unity is
the condition of maximal association, attained when X = Y. Set
theoretic definitions of these measures are given in Van'Rijsbergen
(1975). Jaccard's coefficient is also called tge Tanimoto measure
and was (and is) used extensiﬁelf by the Cambridge Language Research
Unit, e.g. Sparck Jones and Needham (1948). Note that the denominators
whic?\normalize these functions all include vector lengths or squares
of vector gths. One may regard)these as attempts to render such
measures independent of the number of terms, but as will be seen,

-these attempts are not entirely successful.

(d) Ywle's characteristic

The desire to obtain a measure of association which is inde-
pendent of the number of terms has a parallel in mathematical linguis-
tics. In the widely cited volume by Yule (1944) the author carries
through an analo;y between the distribution of accidents in a popula-
tion at risk, and the distribution of words in text. The degree of
similariteyr of the two situations may be questioned, but it is certainly
true, as Yule roints out, that not all men have cqual liabilities to
accidents and similarly not all words have equal probabilities{of
appearing in a particular text. 1In aﬁy event, based on the assumed

similarity, and the use of the binomial distribution and, its limiting
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case, the Poisson distriBution, both of which had previously been
applied by Yule and others to accident distributions with considerable
success, the author deduces that the following value, K, is independent

. of text length considered. ‘

) (d.1) K = k SAg-2ie

where k is a positive- constant chosen to'give K a convenient
magnitude (Yule uses k = 10,000), Si‘is the total number of
words (including repeats) in the sample of text being ana-
lyzedz and S, is the sum of the productsrof the squares of
, the number of occurrences of words and the number of differ-
ent words which occur that many times.
To apply this function to the term—aggreg;te vectors discussed above;
we defdine

S :zz:: ii and é; =:£:: xil

i-1 i=1
where the x.'s are defined in (b.1). 1In vector notation:

S, = O(X,U) and §, = (X,X)

where X is defined by (b.,1) and U by (a.1l). Hence (d.1) may

be written: ' p

(@.1) k(W) = x (X’x)(x?u)q’”’

and may be seen in this form to differ considerably from (c.l1)
through (c..,) when U is substituted for Y in the latter. K(¥)

ranges between zero and k. It is cero whenever X is a binary
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, ’
' l

vector, while for large values of elements in X it comes

arbitrarily close to K 5X,X% . It is possible to define a
X 2

measure of association involving the characteristic as follows:

(@2) & = 1-LlEE) k)

<

where k" is a positive constant chosen to give A a convenient
magnitude (i.e. not too close to unity over the data being
compared), but such that 0< A €1 « This is true if

k2 mex ‘K(X) - K(Y)[ o;er the data being corsidered.

Yule's characteristic has been criticized by linguists be-
cause its derivation assumes that the vocabulary has a binomial or
Poisson distribution. This objection has been removed by Herdan (1944)
who has shown that the "coefficient of variation of the saqgling;dis-
tribution of means", which for large vocabularies approximaﬁes to noné
other than the limiting cdase of K(X) defined abéve, is indeperndent of

text length by definition, when text length is sufficiently large.

This function, which may be called Herdan's characteristic, is given

by

* X
d.? K (X = k Ky
(d.) (x) -

where” X is as given above and £, is the correspondin; binary
vector as Jdescribed in (a). As mentionéd, the second fraction
on the rirsht—hand side of (d.3) becomes negligibly small with

larse vocabularies., For further Jiscussion see Appendix o,
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(e) Herdan's law of relative growth , | .
On the basis of some fairly simple assumpiions regarding the

factors affecting growth of vocabulary, analogous to the growth of

biological syétems, Herdan (1960) derives the following relat;on

between size of vocabulary, V, and text-length, M.

¥

(e 1) V = N

where 1/15 a constant which gives the ratio of the growth
rates of wvocabulary and text length. Since both %ocabulary
and text length increase,“bft the latter more rabidly than
the former, O < ¥ < 1. This relationship may gé rewritten in

vector notation as: /

‘

(1) (%,0) = (x0)° /

'
!

N
Y in (e.1) and K (X) in (d.3) are rerarded As "characteristics
of style® by mathematical linguists. That/is to say they re-~

present properties of particular vocabularies. In the present

work we wish to resard them as representptive of vocabulary
properties of a particular data base.
It may be noted that equation (c.l)/r lates inforration siven
bv a non-negative integer term—ajirresate veefor with similar information
from a binary term—=arrsregsate vector. Tt stiates that the sum of the
elements of the latter is equal to the sum/of the clements of the former
raised to a power, whose value lies betwe¢n 2ero and one. As we shall
v

see 1in the rerainder of this thesis, a r¢curring theme of some practical

importance is decidin- when sufficient Information can be obtained from

~
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‘

the binary vector and when, on the other hand, one must determiqe the
integer vector.

One deduction of interest that can be made from the precedigg
definitions and equations is that the cosine measure (equation (c.3) )
is not well suited for use with large data bases. For simplicity we

take Y = U in (c.3); this corresponds to comparing a particular term—

aggregate vector to an initial state as given by (a..). In that case:

3 v

~ 3 (X!U)
o ¢ = S ——
fe- \J(x,x)- (U,0)

but for large vocabularies using (d.3),

(1,X) = «(XU) where < is constant.
substituting this value in (e.2):

oo o) _
Ve (x,0) (7,0) VRCRGY

i.e. for a given U, C is constant and hence of no value in

1

4

discriminating betueen term—aggregates. It is ecasy to shou

that the same 1s not true for the other threc measures of

association given in (¢), nor for that defined by (d.2)

Since € (like all other measures of association) is symmetric
in X and Y, it tollows that, for larre data bases, vherever one of the
term-apprepgate vectors belny; compared is close to a scalar multiple of
a universal vector, ¢ will not be useful in discriminating between this
and another term—asiregate vector, remardless of the form of the other
vector. The increasin,:ly lengthy tails of distributions such as

Waring's (see Chapter 1, rart c) make such vectors extremely likely o
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occur for large data bases. This phenomenon may very well have con-
tributed to the poor clustering observed by Gottliedb (1974) when using
the cosine coefficient, since he remarks that THe Tanimoto (i.e. Jaccard)

coefficient performed better. (

AN
" S
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CHAPTER EII EXPERIMENTAL RESULTS AND DISCUSSION ;

(a) The purpose of the experiments

-

The following expefﬁmental work was Be,un with a view to study-
ins the alterations produced in a data base over a period of years by
chan,"es, in terminology. The phrase "changes in terminology" is used
here in a rather restricted'sense to mean the tendency of an aggregate
ts drop some terms and to acquire others. We do not consider the
reaning of these terms per se, only their physical form.
" fmerging from the prime objective given above, a secondary goal
arose. It became important to determine the peapertics of measures of
:

association which were used to compare time serménts of the data base

being studied. So far as the author TS aware, neither of these spec—

ific objectives has been pursued in this way in any previous work, al-
though linguists have shown some interest in the way lamgmage changes

[Fodor (1945), Herdan (19/6)].

(b} The experimental rethod

The data base used was a larre subset of a moderate siced data
base, namely the SIRLS file of the Faculty of Hwman Kinetlices anc
Leisure Gtudies, University of Waterloo. Jpucifically, 892 citatiors
with abstracts were studied, ranging in publication date from 1940

through 1974, Many types of publication were represented, e... &overn-

ment documents, mono.raphs, perlodical articles. The decision to use



Y]

this file was based on its availability, its size and range of dates,
its format, but most Sf all its subject matter: social science. It

. !
was felt that this choice would provide greater changes in terminclogy
than ﬁight be observed in a data base taken from one of the physical
sciences. -

The original file was partitioned into separate years, and
descriptor term lists as well as free vocabulary lists were generated
in rachine readable form, using the FAMULUS programs developed by the
U.S. Forest Service (1969) (see also Appendix A)., The descriptor
terms were controlled vocabulary terms assigned from a total list of
L9%. The free vocabulary terms were taken from the abstracts and
titles, after non-significant terms such as or, a, but, et¢. had been
removed.

The resulting lists of terms were then compared and the
measures of association deseribed in Chaptcr = were calculated (see
Apvendix B). In the case of the indexes only, term fregquencies were

also obtained, so that non-binary measures could also be compyted.

: R . N
This was not done for the free vocabulary terms since, as will Ve

\
N

A
seen, these tended to be murth less accurately representative of tie
subject chanres that were occurring.

(¢) The result of the experiments

- In Tables 1 and 2, results for indexes and vacats (abbrevia-
tion for “free vocabularies") are rsiven. The years from 1941 throuch
1975 were compared with the base year, 1970. The resultine cosine

measures of association are also illustrated in Firures 1 and ..

o



FIGURE l: Binary cosine coefficients
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TABLE 1 - Measnresﬂof‘ ‘Association cfor Vocabs
NUMBER OF TIFRMS BINARY CO3Il
214 ——

369 0.188¢CA

213 c\iiosqﬁ

303 0;17671?

£47 0.135.80
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3 1377 0181414
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1 34 0417039
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. As a check arainst too hasty interpretation, other measures of
association were calculated, and their values are also given in Table 2.
These values are also illustrated in =he bar graph charts lanllcd Fiures
3 throuyrh 9. Table 3 gives a breakdown of the number of citations witn
abstracts per year.

Finally in Table 4 and the accompanyins graph lébelled Figure 10
is givcn‘a picture of how well the data conform to the law of relative

growth of Herdan.

(d) Discussion of results

The results presented here are incohplete in some reSpec£s. Since
onlyr one data base of a moderate sice was examined, it is possible that
there is some subjcct bias, and that a larrer sample might hﬁx; behaved
differently. Limitations of time, availability and funds have'prccluhcd
a more extensive study, however., It is clear, therefore, that further
research is necessary to determine the reliability and real extent of these
results., For this reason discussion based on ther must be considered some-—
what speculative.

The initial impression created by Tables 1 and 2 and by Fl.ures
1 throwsh 9, is one of considerable complexity. It coems likely thrat g
nurber of partially opposine forces are at work, For example, despite the
larpe time sypan of the Jdata base, the simalarity of later years with the
initial year Jdpes not decrease markedly with time in most cases.,  (Only
the non=-binary Dice and Jaccard caefficients show such an effect), 1In fact
in Fiwure 1 there 1s actually an increase noted, in that tle 51milu@1£j

4

Letween 137¢C and 1979 is spmeficantly (10.8%) creater than that retween

A
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1670 and 19A1. The same is true of Fipures 8 and 9.

The vocabs, on the other hand, show a different pattern., As

shown in Figure 2, their/cosing coefficients are considerably smaller “han

those of corresponding {es, and are pgenerally more uruform in sice.
After 1943 the coefficights take alpudﬂen drop in size (hatched bars)
whereas the cosine coefficients for the indexes increase at the same
point (Fioures 1 and ). Furthermore the change from 19/% to 169 1s

only about.l/h of the value at the lower side for the vocabs, while in the

case of the indexes this change is about 39% of the lesser value. NMore-—
over with two exceptions, 1944 and 1946, all binary cosine coefficients
for indexes are less than any after 1973, This is illustrated by the
dotted line in Fiqure 1, which is drawn at the level of the smallest
measure of association after 1943 (i.e. 197%). It is also evident that
the two deviant years are not above this line by a sa,quficant amount.
In thLe case of the voecabs (Filrure ) tie dotted line :s drawn at the
heisht df the redian coefficient atfter 1943 It 1llustrates the fact
that wiale all but one (19¢.) or the coefficients prior to 1999 come
above ‘it, none are very far from it. The median o{ thae coefficients
tefore 1970, .00 07, 15, hosever, 190 prve the line and this 1o stat-

AY *
1stically s:iaficant, as can be shown by 4 chiwgsuare test. .
The above deseribed Increase of the coerficients for
«? )
with tire 15 aliost certainly due to the small sice of the set o all
possible index terms (L) as cofpared with the very larce sice ol the
set of all jussilile voradh terms, which 15 really the wion of the sets
4
of workiny vecatular:es of 31l autdors (probably in excess of Lo,
.

n . .
Y LS reason increasinc the sire of the nuwmrer of niea

terns has a var-et offect on tne nuwier of repreated terts, taiven ity
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FIGURE 3: Non-binary cosine coefficients
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(X,Y), and hence on the binary cosine coefficient. As data base additions

become large, however, and (X,Y) approaches its upper bound of - (X,u), w?ere

X is given by (a.1) and U by (a.2), it is clear that this phenomenon

will be less noticea®l®, as a’kind of saturatiog point is reached. From

that point on the cosine coefficientéfor indexes will grow steadily /

smaller. In that case, the number of times particular £erms occur in the

dat; base will become important as an indicator of expansion and growth

in particular subject areas. '
With th vocab terms on the cther hand, the inqrease‘in repeated

terms was compensated for by the overall increase in-terﬁs. In other

words, because the sample studied was small as compared with the sice

of the set of all posgible vocab terms, the effect of changes in terms is
' léss propounced, and /consequently less can beksaid with assurance about
the behaviour of the data base. For this reason the vocabs were not
pursued further, while the indexes were. °t

The cosine coefficients for the indexes in the non-binary case
(Figure 3) confirm the results illustraﬁed by Figure 1 for the Binary
case, given the c¢ffects of random fluctuation. The same cannot be said
for either of the two other coefficients which are defined in both the
binary and non-binary case, i.e. Dice's and Jaccard's coefficients
(Figures /. through 7). ‘

. An interesting result may be noted with these 1a£ter two pairs
of coefficients. A comparison of the tar praph charts showé thdt the
rbinary Dicé coefficients are very nearly proportional to the binany/
Jaccard coeffigients, and similarly for the non-binary cases, the con-

stant of prorortionality being a little less than ~. This phenomenon
pror A 5 p



FIGURE L: Binary Dice coefficients for indexes -

1940 and 19A1l through 1975
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FIGURE 5: Non+bina Dice coefficients for indexes -
\ 1940 and 1961 througsh 1975
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FIGURE A: Binary Jaccarfl coeffficients for indexes -
1940 and 1941 \thpdbugh 1975
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FIGURE 7: Non-binary Jaccard coefficients for indexes -
1940 and 19A1 throush 1975
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FIGURE 8: Overlap coefficients for indexes scaled by 1/2 -
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FIGURE 9: Measures of Association based on Yule's
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is due to the nearly negligible size of (X,Y) as compared with (¥,X)
+ (Y,¥). It should also be noted that the contrast between years

1948 and before as against years 1969 and after is not as marked in

Figures 4 and é as it is in Figures 5 and 7. In all four cases it is

in any event anomolous as compared with Figures 1, 3 and 8. Statis-
tical considerations discussed in the following paragraphs indicate

that the anomoly renders the Dice and Jaccard coefficients unsuitable

for use in the present context.

A little thought reveals that in order for a measure ofjg‘
assbciation such as those given in equations {c¢.l) through (c.4) and
(d+2) 7o be useful, it must not exhibit a negative correlation bet—

ween its value and the size of samples being compared. For if such

a correlation exists, there is the danger that it is due to the nor- |
malization of theée measur@s, rather than to aﬁy $imilarity between
the samples. Strong positive correlation is also slightly suspect,
sincé this could ingicate that the normalization is unsuccéssful in
preventing sample size fqom having an effect on the result. For
these reasons Spearman'sirank order correlation cocfficient [Conover
(1971)] was calculated for the’coefficicnts illustrsted in Figures
1 through 9, with Lhe followink results: ’ ) ‘

(l.) Binary cosine for indexes (Figgré 1) 0.84375G

(2.) Binary cosine for vocabs (Figure 2)  0.38L245

(:.) Mon-binary cosine for indexes (Figure 3)  0.AF303A

" .
(4.) Bindry Dice for indexes (Fiure 4) 27

(~.) ‘Hon=binary Pice for indexes (Fimupe ) ~ 300

I~

#AI\,
I
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(A.) Binary Jaccard for indexes - ' (Figure 4) -0.275893

14

(7.) Non-binary Jaccard for indexes  (Figure 7) -0.934821

(8.) Overlap coefficients (binary) TN

for indexes (Figure 8) 0.9544AL

SN

(9.) MQ%Sure based on Yule's character-

istic for indexes (Figure 9)  0.15A250 NG

The null hypothesis can be rejected at the Q.C0Ll level in f//)
cases (1.), (5.), (7.) and (8.) above, at the 0.01 level in cases
(1.), (3.), (5.). (7.) and (8.); i.e. in one additional case. Con-
sidering sample sizes used it cannot be safely rejected in the other
cases; i.e. in cases (2.), (&.), (A.) and especially in case (9?7.
These results were checked using Kengall's Tau [Conover(1971)]. It
may be seen that the non-binary Dice and Jaccard coefficiénts are
immediately ruled out as being too negatively correlated. Moreover,
the behaviour of the binary and non-binary cases forfthese two co-
efficients ére seen to be quité diffefent, tge importance of which
will be dealt with in the next chapter. The binary and non-ﬁinary
cosine coefficients, on the ather hand, once again show fairly good
agreement, although as mentioned above, their positive correlation
with sample sice is somewhat suspect., lven more suspect; howeve?,
is the much higher positive correlation of the overlag coefficients.

‘Finally, the measure of association based gn Yule's character-
istic i3, as might be expected from the thgory given in section (d)

of the last chapfer, least correlated to sample size. Unfortunately

o e

- Wt a aw X
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this céefficient does not behave well for «pall Samples for the fol-

lowing reason. As indicated in the aforementioned sectidn of Chapter
. L
2, without assuming a Poisson-likz distribution for,vocabulary, an

error will occur in the calculation of the chanécteristic-x, due to
the use of small samples [cf. Herdan {1964)]. This error can be

estimated with the second term on the fig5t~hand side of equation™
(a.3), k = € , say. In other words, errors inversely
. (XU T~—

proportional to vocabulary size will occur in the calculation of K.
Hence from the definition of A given in equation (d.2) this will
result in errors in the values of A of the order of .

and Y@ is the base term-

i’l ¢ - é'f vhere € = ¥
K’ ' . (Y,,VU)
agpregate vector,(i.e. that corresponding to the year 19405 againsi
which the X, vectors are being compared. §his results in a mean’
error estimate of 5,.08759 over the dgia beins considered, which is
considerably larg rcihan any value attained by A, It is an under-
statement to say t systematic errors of this order are not accept-

able.

“In the aresent caso, therefore, it appears that despite
'misgivinqs over the positive correlation ;f the cosine coefficients
with sample size, these are the best of the coeffigients s;udi;d in
their overall behaviour. To reinforce this statement, several‘prac—l
tical observations can te wade, based on a more detailed examination
of Figures 1, 2 and ?.

Firstly, in 111 ‘aree Sets of/;aefficients, that for the
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year 1942 appears small relative to most of its neighbours. (The
smallness of the coefficient for 1943 in Fiéure 3 may be attributed

to statistical fluctuation, in all likelihood). It is reasonable to

. suspect that something unusual occurred in the development of the

data base during'that year, Either the production of literature in
the fiecld was sparse, or, as’is more %ikely. some articles have not
been abstracted. Similarly 197, may be looked &t, since the vocab-
coefficient is small (Figure 2), whereas the index coefficients
(Figures 1 - and 3) are abouthormal. This is more liKely to be a

case of random variation however, since all coefficients are not
smﬁll for 1974. Finally, returning to the change in the coefficients
which occurs between 1948 and 1949, we may postulate some sart of

change in the literature during that period.. In fact discussions

with workers in the field reveal that this was the case. At about

. this time.a great deal of new ground was broken by a number of

researchers.

We return now to & detailed considerntion of the ﬁuestions
raised by -Sparck Jones and Van Rijsbergen'(l97ﬂ), mentioned in
septiOn (d) of Chapter 1, which are rolcvént to the present study.
The first is "Exactly how competitive is natural languaéc indéxinq
derived from titles with contéollcd laﬁxuanc indexing from ahétracts,
for rcérospcctive searching, and for on-line searching® lore will
be said on this subject in the next chapter, but sufficclit to note
that Figurc 1 represents controlled languape indexing while: Fijure
2 represents the natural lanmuage situation. The next juestion 1is

“How Mnzerous is document retirin-?" This question relates to

S
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subject growth and change, i.e. to {he first objective of the bras—
ent study. Another relevant qpestioh\@s "How'reliable is automatic
assignment indexing?" Since most such schemes depend on measures &f
association such as those defined herein, the previous remarks re—
garding Fur secondary objective may be of some interest to research- |
ers in this area. More will also- be said in the next chapter on this
subject. Finally, "How are statistical associations best gxploited?"
Whilé this gquestion may be too general to have a very compléte answer,
or at least to be angwered in the present context, ,a postulate of
this thesis is that the statistical measures of association given
here are of great value in studying the behaviour of data bases, at
least for some of its aspects. |

Another postulate is tha£ some relationships discovered by
the statistical linguists may be applied in the study of data bases,
An example is givén-in Figure 10, which shows that Herdan's law of
relétive growth appears to apply with remarkable accuracy in this
case, as the regression line shows. All points lie within the limits

of experimental error from this line.
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A CHAPTER 1V CONCLUSIONS

i

(a) Specific conclusions

Sidce only one data base of moderaté‘size was examined, the
" most concrete conclugions based on experimental evidence are of a
‘ very specific ﬁature. i.e. specific to this sample. .ﬁore geﬁeral
. conclusions will be put forward in the next section, but these must
be regarded as speculatlons and heuristlc based in part\\n‘the
theory of Chapter 2.

As indicated in the last chapter,”there are strong statisti-
cal indications that a change of terminology»of some magnitudd
occurred between 1968 and 1969,;dnd,that this alteyxed the character
of the data base'from that time on: All measures of asso€iation

‘point to this in some degree, some more markedly than others.

Secondly, based on outside knowledge of the field from which '
items in tpe data base drose, one can asseért with some confidence
that the cosine coefficients gave the best statistical picture of

':changing terminology of thé'meaéureé df association sﬁddied. Further-
more, the use of the c051ne coefflclent led to the recognltlon of
1962 as a’ year when there was an unusually small representation. of
data. Also therc was a close correlation between the behaviour of |

the binary and non—bihary‘cosine coefficients. Thig last considerd-

tion is of some practical importance.

,
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To establish the value of a particular element in a binany‘
term—-aggregate vector as unity, it is only necessary to° £ind one
occurrence of the particular term involved which usually will not

mean an extensive search. For 'all values of elements in non-binary
2 .

-

term~aggregabe vectors, and for zero values iﬁ binary vectérs, on
the other hand, it is neécessary to examine the.entire aggregate.
Hence there is some saving in search time in usi;g the binary vectors
when, these convey sufficien£ information for the'purpose at hand.
Moreover -since, .on the average, iﬁcreasing the size of the aggregate
will make the occurrence of a particular term more likely, this
saving will increase with larger data bases. O0f course, if thé file
has been previously inverted on the field being‘considered, non-

binary measures do not present a problem.

Finally, focussing on the different behaviour of the cosine’

-
AN

coefficients for indexes and vocafs, it appears that the 1968-1949
change was considerébly\greater for the lattef than it was for the
former. This is in keeping with the role of index terms whicﬂ is to
preserve continuit& of termino;ogy over time. Thus the variation in.
these coefficients gives a measure of how Qell or badly this goal is

achieved.

(b) General conclusions

It appears very likely that for aggregates of fewer than 000 -

terms the binary cosine coefficient is the most effective of thoseé
t¢sted in estimating similarity. Likewisé. for suéh‘azgregates the

binary cosine coefficient gives sufticiently accurate comparisons
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without the necessity o? the more arduous calculation of non-binary

coefficients. f

"

Unfortunately, the cosine coefficient loses efficacy with
larger aggregates for two reasons. Firstly, experiment haé shown
that there is a positive correlation between the cosine coefficient
and aggregate size. Since the cosine coefficient (like all other
measures of associa@ion) is bounded above by unity, this means that
a reduction in the abi;ity to discriminate between large aggregétes

mist occur. Q-econdly, theory (Chapter 2, section (e)) predicts that

for larger a

egates there is a strong likelihood that many term—

aggregate vectors will have nearly equal elements leading to a lack

of discriminaiion by tHe cosine coefficient on this account. This

P/is further verified by the paper of Van der Meulen and Janssen (2977).

?he theory of statistical linguistics comes to the rescue in this

case, howevexr, with Yule's characteristic which is free of both the

-above defects, but is not usable for small aégregate§, due to an

error term which becomes negligible for large aggregates (over 1000

terms), butrpredicts a large error for\small aggregates (fewer thhn‘

Iy

1000 terms). One regrettable poiﬁt is 'that the coefficient A, based

on Yule's coefficient, is not defined for binary vectors. Hence in

,this case nothing can be saved in search time as noted above.

(¢) Summary of applications

In summary we 1ist six areas of application of the foregoing

°

analysis:
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(1)

(2)

(4)

(5)

()

Keeping track of continuwity of indexing:

L7

Spotting possible gaps in data base céverage:
Cases where the measu;e o{ association is unusually small, ;?”
particularly if several such measures agree, indicate
that there is a smaller overlap of terminology between the
samples being compared. This could mean the absence of .
litegature relevant to thé data base.

Discovering the extent of changes in terminology:

Abrupt changes in terminology are represented by lasting
increases or decreases in the measures of association, as '
opposed to individual short-term éhanges which occur due

to gaps. T
B

The smaller the changes in measures of association on the
indexes, the greatér is the contimity of indexing.

Studying the effects of changes in the field on the data base:
Changes iﬁ the field often introduce large numbers of new |
terms which will cause the measures of association to
decrease as s¢en. ”

Seeing how closé the free'vocabulary is t6 an indexing vocabu-

larys:

If the free vocabulary ghows sufficicpt continuity of index-
ing; the cosf\of indexing,méy be unnecessary. .

Accounting for recall, precision etc. properties of data bases:

The last possibility especially will réquirq more, research

apd is reall} beyand the scope of this study. The need for



e

T Roa e | ah R S e g e et W p R o e e o R

¥

‘more research will be examined in detail in the next

chapter,

AN e e
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CHAPTER V_FUTURS RESEARCH

(a) Theoretical research

One apparent need pointed to by the results presented herein
is for a single measure of association which will be usable for any
size of aggregaté. It must be independent of aggregate size, of

\course, and free from systematicverrbrs. Preferably, it should also
be éimple to calculate, having a Binary vector form, if possible;
whose values do not differ too greatly from the non-binary form, All \
this may be impossible to achieve, but then the mathematical problem
of showing that such a coefficient does not exist presents itself.
Thig problem will require a"more intensive study of the underlying
statistical theory.

A

(b) Qgperimental research

A comparison of recall and precision in actual retrieval ex—
periments with measures of association within the data base may show
that where lack of continuity of terminology existé, precision is
low and recall tends ta be inadequate‘ It should also reveal cases
wherg free yocabulary searches are adequate for certain retrieval
purposes and where they are not. Of course changing terminology is
not the only tulprit upon which inadequate retrieval may be tlamed,‘
but ‘it is one which has received scant quantitative attention.

Anotherxgiea of 1mportancc is the bibliometric study of

dlfferent subject data bases to see what propertles of the field of

L9
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interest might appear in measures of association between years, or
between sub-fields of the-subject area. This would lead not only to
a better knéwledge of the history of the field, but also to the poss-
ibility of custom-designing a retrieval system especially suited to
the peculiarities of the data base. Presumably certain basics such
as booleaﬁ search logic or variable print fields would be standard,
but whether or not to search abstracts, or to include man-made and/
or machine~generated index terms might be decided partly on the basis
of such studies. . |

Finally a confirﬁation or denial of the conjectures put for-
ward here with regard to the use of the coefficient A with large data
bases would be welcomed by the author. Certainly if time and finan-
cial resourtes can bé made available, the large data bases are not
lacking. In this connection, it would be useful to continue the
task of verifying what results of statistical linguistics are applic-
able to data bases (see section (¢) of Chapter 1). In pafticular,'
discovering whether the Waring di§tribution pgives the best fit to
frequency distribution of terms, or some of the other contenders,
would be of considerable advantage in Eevéral types of applications,
e.g. data base compression [Heaps (1973)], or identifying the effect

of deletion of low or high frequency index terms [Svenonius (1972)].

. A promising beginning in this area of study has been made by Houston

and Wall (1964).

¥

y
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APPENDIX A THE FAMULUS PROGRAMS

This suite\of programs was originally designed as a personal
bibliographic storage and retrieval system for researchers. It is’
extremely portable: being mainly written in FORTRAN, and is used by
a number of institutions throughout North America, such as the
Freshwater Institute in Winnipeg, Manitoba, and the University of
Waterloo, for a variety of purposes. It executes under a batch
operating system and makes efficient. use-of fil;s iﬁ excessdéf
10,000 décuments. The version of FAMULUS used in the p#esent work
was implemented at McMaster in 1973 by Dr, B.P, Guru of the Com-
puting Céntre on the CDC ALOO. A description of the purpose of each
of the main programs follows:

1. EDIT: :

This program is used for input correction and deletion of
}ecords., It also prints records which are being manipulated in one
of these ways.

2. SORT:

This program permits rearrangement of the file in alphabetical

order by any field. -
" 3. GALLEY:

This program allows the user to produce printed output in 3

variety ;f formats. Togcther‘EDTT and GALLEY give quite a wide range

of possibilities in this revard.



L. SEARCH: « /

This enables’the user to.retrievé a sub-set of a file by
constructing an appropriate search formula.. It is a powerful facil-
ity, offering complex nested Booleaﬁ e;preséions.

5. VQCAB: |

This program allows one to list all significant words from
any desired field or set of fields, in alphabetical order. It was
very useful in estimating binary measures of association: It op-
tionally provides card as well as printed output.

6. MERGE:

This offers the user the possibility of combining two files

with similar record structure into ons file. \
7. INDEX:

For ;veny keyword in the descriptor field, INDEX lists the
number (aqgigned by the system) of the record in which %hat keyword
is found. This facilitg was used in'detormininé the non~binaf&
méasures of assodiation..:

8. OSSIFY:

This allows. the user to reproduce a éile on punch cards as
back-up to ﬁhe magnetic tape copy,.

“In éompiliﬁg the raw data far various samples, the FAMULUS
SEARCH program was altered by the author to operate interactively via
INTERCOM., This cmabled the ‘author to sequentially search records on
selected fields and to complete the collcctiqn of data in less time,

-
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“compute .the measures of association, The algorithh employed in this

ISt

\

APPENDIX B OTHER PROGRAMS

Two addltlonal types of programs were also used in thls pres-

ent study. Flrstly, a number of programséwerg written in 1nter§ct1ve

*BASIC an the HP2000 for estimating various statistical parameters

mentioned previously. These were of a standard nature, and are not
descr1bed any further, .

The second type of program 3§itten employed SNOBOL IV. This.
program accepted card output from the FAMULUS VOCAB program (see’
Appendlx A)_and compgred tyo such outputs toécalculate the number of‘,
common terms (i.e. tequ the two aggregateé had in commonf; T?e
létt%r was ﬁhen\used in the'ﬁASIC programs mentioned previously to

“a

analysis is given in Figure 1l. ‘ ‘ S N
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APPENDIX C _SOME STATISTICAL CONSIDERATIONS
. ’ N

PN
RS

In Chapter.2, section (d), it is stated that the measure

of association designated A is.independent of sample size for

-

., large samples. A proof of this, due to Yule, follows.

First of all, by the definition of A given in equation

E

(d.2), it is sufficient to show that K(X) is independent of sample

size for any integer vector X, and large enough sample size. We
now introduce more conventional statistical notation.

Consider a set of m distinct terms digtfibuted in an agg-

regate according to the Poisson series

(80.1) . me-)(l -+ )"‘3 + + e’
. 2

_term is used and the total er of occurences of all

- \ ~ L, . .
terms in the aggregate being considered. The number of
terms nqy occurring in the sample is me -2 ; the number

-2

occurring n times is 1 \ae ) for n = l 24000

n!

It is a weli Kriown pfoperty of/the Poisson distribution that its

mean and variance are equel. In this cade, they are each equal

_ Yo A By the above definition of A ? it is directly proportional

to the total number of occurrences of all terms in the aggregate.
Ngw the dlstrlbution ror all aggregates together (e.g. a

file made up of flles for each year) is compounded of a number. of

PSP VR N S
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such-components (ac.l) with different values of. 4. 1iet the mean

of the ) —distribution of these components be A and its standard

deviation be qr. Then the mean of the complete term-distribution,

M, say, is given by:

[4

(80.2) M = A

and since the variance of the complete term—distribution is the

mean variance 8f the component distributions, i.e, A y Plus the
. A -
variance of the means, which is I; ,

2 - . * L
(ac.3) = A+0, =M +05
But as remarked above, all A 1s are directly proportional to the

total number of occurrences. Therefore, doubling'the iatter will

double the former and also double C;-. Hence the coefficient of

.variation of A or

(ace) v-a/7
is independent of the number of occurrences. But ’
. L— 0_‘,_ -' zy G“_..:.—
(8&2.5)» )j; = )/‘3}?2. LMc
M :

__—“_,ﬁxom%(ag.z) and (a;{B).

Thus the fraction on the right hand- side ‘of equation (at.5) is

~

r \ }mdependent of the number of occurrences, that is, of the size of

sample,
"Now if N is the total number of terms (including repeti-

- . . Y N
tions) in the complete, term-distribution we can write s

Kl

[

» A - N

‘(ac.'é) ° M = ‘§_{

and
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(ac.7) o = Si - S

¢ ——

N N

t‘

where S, and S, are defined in chapter 2, section (d) (p.14).

Hence the right hand side of equation (ac.5) may be ré—expressed as

(ac.8) N (j Ss¢ _ S;'_ Sx) . Si- Siy l‘
st N N¢ N

1 Sll
But N is independent of the number of occurrences. Hence since the
expre§sion on the right of ?acf8) is independent of the number of
‘occurrences, so must the following expfession be:
(ac.9) ~Sz - S ‘
s,

But this is just Yule's characteristié,_apart from a,constant multi-
plier, as defined in equation (d.1), and re-expressed in vector form
K(X) in equation (d.l)t This completes the proof. ;

As mentioned this proof has the disadvantage of assuming a
Poisson distribution fof terms. The following pfoof, due to Herdan,
shows fhat this assumption is unnecessary, ﬁowever.v '

Let the number of distinct terms in an aggregate (the vocab-
ﬁlary) be V;';et v, be the coefficient of variatién of the term-

distribution, and M, and 9. be its mean and standard deviation,

respectiveiy. Then

(ac.10)” Ve %Y T4 SRS P4 | _
voooM) : M, '
S8 /Zw 1 _ 8: _1
&. = - 12 ‘
(5, / V) v S, .

. ARG, T SR NIV S e e



L

‘ S;nce V cancels out of the first term on the right, and 1N ¢
be neglected for 1argé:V, it follows that v1‘/ V is independeht of
V, i.e. of sample size. »

But the right side of (ac.9) is also identical to the
righp side of (d.3) apart from a constant factor, which means
v,;/ V is directly proportionél to Herdan's characteristic¢ given

by that equation. As mentioned in chapter 2(d), Herdan's charac-

teristic and Yule's characteristic bécome arbitrarily close to

.
J
“

———— =

s (x,u)*

Thgs completes the proof.

More generally, one may ask whét is known about the pro-
perties of me;sures of association which might allow a better
choite of measure than either E or the cosine coefficiept.. Unfor-
tunately the'answer to this question is at present, very little.
There are two standard references in cluster analysis, .the field ip
which discussions of sgch méasures occur mbst frequently, nemely
Sneath and Sokal (1973), and Duran and Odell (1974) . Both survey
the literature, the férme; somewhat more extensively than the
latter. The latter gives a more theoretical approach than the

former, but neiﬁhef‘come§ to grips with the problem encountered

here, the dependence of results on sample size. A theory which

-

would allow the user of such measures to minimize this dependence

is lacking in the literature, but Yule's results given above
' ~
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would tend to indicate lhe likelihood that such minimization
would require in most cases a knowledge of the ﬁnderlying statis—
tical distribution of the elements used in the comparison, in
this case the terms: ?his krniowledge is lacking in the present
caée, and, judging from literaturé previously cited (Seev
chapter 5, section b), will require much more research to estab-
lish with the desired degree of exactness.

‘ In the absence of a general theoretical structure of the
kind described in the last baragraph, one is left with the option

of trying many ‘ﬁgsibilities and comparing the results. This,

in part at least, -is what has been done in the present work.

i,
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