g 4 N Lt . ox - I > [T
. .- Ve ATET ERAa . . oy o e
. - . . Led e oy ] . 4 Lo, e . N ,
Lt R A 5 L AL s s sy g AR ML e e I »&IP O T e T i I L P TRey I -~
. -.lh.u.a\vl.ub.‘i.i - T e e P e il il G ’ " . . gfuﬁ, ‘.
Lo TR R S . ‘ t w ) PR N et 4 o ‘ LR O D L A Uy AR s W re P eems e [ -

CAL RANK TEST FOR ANALYSING BIOMEDICAL DATX

TICTI
.

A STA



u
&

“e s
> vl

. o =]
P "y"“.:v"_'fb, e
E

A STATISTICAL RANK TEST FOR ANALYSING BIOMEDICAL

DATA

By
ROBERT ALEXANDER MAGEE,-R.T., B.Sc.

- A Thesis
Submitted to the School of Graduate Studies
in Partial Fulfillment of the Reguirements
| fordthe begree
Masté}:bf Science
McMaster Uniyersity*

August 1976.

Ve T

¢ ROBERT ALEXANDER MAGEE 1977

-t

= e K s e P2y

P Y

«
.
{

i
N




MASTER OF SCIENCE (1976)
(Health Sciences)

TITLE:

AUTHOR:

s

SUPERVISOR:

A Statistical Rank Test For Analysing Bio-
medical Data

Robert Alexander Magee

R.T. (Canadian Society of Laboratory Techno-
logists)
B.Sc. (McMaster University)

Dr. Charles W. Dunnett

NUMBER OF PAGES: xiii, 141

ii

FLEC

.

- Coamtre e w .
YAy A PRI g e By Mot o |

[

R S A S T

SR

e o

T e

. . .o
L g o g g g 5T e NI T 0 B o b SO T



ABSTRACT
.

In the analysis of biomedical data, a question
commonly asked'by researchers involves the determination of
the "best" or "worst" member of a group.-of results and an
éssociated measure of the probability that this member is
the "best" or "worst". Commonly, analysis of variance is
suggested as the test of choice. Unfortunately, this test
does not exactly answer the original question anq further
testing must be done to satisfy the question completelyl
This thésis presents a non—parametrié rank test which
directly answers the question of "best" or "worst".

Before applying this test to biomedical problems,
.the pggbability tables associated with this teét are- '
,expaﬁaed and the methods used are presented and discussed.
An aﬁalogous parametric test is then described and cbmpared
in performance with the non-parametric test throughout the
remaindgrbof the’tﬂesis: Powef curves for both”the non-
parametric and parametric test are developed for several
population distributions and the resuité,compgred. The
three areas of application are;bchrémQSOme ffequencies in
the culture of human melanéma tissue; scoring patterném
among evaluators of letters of applications to medical

’school; and the determination of outliers when-relating
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vital capacity to ventilatory response.

It was found that except for cases where the number
of objects was less than 10, the parametric test has egual
ér greater power than the non-parametric test when analysing
continuous data, regardless of Lhe populatién distribution.
For less than 10 objects, the non-parametric test had
greater power regardless of population distribution. Sub-
sequent to analysis in the three areas cited, it was .
concluded that the two‘tests agéeed vefy highly in selecting
extreme deviates although the non-parametric test was
consistently more conservative in its probability measure.
The problem of ties was found to weaken the power of the
non-parametric test ‘as did the ranking procedure itself but
its ease of applicafion and superior power with small
sample sizes is a distinct advantage. The robustness of
tﬁe parametric tg§t is obvious throughout the examples. A
method of selecting dat; values which are second or third
most extreme was tested and it becéme obvious £hét the data
must be displayed to show its distributional characteristics
before this type of analysis could be carried out Qr inter-
pfeted. " ¢
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CHAPTER I

INTRODUCTION

1.1 Ainms

The aims of this thesis are: -

a) to introduce the idea. that many of the problems
in the biomedical sciences which are evaluated by analysis
of variance can be more successfully analysed by a techni-
que which measures the deviation of the mbst extreme
member of the group from the other;;

b) to expand the capabilities of an existing non-

parametric technique which measures the deviation of the

most extreme member of the group from the others and to

compaxe it with its parametric analog;
c) to show how these tests may be used to analyse

various types of biomedical data.

1.2 Relevance

Biomeéical researchers are often.faced with the
problem of determining which of several treatments *is
“bést". Another problem which .appears to'be unrelated to
the selection of "best”, is the determination of outliers.
These two problems reﬁuire the researcher to determine the

probébility that the "best" or most extreme result is dif-

1

.
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ferent from all the other results in the experiment. Often,
a two way analysks of variance ié performed with the as-
sﬁmption that the data are normally distributed and that
the results will reflect, at least in part, how signifi-
cantly the best or most extreme member of the data de;iates
from the other data values. The gssumption of normality
with respect to biomedical data can at times be very risky
and, while statistical methods based on normally distribu-
ted data are quite robust, an appropriate non-parametric
test should be géed in thgse situations where the data are
known to be non-normal. The use of analysis of variance to
answer the question of which value is most extreme is

not particularly useful. If the extreme data valde is not
significantly extreme, and the data are approximately
normally distributed and all from the same populétion, then
analysis of variance will answer the question regarding
extremeness. . If, on the other hand, there exists a signi-
ficantly extreme data value, then traditional analysis of
va&iance would be unable to determine a significance level
for this deviant result.

This thesis presents two statistical tests, one
parametric and the other non—parametrié, which have been
developed specifically to solve problems of selecting the
most extreme data value in the context of a two way classi-

fication of data. £

.‘ .
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1.3 Thesis Format - ;

The first part of this thesis discusses the need

PR

for, and the general approach tq extreme value analysis in

the biomedical sciences. Also, a general description of

Ty T

the historical development of extreme value analysis is

presented and two particllar tests are described in detail.

P

The second part is concerned with the expansion of
the non-parametric test for the extreme deviate and a

comparison with the parametric analog. The third part

B Tt L

presents a detailed analysis of three problems in the bio-
medical sciences using these methods. The thesis ends with
a discussion of thé research guestions and several general

£

conclusions.

.1.4 Research Questions 1

The following research guestions were posed.

1. What types of data are most suitable for

analysis by the non-parametric test?

2. Under what conditions is the parametric test

o ity e TN
W .

superior to the non-parametric test?

-

3. Is it beneficial to use the non-parametric test

to determine second or even third most extreme deviates?




CHAPTER 11

REVIEW OF LITERATURE RELATING TO EXTREME

VALUE ANALYSIS

2.1 The Development of Extreme Value Analysis

The distant beginning of extreme value analysis is

Student's t-test. Here the objective is to determine whether

the difference between, say, the number of post-operative

infections in two comparable groups of patients is indica-

tive of a true difference in treatments or if the difference

is the result of pure chance. A test statistic "t"
determined such that, in the absence of a true treatment
effect, the Studentized difference will exceed t with a
probability of «a. Studeﬁt's t test may not be valid when
the data are not normally distributed. This has led to the
development of distribution-free methods of assessing the
significance of differences between two data sets, The
Wilcoxon two sample and paired tests being strong competi-
tors of the t-test for this purpose.

The next level of complexity leads to the compari-
son of means of several samples. The F-test (one way
ana}ysis of variance) provides a testhof the equality of
severai treatment means. The analogous non-parametric
method for a one way classification has been developed by

4
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Kruskal a§a§Wallis (1952) . The F-test is also useful in

a two way classification and the analogous non-parametric
methods are Friedman's x?. (Friedman, 1937) and Kendall's

concordance coefficient W (Kendall, 1948).

At times it is not sufficient to determine whether
the null hypothesis of equal treatment means has been re-
jected, but it is also necessary to identify which treatment
mean leads to the rejection of the null hypothesis. An
approach to answering this guestion is as follows: in
scanning the results of an experiment, one's attention will
naturally be drawn to the largest contrasts and the smaller
ones will not be examined. This may be stated in the fol-
lowing way: what value will be exceeded by a sample contrast
with a prescribed conditional probability, the condition
being that the contrast was large enough to attract
attention in the first place from among a defined set of
contrast effects? Techniques which attempt to formulate ang
answer this question are known as multiple comparison
methods. Nemenyi (1963), in his thesis, surveyed the entire‘
subject of diséribution free multipie comparisons, providing
a compreﬁensive list of techniques and sample computations
for each. He partially expanded several tables of pfobabi-

-lity values for some of the tests, but individual methods
were not examined in detail. .
Extréme value analysis is one type of multiple

comparison analysis, and is synonymous with "outlier stati-

R

A M &
R i T

L

. P
g AT AR T . S e e L

S e e R,

. - . Lo o ~ .
Ty N f e -art-w:‘»»vvﬁ,"""',;,"" -
A Ly

e

DR EEEPRYT A
Wt | TNy S TPma WIS



stics" and "slippage measures".

The Studentized maximum absolute deviate intro-
duced by Halperin et al (1955) is a multiple comparison
test used in extreme value analysis. It is a normal theory
statistic for one and two way classifications, which may be
used to augment the F-test in determining which treatment
has a mean different from the rest. A one tailed version
of this test has also been developed by Nair (1948). The
non-paraqétric extreme value rank sum test proposed by
Doornbos~Prins (1958) and Youden (1960) and developed by
Thompson-Willke (1963) and Willke (1964) can be used to ~
augment Friedman's x? or Kendall's concordance coefficient
in the same way, but only fo; a two way classification. A
non-parametric extreme value rank sum test which deals with
a one way classificatién has been proposed by 0Odeh (1967)
and developed by McbDonald and Thompson (1967).

In a logical and chronological sense, statistical
methods for the analysis of variance have developed from the
simple t-test to the F-test and finally to a technique for
selecting extreme values. Tests based on normal distribu-
tion théory and_comparable distribution free methods have
developed in«parallel. The following two sub-sections wili
describe Nair's test and Youden's test and will serve as

background to the remainéer of the thesis.



2.2 Nair's Test

Let Xye Xou eeer Xp be independent normally distri-

buted variates, each with mean p and variance 0?. . Denote
the ordered values of the above variates as Yyr Yoo oevv Yyi

then the Nair statistics may be defined as

where S, is the sample estimate of o based on v degrees of
freedom and the two expressions provide for the choice of
either upper or lower tail for a one tajled test.

The following two examples have been taken from Nair
(1948) but the setting has been altered in keepifly with the

biomedical nature of this thesis.

Example 1.

’ A randomized block experiment has been designed to
select the best of four bacteriocidal methods for pyrifying
‘drinking water. Five replications gave the following mean

bacteria counts per 100 ml. for the methods A; B, C and D

34.4 34.8 33.7 28.4

-
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and an error variance of 0? = 2.19 based on 12 d.f. Despite
the similarity of the first three means, an analysis of
variance (Table 2.1) showed significant differences among the
four means.

The variance ratio F for treatments against error is
44.82/2.19 = 20.5 which is much larger than FO.OOl = 10.8.
Nair points out that while the large F value is probably
attributable largely to the sma}l mean associated with
method D, a test of significance of the difference between
28.4 and the mean of 34.4, 34.8 and 33.7 by the usual

t-test

‘= 34.3-28.4 - 7.7,

Y{2,19(1/15+1/5))

with 12 degrees of freedom is probably not valid as 28.4
has been selected as the smallest mean instead of being
selected at random., The appropriate criterion in this case

is the Studentized extreme deviate used by Nair as follows

L d

i

¥y _ 32.8-28.4

Sv Y1/5%2.19

= 6.7

with n = 4 and v = 12, Referring to Hartley and Pearson

A
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(1969) Vvol. 1, Table 26 we find that this v3lue far exceeds
VY 4

the critical value at a = 0,001 which is 4.1.

Source of Degrees of Sum of

Variation Freedom Squares Variance

Replications 4 21,46 5.36

Methods 3 134.45 44.82 N

Exror 12 26,26 2,19

Total 19 182.17 - ¢
Table 2.1 il

Analysis of Variance for Example 1

Having concluded, by the above procedure, that the
smallest mean 28.4 is significantly smaller than the other
three means, we are justified in saying that method D is

definitely superior to A, B and C.

. N . N C . ' .
A gl g, e T AT B AT 1 gy T B s, T

Example 2.

r

This is artificially created from example 1 by
changing the error variance from 2,19 to 13,00, An error
variance of 13.00 gives a standard error per replication
of 11% which is high but not unrealistic for this type of

procedure. The variance ratio for methods against error is

F = 44.82/13.00 = 3.45 which is not significant at the 5% g_

. e

level. One obviously concludes, therefore, that there are

PR
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no significant differences among the means of the four
procedures A, B, C and D.
But, if we compare the smallest me¢an against the

general mean and calculate the studentized extreme deviate

1 32.8-28.4 _ 5 4
s, VI/5~13.00

we find thaé the probability of getting this or a larger
value when n = 4, v = 12 lies between 2.5% and 1l%. On the
2.5% level, therefore, 28.4 is significantly smaller than
the general mean, indicating that D is superior to A, B,
and C. Although this situation was contrived, the possibi-
lity of its actual occurrence is real, and care should
therefore be taken in using the F test as a screening

procedure for the detection of extreme deviation.

2.3 Youden's Test

Youden's extreme rank sum test is the non-parametric
analogue of Nair's test and is described by Thompson and
Willke (1963) as follows. Let I objects be ranked inde-
pendently by each of J judges and let rij denote the rank of
object i assigned by judge j. Place rij in the ith row of
the jth column of a table of ranks. Each column of this

table will contain a permutation of the first I integers.

P
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Let r, = Zrij denote the sum of the j ranks for the ith
j

object. These rank sums will be our test statistics. Note
that r = Jr,/I = 4(I+l). The null hypothesis to be
tested, is that the ranks are assigned at random by each of
the judges. More precisely: HO: for each judge, every one

of the I! permutations of the ranks is equally likely. If
&
HO is true, then Ly, ... ry are identically, but not jinde-

I
pendently, distributed with expectations f, and the marginal
distribution of each rank sum is symmetric about r. If,
however, one of the objects tends to rank higher (or lower)
than the others, then all permutations are not equally
liKely, and the distribution of the rank sum for that object
will be skewed accordingly. Hence the rejection region for

thae test is taken to be the event that at least one rank sum

occurs which is extreme enough to be unlikely under HO.

E:gmple 1.

Four different hosp{tal laboratories have been
collaborating on a quality control program. The results
shown below indicate the values obtained by each hospital
analysiﬁg for a particular constituent in each of six un- ¢
assayed controls labelled, A,;B, ¢, b, E and F. It is
required to know whether any of the labs has produced
results extremely different from ghe others. The hospitalg

are represented as I, II, III and IV, the values in brackets

are e within column rankings and the rank sums of each

a

o Y

.
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hospital are shown in the far right column.

5

12

Control . R
- ab A B C D E F S
I 14.8(1) 16.0(1) [12.2(1) {21.3(2) |18.5(2) [22.3(1)| 8
I1 15.3(3) [16.3(2) {12.7(3) {22.0(3) |18.8(3) 123.0(3)]17
111 15.4(4) [16.7(3) [12.8(4) |21.1(1) {18.9(4) [23.1(4) |20
v 15.1(2) {17.0(4) |12.3(2) {22.9(4) |18.0(1) {22.5(2) |15

° Table 2.2

Quality Control results of four Laboratories
on six unknowns

-

Using the rank sums, -Friedman's x? shows

k ) ,
\ 12 L (ROF - 3N(k+1)
X" = frterny I°t
£ .
_ 12 - 978 - 3x4x(6+1) = 7.8
4x6x (6+1)

which, with 3 degrees of freedom is significant at the 5%
level. Kendall's concordance coefficient also shows

significance at the same level.
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k
/ s = ) (Rj—ﬁ)2 &?7
J=1
- 18 =
W lx62 3 = ,43

This degree of association (0.43) is significant at the 5%
level.

By invoking Youden's test and using the same rank
sums, we observe: (Appendix A, I = 4, J = 6) that a rank sum
of 8 or less dgccurs about 3% of the time under the null
hypothesis and therefore it can be said that the minimum ]
rank sum of 8 is significant at the 3% levél. This suggests
that the results from lab I are significantly different from
the other labs. We may also check the other end of the
distribution by examining the largest rank sum and here we

find that a rank sum of 20 is not significant at the 10%

level.

Example 2.

As 'in section 2.2, this example is a modification
of example 1, designed to show using non-parametric statis-
tics that even though overall variance analysis is not
significantq there can still exist a significantly extreme
deviate.

Suppose the values in column six wexe modified as

—r s



in Table 2.3

14

optrolf 5 B C D E F |r

,ab S

I 14.8(1) |16.0(1) 12.2(1){21.3(2)118.5(2)x]22.5(2)| 9

11 15.3(3) {16.3(2) |12.7(3)]22.0(3)}18.8(3)123.0(3) {17

11X 15.4(4) [16.7(3) |12.8(4) |21.1(1) |18.9(4) }22.3(1) {17

IV 15.1(2) {17.0(4).12.3(2)122.9(4) {18.0(1) {23.1(4) |17
Table 2.3

Quality Control results of four Laboratories
on six unknowns (modified)

The rank sums appear to show that lab I varies
considerably from the others and yet‘Poth Friedman's x? (4.8)
and Kendall's W (s = 48) fail to recognize an overall varia-
tion significant at the 10% level. On the other hand,
Youden's test recognizes a rank sum of 9 as being signifi-

cantly extreme at the 8% level.

2.4 Current Approaches to Extreme Value Analysis in the

Biomedical Sciences

On reviewing current biomedical literature, it is
apparent that tests of extrémeness are almost never used in
data analysis in this area. In the simplest situations,
where a test group is compared with a control group and the

N
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t-test applied in determining the probability of a difference,
it could also be said that the degree of extremeness of the
test group from the control is being assessed. But beyond

[N

this, tests of extremeness are rarely employed. Moreover,
a large amount of 5iomediéa1 research today asks such ques-
tions as; what is the best ..., what is the largest ..., the
smallest ..., the strongest ..,, the cheapest ... . The
search for these superlatives argues for the use of tests
of extremeness. - |

Many of the problems in the biomedical sciences are
problems of selection but are not formulated as such. They
are formulated instead as hypothesis testing questions, with
the result that the real questions are not addressed directly.
. Both Youden's test and Nair's test are ablé to
measure extremeness in a two way classification but are not
strictly selection techniques as there is an underlying null
hypothesis of no,difference. They are, though, more
specific than the popular analysis of variance methods in

-

that they do specify a significance level for the extreme

deviate. a '
The uée of these techniques in the biomedical

sciences,. with particular attention to Youden's test for

one tailed probabilities is developed in the remaining

chapters.
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CHAPTER III

THE EXPANSION OF TABLES FOR YOUDEN'S TEST FOR THE

EXTREME DEVIATE

3.1 Introduction

As far as can be determined, there are only two tables
published for Youden's Test for the Extreme Deviate.
Thompson and Willke produced a table of two-sided peréentage
points for nominal one, three and five percent values over
the range three to fifteen for both I‘and J. Subsequently
Willke published a table of one-sided percentage points for
the same no&inal‘values’and ranges of I and J. This chapter
will describe the various techniques used to produce a table
of one—siéed percentage points for one, three, five and ten
percent values over the range two to twenty-five for I and )
three to twenty-five for J. 1In addition, an attempt has been
made to suppl§ four digits of precision as opposed to three,

or an upper and lower bound where this degree of precision

is unattainable.

1l

The second part of this chapter deals with a compafi—
son of-Youden's Test and its parametric analog, a test
developed by Nair. A simulation technique is used to compare
the two tests in terms of their operating characteristics

curves for three different types of parent populations.
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3.2 Techniques For Generating Tables Of One-Sided Percentage

Points

3.2.1 Introduction

This section deals with the various methods used to
generate the table of one-sided percentage points. Also
discussed are two approximation techniques for obtaining
percentage points which are beyond the bounds of the table.

Table 3.1 outlines which tecpniques were used and in
what areas of the overall table they were used. The numbers
in each of the areas refer to the sub-heading numbers for a
description of the techniques found in the text. For example;
3.2.2, which refers to exhaustive enumeration, was used to
calculate the values in the table for I from 3 to 11 while J

varied from 3 to 8 for each I.

3.2.2 Exhaustive Enumeration

When the problem of @eveloping a table for Youden's
test was first approachéd, this technique was thought of
first aﬁd while it reflects a basic understanding of the
use of Youden's rank sum test, exhaustive enumeration is
soon found to be of little use generally.

Consider I objects and J judges. Each of the judges
can independently assign I! different rank arrangements to
the I objects. Therefore, in total there are (I!)J different

sets of rankings of the I objects by the J judges. For each

-
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Table 3.1

A Mapping of Techniques to Youden's Table of One-Sided
Percentage Points .
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of these sets of rankings it is required to produce the I
rank sums, determine the size of the smallest or largest
rank sum (for the one-sided tables) and increment the appro-
priate rank sum counter by one. The number of sets can be

J-1 by setting the first judge’s ranking as

reduced to (I!)
constant and ultimately dividing the rank sum counts by
(11)971 rather than (11)Y, to produce the individual rank
sum probabilities. The limitation of this technigue is the
sheer amount of calculation required. For example, to calcu-
late the probability distribution for ten objecé; and eight
judges would require the evaluation of more than .(10!)7
= 8.2 X 1045 sets of rankings of eighty rank values each.
The number of arrangements produced by each judge is also
greater than 3.6 x 106. If a computer could evaluate one
million sets per second, it would take about 2.6 x 1032‘
years to complete the job for this one distribution alone.
The main benefit of exhaustive enumeration lies in
the calculation of distributions for very small values of I
and J where limiting type approximations are not&riously
poor and also to aid the statistician in "getting a feel"
for what occurs as these rank sets are produced. The

latter benefit is helpful in the development of téchniques

for approximating the actual dis{Fibutions. &

Example:

!
N

The case of I = 3, J

o -
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2-1

Keeping the first judge constant we have (3!) = 6 dif-

ferent sets, from which we extract and tabulate minimum rank

sums.
J RSUM J RSUM J RSUM
1 1 2% 1 1 2% 1 2 3%
I 12 2 4 I12 3 5 Il2 1 3
3 3 6 - 3 2 5 3 3 6 '
J___ RSUM " 3 RsuM J___ RSUM :
1 2 3% 1 3 4 1 3 4= ;
I{2 3 5 T |2 1 3% Il2 2 4 :
3 1 4 3 2 5 3 1 4 \ '
! :
I/ ’
Min. Rank \
Sum Freequency Probability Cum. Prob.
2 2 2/6 (.3) 2/6 (..3)
3 3 3/6 (.5) 5/6 ( .83) ‘
4 1 1/6 (.16) 6/6 (1.0) ;

e aap,

- As I becomes large it becomes increasingly comp;icated to
produce all possible arrangements of the I ranks. To
simplify this, the program described in Appendix B (1) which
carries out exhaustive enumeration can use either the trans-

-

position method of M.B. Wells to initialize an array

e
) -
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with all arrangements of I ranks, or the lexicographical
method of D.H. Lehmer which produces the ith permutation of

I integers directly (1 < i < I?).

3.2.3 A Probability Generating Function For The Case I = 2

For the case of two objects (I = 2) and J judges it
was possible to develop a probability generating function.
In this situation each of the J judges can only assign one
of two possible ranks to each of the two objects and there-
fore we have a binomial or two-class population. The bino-
mial distribution is the sampling distribution of the pro-

portions we might observe in random samples drawn from a

two-class population. Since the proportion of cases expected

in one of the categories is 1/2, the probability of obtaining

a given rank sum R, for either object, is

J

)R—J.
R-J

J=R+J _ J 1,0

P(R) = (g5 * (5)

1 1
)'(5 (5)
for ’

J & R 2J
and for the one-tailed situation

p(R) = 2(. 217 .

P L
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The cumulative sampling distribution is therefore

X
J 1.J
2 1 () (3)
i=0
where
X =R - J
J ¢« R g 23

The binomial coefficients can then be used to produce the

one-tailed percentage points for any J and I = 2 in the

following way:

1. Generate the Jth order coefficients using
Pascals algorithm.

2. Double the first {§§l1 coefficients.

3. Divide the first [g] + 1 coefficients by 2J.

4, Accumulate these results such that the ith

cumulant is the sum of the first € terms.

Example:
Suppose we wish to generate the cumulative probabi-

lity distribution for the case I = 2 and J = 6.

PR
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l. Using Pascal's algorithm

ORDER
1 1 1
1 2 1 2
1 3 3 1 3
1 4 6 4 1 4
1 510 105 1 5
16 1520 156 1 6

2. Double the first [233)

i

3 coefficients
2 12 30 20 15 6 1

3. Divide the first [gl + 1= 4 coefficients by
2% (64)

2/64 12/64 30/64 20/64
4, Accumulate these results
2/64 14/64 44/64 64/64

and the resulting distribution for I = 2, J = 6 is:

Rmin Rmax Probability
6 12 2/64 (.03125)
7 11 14/64 (.21875)
8 10 44/64 (.68750)
9 9 64/64 (1.0000)

Appendix B (2) contains a listing of a computer program
Y

A i e

B .« i .
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which will generate probabilities by the above method for

specified values of J.

3.2.4 Approximation Using An Iterative Procedure Based On

Bonferroni's Inequalities

This teghnique has been used by Thompson and Willke
(1963) to approximate tables of two-sided percentage points
and later by Willke (1964) to produce corresponding one-
sided tables,

hS

Let r; = Zrij denote the sum of the ranks for the
3

ith object, where rij is the rank in the ith row and jth
column of a table of ranks. These rank sums become the test

statistics for testing the hypothesis H The I objects are

0:
indistinguishable. For each i we have J « r, ¢ IJ, Let R

be defined, so that under the null hypothesis
PA(R)]) =1 - «

where 4 = A(R) = {ri: J+R<ri<IJ—R, i=1, ..., I} and a is

an appropriate significance level. 4, the Complement of 4

.

provides a two-sided symmetric region for réjecting H

S

A = {x;7 r . <J+R or Thax?II-R}

0°

and a one-sided region for rejecting Hy is provided by

.
N I

.
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] or r in the above equation where
using rmln max q n,

r . and ro are respectively the minimum and maximum rank

min ax

sums. Upper and lower boqus for P[ 4(R)] can be obtained
by the following procedure:\\

Define the event Ai{fi: J+R<ri<IJ—R) and denote
the complement by Ki; then 4 = lf Ki‘

By Bonferroni's inequalities we have under HO
— - - I — -
IP(A]) > PUW) > IP(Ay) - (5IP(A,A)) . (1)

To compute the upper bound let pJ(k) = P(rl=k) for J judges.
If p ({) is the probability that the first object receives
a rank of { from the Jth judge, then we have the recursion

relationship.
pylk) = Jp()p;_; (k-1) (2)
1

Under the null hypothesis, p(1) = %. When k < %<%%§} J 0dd)
or k ¢ %—1 (for J even), then the upper bound Qgﬁ%%é\as
calculated by pJ(k) is the exact probability of a gi&en rank
sum occurring; This fact is particularly useful for small
I, since the 10% level is usually found before eéither of

these inequalities is violated. When k > % (for J odd) or

k > %-l (for J even) then IP(RI) as calculated by ﬁJ(k) is

. no longer exact but becomss a conservative upper bound.

~
That is, it will always be higher than the exact value. In

R

A, v
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this case a lower bound is required. In light of the fact
that I?(Rl) ?ﬁs been shown%to be exact under certain condi-
tions, a bgfter_lower beo né has been developed. If we let
g represent the rank sum beyond which p5(k) is no longer

exact, then the lower bound is defined as

.

"I I-1
pJ(k) - pJ(k-q—l+j)

the superscripts I and 1-1 indicating the number of objects.

Appendix B:(3) contains a listing of a computer program

which will calculate one-sided probabilities by this techni-

que. - B

3.2.5 Approximation By A Normal Distribution For Large J

Using the moment values

_ 1 ~ T
Eri = 2J(I+l) = r

var r; = J(I+l)(I-1)/12

' o= -
cov(ri,ri ) J(I+l)(12

¥

and asymptotic normality we have, accdrding to Thompson and
Willke {1963), the following:

For large J the pgobability is approximately 1 - &
that all row sums Ty simultaneously” lie in the interval

whose endpoints are %J(I+1) + Jl/za(I,a). Here

o
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1 PERCENT 3 PERCENT
I YOUDEN NORMAL YOUDEN NORMAL
5 54 55 57 56
10 . 93 93 98 98
15 13 131, 138 138
20 169 168 177 177
25 206 204 216 216
5 PERCENT 10 PERCENT
I . YOUDEN NORMAL YOUDEN NORMAL
v 15 58 59 60 60
10 100 101 104 104
15 141 . 141 146 147
20 182 182 188 189
25 222 221 230 230
Table 3.2

J

A Comparison of.Critical Values Between Tabled Values and The Normal
Approximation For J = 25
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1/2

h(I,a)

al(l,a) = [li%gill

is as defined by Halperin et al (1955) as the

significance| point of the maximum absolute deviate in normal
samples. Valxdes for h(I,a) may be found in BiQTetrika
Tables for Statisticians, Hértley and Pearson (1968). Table
3.2 gives an idea‘of how good the normal approximation is

to the tabled values for J = 25 and various values of I.

The minimum rank sums for nominal 1, 3, 5 and 10 percent

levels are compared,

3.2.6 Approximation By A Uniform Distribution For Large I

Thompson and Willke (1963) have'developed the
justification for a uniform approximation in the following
way. . Under HO’ rij has a discrete uniform distribution over
the integers 1, ..., I. Thus for a large I a continuous
uniform distribution ought to provide a good approximation.

Also, rij and r. are dependent random variables, but one

i'j
suspects that.this dependency should vanish as I + . Sub-

.

sequently, Thompson and Willke derive the following:

I (J+2R+1)J . J+2R+1
T (=7 ¢TI

Il

o4 = IP (Ai) € 1

u

-

-

and solving for R,

R e

e,
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RiI(I)—T’Wcl

Table 3.3 compares the uniform approximation to tabled
values for I = 25 and selected values of J as large as tenl
Where J > 10 and I is large, the normal approximation seems
superior to the uniform approximation, but this has not been
thoroughly investigated.

-

3.3 The Comparison Of Youden's Test and Nair's Test

3.3.1 Introduction

As a basis for comparison, it was felt that the
power curves for the two tests would provide a simple yet
useful way of attaining thit goal. A simulation technique
was used to produce the curves upder various conditions,
as the derivation of the theoretical curves was beyond the

scope of this thesis.

P

Separate pairs of curves were generated for values
of I =5, 15 and 25 and for values of J = 5, 15 and 25.
Alpha levels of both one and five percent were specified.
The above specifications were carried out under three sepa-
rate assumptions regarding the variance of,the parent popu-
lations. In the first case, both parent populations were
normal, with equal variances. In the second case, th&y were z
both uniform with equal variances and in the third case the

distributions were also uniform, but the variance of the
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/\\
1 PERCENT 3 PE&éENT

J YOUDEN UNIFORM YOUDEN UNIFORM
3 5 4 6 6

4 9 9 12 12

5 16 16 19 19

7 31 3] 35 35

10 56 56 63 62

N 5 PERCENT 10 PERCENT

J YOUDEN UNIFORM " YOUDEN UNIFORM
3 7 7 8 8

4 13 13 5. 15

5 21 21 24 24

7 38 38 41 41
10 66 65 70 70

Table 3.3

A Comparison of Critical Values Between Tabled Values and The Uniform
Approximation For I = 25
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extreme deviate population increased as the difference
between the two means increased.
The simulation was ‘performed in the following manner.
Values for I and J were specified prior to execution along
Qith thé type of parent population, and the number of
separate evaluations to be done at each delta value. Aall
data presented here represent 200 evaluatibns at each delta
level. The delta value is defined as the true difference
between the population mean and the mean of the extreme
deviate. This value is incremented from zero to three in
steps of 0.2, proportionate to the population standard
deviation such that a delta of 1.4, for example, indicates
that the mean of the extreme deviate is 1.4 standard devia-
tioné away from the population mean. " The simglation
generates and evaluates in turn, each of the’200 separate
data sets for each of the specified gelta values within the
constraints of I, J and alpha. The data sets are selected
in a pseudo-random fashion from the specified diétribution.
Each member of the Ith row is then incremented by an amount
equal to delta. This arbitrarily defines the Ith row as the
Qextreme deviate with known mean and variance. The data set
is then analysed by Nair's and Youden's tests and scores are
kept of how often each of these tests, working at a spec:i.—-~
fied alpha level and delta value, correctly identify the
known extreme deviate. A percentile version of these scores,

plotted against the delta values (0.0 to 3.0 by 0.2) produces

»
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the power curves for Nair and Youden under identical condi-
tions.

A source code listing of this simulation program can
be found in Appendix B (4).

The actual curves were approximated by fitting a
logistic function to the data generated by the simulation.
The function was of the form

\N//l

Y 5 TT(E))
l+e

where f(x) represents a first, second or third degree poly-
noinial. The transformation

£(x) = 1n ()

is then subjected to a least sguares fit for each of the
first three orders of the polynomial. That function with

the minimum sum of squared differences based on the origina%
data was selected. Generally, the mean deviation of the data
points from the function never exceeded three percent, and
this was felt to be acceptable for & comparative demonstra-
tion based on a simulation. This also agreed with the
maximum binomial standard error for n = 200. In every case,
the order of the polynomial was also found to be the same

for Nair and Youden, givgh that the same data had been

evaluated.
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Only the data for alpha equal to five percent are
shown in the following tables, as the one percent values were
found to be entirely comparable, but with the usual overall

decreases in power.

3.3.2 BA Comparison of Power Curves Derived From A Simula-

tion of Normally Distributed Data

Figure 3.4 presents the power curves based on
normally distributed_data. Each graph presents the curves
for a different value of I and for J equal to 5, 15 and 25.
Where there is only one curve for a particulgr value of J,
the power curves are identiéal and are both represented by
the single line./ ’

Several interesting observations can be made from
the Eurves aside frém using them to determine power. For
the case of I = 5 and J = 5 we see that the non-parametric
test is slightly superior and this is probably due to the low
degrees of freedom (16) used in the parametric test. This
superiority however is soon overcome as either I 6r J
increases, and the tests show roughly equal power for any
value of I or J greater thah’teh. The observation that power
is generally independqnt of I except for very small values, is
consistent with the findings of Willke. Siegel, also
suggests that when N is small, the non-parametric test is
usually preferred as the calculated probability values are
usually exact and in this instance (I”= 5, J = 5) such is

the case.
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Power Curves for Nair's and Youden's Tests Based on Normally Distributed Data
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Figure 3.4

(continued)
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3.3.3 A Comparison of Bias Detection in Non-Normally Distri-

buted Data

Figure 3.5 presents the power curves based on uni-
formly distributed data. The uniform distribution was
arbitrarily selected as a simple yet representative non-
normal éistribution.

The similarity of these power curves with those
previously described is somewhat unexpected. Generally, it
was felt that once the parent distribution strayed signfi~
cantly from normality, that the non-parametric test would
show superior power. However, this is obvi?usly not the

case. In fact, not only are the comparisons between

parametric and non—parameéric identical for both distributions,

but the actual values of corresponding power curves are es-
sentially the same. This may be accounted for in part by

the fact that the uniform distribution and the normal distri-
bution are both symmetrical and that the uniform is a rough
approximation to a normal distribution with a large variance.
Nevertheless, the apparent robustness of the parametric test
is probably the single most impressive aspect of this.

comparison.
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3.3.4 A Comparison of Bias Detection in Non-Normally Distri-

buted Data With Differing Variances

Figure 3.6 shows the power curves based on uni-
formly distributed data in which the extreme deviate has a
variance which varies directly as the difference between
the means. The previous two cases demonstrated a situation
known as "slippage" where the extreme deviate has a parent
population identical to the other samples, except that the
mean is different. By relating the variance of the extreme
deviate to the difference between the means (delta) one is
able to look at a more complex and probably more realistfc
situation feund in extreme value an&lysis.

{ Looking at the power curves, two things are immedi-
ately apparent.  First, the power curves have a lower
"slope" than the pfevious two cases, indicating that -the
power-efficiency is decreased. This is predictgﬁle, since
the overlap between the two distributions decreases more
slowiy as delta increases, due to increasing variance of
the deviant population and consequently it is more diffi-
cult to distinguish between distributions.‘

Seconﬁ, we see that the relationship between members
within a given pair has not changed from the previous two

cases. For I =5 and J = 5, the non-parametric test is still

slightly better, and in all other cases the two tests are

either identical or the parametric test shows a slight improve-

ment. Again, the robustness of the parametric test is evident.
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probability of bias detection

Figure. 3.8

Power Curves for Nair's and Youden's Tests Based  on Uniform
Data with Variable Variance
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CHAPTER IV

AN ANALYSIS OF CHROMOSOMAL CHARACTERISTICS OF HUMAN

MELANOMA

4.1 Introduction

Many experiments in cancer research involve the
artificial growth of different types of cancerous tissue
and the examination of the cells during this growth. The
following discusses such an experiment after a brief
description of some of the less common terms and concepts.

With the exception of cells used in sexual reproduc-
tion (sperm and ova) all normal human cells contain twenty-
three pairs of chromosomes which are confined within the
nucleus These twenty-three pairs of chromosomes are
classified as autosomes (22 pairs, in which the two members
of eachﬁpair are visually very similar) and seX chromosomes,
(1 pair, the female having two X chromosomes and the male
having one X and one Y chromosome). Within the human.body,
these cells are able to reproduceﬂby a process known as
mitosis which results in.two daughter cells for each
parent cell. During one 5f the stages of mitosis, called
the metaphase, the chromosomes,which are normally a tiéhtly
tangled mass within the nucleus become separated and

clearly visible under magnification. In the laboratory, it
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is possible to cause certain types of human cells to re-
produce artificially in a controlled environment (in
vitro). It is élso possible to stop reproduction at the
metaphase, and after certain preparation, the chromosomes
are visible for examination. One technique often used is
to photograph a cell's chromosomes with suitable magnifica-
tion, produce a black and white print, then cut out the
chromosomes and arrange them into the twenty-three pairs
for further examination. This orderly arrangement of
pairings(is known as a karyotype.

Mcdulloch et al (1976) have recently completed an
experiment designed to seléct specific chromdsomal chara-
cteristics of cult?red human melanoma. This sEde was
undertaken. to characterize several cell lines so that "in—
house” immunological investigations could be performed on
pure cultures from a defined origin.

Basically, the experiment consi§%ed of culturing
eight different strains of human malignant melanoma and then
karyotyping ten of the best of about fifty metaphases from
each of the eight strains. Analysis was c¢arried out in two
areés. First, within strains, chromosomes were examinea
for any unusual, strain specific marker conditions. 1In this
case, a marker‘conditionJrefers to the consistent occurrence
of a c¢hromosome which could not be normally claséified.

Such a unique occurrence, if valid, could be used to identi-

' fy this strain in ofhgrisituations. Second, the frequency

o



44

of specific chromosomes was examined across strains. The

P

objective in this case was to determine if there was a

specific chromosome which occurred much more or less -
frequently than the others for melanoma, as represented by
the .eight selected strains. It is this second objective
which can benefit from extreme value analysis and was, in

fact the exact problem which suggested this thesis.

4.2 Description of the Data S £
> Table 4.1 shows the total counts of normal chromo- i
somes found in ten cells at metaphase for each of the eight
selected strains of melaﬁoma. Each row represents a parti-
cular autosome as deécribed in the first column. The sex
chromoﬁomes were not used in the analysis, as the sex of the
original donors was not known for some of the strains. The
strains are represented by the columns and are identified
in the first row. The column at the right shows the rank
sum for each chromosomes. The chromosome counts were ranked

from 1 to 22 within each strain and the ranks were summed

P T
§

.

across strains for each of the chromosomes. To maintain ’

clarity, the individual ranks are not shown.

-
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4.3 Analysis .and Results _ } y

The objective, as stated by McCulloch et al (1976), 4
‘was to determine if one or more of the chromosomes occurred

Asignificantiy more or less than the others. If the findings
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CELL LINES M-l | M~-2 | M~3 | M-4 | M-5 | M-6 | M-7 73-61 | RANK
CHROMOSOME ' SUM
1 9 29 21 26 26 A48 9 17 93
2 29 22 19 30 18 60 16 20 105
3 5 28 20 32 22 64 27 20 118
4 18 18 12 32 8 30 22 15 61
5 24 22 19 22 16 45 29 10 90
6 22 20 16 28 22 39 29 15 91
7 10 42 32 40 30 71 42 25 157
8 26 16 16 29 17 31 26 10 68
9 19 24 19 11 20 44 | 30 13 92
10 8 17 15 20 14 36 | 20 10 40
11 13 29 14 11 18] 35 18 25 74
12 10 23 24 32 27 42 28 20 | 115
13 26 & 31 20 24 19 25 9 10 76
14 20 28 24 39.] 22 42 23 20 124
15 11 12 26 20 22 30 20 17 70
16 13 25 18 18 15 35 15 17 60
17 17 13 11 6 1 11 38 23 22 57
18 19 13 18 24 20 50 22 20 87
19 16 15 17 32 16 44 11 17 71
20 22 27 17 28 23 60 26 10 105
21 7 28 26 30 21 34 39 30 112
22 32 31 31 40 31 66 28 17 158
Table 4.1

Total Number of normal chromosomes fqund in ten cells at metaphase for
each of the eight selegted strains of melanoma
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were positive, then the relative frequency of occurrence of
these particular chromosomes could be used to help classify
unknown melanoma tissue.

In the case of non-parametric analysis, the rank
sums as shown in Table 4.1 have been chosen as the test
statistics. A visual representation of the rank sums is
shown in Figqure 4.2. A real number line is drawn and the
integer values from 20 to 189 by 10's are marked.. Each of
the twenty-two rank sums is located on this line with a
vertical mark. In the case of'identical rank sums, the
marks are placed very close together about the actual

rank sum,

I I
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Figure 4.2

The distribution of rank sums for all chromosome counts in the mélanoma
“ data

This representation of the rank sums allows the investi-

gator to get an intuitive feel for the rank sum distribution

Lt e s

and an expectation with regard to those values which will -
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be selected as extreme.
Both Youden's test and Na r's test were used to
analyse Table 4.1 for the occurrc.ace of extremely low or

high chromosome counts and the re sults are shown in Table

4.3.
DIRECTION OF YC DL NAIR
CHROMOSOME | EXTREMENESS | SIGNIF | k OWS | COLS | SIGNIF d n { df
10 MIN 0.03 fAr)o22 8 0.08 | 2.59 1 22 147
7 MAX (1) <<0.01]158] 22 8 | <0.001]5.21] 22 {147
22 MAX (2) <<0.01 |1 71 21~ 8 | <0.001}4.73] 21 940
Table 4.3

Analysis of melanoma data for extre. e (eviate chromosome counts, using
Youden's and Na.r's tests

Chromosomes which are felt to .e axtreme (p€0.05) are listed
in column one and column two ind: rates which tail of the
distribution was examined. Wi:th -egard to Youden's test,
the siénificance value of the sel cted row and its rank

sum (Rs) are shown along with th¢ number of rows and columns
in the data set. For Nair's test, the significance value

is also shown as is the te;t gtat:stic (d), the number of
objects ﬁnder consideration (r:} & .d t@e degrees of freedom
(af) .

A technique for determini-g second, third, .:... etc.

most extreme deviates was alsc employed and this is the
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reason why two maxima are shown in Table 4.3. After deter-
mining the most extreme deviate in the maximum direction,
this row of data was then deleted from the data set and
the identical calculation was again performed on the
modified data set. The two maxima shown are ordered (1)
and (2) with (1) being the most extreme. It also accounts
for the decrease in the number of rows, n, and degrees of
freedom in the bottom line of Table 4.3.

A two way analysis of variance was performed on
the complete data set (Table 4.4) for comparison with the
results of Nair's test, and Friedmans x? was calculated for

comparison with Youden's test.

SOURCE OF DEGREES OF SUM OF

VARIATION FREEDOM SQUARES VARIANCE F

ICHROMOSOMES 21 4031.41 191.97 3.99

ISTRAINS 7 11753. 1679. 34.91

ERROR 147 7069,78 48.09

TOTAL 175 22854.19 - -
Table 4.4

Analysis of variance for melanoma data

Looking at figure 4.2 it appears as though there are two
maximum e%treme deviates énd'possibly one minimum extreme
deviate according to the distribution of the rank sums.
The F-test indicates very strongly (Table 4.4) that the

chromosome counts are not all from the same distribution
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(p<<0.001), and Friedman's x2 = 58 (p<<0.001l) is in
agreement. Table 4.3 indicates that Youden's test and
Nair's test agree in selecting the extreme deviates but
differ slightly on the level of significance for‘the.extre~

me minimum, as shown in the first row of the table.

4.4 Conclusions

Interpreting figure 4.2 visually, three different
chromosomes are of immediate interest, one occurring less
frequently than the others and two which both occur
considerably more frequently than the rest. Both the F
test and ?riedman's x? indicate very strongly that the mean
counts for the different chromosomes come from more than one
distribution. Nair's test and Youden's test are in agree-
ment with the visual inspection and with the analysis of
variance. They also agree with one another as to order
and direction of extremeness for the three outlying chromo-
somes and do not differ appreciably as to the significance
level of each.

Given the high degree of consistency among the
techniques used and the associated high probability values,
the conclusion must be that chromosome numbers seven and
twenty-two occur much more frequently than all others for
these eight strains of melanoma. Also, chromosome number
ten occurs less frequently than all others, although the

confidence in this statement is not as great as for the

; b b g i ke a




maximum extreme deviates.

Chromosomes seven, twenty-two, and to a lesser

extent, ten could then be usad, by virtue of their relative

frequencies, as marker chromosomes indicative of melanoma

as defined by this selection of cell-lines.
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CHAPTER V

AN ANALYSIS OF SCORING PATTERNS AMONG EVALUATORS OF

LETTERS OF APPLICATION TO MEDICAL SCHOOT

5.1 Introduction

Several medical schools in Canada have recently
modified their admission procedures by using some non-
academic data, as well as the traditional marks of academic
achievement to choose their new students. This change stems
from the concept that, given a basic level of academic
ability", other characteristics of the applicant may be
equally important. These other characteristics are often
referred to as personal qualities.

The primary tool used to collect information about
these personal qualities at McMaster University is a letter
written by the applicant about himself. The letter is up
to eight hundred words long and should attempt to answer the
guestions posed by the medical school. These questions are
purposefully left vague and simply ask, "describe who you
are, where you are going and how you will get there".

The letters are assessed by three readers working
independently. There are commonly fifty teams, each of
three readers, to process a total of about twenty-two

hundred letters. Each team consists of a faculty person, a
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~Which first asks the reader to assess the presence or

medical student and a member of the community; each member
having been randomly selected. This three member concept

is repeated at each step of the admission process in the
belief that admission decisions are not the sole prerogative
of the faculty.

The scoring of the letter is centered around a form

absence of a set of personal qualities as shown by the
letter. The tabulation of these personal gualities assists
the reader in selecting a global score which ranges from 1

(poor) to 4 (excellent). ©No attempt is made to formalize

the assignment of a global score from the personal qualities,

nor to imply that other factors should not be considered.
The sum of the global scores from the three readers of each
letter is used in selecting candidates(for interview, which
is the second step in the admissions procedure.

In an effort to compare readers, five "control"
letters are sent to every reader in such a way that they
cannot be distinguished from the other letters they are
asked to read. The "control" letters are selected from all

applicants' letters to provide a representative cross-

section. One letter is selected which should be rated very’

high, another should be scored very low, a third letter is

selected because it is highly controversial (readers will

tend to score this letter very high or very low) and two

other letters '‘are selected which are average.
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The readers are non-expert at this method of
evaluation and change from year to year. Also, they donate
their time and come from all parts of the community near the
medical school. With this in mind, evaluation of the
readers is vital to ensure that applicdwts are unlikely to
be incorrectly scored by a poor reader or team of readers.

Before an analysis of the readers and teams can be

carried out, several assumptions must be made.

1. The best estimate of an applicant's score is -the
mean score of all readers who read the letter.

2. The overall mean score (3 readers reading 45
randomly assigned l;tters) should be approximately the same
for all teams.

d 3. The individuals and teams giving the most
extreme results with the control letters are most likely to

ﬁﬁive the most extreme results generally. J)

With the above assumptions, extreme value analysis can be
used to select indiwvidual readers and teams which deviate
most from the mean (best estimate of the true value) and

are therefore most likely to score apg&icants*incorrectly.

-
*
y

1

5.2 _bescription of the Data

Table 5.1 lists the forty-eight teams and the total |,

scoxres for the five control letters by team member., Also”

shown are the team totals and the totals for each type of
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v
TEAM FACULTY STUDENT COMMUNITY TOTAL
1 11 14 14 39
2 14 11 12 37
3 11 12 10 33
4 13 11 10 34
5 11 14 11 . -3
6 9 10 w7 LO 26
7 13 11 11 . 35
8 15 11 9 35
9 13 13 11 37
10 9 10 1€ 34
11 HI 17 - 13 16 HI 46
12 11 12 8 31
13 13 10 11 34
14 12 13 11 36
15 13 10 13 36
16 10 9 9 28
17 11 11 10 32
18- 11 ¥ 9 ar 17 37
19, 13 . 8 14 35
20 10 13 11 34
21 10 14 11 35
22 13 8 10 31
23 12 14 10 36
24 9 8 13 30
25 13 9 12 34
26 13 15 14 42
27 12 9 T 12 33
28 a1 13 11 35
29 11 11 12 34
30 10 11 14 35
31 13 10 13 36
32 14 10 13 37
33 13 9 13 35
34 13 13 11 37
35 13 12 9 34
36 12 11 - 13 36
37 J 12 14 ° 13 39
38 w -8 11 9 28
39 12 14 9 35
40 11 10 11 32
41 12 13 11 36
42 11 10 15 36
43 12 9 15 36
44 10 12 9 31
45 10 12 13 35
46 10 1 16 11 37
47 9 10 6 14 29
48 11 9 11 31
TOTAL 560 538 562 1660 .
T Table 5.1 -

Total scores on five control letters given by teams and

reader types
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MEAN MEAN MEAN
TEAM SCORE TEAM ECORE TEAM SCORE
1 7.02 17 6.28 33 7.48
2 6.98 18 HI 8.10 34 6.88
3 6.39 19 7.41 35 6.93
4 7.80 20 6.72 36 6.27
5 6.26 21 7.40 37 7.28
.6 LO 5.27 22 6.95 38 6.02
7 7.30 23 6.41 39 6.45
g 6.82 24 7.24 40 6.50
9 6.64 25 7.02 41 5.79
10 6.65 26 7.42 42 7.20
11 7.93 27 6,55 43 7.63
12 6.90 28 7.07 44 6.75
13 6.19 29 7.43 45 7.17
14 7.00 30 6.56 46 6.41
15 7.28 . 31 7.91 47 6.49
16 7.07 32 5.75 48 6.15
Table 5.2

Mean scores for each team based on all‘letters read
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team member, i.e., student, faculty, community. Although
‘the individual scores of each letter by reader were avail-
able, they are not shown because of their\great nunber and
minimal usé in this discussion. Tab}e 5.2 lists the mean

P

scores of the actual data for the saﬁe)forty—efght teams.
Each team read between forty-one and forty-six letters and
the mean is shown in this table to standardize for the

number of letters read.

s '
5.3 Analysis and Results

The evaluation of the readers' performance was
considered at two levels; the individual reader, and the
team. - It is‘most important to know that each of the teams
is evaluating correctily for it is the total, or team score,
which is used to determine whether or not the applicant:
should be considered further. The measurement of the
individual reader's performance i; of secondary imporéance
but should be useful in determihing weaknesses in thé
training of the readers or in pinpointing the reason for a
poor team performance. Using extreme value analysis, pre-
ciéion and accuracy of both individuals and*teams will be
measured to determine if any significantly extreme deviates
exist for these particular data. Table 5.3 shows Tab;e 5.1
in the form of three histégrams. The histograms represent
the total scores given to the five control letters by each

of the readers. The readers are separated by type
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A}

into faculty, student and community. The results of
analysig by Youden's and Nair's tests are shown in Table
5.4. The faculty member of{team 11, and the community
member of team 18 both appear to be écoring significantly
hiéher than all other members of their type. These parti-

cular individuals are indicated in Figure 5.3 by the

- hatched areas. It is interesting to note that there are no:

significantly extreme (p < 0.05) deviates in the minimum

directign. The student from team 47 definitely appears to

be extremd according to Figure 5.3 and Table 5.1.‘ Nair'sg
test even gives a significance level of 0.02 but this

could be caused by the more or less consistent skew to
the right shown in these data. Youden's test should not

be affected by ﬁhe nature of the distribution and indicates
a significance level of > 0.10.

Tﬁese results show that two of the individual
readers are sigpificantly different from others of their
group wifh respect to accuracy in determining the "true"
scores of the five control letters. It is also ﬁseful to
note that both of these individuals tend to err on the high
side of the "érue"'value.

The othervimportant measure of perfbfmance in
indivi&ual readers is that of precision. 1In termé of
correctly evaluating a letter, it is not so important to
measure the spread about an individual reader's mean, but to

measure the individuals spread about the group mean or best
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TYPE OF READER MAXIMUM bEVIATE MINIMUM DEVIATE
TEAM *yY *N TEAM *y *N
FACULTY 11 0.03 0.02 38 >>0.10 {>>0.10
STUDENT 46 0.10 [0.03 47 0.10 0.02
COMMUNITY 18 0.05 {0.03 6 >0.10 0.07

(*Y = YOUDEN, N = NAIR)
Table 5.4

Maximum and Minimum extreme deviates in the three types of
readers (Mean Scores)

estimate of the true value. This approach is able to point
out not only those who are consistently high or low scorers,
but also those who. for some reason always seem to score in
the opposite direction to everyone else. This type of
reader would score gpod applicants as poor and poor appli-
cants as good and is therefore unlike those who score every-
one as'good or poor. Table 5;5 shows the absolute differ-
ences between the group total and the individu;l total for
each reader. Frequency histograms of these data are found
in Figure 5.6. These data are then analysed by Nair's test
and Youden's test and the results are displayed in Table

5.7.

The histograms di5played'in Figure 5.6  indicate a
definite skewing to the right in all three cases which
probably invalidates Nair's test as a method of analysing

these data. Visually, there appears to be at least one

suspect extreme deviate in each case but the results shown
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PEAM FACULTY STUDENT COMMUNITY TOTAL

1 1.84 2,72 3.17 7.73
2 2.72 1.96 3.17 7.85
3 , 1.84 1o 1.42 3.30 6.56
4 o 2.42 3.12 ° 3.75 9,29
5 o 1.58 . 2.72 ~1.58 O '5.88
6 2.54 2,96 4,54 10.04
7 4.88 3.58 3.59 12.05
8 4,17 3.58 4,75 12.50
9 2.42 1.72 2.75 6.89
10 3.84 4,12 . 4.17 12.13
11 5.47 2.42 4,72 12.61
12 Hr 6.05 1.42 HI 6.84 i1 14.31
13 3.59 4.12 3.84 11.55
14 .. 2.33 3.96 1.58 7.87
15 *’”“\§.33 4.12 1.72 9.17
16 .84 4.30 3.12 10.26
17 .42 3.59 2.38 8.39
18 14 3.38 5.47 11.99
19 26 3.54 3.17 - "9.,97
20 .00 2.42 3.12 7.54
21 3.30 3.17 1.84 , 8.31
22 2.17 4.84 2.12 9.13
23 2.33 2.47 2,12 6.92
24 3.12 . 3.54 3,14 9.80
25 '2.89 S 4.30 2.96 . 10.15
26 / 3.96 3,72 3,17 10.85
27 4A 1.88 3.12 2.14 .7.14
28 o 3,14 2.63 2.42 8.19
2" 1.58 1.84 2.71 ‘ 6.13
30 2.00 1.58 . 3.17 . 6.75
31 2.17 2.96 3,71 ) 8.84
32 2.47 2.58 Y 3.72 - 8.77
33 | 2.42 2.54 - 2.42 7.38
34 3.33 3.71 3.59 - 10.63
35 . 2,42 2,96 2.54 7.92
36 2.14 : 1.58 2.42 ‘ 6.14
37 1.88 3.17 2.89 "7.94
38 3.54 - 2.75 3.00 9.29
39 - 2.14 12,72 3.12 7.98
40 3.14 . 2.00 3.13 8.27].
41 3.87 ° 2.17 ~Jw 1.58 1 7.62
42 1.58 2,58 , 3,72 7.881
43 2.33 3.12 3.47 . + 8.92
44 2.84 . 2.58 3.00 - 8.42
45 3.30 1,42 1.72 6.44]
46 -3.68 4.47 . %.96 10.11
47 3.38 .JHI 5.54 2.47 11.39}- -
48 ' 2,75 3,12 4.05 9.92
Tablé 5.5

Absolute differences between group total and individual “total
by reader - '
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TYPE OF READER MAXIMUM DEVIATE MINIMUM DEVIATE
TEAM |  *Y *N TEAM *y *N
FACULTY 12 0.01 0.002 5 p>0.20 [>>0.10
STUDENT b 47 1>0.10 {>0.10 3 p>0.10 |>>0.10
COMMUNITY 12 0.03 0,003 41 bB>0.10 {>>0.10

(*Y = YOUDEN, N = NAIR)

Table 5.7

Minimum and Maximum extreme deviates in the three types of
readers -
(absolute differences from the group mean)

in Table 5.7 indicate that this is not exactly true,
keeping in mind that Nair's test is weakened by the skew-
ness of the data. Youden's test indicates that both the
faéulty ﬁember of team 12 and the community member of team
12 are significantly extreme from the other members éf
their groups in respect of the degree of dispersion of their
scores about the group mean. Again, there are no extreme
members of” the student group which appears to contradict a
visual interpretation, but this is probably due to the mean
student variation b&ing somewhat higher than that in the
other two‘groups of readers. This would tend to keep values
of 7.5 - 8.0 more within the bé@y of. the ﬁistribution.

‘The selection of the faculty member from team 12 as
_an extreﬁe‘&ariance deviéte is of particular interest be-
cause it pofhts out that readérs can be found who'score high

. when all others score low and vice versa. This reader's
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" tests. Both tests select team 11 as the maximum extreme
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total score for all five control letters is 11, which is

very close to the group mean of 11.7 indicating that there

is no significant difference between this reader and the
rest. However, an analysis of the total absolute difference
between the group means and the individual readér's scores
shows this reader to be significantly different from all '
other readers. On the other hand, the community member

from team 12 whose dispersion mecasuxe about the group mean
was also significant, can be recognized in the first analysis
as having had the second lowest total score.

\@he analysis of the reading teams is carried out in
much the same way as the analysis of individual readers.
Figure 5.8 shows the distribution of the total scores given
by each team for each of the control letters and Table 5.9

summarizes the analysis of these data by Nair's and Youden's

deviate and team 6 as the minimum extreme deviate and their
relative locations in Figure 5.8 are indicated by shading. i
Team 26, while appearing suspect as a second most extreme
deviate has a significance value in excess of 0.10 -
according to both tests and is therefore not considered as
extreme.
A tabulation of the absolute differences between

group mean totai and team total was also carried out, and &

-the results are displayed as a histogram in Figure 5.10.
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NO. OF TEAMS
1

64

92

TOTAL SCORE

Figure 5.8
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Frequency of total scores for 5 control letters (all teams)

MAXIMUM DEVIATE MINIMUM DEVIATE
TEAM YOUDEN NAIR TEAM YOUDEN NAIR
11 <0.01 <0.001 6 0.01 0.01
Table 5.9 )

Maximum and minimum extreme deviates in reading teams

(Mean Scores)
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Figure 5.10
Frequency of total absolute differences from group mean for
5 control letters (all teams)
MAXIMUM DEVIATE MINIMUM DEYIATE
TEAM YOUDEN NAIR 'TEAM YOUDEN NAIR
11 0.05 <0.01 - 36 >>0.10 >>0.d0
Table 5.11 .
Maximum and minimum extreme deviates in reading teams

(dispersion about the group mean)}
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to be the significart maximum deviate with no significant
minimum deviate. Analysis of the data for second most
extreme deviate in the maximum direction failed to show
significance.

Now that the analysis of the control letter data is

complete it is worthwhile examining the complete set of

letter scores to sce how the deviant teams performed overall.

Figure 5. 12 displays the frequency of mean team scores for
all letters and Figure 5.13 shows the frequency of absolute
differences from the grand mean for the same data. Table ’
" 5.14 summarizes the teams which were extreme in evaluation

of both control letters and total letters.

ANALYSIS CONTROL LETTERS ALL LETTERS
MAXIM;M MEAN . team 11 team 18
MINIMUM MEAN team 6 team 6
MAXIMUM*I}T(Q-XI team 11 team 6
MINIMUM | Rg—xl none none

* absolute difference of the team score from the group team
Table 5.14

Summary of teams showing extreme deviance in control letter
data and comparison with all letter data

Team 18 is shown to have 'the maximum mean score for all
letters and considering that this team was very close to

the mean for both measures of the control letter data, it
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is reasonable to- assume that the letters allocated to this
team weré unusually good. Team 11, which had the highest'
megn with thgycontrol letters also had the third highest
mean for all letters which suggests that tea& 11 is probably
the highest scoring team. On the other hand, team 6,
consistent in both control letters and all letters, is
definitely the lowest scoring team. The problem now is to

]
decide which team will take honours for being most deviant

a—

from the group mean; high scoring team 11 or low scoring

‘team 6. Team 6 was most deviant in the all lettergi:cate-

gory «nd third most deviant in the control letter evalua-
° >

tion while team 1l was most deviant in the control letter

study and about average for all letters. Undoubtedly team

6 is the most deviant team from the group mean.

~

-

5.4 Conclusion

‘ From thHe results obgained in this chaéter; it is
obvious that extreme value analysis can be a useful tool in
evaluating letter ;eaders and team§4in the context of a
medical school admissions procedure. The use of control
lettEF® allows for comparison of reade;i and the resq;ts
can be used to,reasohably predict team performance in the
sense of extréme variatidn? e analysis of absolute
differences from the group mean is superior to‘tﬁe analysis
of méan scores in the determination of extreme deviates,
becausé ext;eme value analysis‘of these measurements will

-

- T— W
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L

not‘only pick out extreme means (consistently low or high)
but will also select those who are extremely different
from the group (consistently different in the extreme from
the group mean). Finally, Youden's test is probably mere
useful in analysing these data than ﬁair's test, because
of the skewed nature of the distribution of the absolute

" difference from the group mean.
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. CHAPTER VI

e Y

THE -DETERMINATION OF OUTLIERS IN A STUDY OF VENTILATORY )
RESPGNSE TO CHANGES IN OXYGEN AND CARBON DIOXIDE

CONCENTRATION :

6.1 Introduction

Of particular interest to respirologists is the fact ;

that increasing levels of ¢arbon dioxide and decreasing |

. levels of oxygen in the blood, will stimulate a person to %
increase their ventilation. This may occur either by a ;~

| change in the depth (an increase in the tidal volume), ox *
by an increase in the frequency at which they are breathing. {
In the act&al situation, most people will exhibit a respdnse .

© which is mixed with respect to an increase in tidal volume

and also an increase in frequency.

MR IS TR
LN

The rate at which ventilation increases with either

increasing levels of carbon dioxide or decreasing levels of

Poaph wr oW

oxygen, exhibits a wide range of variation among subjects.
It is possible to regress the change in ventilation against £
either changing partial pressyres of .carbon dioxide in the

blood or changing levels of oxygen saturation. Within the =
biologic range of either carbon dioxide tension or oxygen. |
saturation in this context, a linear model appears~to be a

fairly valid way of describing the data. It is not biologi-
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cally feasible to interpret the intercept of these regres-
sion lines because this would mean extrapolating back to
almost zero levels of either carbon dioxide or oxygeﬁ in
the %lood, which clearly do not occur under normal
circumstances. However, it is possible to interpret the
slope of the regression line and compare it among sub-
jects or even within the same subject under different
circumstances. Experimentally this may inveolve the inter-
posing of some obstruction to breathing, simulating airway
obstruction or by restricting the subject's chest movement
by applying a chest binder (simulating various "restrictiv?' .
disorders of lung and chest wall elasticity). |

The factors affecting .the slope of the regression
line relating change in véntilation to change in either
carbon dioxide or oxygen (under’ conditions whe;e the other
variable, be it carbon dioxide or oxygen, is held constant
while the test variable is changing) include the person's
sex, éénet?é constitution, vitai.capacity and athleticism.
These biological variations among subjects may be inter-
preted by looking at the components of the ventilatory
change which, a# mentioned previous;y, include.tidél volume
and ;&equengy responses.

As both increasing levels of carbon dioxide and de-
creasing ievels of oxygen provoke an increasg in ventilation,

it would be redsonable to assume that there would be a

further relationship between the slope of the regression
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associating ventilation change with change in both of these
variables. This does not necessarily appear to be the case,
although there is a loose association. However, some people
who have a brisk ventilatory response to increasing levels
of carbon dioxide, may have a relatively shallow and slow
response to decreasing levels of oxygen. The reasons for
this variability of response are not clearly understood,

but can be analysed in terms of the components of ventila-
tion, namely the response of tidal volume and the response
of frequency to the stimulus. A further way in whicP they
could be examined is by relating the slopes of the reg;es—
sion lines associating ventilation with change in a particu-
lar variable, to vital capacity. -

The problem investigated in this chapter relates to
just such an examination. The slope of the ventilatory
response, regressed against changing levels of oxygen
saturation was examined in relationship to vital capacity
in a group of eight subjects (figure 6.1) . Most of the
subjects appear to fall within the confidence interval of a
regression of ventilatory response against vital capacity.
However, two subjects were outside the confidence interval,
and the question arose as to whether these subjects consti-
tuted a.separate subset of'thé populatioq or whether they
were simply ipdicating that the nofmal distribution about
.the fitted line was much wider than had first béén assumed

and that the error associated with the linear model was
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Figure 6.1 ,i
Rate oOf ventilatory~chénge due to decreasing O2 and fixed CO2
concentrations plotted against vital capacity
artificially narrow. ' ;
The analysis carried oué in section 6.3 will { é
attempt to look at the way in which the different components n» é
of ventilation, namely tidal volume and frequency response ;
relaﬁe to overall ventilatory response in the ei%yg/;;bjects. ;
.This‘will be consideréd separately for each of'the'following’ ;
three sets Of conditions: o | ‘ j,
1) concurrent decrease of oxygen and carbon dioxide i
concentrations; . : g



Ps

2) fixed carbon dioxide concentration and de-

creasing oxygen concentration;

n .
3) fixed oxygen concentration and increasing carbon

dioxide concéntration.

Y

At each step, a maximum and minimum extreme deviate is

selected and

Finally, all

lack thereof,

represents more than one population.

the associated probability values determined,
the results are evaluated for consistency, or
among the subjects to determine if the samplgk

i

b

‘6.2 Description of the Data

Table 6.2 is a tabulation of all the data used in

this chapter.
is displayed:
Column 1:

Column 2:

. olumn 3;

Column 4:

For each of the eight subjects the following

subject identification number;

. vital capacity in litres. Vital capacity is

the greatest volume of air which can be ex-

haled in one breath subsequent’ to a maximal

£y
«

inhalation; . . \ -

the chaﬁge‘in ventilatory response under condi-
tions of progressively decreasing oxygen and
carbon dioxi&e cgncentrations. Measured in
litres per miﬁ per percentage change in oxygen .

. 1, 7
saturation; o

LS

the change in ventilatory response under condi-

1
tions of prbgressively decreasing oxygen concen-
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Column 5:

Column 6

Column 7

Column 8

¥

L

A Y

per percentage ‘change of oxygen saturation;

Jrespirations per

75

trations and fixed carbon dioxide levels.
&éasured in litres per minute per percentage
change in oxygen saturation;

the change in ventilatory response under condi-
tions of increasing carbon dioxide concentra-
tion but fixed oxygen saturation. Measured in
litres per minute per millimetrémof mercury
pressure of carbon.-dioxide;

the change in véntilation frequency under the
same c?nditions'és\column three. “Mgasured‘in

respirations per minute per percentage change

in oxygen saturation;

the change in tidél volume .under the same
conditions as column “three, Méasured in litres
éer percentage change of oxygen saturation;

the change in'vengilation frequency under the
same conditions as column four. @easured in

respirations per minute per percentage change

/s
i B .

of oxygen saturation;. -

the change in tidal volume under thé same
conditions as column four. . Measured in litres
the~chahge in ventilation fregdency uhder the

samerconditiopé as column five. 'Measured in

4 ~

inute per millimetre -of

off carbon dioxide;
. v ! - ’
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Column 11: the change in tidal volume under the same condi-

tions as column five. Measuked in litres per
A\
3\
A
millimetre of mercury pressure of carbon
\

\

dioxide.

6.3 Analysis and Results

The problem described in the introduction and
displayed in figure 6.1 is to determine whether the two
subjects farthest from the regression line, namely members
five and six, are from the saﬁe‘populatiop as the other
subjects or from some other population. If it could be
shown that these two subjects still appear extreme when
another measure of ventilatory chénge Oor response 1is plot:
ted against vital capécity, then the probability of these
two‘subjects belonging to a population different from the

&

other subjects,ig improved.”” In fact, two other-measures

*
v

of ventilatory response have been used; the response fo
concurrent decrease in oxygen and carbon dioxide concentra-
tions and the response to increasing carbon dioxide con-
centration with fixed ogygen saturation. The information
regarding these two tests is displayed in figures 6.3 and
6.4. The data for figure 6.3 are taken from columns two
and three of table 6.2 and the data for figure 6.4 are taken
from column; two and five of the'same*tabkeu ~

. To organize the information from the;e three measures

of ventilatory response in such a way that Youden's test
o ‘.
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C02) concentrations plotted against vital capacity
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concentrations plotted against vital capacity
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could be @pplied, it was necessary to develop a two way
classificdtion of the eight subjects by the thee measures
of véntilatory response. This was done by performing a
linear regreséion on each of the three sets of data and
using, as -a measure of extremeness, the signed difference
between the actual ventilatory response and the calculated
ventilatory response as a percentage of the calculated

ventilatory response.

(VR-VR,) * 100
EXTREMENESS =

1 VRC

where: VRC is the calculated ventilatory response
VRA is the actual ventilatory response.

The measures of extremeness determined by the above formula
for all sﬁbjects and for all three measures of ventilatory
response are shown in table 6.5. Youden's test selected
subject number fiQe as the maximum extreme value (p =.‘016)
as did Nair's test (p =k.dl). The minimum extreme deviate
was subject number six according to both tests but the
associated probabilities were not as convincing (Youden,
p > 0.10; Nair, p = .05).

Another way of detgrmining those subjects who are

extfemely different from tlHe rest with regard to ventilatory

response is to look at the relationship between change in

.
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MEASURES OF VENTILATOSY RESPONSE
o) 0, 4. “>
SUBJECT coi ‘: coj L cgz 3 ?{}Eﬁ
1 - 4.8 (4)* 1.8 (5) 16.9 (5) 14
2 20.4 (6) 6.3 (7) 21.7 (1) | 20
3 -38.4 (2) -12.2 (3) -20.5 (3) 8
4 42.6 (7) |- 0.5 (4) 16.1 (4) 15
5 53.7 (8) 31.1 (8) 40.0 (8) 24%*
6 -37.2 (3) |-16.4 (1) -44.4 (2) 6
7 10.0 (5) | -13.0 (2) -47.3 (1) 8
8 -46.8 (1) 2.9 (6) 18.7 (6) 13

* Numbers in

colunn

brackets show the

Table 6.5

rank of each value within

Extremeness values and associated rankings for the eight
subjects by the three measures of ventilatory
response when regressed against

vital capacity

%

P

" AN
BB RSN kg o B e T

. . M
- AR o R BN ,e .
- ro
T e I P M ok K A P A, iy I e Ko e Rt - ;

A o P R i T



VENTILATORY CHANGE (2/min/A%,o2 sat)
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Figure 6.6
Rate of ventilatory change due to decreasing O2 and CO2

concentration plotted against change in frequency
of respirations
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' Figure 6.7

Rate of ‘'ventilatory change due to decreasing O2 and fixed CO

concentrations plotted against change in frequency
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MEASURES OF VENTILATORY RESPONSE |
o) 0 0, .

SUBJECT Coz : coi i* coz :* RANK
1 9.5 (5)* | -12.9 (2) -19.6 (3) 10
2 38.8 (7) |-10.7 (3) -21.3 (2) 12
3 -39.8 (2) 4.5 (5) 22.1 (7) 14
4 £.7 {6 10.7 (6) 34.6 (8) 20
5 46.9 (8) 26.2 (8) 20.1 (6) | 22
6 -35.3 (3) -22.7 (1) -45.1 (1) 5

7 4.7 (4) |- 6.8 (4) - 7.8 (4) 12
8 -52.7° (1) | 1.9 17.5 (5) 13

*Numbers in brackets show the rank of

column

Extremeness values and associated rankings for the eight

\

Table 6.9

each value within

subjects by the three measures of ventilatory
response when regressed against
change in frequency of breathing

83
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Rate.,of ventilatory change due to decreasing 02 and CO2 concen-
trations plotted against change in tidal volume
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MEASURES OF VENTILATORY RESPONSE
SUBJECT % ¥ %2 ¥ 02 = RANK
co, + co, +» co,, + . SUMS \

1 0.7 (5) | - 8.3 (4) | - 6.5 (3) 12

2 31,1 () | - 0.1 (5) 14.2 (6) | 18

3 ~52.6 (1) | -10.1 (2) | -28.4 (2) 5

4 30.5 (6) 3.0 (6) | - 2.2 (4) 16 |
5 36.4 (8) | 36.1 (8) 323 (8) | 24

6 1 =30.3 @ | -2004 ) | -345 1) | gr* :

7 =36 ()| -9.93) | 6.6 (5) 12

8 ~15.9 (3) 9.8 (7) 14.3 (7) 17 ]

*Numbers in brackets show the rank of each value within the
column.

-

Table 6.13

m e L

Extremeness values and associated rankings for the eight sub- i ‘
jects by the three measures of ventilatory response
when regressed against change in tidal volume AN
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’

frequency of respiration and oveféll ventjilatory response
under the same three sets of conditions mentionea previ-
ously. Similarly, tidal volume may'also be related to
overall ventilatory response. Figure 6.6, 6.7 and 6.8'
display the data which relate change in frequency of
respiration to overéll venti}atory response for the three
sets of conditions. Table 6.9 shows the extremeness values
for the eight subjects under the three sets of conditions.
These results are determined by the same methods as those

in Table 6.5. Here again subject five id the maximum extreme
deviate and subject six the minimum extreme deviate but the
probabilities for both subjects is >.10 as detéﬁmined by
both Nair's test and Youden's test.

Figures 6.10, 6.11 and 6.12 display information
much the same as that just analysed except thatjthe change
in frequency of respirations has been replaced with change .~
in tidal volume. Thf extremeness values for each subject
are simiiar;y summarized  in table 6.13.

Here, the evidence points’strongly to subject five
belng the maximum: extreme deVLate (Nair, p = .0025; You&en,
p = .016) and subject six being the minimum extreme deviate

(Nair, p = .Ol; Youden, p = .06).

6.4 Conclusions

The initial problem of determining extreme devia-

tion in subjects when relating ventilatory response to vital

L)
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capacity has begn app;oached b? developing a two way clas-
sification of the egéht subjects agéinst three diffefént
measuras of ventilatory response. The measure of extgeme-
.hess in each of the three cases was defined as the distance
from the measured value of ven%ilatory response Eé the calcu-
lated value as determined by a linear model showing the
relationship between vital caﬁacity.and the particular
measure of ventilatory"response; The data were then
analysed using both Youderi's and Nair's tests. Subjects
number five and six were the original extremes as shown in
figure 6.1.° Confirmgtion of thié extremeness wa§ supplied
when data from the other two measures of ventilatory
response were incorporétéa in the analysis as shown in table
6.5. In particular, subjecf five was selected as a

maximum extreme devidte by both tests (p = .01). Subject
six was selected as the minimum extreme deviate but with a
proba?ility which makés its significance questionable

(.iO > p > .05). 'Of the three measures of ventilatory
response, the first one (decreasing oxygen and carbon dioxide
concentrations), is probably the.weékést because both gas
c;ncentrationé are decreasing at the same time. A -rank of
three for subject six under these cquitions'is probably
hiQfér than the>trpe value and if a value of ;wo were used
instead, thamboth_Ypuden and Nair would‘agree thét subject‘
six was the minimum e#t;eme deviate with p = :05. o

! s
Further analysis has shown how these two-subjects

cn v e
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differ from the others in their assbciation éf ventilatory
response with eithéf'change in frequency of breathing or
tidal volume. Table 6.9 shows the results of regressing
change in'frequency of breathing with ventilatory'reéponse
and measuring for extremeness from the fitted line. . Again,
subjects givé and six are selected as extreme but both
Nair's and Youden's tests suggest a probability value->.10
for both subjects.

In the case of regressing change in tidal volume with
ventilatory response and measuring for extremeness about
the fitted line, table 6.13 shows that the rank sums for
subjects five and six are definitely extreme. The probability
values determined by Youdep's test are; subject five: maximum
(p = .016), subject six: minimum (p = .06). Nair's test
supplies more extreme valués; subject five: maximum (p = .0025)
subjectssix: minimum (p = .01),

In conclusion, sdbiect six appears extreme in the minimum
direcgion with a probability value of 0.05 and subject fiQe
extreme in the maximum direction with a progability value of 0.02.

1t should be ppinﬁed out, however, that this study has_
been used.to demonstrate the application of extreme value
analysis and does not lead automatically to more general
biologic¢al conclusions about the distribution of ventilatory
response in the population. This technique and a larger

random sample would be needed o determine if a real gopulation

subset does, in fact, exist.] ‘ /
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CHAPTER VII

. -

DISCUSSION AND CONCLUSIONS |

7.1 Introduction

In the previous chapters, Youden's and Nair's tests
have been introduced and used in tﬁe analysis of three
different biomedical problems. VYouden's test in particular
"has been emphasized and chapter two dealt exclusively with _.
the various methods used to increase the range of the \
rassociated probability tables and their. accutracy. 1In this
chapter, each of ;he three research questions posed in
chapter one will be discussed based on tée experience gained
in analysing the thfee problems presented in chapters four,
five and si:;3 The final section will draw general copclu—
sions regérding the use of Youden's test in analysingebio-

medical data.

7.2 Research Questions

7.2.1 Research Question 1
~

-’

What types of data are most suitable for analysis

" by the non-parame:ric test? ;

In discussing the type of data most duitable for

analysis by Youden's test, it is important that we look at

o 90
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both the nature of the distribution of the data and the
nature of the values themselves, i.e. whether they are
continuous or discrete measurements.

With regard to the nature of the underlying distri-
bution of the data, chapter three presents power curves for
comparing Youden's test and Nair's test assuming three
different types of‘population distributions. It is observed
that when the number of objects (identified by the letter I)
is.small, ahd the number of judges (identified by the letter
J) is small, then Youden's test has the greater power}x
independent éf the data distribution used. As J increases
and I remains small, the two tests appear to approach the
same éower independent of the data distribution. As I
increases in value, the parametric test of Nair is either
of greater power, .or of power egual to, the non-parametric
test of Youden for the threefg:§;ributions examined.

The simulation program which generated these power
curves used continuous data as opposed to discrete data
p&tting Youden's test to a slight disadvantage. In this
case it is probably correct to conclude that Youden'é test
has superior'?ower in situations whére I is small, other-
wise Nair's test has power at least equal to that of Youden's
test., ‘

Youden's test, like all other rank tests, suffers

from the ranking process which is usually required to trans-

form the data prior to analysis. This process causes a
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considerable decrease in power compafed to parametric

tests when analysing data whose parent population is
approximaéely normally distributed. For example, if two
subjects have values of 4.001 and 4.002 they could be ranked
1 and 2, but under different conditions these same two sub-
jects could have values of 4.001 and 86.2 and the ranking
would still be 1 and 2. Parametric tests do not have this
,problem and are able to take into acc¢ount the magnitude of
the difference betweeé subjects. Another problem
encountered when using non-parametric tests is the method
of solving tied values. Depending on the ‘technique used,’
eiFher loss of power or additional calculation of a correc-
tion factor, is involved.

Although power curves were not calculated using
rank data, Youden's tést would obviously perform best in
this situation as the probability tables are based on
approximations of all possible rankings. On the other hand,

Nair's test has greater power when analysing continuous

* data.

7.2.2 Research Question 2

Under what conditions is the parametric test

guperior to the non-parametric test?

From the simulations performed in chapter three it
v .

is obvious that Nair's-test i§ superior in analysing normal-
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ly distributed data when the sample size is not small (say
greater than 10). The considerable robustness shown when
"the data were not> normally distributed indicates that this
test can also be used when the data distribution is strictly
non-normal (but .similar to a normal distribution), providing
the sémple size egceeds 10. If the data contain a large
number of tied values then Nair's test is probably superior,
as the tééhnique used for resolving ties in Youden's test

is to randomly assign the N tied values the next N ranks.

If the number of judges is small, then there is a high
probability of one of the objects attaining an unusually
high or low rank sum which could erroneously classify it

as a significantly extreme deviate. With Nair's test

there is no requirement that the scores be unique and so the

problem of ties does not arise.

7.2.3 Research Question 3

Ig it beneficial to wuse the non-parametric test to~

determine second and third most extreme deviates?

When this question was originally formulated, it
was thought that it would be useful to develop a technique
which would select those objects which were second and third
most extreme from the other objects. The/technique involves

deleting the most extreme object from the two way classifi-

cation of data and re-ranking to select the most extreme

H
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deviate. This object would bc the second most extreme
deviate. By a similar technique the thjird most extreme
deviate can also be found. The most important thing learned
regarding this procedure is that one must display the data

in a way which shows its distributional characteristics prior

-

to interpretting the meaning of second and third most extreme
7

E A

deviates. In chapter four, Figure 4.2 displays the melanoma .
~data in such a way that two extreme maximum deviates and one
extreme minimum deviate appear obvious. Analysis shows thi;
to be the case (see Table 4.3). The technigque worked for
this particular set of data because the majority of the
values were clustered around the mean with very few far from
the mean. However, if the®data are more widely spread with
no clustering, it is possible to show eac¢h value to be
significantly extreme from the others as either a first,
second, third or more, extreme deviate. Results like this
are generally meaningless and may be avoided by visuvally

examining the sample distribution.
g

PR T

Another problem regarding sample distrigution is
bi-modality or possibly multi-modality, A histogram or
graph of some form will usually §how several tight clusters
of values with relatively vacant areas in between. 1In this
case it is not only questiqnable as to whether second and
third most extreme deviates should be determined; bﬁt
questionable as to whether extreme value analysis would be

meaningful.
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7.3 Conclusions

An existing non-parametric test has been expanded

by increasing the size and accurady of the associated

. probability table. The methods used to expand the' table

have been described and the updated table presented,
Power cu:xgi for the non-parametric test and its parametric
analog were estimated by a simulation technique, and pre-
sented graphically for visual comparison. The ability of
this test to solve problems of a biomedic?l nature has been
demonstrated in three separate instances and comparison with
its parametric analog has been made throughout. Answers
tg the research questions were presented and’discussed.

As a final comment on the. application of Youden's
test to biomedical problems, it has been found that
rgformulation of the problem or reorganiza£ion of the data

is a very important step in applying this test to situa-

tions which at first glance seem inappropriate.
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APPENDIX A

TABLES OF ONE~SIDED PERCENTAGE POINTS AT NOMINAL

LEVELS OF 1, 3, 5 AND 10%
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127
3CONTROL FILE=SsFILE=6

A FORTRAY PROORAM FOR CALCULATING ONE-SIDED 2EQCENTAGE
POINTS F)R YOUDEN'S TEST BY EXHAJUSTIVE ENUMERATION
USING BOTH LLEHMER'S METHOU AND WELL'S METHOD OF
COMBINATAHRIC ENUMERATION,

THE CODING 1S SPECIFIC TO THE HP3000 SYSTEM,

OOCOOOO00

\CHARACTER ANS*®)
DIMENSTON KUUNT(24) 2y NSUMS(6)2DIST(80)
COMMON LIST(76Qyb) yN2ERM

) DISPLAY “ENTER NUMBER OF 08JLCTS AND JUDSES™
ACCEPT NORJ» JUDGES
IF(NOBJ.EQ.CQ)STOP
NPERM=)

DO 7 Iz2+NOBY

7 NPFRM=yPERMY |
DISPLAY YLEHMER OR WELLS®
ACCEPT ANS
IF (ANS_EQe.mwi) GOTO 10
CALL LEHMERI(NORBJ)
6OTO 15

10 CALL MARWEILLLS(NORJ} /

15 00 20 J=},4JUDGES

20 KQUNT ( gy =]

00 22 x=1,480

22 DIST(K)=0,0

25 DO 30 J=1,N0BJ

30 NSUMS (1) =1
DO 40 Jy=1+JUDGES
K=KOUNT (J)

DO 35 1=1sN0&J. .

35 NSUMS (1) =NSUMS (1) +LIST(Ky1)

40 CONTIN JIE
MIN=999g
D0 45 1=1.NUBJ
IF(NSUUS(I) LT MINIMIN=NSUMS(])

45 CONTINJE
DIST(MIN)=DIST(MIN)+1,0
DO 50 -y=)+JUDGES
KOUNT ( J) =DOUNT (J) ¢ 1
IF (KOUNT (J) « LE,NPERM) GOTO 25
KOUNT (J) =}

50 CONTINyE

’ WRITE(s4100) (DIST(K) yK=1+80)

100 FORMAT (" RAW FREQUENCY COUNTS"/4(1Xx+10F7,0/))
DO 55 (:2.8‘1

55 UIST(K)=DIST(K)¢DIST (K=-1)
NRITE(4+110) (DIST(K) 4K=1+80)
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110 FORMAT (nt ACCUMULATED FREQUENCY COUNTS"/4(1Xv}0FT7.07))
P=DIST (80)
DO 60 <x=1480
60 VIS (K)y=DISI(K)/P
WRITE(ge120) (DIST(K) 4K=1+80) ‘
120 FORMATY (" STANUARDIZED FREQUENCY COUNTSN/, (1X,10FT7e5/))
GoT0 S
END
SUBROUTINF LEHMER(NOSY)
DIMENSTON NDIGITS(6)4NDIGITSZ(6)
COMMON LIST(76096) sNIERM
DO 30 <=0,NPEPM~]
Kl=Kl+1
VO 5 1=1+N0BY
NDIGITS(1)=0 . '
ND=1
10 ND=HD+1
M=N2/ND
NDIGITS(NI=1)=SN2=M#ND+ ]
N=M
IF(MsGF,1)GOTO 10
IF ((ND<]1) sEQ,NOBJ)GOTO 15
L2=ND«}
D0 13 1=NO0BJ,1,~1
IF(L2.,EN.0)GOTO 12
NDIGITS(I)=NOIGITS(L2)
Le=L2-) .
GOTO 13
12 NDIGITS(I)=0
13 CONTINJE
© LIST(K191)=NDIGITS(NORY) i’
15 DO 25 <=l NOBJU-1 z
00 20 y=1+192NOBJ "
NDIGITS2(U)=NDIGITS(J=-1)
IF(NDIGITS2(J) JGELNDIGITS () INDIGITSE(J)=NDIGITS2(J) ¢1
20 CONTINJE
LIST(KYs{+]1)=NDIGITS2(NUOBY)
25 CONTINYE
30 CONTINJE
RETURN
END
SUBROUTINE MBWELLS(N)
DIMENSION A(1U)exXM1(10)
COMMON D(720496) o NF
DO 10 y=1+10

|92}

<

A(I1)=0,0
10 XM1(1)=0.0
DO 1€ =1,
127 XMI(IY=]

DO 90 Y= I'NF S



15

20
25
20
35
40
45
S0
47

55
60

70

75
80

90

Nl=M=]

J=90

NH=0

NENES|

I=y+l

NQ=N1/T

NR=Nl=-yQe1
IF(NH)3U420+30

IF (NR- J) 25430425

NH=J

A(J)=NQ

IF(NQ) 35440435

N1=N3

60 T0 15

IF(NH) 50465050

NH=J+1

L=M

DO 47 T=1oN -
D(Lel)=xM1(I)

NS=NH+}

IF (NH= (NH/2) #2)60,55,60
IF(AINH*]1)=2,)160,7097D
W=xMl (yS)

AM] (NS) =XM1 (NS=]})

XMl (NS<}))=w *

GO T0 90

NXENH=A (NH+1)
IF(NX) 75, 75,80

NX=1l

W=xXM] (yS)

XM]1 (NS) =XM1 (NX) -
XM1 (NX) =y

CONTINJE

RETURN

END

129
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PROGRAW TST(INPUTQUTPUT,TAPES=INPYT»TAPEG=Q(TPUT)

A FORTRAN PROORAM FOR CALCULATING ONE-SIDED PERCENTAGE
POINTS FQR YOQUDENS TEST IN THE CASE ofF 1 = 2,

THIS PROGRAM IS BASED ON THE BINOMIAp THEOREM aND IS
SPECIFIC TO THE CDC6400 SYSTEM.

10
100

20

. 110

40

50

60

120

70
130

80

1000

DIMENSTON NA{200) NUO{200)
READ(5,100)L0ONHT
FORMAT (213)
IF(EOF (5))1000,20
FRITE(4,5,110)
FORMAT (1HY)

CaLL NRINOMILO=2yNA)
NS =2

MS=2%#| n+]

VO 80 J=LOyNHI
NS=NSa 3

K=g~°¢

DO 40 1=1.K
NR({I+]l)=NA(I)*NA(T+1])
NB(l) =) ’
NB(J) =)

D0 50 1=1.0
NA(I)=NB(])

DO 55 1=142040
L=J/2 . -
DO 60 1=1,J

K=J+l

IF(I+6TLIK=K*U~]1-]

NB(K)=yB(K) *NA(I)

L=p+J

ARITE(84120) JoaNS

FORMAT (¢ € = &y J St#4,]39% SUM = 0,114)
C=0,0

MS2=M5

DO 70 1=Jsl

P=FLOAT(NB(I))/FLOAT(NS)

C=C+P )

MS2=M52~1 -
"RITE(G9130)I+MS2yNB(])sPyC

FORMAT (1X912+2X912912Xs11692X0FB.612X1F8B.5)
MS=MS+>

CONTINJE

GOTO 1o |

STOP |

END

SUBROUTINE NBINOM{(NsLIST)

DIMENSTON LIST(])

- ey



10

MID=N/2+1

LIST(]l)=1

LISTIN:)) =1

IF(MID,LEL.]1)RETURN

VO 10 yxX=2.M]0
LIST(NY)=LIST(NX=1)% (NeNX¢])7/NX
LIST(N-NX+2)=LTIST(NX)

RETURN

END
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$CONTROL FILE=S FILE=1sFILE=2¢MAPLABEL

OO OO OO

A FORTRAY PROGKRAM FOR CALCULATING ONF-SIDED 2EQCENTAGE
POINTS FAR YOUDENS TEST USING AN ITERATIVE PROCEDURE
BASED ON BONFERRONI'S INEQUALITIES.,

THE CODING IS SPECIFIC T0O THE HP3000 SYSTEW,

COMMON /UPPER/ CINVeNC+PROR(B400) +MPTRI(25)
COMMUN /LOWER/ CINVLNCLMLPIR(25)
DISPLAY MENTER LOW VALUES FOR C ANp J"
ACCEPT NCLOsJLD

IF(NCLD,EQ.0)STOP

NIsSPLAY MENTER HIGH vALUES FOUR C AND J"
ACCERPT NCHIsJUHI

VDISPLAY YENTER LOWER & UPPER CUM, PRUB, VALUES?
ACCEPT CUMPLDsCUMPHI

Do 30 NC=MCLOsNCHI

NCL=SNC=1

MPTR(1) =)

MLPTRI( 1) =1

Do 7 K=24925
MLPIR(<)=MLPrR(K~l)*VCL*K-K
MPTRI(K) =MPTR (K=1) +NCBK=K
LIMITP=MPTR(25) +NC®28=27
LIMITL=MLPTR(29) +NCL226K=27

DO 8 K=lsLIMIIP

PROB(K)y=0.0

REWIND 2

buM=0.p

DO 9 K=lal IMITL

wRITE(2)DUM

C=FLOATI(NC)

CL=C~1,

CINV=1,/C

CINVL=]./CL

DO 20 JsJLO»JH]

MAXEXACT=(J*+1)/2¢

KMAX=NCOJ

KHI={KkuAX=J)/2+J

CyUMP=0,0

CUMPL=0,0

VO 10 «<=JeKHI

CALL TaU{(JyKseP)

PR=C4P

CuUMP=CgMP+PR

ALPHAL =CUMP

IF{K.,LT,MAXEXACT)GO TO 15

CALL TAL(JyK-MAXEXACTY+JsP)
PRL=CLeP

-’
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100
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18

20

25

30

15

18

- 133

CUMPL=CUMPL +PRL

ALPHAL =CUMP=CUMP{ #PR
IF(CuMo, L1, CuMPLDO) 62 TO 10

1F(CUMD ,GT,CUMPHI)GO TO 20
ARITE(]2100INCsJsKeKMAX» CUMP Y AL PHAL
FORMAT (124 1X91291X9eI1341X0e13+2FR,6) -
KMAX=KVAX~]

CONTIN JE

CONTINJE

Lo T0 s

END

SUBROUTINE Tl (JakeP)

COMMON /UPPER/ CINVINCsPROB(B400) +»MPTR(25)
P=0g,0 :

IF (KeGTNC®J)RETURN

IF(JeNEL,0) GO TO 15

IF(KeEQ.0)P=1060

RETURN

IF(JeNEL1)GO TO )8

P=CINV

RFITUARAN

IF(JeNEKIGO TO 20

P=CINVasy

RETURN

N1=MPT3(J) +K=1
1F(PROR(N1)+€Q,0,0)6) TO 25

P=PROB (N1)

RETURN \
L=K=J+)

IF(L,GT.NC)IL=NC

00 30 1=1,L

CALL TaU(J=1yK=]4PS)

P=p+PS

Pap#(Clyyv

PROB(N])=P

RETURN -
END

SUBROUTINE TWL(JsKeP)

COMMON ZLOWER/ CINVLINCLsMLPTR(25)
P=0.0

IF(KeGT ,NCL®J)RETURN

IF(JeNE.0)GU TO 15

IF{Kek2.,0)P=140

RETURN

1IF(JeNELIIGO TO 18

P=CcINVy

RETURN

IF (JeNEK)GO TO 20

P=CINV #4 . :
RETURN
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20

25

30

N1=MLPTR(J) +K~]
READ(2an 1) PRUBL
IF(PROJLEQ0.0)G0 TO 25
P=pROB

RETURN

L=K=J+]
IF(LeGTJNCL)L=NCL
Do 30 1=1.L

CALL TaL(J=lsk=1,4pPS)
P=p+PS

PzpeClIvvL

WRITE (PaAN])P

RETURN

END
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SCONTRUL MAP | ARELFILE=5S+FILE=A

A FORTRAN PROGRAM FOR 3FENERATING POWFR CURVES FOR
NAIR®'S TEST AND YOUDEN'S UNDER SPECIFIED PARENT
POPULATION AaSSUMPT]IONS,

THE CODING IS HP3000 SPECIFIC.

OOaGOO00

DIMENSTON A(25425)¢B(2512%)
5 ARITF(4+110) )
110 FORMAT (vt FNTER ToJde # OF SIMULATIONS™)
READ(S4#) JoJyN]TER
IF(1eE9.,0)STOPR
LIM=1-)
KNITER=FLOAT(NITER) 7100
WRITL(54]20)
120 FORMAT (' ENTEK CRITICAL 1 & 9% VALJES FOR VAIR & YOQUDEN")
REAMD(5,9)C19C2sNY1sNY2
WRITE(g4130)
130 FORMAT (v ENTER LOWEST DELTAWSTEPSIZE & NJIUM3EQ (OF STEPS")
READ(S,#) XLOWsSTEP N JVMDELTA
WRITE(Rs]140)
140 FQORMAT (1 FNTEKR SEED™)
READ(5,9)SELED
ARITE(Re150) ToJaNITER¢ClaC2oNY 1 aNY P2y SEED
150 FORMAT ¢ = 10y ]2, J= "y 124" SIMYLATIONS= w64/
+" CRITICAL POINTS= "oF4e2e3XsF6,2v3X0v1603Xe10ay/
+1 RANDOM NOe SFED= '",F10.,5//) /
IF(SEEN.EQ.0,0)G0 TO 7
QUM=RAND(SEERD)
7 DELTA=SXLOW=-STEP
DO 90 yD=1NUMPDELTA
DELTA=nELTA+STEP
MINNd=(
MINNG =
MINN]=p
MINNZ=p .
MINYl=p .
MINYZ=p
DO 80 JTER=Ll+NITER -
D0 20 p=1su -
DO 17 <=1, 1M -

CHANGE T4E FOLLOWING TAO LINES
TO REFLECT THE PARENT 20PULATIUN DESIRED,

O0OC O

17 A(KyL) =UNIFORM(0,0+1]1,0,DUM)

20 A(T+L)=UNTFORM(0,0s1,0s0UM)=UELTA
CALL NAJR(I1UeAySTATUR,M]INORY)
IF(MINNBJWNE,I)GO TO 30
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30

Ty

40

S0
60

78

80

100
105

90

IF(STATNR,GEL,C1)MINN3I=uMINN3+1
IF(STATNR,GL C2)MINNG=UINNgG+1
DO 60 =14J

xM:0.0 N

DO 50 u=I,1]

AM=XM+y,

XMIN=99,E70

DO 40 <=1.+1

IF(A(RJL)=XMIN) 35,640,490
XMIN=A (KoL)

NPTR=K

CONTIN JE

A(NPIH.L)=99.E70

BINPTR, L) =XM

CONTIN JE

CALL NAIR(I+JeBeSTATNRyMINOBY)
1F(MINDRJNELIVIGY TO 78
IF(STATNR,GE.C1IMINN]=MINN] +1
IF(STATNR,GELCR2YMINN2=UINNP+]

CALL YAUDEN(LsJyBeMINOBJIINOBISUM)

IF (MINIBJ,NELI)GO TU BQ

IF(NOB JSUM LE«NY]1)MINY]=MINY L]
IF(NOB JSUMLE WNYZ2)MINY2=MINYC+]
CONTINJE ‘
YMINlI=FLOAT(MINY])/XNITE
YMINC=FLOAT (4INY2) /XNITER
AMINI=SFLOAT(MINNY) /XNTITER
XMINZ=r(OAT(MINNZ) /XNITER
XMIN3=cLOAT(MINN3) /XNTTER
XMING=F{ OAT (MINNG) /XNTTER

WRITE(5,y100)DELTAJXMINI 9 XMINCyYMIN]yYMIN?

FORMAT (I1XeF3ele4F10,1)
NRITE(ge 105) XMIN3yXMING |
FORMAT (4X+2F10,1)

IF{XMIN]1EQe100sAND,XMIN]1 ,FQH4100,3G0 TO 5

CONTIN JE

6o T0 5

END

SUBROUTINE NAIR(IsJeDySTATNRYNR)
DIMENSION C(25)1D(25+25)
L1=1]

QJ=Jd

SSQRS=9,0

58QCS=p.0

6SsSQ@=0,0

6GS=0.0

DO S5 L=1yJ

ceLry=0,0

XMIN=99,E70

DO 20 x=1l.1

136
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L]

10

20
30

40
50

60

10

K5=0,0

VO 10 L=lvd

P=D(Kyp)

KS=RS+>

CiL)=C(L)+P
GSSU=GgSQ+PHRP
6S5=65+25S
SSQRRS=5SNRS*RS4RS

IF (RS «3EXMINIGO TO 20
XMIN=Rg

NR=K

CONTINYE

Do 30 L=Yed
S56QCS=550CS+Cc (L) #C(L)
GM=GS/(0I+*QJ)

EV=(6S5Q=SSWCS/QI~SSIRS/QJ+GS®GS/7(QI%GU) )/ ((QI-1e)®(QU=1,4))
STATNR=(GM=XMIN/QJ) /SORTEV/UJ)

RETURN
END

SUBROUTINFE YOUDEN(Iy JaAeMINOBJ,NOBJSUM)

DIMENSTON A(25425) s TEMP(25)

VO 3 K=lsl

TEMP(K):OOO

DO 50 «=1,41

UO 40 L:l,J

TEMP (K)y=TEMP{K) +A(KyL)
CONTINJE

AMIN=1000,

DO 60 x=1.1

IF(TEMO(K) ,GE+XMIN}GD TU 60

XMIN=TEMP (K)
MINOBJ=K

CONTIN JE
NOBJSUM=1F IX{XMIN)
RFTURN

EHD

FUNCT1IJON UNIFORM{XMEAN.VARIANCE s DUM)

WIDTH=GQRT (12,8VARIANCE)
HALFAIDTH=WIDINH/2,

UNIFOR%-RAND(DUM)QWIDTH*XMEAN HALF4IDTH

RETURN

END

FUNCTION DMORM (DUM)
DNORM=.6,0

Do Lo 1=14)2
ONORM=DNORM+RAND (DUM)
RETURN

END p
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$CONTROL FILg=S.FILE=6

AN

¢

C A FORTRAY PROGRAM FOR ANALYSINU DATA ORGANISED
c IN A TWO wAY CLASSIFICATON B8Y YOUDEN'S TEST aNp
C NAIR'S TgST,

C

C

C THIS PROGRAM WAS WRITTEN FOR THE HP3000 CUMPJTFR
C SYSTEMe MONDIFICATIONS MAY BE NECESSARY BEFQRE
c SUCCESSFyLLY EXECUTING THIS PRUGRAM ON ANOTHER
C COMPUTER,

C

COMMON A(25¢25) 1 XXX 9 uMMy DUM
DIMENSTON B(g5,25)
10 DISPLAY MENTER ROWS & CULUMNS'

BOTH NRO4 AND NCOL HAVE A MAXIMUM VALUEL
OF 25 ANp DEPEND ON THE DIMENSIUNS OF
ARRAYS A AND H,

NROW <= g TERMINATES THE PROGRAM,

OO0 0

ACCEPT NROWsNCOL - . -
IF(NRO¥oLELO)STOP
VUM=RAND{174)
NC=NCOL i
NR=NRO ¥
DO 15 1=1+NROW

15 ACCEPT (B(IyU)9y=1,NCOL)

GoTO 30
20 DISPLAY “OPTION?®
ACCEPT NOP

THE OPTIJONS ARE: ¢
ENTRY OF NEW DATA

REIVITIALIZE wWITH EXISTING DATA :
CALCULATE USING NATR AND YOUDEN'S TESTS,
INVERT MAIRIX

TEMOORARILY DELETE A ROwW

DISPLAY PRESENT STATUS,

SPECIFY EITHER MAX OR MIN EXTREME DEVIATE

oNeoNoNsNoNsNoNa NaNe)
NP W -

GOT0(10930+50970+90911092130) ¢NOP
30 DO 40 1=14NROW
Lo 40 y=1,NCoL ¥
40 A{TeJ)=B(14J)
NC=NCOL
NR=NROU
GOTO 20
50 CALL YDUDEN(NRNCyMINROWsMINSUM)
DISPLAYMYQUUEN, (ROW=H MINROWs "RANK SUM=1y MINGUM

- .
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OO0OOO0O0

80

90

100

110

130

UISPLAY"NR/NC".NR,"/",NC."MINMAX‘" MMM

DISPLAY ((A(I+J)sd=lyNC)rI=12NR)

6OYO 20

DISPLAY "MaX=]MIN=ON

ACCEPT "NOP T
TO TEST FOR MAX, EXTREVE DEVIATE ANSWER )
" (1] n MLN- " " "
THIS WIL{. STAY IN EFFECT UNTIL CHANGED
BUT MUST BE INITIALTZED whEN NEW DATA 1S ENTERED

XXX=1,

MMMz}

1F(NOP,EQ,0)GOTO 20 '

Xxx==1,

MMM= -]

GOoT0 20,

END

CALL NaIR(NR, NC,QTATvHINROw)

ulprAynNAIH..ROu-",wrNHOw."STATIquL "y GTAT
- 60YO0 29 -
LARGE=VR

IF(NCeTANR) LARGE=NC
DO 80 1=1+LAROGE
DO 80 y=I+1+2LARGE
TEMP=A(1yJ)
A{leJd)z=A(Us])
A(Jdel) =TEMP
NTEMP=yR

NR=NC

NC=NTEuP

60710 20

DISPLAY "ROW?2Y
ACCEPT NO

DO 100 I=NDsNh=]
DO 100 JU=14NC
A{IeJd) A1+l )
NR=NR=~ |

GOTO 20

&

SUBRDUTINF NAIR(I.JrSTATNRyNR)
COMMON D(25925) s XX X9 UMM

" DIMENSION C(25) «

W=}

YJ=J .
SSQRS=p,.0 »
SSQCS=0.0'
6550=0,0
G6S=0+0

DO 5 L=1sJ

c(Lr=o0,0

2
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20
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XMIN=93,E70

DO 20 «=1y1

RS:Q.O

DO. 10 =1+¢J

P=D{Ky()

RS=RS+p

C(L)=C(L)+P

LSSQ=GsSN+PHP

65=06S5+3S

SSQARS=gSARS+RSHRS

IF((RSaXXX) e GEXMINIGO TO 20

XMIN=Rg# XXX

NR =K

CONTINYE

XMIN=XYIN#XXX

DO 30 1 =1+4

SSQACS=gSQCsS+ClL)wC (L)

GM=GS5/(QI%QJ)
EV=(6550~8SQCS/Q1-SSIRS/QJ+GS#GS/(QIPRI) )/ ({QT-1e)®*(QI~1.)
STATNR= (GM~XMIN/QJ) /SQORT(EV/QJ)

RETURN

END

SUBROUTINE YOQUDEN(NR,NCyMINOBJ4NOBJISUM)
COMMUN "A(25925) s XXXy MMM DUH

DIMENSTON N{25,25) sNTEMP (29)

DO 10 J=14NR - e
DO 10 J:l,NC

N{IsyJ)=0

LO 30 | C=1sNC -«

M=0

NSTRT=FLOAT{NR) #*RAND (DUM) +1,

00730 LR=19NR

M=M+1 ¥
XMIN=9g9,ET0

DO 20 x=14NR

K1=MOD (NSTRT+Ky4NR) +1
IF(A(K]ILC) e GT (XMINSOR N(K1yLC)eNE,0)0OTD 20
AMINS=A(K]1,LC)

NPTR=K}

CONTEINYE .

N(NPTR,LC)=M ) ,

DO 40 I=1,NR - .
NTEMP(T1)=0

V0 40 y=14NC

NTEMP{1)sSNTEMP (I)+N{(1,J)

NOBJSUu=1000

NSTRT=FLOAT {(NR) *RAND (DUM} +],

00 50 1=1sNR

KI=MOD(NSTRT+1aNR)+1
IF((VTEMP(hJ)fMMM).OE.NUBJSUM)GOTO 50
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NOBJUSUU=RNTEMP (K1) #MMy
MINOBJU=KI o

50 CONTINJE
NOBJSUY=NNRBJSUM# MMM
DISPLAY"RANKSUM VALUESH
DISPLAY (MTEMP(])sI=1yNR)
RETURN
END
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