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ABSTRACT ey

A system to process automatically nuclear film
detectors was}develbpealn(interfacing a commercial tele-~
vision camera to a computer and analyzing the two level
images of white objects on a dark background.

Two analysis methods were usea; it is concluded';hat
_they have different fanges of application. For interme-
diate to high fluencies (> 100 impacts/mmz{ the-aﬁtitrans;‘
formation of the white line length distributioh function
obtained thfoughout a raster scan provides results with
uncertéinties smaller than thé statisFical fluctuations of
the hole density in the f;}m. For fldencies down to 20
impacts/mm2 a direct imgge analysis gives more accuraté
results'in reasonably short times. The limiting factor for
very low fluencies is ghe resolution of the television

camera.
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CHAPTER 1

INTRODUCTION

The detection of Ai;;g activity is of considerable
interest in several important industrial activities such
as uranium prospecting‘and the monitoring of radon and aerxo-
sol activity in uranium mines.

In the area of uranium prospecting, the detection of
near surface soil radon anomalies has been used for a number
of &ears as an exploration tool in the search of buried ura-
nium mineralization(l)_

In uranium mining it is desired to monitor the dosages
associated wikh inhaling radon daughter products which present

(2)

the greatest danger to the mine workers . The maximum .
permissible exposures set by govermment agencies are extremely
low, e.g., 4 WLM (Working Level Month)(3) per yEér, which
corresponds approximately to 15 mrem/year.

Both kinds of work require the ﬁeasuremenf of iow le-
vel'alpha activity thch is indepen&ent of short term véfié—

tions and can be. conducted in many locations. The range of
alpha paféicles_in material media is very short, typically some
50 um, hence deteétion by conventional means requires some

fo;m of sgmple P pafation in which the radioaétive élement

is extracted from the bulk. Even after this is accomplished,



long'periods of counting are requi;ed to handle a large num-
ber of low activity ;ahples. The capital and operational
costs of conventional alpha-sensitive detéctor systems make
the obvious parallel counting approach extremely expensive,
ruling out its use for industrial applications.

Several  types of film are now being used for detec-
tion of heavy particles by making use of the radiation damage

(5 6,7),

they produce the zones damaged by Tadlatlcn of an_

exposed flﬁm have. a much hlgher etching rate than the bulk,
produc1ng pits or, if the-etching time is long enough, holes
in the f£film. If coloured emulsion 1s used, development re-
sults in piﬁpoint holes on a near 6paque medium.

- For detection of alpha particles, ,a red cellulose
nitrate f£ilm produced by Kodak (18) is commonly used. If
high contrast images are desired( a green Kodak Wratten W-40
filter can be employed since its optical transmission proper-
ties are complementary to'thoge’Uf*Eﬂé Kodak film.

The size of the etched holes in the film depends on
the developing procedure but it is typically of the order of
3.to 15 um(g'lo), requiring a microscope of at least 50

" power for their céunting. The dose is simply proportiona}
to the numbér.of holes in the processed film.

A measurement of optiéal density might appear to be

an attractive alternative to manual track counting, which is a
(11) -

costly and time consuming procedure. However, R. Coupte

rfound that in exposing films to standard 239y sourges the

LA
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aptiCal density is neither a linear function of track den-
sity nor repibducible and that the optical density- is signi-
ficantly different fiom unexposed film only when high alpha
fluencies (> 400 alphas per square millimeter) are used.

More recently, Quagish et ai.(lo) and Luck(g) have_devé-
loped etching techniques which allow, for hormal particle in-
cidence, the determination.of the particle energy within

50 keV for energies between 3 and 6 Mev. iﬁterposition of an
absorber can extend the range of éhis spectroscopic. technique
to higher energies(lz). This,means that, if in addition to
track counting, size measurements 8re desired, manuval proces-
sing of the films becomaes even more expensive for large scale .
applications. .

The purpose of this work is to develop an automatic
system to both c¢ount and classify etched holes by their sizé
in a film. Through minimal operator intervention, high cost
effectiveness is sought with a'hinimiza?ion of human errors.

M
With such a development the processing of a large number of

of films or even the study of flux.distribu@ion'("hot spots")

within one plate could be readily realized.



CHAPTER 2

SYSTEM IMPLEMENTATION

1) General considerations:

Automatic scanning systems consist of three components: .

\
a scanning appatratus, a computer to process the image and

ancillary electronics to interface these subunits and produce
the necessary timing and control signals (handshaking).'

The scanning equipment has to be tailored to the
needs of tlie job to be done. To scan by specimen motion{;z)
using a fixéd detector provides a resolution only limited
by the optics employed and pefmits a very large area to be
scanned bu#:requires a special and relatively complex me-
chanical system and is extremely slow, typically 10 h/cmz.

To process a large number of samgles in a reasonable time
an electro-optical scanning system is necessary. A commér—
cial television camera, whilé-not offering a very large num-
ber of picture elements (pixels), provides & fast reliable
solution to this problem(l3). .

Several commercial eguipments (14'15) are available
to digitize and store a TV image in real time with intensity
encodement ©f 6 or 8 bits per pixel, but their speed and

memory size makes them complex and expensive while still re-

quiring the use.of a computer to process the image; random
3 ' '
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access is inherently slow and sequential data trénsfer is
impossible except for computers with a large available ma-
mory. As thé image to analyse_cqnsists of bright shapes on
a dark background, only two level; are really ;egpired to
describe it, if pome method to properly adjust the discri-
mination level.ié found. This allows a more efficient me-
mory utilisation and, consequently, image storage directly
iﬁto the computer without the need of an external memory.

An alternative way to stor%“the whole two level
image is to transfer to the' computer only.the distribution
of line lgngths of say bright spots prod;ced throug?out a
rastgr‘scan. By subsequent antitransformation, the number
and size of the tracks can be estimated. This method has
problems discriminating-shapes other than very simple ones,

" does not pro#ide any information on the spatial distributions
of them and still requifes adjustment of the discrimination
&gvel; however, it is easier to implement in real time, re-
gquires no memory for iﬁaée storage and uses much simpler and
faster software.

‘Due to the above considerations, it was decided to
construct an interface circuit to transfer a two level image
to the_computer Memory, produéé the line length distribution

using software and compare the results obtained from both

methods.



2) Digitization tlmlng cons1derat10ns

* (16)

Commercial TV cameras scan the image field 30
times a second using horizontal raster scan. To avoid

flickering, the image is scanned twice in that time, with

.Qi:i’}”/

///éach line of one frame positioned between-two consecutive
lines of the other (1nterlac1ng) Vertical and horizontal
syncronisation signals are added to the video signal to

allow receiver syncronisation.

' In some cameras, the horizontal and vertical oscil-
lators are independent (random interlacing). In more expen-
sive models, the vertical frequency is an -exact half multiple
of the horizontal one (2:1 interlacing); also, usually in
this type of camera the horizontal syﬁchronisation pulses
are zfnt even during the vertical synchronisation.

\\\ 8  In both fypes, the horizontal scanning frequency is
15750 Hz. This means that for each field, 525 horizontal .
lines are scanned. Of-these, at least 18 ;}QLEEfEJﬁpf’ihe.
_ vertical syncronisation, which leaves a usable maximum of

567 lines. Usually cameras do not have a useful image scan
of more than 480 lines. v

Thg horizontal scanning period is 63.5 us. of this
time, approxima£ely 5.5 us are used for horizontal syncronisa-
tion (to allow flyback) and zero reference level (front énd

back porch). This results in a total image time of 58 us

per line. To preserve the 4/3 aspect ratio,cﬁ line must be



divided into 640 pixels, i.e.,:the sampling rate must be

approximately 11 MHz.

3) Computer data input:

A Nova 2 minicompudter from Data General Corporation
operating under real time disk operating system (RDOS)(17)
.was used but similar considerations can be applied to any
other computer which‘can be - interfaced.

Using RDOS the operatbrlcan transfer to and from
the magnetic disk unit data and programs in several computer
languages. Non-standard input-output (I/0) operations can be
included in high level languages using userx defined sub-
routines in assembler or low level language. .
| Nova computers can handle I/0 o?erations in basi-
cally three ways: '

1) Standard data transfer; the current progfam specifically
executes the I/0 operations. The program loops until the
flags of the addressed device indicate to ﬁhe processor that
the device is ready to transfer data.

2) ‘Program interrupt: the processor has special lines which
allow interruption of the current program sequence by the
peripheral devices; then, it services the interrupt requests
by jumping to the interrupt service routine and, upon comple-
tion, reassumes normal program operatioﬁ.

3) Data channel transfer: handling data transfer between

external devices and memory under program control requires



one interrupt (if used) plus the execution of seversmsl instrué—
tions for each word transferred. To allow greater transfer
rates the processor contains a data channel through'which

a device, at its own request, can gain access to memory

using a minimum of time.

The computer memory is used to store the two level
image derived from the video camera. The discrimination le-
vel which makes the black/white decision is set by an analog
to digital converter under computer control. )

As each computer word has 16 bits, 16 pixels can be
stored per word. Due to available memory size, a full field
cannot be stored in the computer. Instead of reducing . the
field size to meet the memory restrictions, only one kind
of frame is read while skipping data from the othér. This
procedure renders an image of 240 lines rather than the po-
tential 480. To preserve the aspect ratio, the sampling
rate must be only one half of the one for a full field,
thereby producing an image of 256 points per line. Due to
.optical and electronics limitations, the image created in
this way is more accurate than one obtained by reducing the
full interlaced field until the memory requirements are the

same for both.
For an image obtained reading only one kind of frame,
real time input requires a data transfer rate of 5.5/16 =

.344 MHz, i;eu, an input each 2.9 us. This rules out the
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use of staﬁdard data input; only a data channel tranefer
with either buffering or look ahead. signals (because of Ehe.
data channel latency time) would permit the storage;Pf an
image in real time. With a full 512 pixel line, only a high
speed data channel can handle the data transfer.raﬁe. As
this 1ntroduces a 51gn1flcant compiication in the interface
design and makes the system highly computer depphdent, this
approach was not followed.

Owing to the above‘considerations, oniy part of the
image can be read dufing one frame-time. The simplest way
to accomplish this while stil} retaining a relatively fast
data transfer rate is to read a 16 pixel segment for each
line within a frame; after the frame is finished, the next
column is read; this gives a time of at least 63.5 us be-
-tween data input requests to the computer.to transfer infor-
mation. As this tlme is of the order of the time necessary
to service an interrupt and return to normal.érogram execu-
tion, standard data transfer is used, with the compueer ex-—
clusively devoted to the television interface during the
time it takes to read and transfer ohe complete frame. During
this period program interrupts are disabled in order to avoid
missing image data and reduce latency;

in figs. 2.1 and 2.2 the data input sequence for a
frame (no interlacing) and a complete field (ﬁith interYacing)

i

are shown.



"Figure 2.1
\

16 bit segment sequence for an iﬁage of 240 lines by -

256 columns with no interlacing.



COLUMN .

0-15 16-31 224-239 240-255

LINE o - :

)
0 0 . 240 I ) 3360 3600
1 1 241 ] { 3361 3601
2 2 242 ) [ 3362 3602
— 3 3 243 -K { 3363 3603 |

_ i t ~
;
238 238 478 S ) 3598 3838
239 239 479 L \ 3599 3839

10-



- Figure 2.2

16 bit segment input sequence for a full

image of 480 lines bf 512 columns.

o

S

#

J



COLUMN
0-15 | 16-31 480-495 496-511
LINE - \
0 0 480 ; ’e 14400 14880
1 240 720 > < 14640 15120
-
2 1 481 ) ( 14401 14881
3 241 721 ) 14641 15121
\J/\ﬁrig 239 719 B 2 14639 15119
\4753 479 959 } { 14879 15359

11
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CHAPTER 3

{

J
The purpose of the electronics is to interface the TV

ELECTRONICS

camera to the computer. A block diagram iﬁdicating the salient
éunctions perfbrmed is shown in fig. 3.1.

The TV signal is sent to a synchronisation seperator
and to an analog comparator whose reference input is controlled
by the computer via a digital to analog convertef.

The syncronisation;separator works basically in the’
same way as in a commercial TV receiver: a differentiator
for horizontal syncronisation and an integrator with a com-
parator to detect the vertical syncroﬁisation signal. After
a'vertical syncronisation pulse is detggted, the first hoxri-
zontal syncronisation pulse is fed to the frame identifier
which classifies each frame as odd or even and generates the
vertical and horizontal clock pulses; for a 65K bit image,
they are sent only for frémes of one kind; for full intex-
lacing (256K bit image), for alternating types of frames.

The verticél clock pulses are fed to a countyr which estab-

lishes the position of the column to be read.

. An image reading' sequence is as follows: when the
computer sends a START pulse, the frame identifier

counters of number of white pixels are cleared and the column



_Figure 3.1

Electronics block diagram. The computation time neces-
sary to obtain the optimum'discfimination level is sub-
stantially reduced by counting the image number of

white pixels using hardware rather than software.
B
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counter is reset to the valye of the first column.

e of frame is received the frame *

Oonce an allowed ty
jdentifier enables the, sSystem and the process of reading a

column begins: the ertical offset counter is clocked by

the horizontal clock pulses and keeps the gixel counter , °
disabled until it reaches zero. Then, the pixel clock de-
creases the value of the pi£el counter; when it.reachés zero; .
sixteen pixels are read into a shift register and the number
of eleﬁents wiﬁh values above the reference (white pixels)‘is
added to thelcountgr of white pixels. Then the DONE flag is
set and. the pixel clock disabled. Once the computer.readé
the data it sends a CLEAR pulse; .the next horizontal clock
pulse again enables tge pixel clock. ‘

. The sequence continues antil the computer has read
the desired number of segments. Then it sends a sign&l, PULSE,
which disables the pixel clock until a new allowed frame is
received. When this happens, the segment counter is incre-
nmented and the process of  reading a column is repeated until
the whole image has been transferred to the computer. As
neither ipterrupt nor data channel 1ines’have been used, the

computer only needs to enable the intérrupt request line to

continue normal operation.

; BN
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/j CHAPTER 4
" SOFTWARE
1) Programming langﬁ 2.
f/ The ease of deHugging software when high level

6ompiler language is enfployed prompted the use of Basic.
Nova Extended Basic“ - ' . is an interpreter language which
allows disk transfer and can handle I/0 operations and,

assembler subroutines in general through "call® statements.

Assemﬁler arrays and subroutines:

Basic stores simple‘precision variables 'in floating
point natation using two words per variable; this fact makes
bit operations,extremély slow and produces inefficient memory-
use for integer numbers-storage. Because of this, one
assembler array was defined to store the image and another
one for hlstograms manlpulatlon Also, as the total length
of the software exceeded the ‘available memory space, it- was
divided into seqerallblogks concatenated using "Chain" in-
structiéﬁs which erase*the current progrém and variables,
ioad:‘ e new program and run it. A third assembler array was
defined to pass global variébles from one program block to
the next; these assembler arrays are not erased when a new.

program is run but are permanently attached to the interpre-

ter.  "Call" subroutines were created to gain access from

>
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Basic (read and wfite) to these assembler arrays; One more
subroutine was added-tq read and/or erase a bit directly from
the image array.

Another shortcoming of Nova Basic is that it is ,Lonly
an interpreter language: its operation is slow compared to
compiler languages. The problem is compéunded by the fact
fhat, as in almost every.high level language, I1/0 operations
to non-standard peripheral devices héve t+o be handled by

‘ R
assembler subroutines like "Call". Thus, assembler subrou-

tines were created to read.the whole image into the computer.,

L

'tq’display it-on a monitor screen, and to obtain the line

length distribution.

2) Image aspect ratio:

There is only one parameter of the system which must
be tailorequo a particular TV camera: as the vertical "to
horizontal gcanning speed ratio va;igs-slightly from camera
to camera, the image will be stretched in ope direction, e€.g.,
converting circles into ellipses. One'way to correct this ‘
is to adjust the interface clock fréquenCy until thé imagé
proportions are equal to those of th¥ object. Instead, fol-
lowing the approach of maximum‘simplipity of operation, the

vertical coordinate is transformed linearly:

y > oy (4.1)

? .
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A program was Qeveloped to determine a as the axes
ratio of the dig}tized image of a circle. Once it is obtained,
it is included 1; the analysis programs and it is not modified
until the camera is changed.

3) Data analysisi

The softwarc muéé perform three bagic functions which
are:

a) Determination of object-background separation level,
b) Object counting and error, and
c) Display and contfol. -

Fig. 4.1 indicates the principai functions and shows their

interrelation.

a) Object-background separation:

The image isdnade up of bright shapes on a dark back-
ground; the most straightforward way ﬁo discriminate is by
level separation, i.e., any pixel of intensity larger than

[
a. threshold value is considered white:

P,y = % (1 + sg (U 4-)] (4.2)

where
Uij is the pixel intensity at the position i,3,
\Y is the threshold value, and

Pij is the assigned value to the pixel.

The main problem is then to determine the optimum separation

level Vg This is accomplished using the static mode



-Figure 4.1

Software general block diagram. The operator con-=
trols the order of execution of the'analysis programs

by means of computer switches.,



‘ START )

SAMPLING

HISTOGRAM
DISPLAY .

OBJECT-
BACKGROUND
SEPARATION
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ANALYSIS DISPLAY
FINISHED? Y N jf ANTITRANSFORM

END OF
© JOB




method(la)
tribution (i.e., the gray level density function) of the
whole picture and tacitly assumes the observed distribution

to be bi-modal. One then identifies the intensity level

- corresponding to the valley point in the distribution as the

threshold. The program "Sample" (see fig. 4.2) constructs

a distribution function with

H(V) = % _pij(v)" ) - (4.3)
image

the highest

By properly selecting the lowest V value Vl,

Vz, and the step size a smooth function can be constructed

in a reascnably short time such that

N (total number of pixels)

H(Vl}

0.

H(Vz)

The intensity distribution of the image is obtained by dif-

ferentiating H j

h(v) = au(v)/dv . (4.4)

As an example fig. 4.3 shows the distribution function of

an-image composed by objects of total area S, and light

1

level U, on a background of area 52 and intensity U2, with

1
U,>U,. Due to local variations in illumination and film
thickness, electronics bandwiéth, scanning spot size, shape

edge and optical sharpness, etc., the edges of the function

19

, in which one first computes the intensity dis-=



-Figure 4.

"Sample" block diagram. The.program checks the
smoothness of the histogram by comparing the pre-
sent number of white pixels with the value ob-

tained from a quadratic interpolation from pre-

vious points. '



START
*SAMPLING*

SET D/A STEP
AND 1ST VALUE

CLEAR ERROR
COUNTER

READ NUMBER
OF WHITE
PIXELS

DECREASE
D/A LEVEL

INCREASE
ERROR CTR.

INCREASE
D/A LEVEL

ERROR CTR.

20



Figure 4.3

Number of white pixels as a function of the discri-
mination level for a bimodal image. The best object-
background separation level is near the inflexion point
of the curve, i.e., the minimum of the grey level

density function.
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are rounded; the same considerations apply to h(V). The
best object-background separation level will be at the
minimum of h(V) between the background and object peaks,
i.e., the position at which a change in V produces_a mini-
mum change in the total number of white pixels.

"peak" (see fig. 4.4) calculates VO by a quadratic
fit to log (|h(v)] + 1) around a smooth minimum of h(V} be-
tween both maxima. Once V_ is calculated, the image is reread
with that discrimination level. The position of computer
switches allows the operator to execute one or both object

counting programs.

a) Object counting and error:

As stated previously, two methods of data processing
are to be explored: i) image analysis, and ii) line length
distribution followed by antitransformation. Both .of these
approaches presuppose that the shapes 'of the. figures to be
analysed are circles; while the first method can obviously
be modified to analyse different shapes, the second one can
only be adapted to very simple geometrical shapes.

i) Image analysis (see fig. 4.5): the image is scanned un-
til phe point of a figure is found. To obtain the figure
boundary, a versor is defined with a direction rotated 90°
counterclockwise from the scanning direction and with origin
in the boundary point; if the element to which it points

does not belong to the figure, the versor is rotated clock-



Figure 4.4

npeak" block diagram. A triangular smoothing func-

tion is used to find an approximate minimum of

h(Vv).



START
"PEAK"

/

L“-éET

SMOOTHING
VALUE

FIND
ABSOLUTE
MAXIMUM

OF SMOOTHED
DERIVATE

MOVE RIGHT
UNTIL SLOPE
CHANGES

FIND MINIMUM
READ IMAGE

O0BTAIN
DISTRIBUTION

LINE LENGTH

SET FLAGS
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Figure 4.5

Image analysis block diagram. Each figure in the
image is ind#vidually processed and erased after
its parameters have been calculated. The program

ends when the image haakbeen completely erased.



START
*ANALYSIS®
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Figure 4.6
~

An example of the operation of the routine to ex-

tract a figure from the background by finding its
internal boundary. The numbers indicate the order
in which the border elements are obtained. The let-
ters refer to the search sequence for the versors
centered in each boundary point. Dashed and full
arrows indiéate unsuccessful and successful at-

tempts respec;ively.
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wise 90° and the operation is repeated until the éursor
points to a figure element, even if it is the previous
point to the actual one. The versor is then rotated 90°
counterclockwise; the new point, which belongs to the
bounda;y, is taken as the-new origin and the sequence is
repeated until the whole boundary has been obﬁained in a
clockwise motion. Figure 4.6 shows an example of boundary

search sequence using this routine. \
1
J

The same figures can be extracted from an image
using a cursor which moves on the figure external boundary
in 45° clockwise steps, but this routine gives the external

boundary; if no background properties are desired, the in-

‘ternal boundary is a more convenient form of the result.

The boundary points Bij are reordered and the

figure parameters are calculated. Defining

3 ()
z = I z . (4.5)
bulk lbound 32(1)

where jl(i) and jr(i) are the values of the leftmost and

rightmost, respectively, positions of a white pixel segment

in the i-th line (there may be more than one for the same

i value):

Area: A= I P.. = L 1(if there are no holes)
: pulk *3  bulk | (4.6)
Radius: R = VA/T & (4.7)
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1 .
X : X == § P..i (4.8)
center A bulk 1]
Y Lo v =2 I | P, .3 (4.9)
center bulk J

The error is calculated using a simple physical pro-
perty: for a given surface, the shape with the smallest mo-
ment of inertia with respect to its center of mass is a circle.

-

Thus

Error: E = k'(I—Ic)R/A2 (4.10)

where I is the figure moment of inertia, Ic is the moment of
inertia of a circle of the same area, k' is a scaling constant

and R/A2 is a normalizing factor. Solving for Ic

E = k[2n/A°=(1-1/A)] k = k'/2n  (4.11)

i.e., the error dependé on the shape and not on ﬁhe size of
the figure. To give an idea of the values involved, for an

ellipse

E = k/2 (B+1/B-2) B axes ratio L

For two tangent circles of the same radiil

4

e
—

.

.

While a figure is being processed it is erased; the

program then scans the image until a new figure is found. The
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algorithm is repeated until the image is completely erased.
Display subroutines can show on a CRT display, if desired,
the erased figures, the present image to process and the last

processed figure.

ii) Line length distribution antitransform: as the line
length distribution function is the composition of several

circles

£(2) =L gyl (4.12)
D .

where £(1) is the total distribution function of line length
1 and gD(z) is the distribution function of a circle of dia-

meter D:

-1/2

gplt) = Re[QD/E)2 = 1] (4.13)

In order to calculate the diameters in formula 3.12 a set of
n linearly independent functions generated with diameters Dj'
j=1,...,n was used to describe the distribution space.

Thus, formula 3.12 can be written as

£(2) =1L Png-(Z) (4.14)

] J

1

where pj is the number of circles of diameter Dj in the image.

But f£(1) is made discrete by the system,hi.e.

E(R) +,fi



\
where fi can be approximated by
iE
fi = f(r)ds (4.15)
(i-1)E

where E is the pixel width. If 95 (2) is truncated in the

. i
same way .,
jE -
2 2)1/2 (4.16)
g.. = g. (2)dL = (D, - g,
1] Dy 1 (3-1)E
.
(J-1)E
eq. 3.12 is reduced to a matricial form
£, = L g,.pP. (4.17)
i . 21955
J
or, in matrix notation
F=gP%. (4.18)

Defining m as the maximum i for which fi # 0, it can be seen
the eq. 3.17 is trivial for all the values of i>m, i.e.,
pj = 0 for all Dj > Em.

By selecting a proper set of vectors such that n = m,

eq. 3.1B can be solved

P=G °F. ‘ (4.19)

-1

The linear independence insures that |G| # 0, i.e., G exists.

In our case, Dj were selected as



D, = IE j=1, l...,m . (4.20)

To compare the results of the antitransformation with those of
the image analysis and obtain an estimate of the error, image
simulations were generated with ciréies of several radii and
center positions and analysed using both methods. It was ob-
served that, for R > 1.6, the results obtained from the anti-
transformation are the actual values within a multiplying con-
stant that depenas on the fractional part of the radius and
is independent of its integer part. If this constant is made
also dependent on the integer part of the radius, the number
of circles can be counted down to R > 1. Below that value,
the line length distribution becomes so center-dependent that
a very large number of circles is necessary to obtain a rea-
sonable estimate of its value, destroying the usefulness of
the method to count low exposures. L

It was also observed that the accuracy in the value
of the radius of a group of circles can be improved consi-
derably by taking the ratio of the group maximum to the
value for the adjacent larger radius.

n"antitransform” (see fig. 4.7) obtains'm, generates
G, calculates g_l and, with it, P and, using the conclusions
from the image simulation, groups the values, calculates the
mean radii, normalizes the number of circles for each grouﬁ

and prints the result.



Figure 4.7

antitransformation block diagram. This method gives
accurate results for fluencies neither high enough

for optical dosimetry nor low enough for economical

direct image analysis.



START
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LINE LENGTH
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MATRIX
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PROBABILITY
VECTOR

ORDER
RESULTS
AND PRINT
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3) Display and controls:

apart from the display subroutine used to display the
image on the monitor scfeen, a program was written to display
the distributions of total number of white pixels and of line
length. "Histogram" displays the vector or its derivate, lo-
garithmic or not, smoothed or not. The decisions about the
xind of display are made through use of the Nova front panel
switches.

Other switches allow the operator to stop program
execution; in the .default condition (all switches set to
zero) the program will autdmatfcally run with no interruption

until both methods of analysis have been finished.
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CHAPTER 5

MEASUREMENTS AND DISCUSSION

To study the performance of the system, several
patterns created with white circles of two diameters, 5/16"
and 1/2", on a black paper examined at various distances by
a Sony AVC-3260 camera (2:1 interlacing) were analysed using
both methods. |

Table 5.1 lists the image conditions; £figs. 5.1 to
5.4 are photographs of the screen during processing; figs.
5.5 to 5.13 show reductions of the computer printouts;‘ a
condensation of the results is in table 5.2. Pixel dimen-
sions are 1 x o, where a is the transformation constant of
formula 3.1.

The number of circles obtained from the line length
antitransformation are ﬁithin _4/N of the actual value of N
(e.g. a 4% error for 100 circles) for radii down to 1.5, i.e.,
a shape with an area of 7 pixels for a value of a = 1; Below
lthis radius, a complete normalization table is necessary and
the error in the result increases. Using these error values,
the number of circles of one radius is, in some runs, not equal
to the actual value within the estimated experimental error,
but‘the total number is. This is due to the fact that circles

of only one radius were used in the image simulation which
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providedaulestimation of the errors. . When analysing an image
with circles of more than one radius, the deviations in the
4

number of circles of each group is larger than the estimated

value, but the total sum partially cancels the deviation.



)

Figure 5.1

Histogram of the number of white pixels as a func-
tion of the discrimination level for run #3. There
are 256 discrimination levels; the step size is 4

and the vertical reference lines spacing is 50.
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) Figure 5.2

CRT screen after the optimum discrimination level
" has been calculated by "peak" showing the smoothed
logarithmic grey le&ei distfibution function; the
smoothing width is 32. The black vertical lines ‘

are in the position of the smoothed minimum and ab-

solute maximum; the white vertical line indicates

the value of the optimum'disérimination level ob-
tained fram a least squares fit around the smoothed
minimum., This Qaiue is used to obtain the digitized
image displayed in the left lower quadrant of the,

screen.,

]






Figure 5.3

Image processing in operation: the four quadrants
show, clockwi.se starting from the upper right side,,
the whole image, the processed figures, the present

image and the last processed figure.
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Figure 5.4

white line length distribution function correspon-
ding to the digitized image of fig. 5.2. The his-
togram two peaks correspond to the.two diameters
of the circles used t; generate the pattern.. This
function is antitransformed to obtain the numberxr

and radii of the circles on the image.
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Figure .5.5.

Run #1:'Computer printout of both methods



ebe THAGE ANALYSIS wos .
1 CENTER Y CENTER RADIUS ABS. ERROR

52.1 140.0 1.78- 4
58,6 . 1.2 A7
39.8 128.0 1.78 R
40.6 136.3 1.63 2
63.9 18.9 L a7
§5.3 143.9 1.3% .18
7.6 104.2 1.08 .22
72.0 119 1.71 7
72.1 136.0 1.78 "
n.a 185.3 1.48 .23
75.3 1201 1.1 A7
78.5 1511 1.71 7.
81.7 140.0 1.2 .18
82.9 107.5 1.78 a7
04,2 14,4 1.84 .19
B5.2 129.5 - 1.78 RE
8.7 139.3 1.78 o7
89.3. 160.0 1.63 .15
2.4 94.1 1.7 .21
92.2 124.1 L 47
93.8 148.2 1.4 .47
2.2 13.7 1,78 .20
9.4 142.8 1.43 7
101.3 106.0 1.78 T
103.6 140.% 1.7 .47
1048 153.2 1.43 a7

105.3 128.7 1.79 .20
107.4 3.1 1.78 .21
.o 137.0 1.63 A5
12.2 1484 1.84 KT
116.9 182.9 1.5% .18
120.3 1014 1.84 .19
121.3 1203 1.7 a7
1224 . 1483 1.78 .17
124.4 1398 1.83 97
120.3 1523 1,44 .23
FINAL RESULTS

RADIUS & OF CIRCLES

1.4 2

1.4 ?

1.8 25
TOTAL NUMIER OF CIRCLES = b {]

sen HISTOGRAN »ee

sss ANTITRANSFORN see

RADIUS F OF CIRCLES
0.3 0.7
1.9 1.0
1.3 23.1
2.0 8.9

FINAL RESULTS

RADIUS 4 OF CIRCLES ERROX

1.7 35.4 2.0

TOTAL NUNDER GF CIRCLES =.33.4 +/- 2.0
ENR OF JO)
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Figure 5.6

Run #2: Computer printout of both methods.



wer [MAGE AMALYSLS 490 .
% LENTER Y CEMTER RADIUS A85. ERROR

15.4 129.3 2.07 .22
55,0 102.5 3.00 .22
£1.1 107.4 1.8 A9
§2.0 137.1 1.71 A7
§6.4 126.8 2.87 .23
71.7 18,0 2.87 1?7
71.8 ‘142.4 1.9 .20
n.? 83.7 1.93 ]|
.7 93.5 2.08 13
74.8 126.4 2.%6 .18
78.% g86.% 1.93 .22
76.7 104.3 1.93 20
0.3 12,0 1.84 .21
80.3 145.9 1.1 A7
82.6 83.9 1.93 .25
2.9 1325 1,78 A7
83.7 93.4 1.99 .20
B4.2 156.1 .73 .9
86.7 88.3 1.93 .18
90.9 142.2 2.94 .9
1.7 124.0 2.87 a7
92.% 104.2 2.94 .19
73.0 135.%: 1.1 .12
3.8 84,5 2.04 .13
96,0 93.1 1.78 .21
100.4 118.4 1.71 .20
103.3 87.0 2.87 o7
t02.9 104.0 1.70 BT
102.9 124.8 1.7 .20
104.4 7.5 1.93 .20
1043 134.8 1.71 .22
104.6 149.0 1.78 .18
107.9 123.0 "1.78 b
112.4 151,84 .M .20
t13.7 147.8 2.7% .20
114.8 130.0 2.77 19
122.2 1171 1.55 RE:!

FINAL RESULTS .
RABIUS % OF CIRCLES .

1ub 1
1.8 13
2.0 ?
2.8 -8
1.0 I
1

TOTAL NUMDER OF CIRCLES = 37
sas HISTOGRAN see

ws¢ AHTITRANSFORN ves

RARIUS 4 OF CIRCLES
0.3 -0.1
1.0 2.3
1.3 18.%
2.0 5.4
2.3 6.7
1.0 4.9 .

FINAL RESULTS

RABIUS ‘8 OF CIRCLES ERROR

2.8 17.8 1.4
1.4 1.7 1.8

TOTAL NUMBER DF CIRCLES = 37.4 /- 2.3

END OF JOD
L



Figure 5.7

Run #3: Computer printout of both methods.



soe IHAGE ANALTSIS wee

X CENTER T CENTER RADTUS ABS. ERROR
21 134.4 5.83 .22
44.4 87.8 5.87 $20
514 155.0 3.48 .17
35.7 8.1 1.78 19

Tbt.2 136.0 3.83 19
48.4 144.8 3.49 .21
73.3 116.4 3.74 22
7.2 134.8 3.80 +30
7.5 4.5 1.85 .18
79.4 38.1 3.84 19
83.v 174.% 3.48 .27
3.0 $35.0 3.48 .15
16.1 (11T ] 3.7 .22
10.0 1o i.89 .18
10.9 49,7 v N W17
13.3 194.1 5,47 «22
$9.8 38,2 3.8 .20

100.1 26,5 i.e2 «20

104.3 17041 5.74 .18

109.2 1338.2 .69 «20

109.4 160.1 3.2 A7

116.48 47.5 3.82 W20
14,2 101.3 5.78 .22

123.0 77.0 J. 61 .1t

124.0 41.8 N 20

128.3 124.3 3.33 .17

12%.6 138.7 3.9 .47

130.2 165.% 1.57 .18

130.0 183.9 3.37 20

133.4 103.9 1.81 .18

132.7 §8.1 3.7 1%

137.8 B7.7 3.57 W23

1319.8 134.8 3.43 .21

147.5 183.2 3.67 .2}

150.3 114.0 F.74 .18

152.0 1511 5.49 .20

140.8 128.3 l.42 .17

FINAL RESULTS

RADIUS b OF CIRCLES

3.4 L]
3.4 1"
3.2 8
5.4 5
3.8 ¥
TOTAL WUMBER OF CIRCLES = 37

oss HISTOGRAN see

soe ANTITRANSFORR ess

RADIUS § OF CIRCLES
0.3 1.7
1.0 =1.3
1.5 1.5
2.0 -1.3
2.3 1.4
3.0 3.7
3.3 14.8
4.0 2.8
4.3 1.2
5.0 0.5
5.3 10.2
4.0 2.8 ’

FINAL RESULTS

RADIUS ¥ OF CIRCLES ERROR
3.7 12.8 1.2
1.7 25.4 ' 1.8

TOTAL MUMBER QF CIRCLES = 18.4 #/- 2.2

END OF JOD



Figure 5.8

Run #4: Computer printout of the results obtained

using image analysis.
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]
i
[}
¢ -
j
!
{
I
: #oe INAGE ANALYSIS ees : .
! X CENTER t CENTER RADIUS -ABS. EARDR
: 21.3 139 7.04 1.5¢
! T 07.0 5.92 .20
! 51.2 155.9 1.7% .20
35.4 8.1 .78 .2t
‘ 61.2 134.0 5.87 T
I 8.4 1447 5.80 .22
! ) 73.5 14,3 5.80 .22
i 7.3 1:%37 5.87 .21
i 77.5 44 3.78 22
i - "7 54,1 3.71 20
! 9.0 174.9 3.4 .2
5.0 5.0 3.48 .13
28.2 45,3 3.78 21
Pt 10.0 110.5 3.83 .18
{ 0.9 149.9 1.73 18
H . 931.3. 1980 5,87 .22
f . - 9.8 54.2 3.40 .20
' 100.0 74.4 ey .18
] 104.5 170.0 5.74 A9
i 109.2 1353 5.78 22
' 109.4 1460.0 3.53 A1
' 110.8 7.5 1.2 120
: 14.2 100.4 5.78 21
; 123.0 77.8 3,41 .19
; ' 1241 4.9 1.75 Y
f . 126.3 126.2 3.4 RY;
: ' 129.8 138.4 1.3 2
! 130.1 145.9 3é .18
: 130.0 1959 3.53 21
H 133.4. 103.9 3.44 .18
¥ 132.7 48.1 5.2 N1
137.6 7.8 3.41 .21
E 1399 134.8 3.49 2
i 147.3 185.2 5.47 .20
e 150.5 14,0 5.74 .18
.. 132.0 131.1 5.24 .18
% 1i9.0 128.4 3.42 .25
* ~
& FINAL RESULTS
RADIUS B OF CIRCLES
: 3.4 2
3.4 1"
3.8 1%
' ’ 5. 2~
. . 5.8 10
6.0 1
7.0 1

-

ll TOTAL NUNDER OF CIRCLES = LT
END OF JOb

s PR (T T B I T AT
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Run #4:
2

Figure 5.9

’

—

Computer printout of the results obtained

using line length i'jtribution antitrans-

formation.



[ i

sea HISTOGRAN #es

see ANTITRANSFORN oo¢

RADIUS % OF CIRCLES
0,3 2.4
1.0 0.3
1.5 0.3
2.0 -1.2
.% 1.4
1.0 5.1
1.3 t3.0
T A0 2.y
4.3 1.9
5.0 =0.7
3.3 1.5
6.0 3.3
(] =0.0
7.0 =0.0
7.3 -0.0
8.0 =0.1
8.3 =0.1
r.0 =0.1
%.53 0.5
FINAL RESULTS
RADIVS f OF CIRCLES ERROR
9.3 0.5 0.2
G.B 12,7 1.2

o 244 1.8
TOTAL NUMBER OF CIRCLES » 37,7 /- 2.2

EAD OF JOB
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Run #5:

Figure 5.10

Computer printout of both methods.



e e e =

3 e

«v8 THAGE ANALYSIS see

X CENTER
2.
s
sty
53.7
1.2
8.4
73,5
7.2
77.6
79.2
14.0
13,0
98.3
#0.0
1.9
#3.3
9.8

100,2
104.6
109.2
109,7
110.8
14.2
123.1
124.0
124.4
129.4
130.2
130.4
133.5
137.8
137.9
140.0
47,4
150.%
152.1
149.0

FINAL RESULTS
RADIUS
3.4

\lmul-;ld
o m o e

Y CENTER
136.2
87.9
154.9
98.1
134.0
166.6
118.4
13é.0
743
58,1
174.8
93,0
88,9
10,5
149.9
194.0
58.2
76.4
120.0
135,2
18020
87.5
1016
77.8
‘4).8
126.1
138.4
185.9
165.8
103.9
68.0
87.7
136.3
165.3
114.0
1
128.4

I OF CIRCLES
2
1
1]
2
n

1
TOTAL NUMBER OF CIRCLES »

»os HISTOGRAN

o4s AHTITRANSFORN wee

RADIUS
9.3

O A e de B Ll B RS e e
« & & a2 8 & ® a 8 8 @
DUOCWLOLTOL WL O

FINAL RESULTS
RADIUS

3.7

3.7

TOTAL WUMDER OF CIRCLES = 39.1 +/- 2,2

END OF JOB

3 OF CIRCLES

3.7
-1.?
0.3
0.2
0.8
5.4
5.0
3.2
1.5
-0.3
104
3.1

i OF CIRCLES
13.1
28,0

RADIY
7.01
5.87
L
3.78
.87
5.710
5.78
5.83
3.2
LN
1.81
3.a8
i.az
3.83
3.75
5,84
1.7t
3.82
.74
3.7
3.9
3.83
3.78
1.64
LA
3.37
1,53
3.57
1,61
1.5
3,74
.33
3.33
S.67
3.74
J.74
1.49

7

ERROR

H

1.2
1.8

AB5. ERROR
1.7%
A7
.20
.19
18
=21
.21
21
o214
.20
.28
13
.20
.18
.18
W21
.21
20
A7
.22
.18
.18
21
.07
.20
.1
.21
Al
ML)
.18
.18
2!
20
.22
A8
.19
«23

45
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Figure 5.11

Run #6: Computer printout of both methods.



ses [BAGE AHALYSIS ees

X CENTER 1 CENTER RADIUS ABS. ERROR
22.2 164.8 18.31 32
2.9 REN:] 11,39 k]
33.4 121.8 11,55 .23
53.4 77.4 12,95 2
3%.4 204.0 11,44 .27
8.1 21.0 11.27 .29
78.3 1185 11,10 49
8911 151.6 11.44 .25
13.5 191.4 1810 .32
109.3 93,2 11.26 ) W2
137.0 38.1 17.49 .20
154.0 123.8 To18.13 W21
164.6 74.5 11.37 .25

FINAL RESULTS
RADILS 1 OF CIRCLES .
1n.2 3
11.4 4
1.4 1
17,4 1
18.9 2
18.2 1,

16.4 '

TOTAL WUMBER OF CIRCLES = 13
son HISTOGRAN wee

st ANTITRANSFORN sous

rADILS N OF CIRCLES
0.3 0.6
1.9 0.1
1.5 -0.1
2.0 -0.5
2.3 %
e -oui
ER 0.3
e 0.2 )
5 0.1
5.0 om0
5.8 0.4
00 0.
6.3 -0.9
7.0 1.1
7.3 -0.2
8.0 -0.5
a8 -0.0
) 0.4
v.5 -0.2
10.0 0.8
10.5 0.t ,
.2 1
1.3 2.4
12.0 0.5
12.3 0.1
13.0 0.3
13.5 0.3
1.0 0.2
14.5 o
18,0 W
15.3
18.0 -0.0 .
165 0,1
17.¢ 0.4
17.3 1.1
18.0 3.2 N
1.5 0.2
FINAL RESULTS :
RADIDS % OF CIRCLES .  ERROX
8.1 5.0 0.9
a4 B - 1.0

TOTAL NUNBER OF CIRCLES = 13.4 +/- 1.3

ENB OF JOB
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CHAPTER 6

CONCLUSIQONS AND SUGGESTIONS

Both methods of image analysis have a different range
of application: for films with low track density, a relative-
ly small magnification is necessary to produce an image with
a statistically meaningful number of holes; this means that
the hole areas will be small rendering the antitransform me-
thod useless; also, in this case, the direct image analysis
speed will be high due.to the small number of white pixels
.to process.

For large track density, the magnification of the
image can be increased, since a smaller field can provide
the necessafy prxecision thereby allowing use of the antitrans-
formation method which will in this case be much faster than
the direct image analysis. The antitransforﬁation method
requires a smaller computer memory and operates in real time:
Pnly one frame is needed to record the line length distribu-
tion function. The interface circuit must have an intexrnal
memory to sfore the distribution vector; after a frame is
finished, the computer reads and processes it. Since the
camputer memory is not used to store the image, the accuracy
of the system can be improved by increasing the horizontal and

vertical resolution. As the bandwidth of good TV cameras is

!



of the order of 10 MHz the pixel clock freqguency can be
increased up to 20 MHz. Reading frames in which the time
interval between the vertical and first horizontal syncroni-
sation pulses changes would allow one to effectively increase
the vertical resolution up to the scanning dot size. This
could be accomplished using external syncronisation or, in
cameras with random interlacing, by enabling the.interface
only in frames with the desired time difference.

In both cases, & (formula 4.1) must be modified

accordingly to the new aspect ratio.

is
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