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Abstract

Wireless communications technology is presently undergoing a tremendous expansion, which
is brought on by the proliferation of many diverse and very compelling applications. These
trends are continually pushing the demand for substantially increased information capacity,
which can only be realized through the development of novel communication techniques.

In this context, we may mention a ground-breaking wireless communication technique
that offers a tremendous potential to increase the information capacity of the channel,
namely, the multi-transmit and multi-receive (MTMR) antenna system, which is popu-
larized as the Bell-Labs Layered Space-Time (BLAST) architecture. In particular, the
Diagonal-BLAST (D-BLAST) and the Vertical-BLAST (V-BLAST), developed by Bell labs
of Lucent Technologies, permit signal processing complexity to grow linearly, with the ca-
pacity increase being made possible through the use of a large number of transmit and
receive antennas. However, from a practical perspective, D-BLAST is inefficient for short
packet transmissions due to its boundary space-time wastage. Meanwhile, V-BLAST suffers
from error propagation due to deep fades in the wireless channel.

In this thesis, we propose Turbo-BLAST, a novel muilti-transmit and multi-receive an-
tenna system that can handle any configuration of transmit and receive antennas. It presents
a framework of simple yet highly effective random space-time transmission and iterative
Joint-decoding receivers for BLAST architectures. Specifically, we show that the embodi-
ment of turbo principles and the BLAST architecture provides a practical solution to the
requirement of high data-rate transmission in a reliable manner for future wireless commu-

nication systems.
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Notations

a is a scalar.

a = [a),az,... ,a.,.]T is a column vector.
Ay Ay

A= is a matrix.
Ay Axn

a® is the conjugate of the complex scaler a.
(A)T is the transpose of A.

(A)# is the complex conjugate transpose of A.
a; is the i-th column of matrix A.

A;j is the ij-th element of matrix A.

I, is an n x n identity matrix.

a(t) is a as a function of ¢.

det(A) is the determinant of matrix A.

tr(A) is the trace of matrix A.

rank(A) is the rank of matrix A.

A" is the Moore-Penrose pseudo-inverse of matrix A.

la | = /R(a)? + I(a)? is the absolute value of the complex scaler a.



e jla]| =/ |a; [+ ...+ |an |2 is the Lo-norm of the vector a.

e JA| = \/Z_,;zl Yoir . laji |? is the Frobenius-norm of the matrix A of size n x m.
e R is the field of real numbers.

e C is the filed of complex numbers.

e R" is the n-dimensional real space.

e C" is the n-dimensional complex space.

P(A) is the probability of an event A.

P(A/B) is the conditional probability of the event A given that the event B has

occurred.
e f(a) is the probability density function of the random variable a.
o £(a) is the expected value of a.
e loga is the natural logarithm of a > 0, a € R.

e log,a is the logarithm to the base b of a.
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Chapter 1

Introduction

1.1 Multi-Transmit Multi-Receiver Wireless Communications

We are in the midst of a communications revolution facilitated, in part, by advances in
wireless communications, such as wireless internet and multimedia communications and
leading to the next generation of wireless systems, i.e., “the fourth generation” (4G). As the
wireless industry becomes ubiquitous and popular, the need for a high-data rate and large
user capacity on a wireless platform is the key driver in developing robust communication
techniques, which offer substantially increased information capacity.

The major concern in wireless communications research is to provide techniques that
use the frequency spectrum — a scarce resource — efficiently. The basic information
theory result reported in a pioneering paper [1] by Foschini and Gans showed enormous
spectral efficiency can be achieved through the use of multi-transmit multi-receive (MTMR)
antenna systems. The major conclusion of their work is that the capacity of an MTMR
system far exceeds that of a single-antenna system. In particular, in a Rayleigh flat fading
environment, an MTMR link has an asymptotic capacity that increases linearly with the
number of transmit and receive antennas, provided that the complex-valued propagation
coefficients between all pairs of transmit and receive antennas are statistically independent

and known to the receiver antenna array.
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In this context, we may mention an MTMR strategy that offers a tremendous potential
to increase the information capacity of single user wireless communication systems, namely,
the Bell-Labs Layered Space-Time (BLAST) architecture. The major challenge here is to
design an efficient codec architecture that can closely realize the great capacity promised by
information theory and yet maintain manageable system complexity. In this regard, three
primary innovations are worth mentioning here.

The first version of BLAST system, proposed by Foschini [2], used a novel Diagonal
Layered Space-Time architecture, hence the terminology Diagonal-BLAST or D-BLAST.
The D-BLAST architecture can attain the channel capacity limits by using one-dimensional
(1-D) codec technology. However, from a practical perspective, D-BLAST is inefficient
for short packet transmissions due to its boundary space-time wastage (see Chapter 2 for
explanation).

The next version of BLAST, Vertical-BLAST, described in [3]-{5], was the first practical
system demonstrated in the literature. In Vertical-BLAST (V-BLAST), every antenna
transmits its own independent stream of data, using a simple vector encoding and linear
decoding structure. This architecture can achieve up to fifty percent channel capacity with
no channel coding. However, V-BLAST has no built-in space-time codes to overcome deep
fades from any of the transmit antennas.

The next major innovation was Turbo-BLAST [6]-{14], which uses a relatively simple
space-time encoder and an iterative joint detector-decoder with turbo-like operation. The
structure of the space-time encoder and the turbo-like operation allows Turbo-BLAST to
realize the full benefits of BLAST in a computationally feasible manner. Furthermore, it

offers
¢ high information capacity (efficiency)
e low bit-error rate (reliability)

This thesis is primarily concerned with the Turbo-BLAST architecture, or in short, T-
BLAST. Specifically, we show that the combination of turbo principles and the BLAST
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architecture is a practical and reliable solution to the requirement of high data-rate for

wireless communication.

1.2 Background

1.2.1 Succeeding Generations of Wireless System

Over the past two decades, wireless communication technologies have moved through the
first two generations of the wireless systems [15]-[16]. Technical interest in both generations
of wireless systems was primarily focused on increasing capacity for voice and low data-rate
services, such as email. The first generation services were based on frequency modulation
(FM) and frequency division multiple access (FDMA). The second generation of wireless
systems moved from analogue systems to micro and macro cellular digital systems. The
market expansion, triggered by the emergence and popularity of new applications and ser-
vices such as wireless internet and wireless multimedia communications, has driven the
focus of technology improvement for wireless services in a new direction. The new wireless
networks support not only cellular and personal communications services (PCS) but also
fixed wireless packet oriented narrowband and broadband services. Currently, the third
generation of wireless is being standardized for worldwide deployment [17] with emphasis

on

e high mobility for 2 Mb/s broadband and 384 kb/s narrowband data services, and

e low mobility for 20-30 Mb/s broadband (5GHz) and 2 Mb/s narrowband data services.

Today, research focus is on the fourth generation of wireless system where mobile users
are portable computers such as laptops with a compact wireless transceiver and with suf-
ficient computing power for digital video and multimedia applications. Although, radios
that operate in a burst and multi access mode at hundreds of Mb/s are not commercially
available yet, they are the focus of most of the research projects. The fourth and higher

generation systems will likely support [18]
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e up to 20 Mb/s for moving vehicles, and
e up to 600 Mb/s for low mobility systems.

Figure 1.1 shows an overview of the fourth generation which consists of mobile users
including laptop mobile terminals with access to multimedia services, just as wired local area

networks (LANs) provide access to such services for personal computers and workstations.

(a) Mobile Cellular Structures (b) Wireless Local Area Networks

Figure 1.1: Future wireless communications

1.2.2 Limits and Challenges of Wireless Channel

The physical limitation of the wireless channel poses a great challenge on the design of an
MTMR antenna scheme. In a wireless communications system, information is carried from
a transmitter to a receiver by electromagnetic waves through space and is affected by many
factors including the speed of motion (mobile receiver) and severe obstructions between the
transmitter and receiver. The propagation of radio waves through the physical environment

involves diffraction, refraction, and reflection.
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The major challenge is to find statistical models that closely approximate wireless chan-
nels. Unlike traditional wireless transmitters and receivers, a multi-transmit multi-receive
antenna system involves multi-input, multi-output matrix wireless channels. To successfully
design an MTMR system, it is important to develop/understand the statistical models of
the matrix channel. In particular, the models must account for the physical impairment
that characterizes the channels.

1.2.3 Traditional Wireless Channel

The mobile radio channel is characterized by shadowing, path loss, and multi-path fading
[19]-{22].

e Shadowing is the fluctuation of mean signal strength, which depends on size of the
obstructions between the transmitter and receiver, such as buildings. Shadowing
is also referred to as slow fading and can be modeled by a stochastic process that
follows a log-normal distribution. According to the central limit theorem, in the case
of many obstructions, the logarithm of the sum of attenuation approaches a normal
distribution!.

e Path loss is due to dependence of the received signal on the distance between the
transmitter and receiver. In ideal free space propagation, the received signal power
is proportional to the inverse square of the distance between the transmitter and
receiver. Only empirical models are available to characterize the path loss in an

indoor environment. To characterize path loss we can use empirical models such as:
P(d) = Ky P,d™ (1.1)

where P, is the transmitted power, d is the distance between the transmitter and the
receiver, K, is a constant and 7 is called the path loss exponent. A typical value

for n, ranges between 1.5 and 2 for line-of-sight channels and between 5 and 6 for

"That is, 10log,,(P) follows the normal distribution, where P is the net attenuation
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channels in cluttered areas [19].

e Multi-path fading: The waves propagating from the transmitter to the receiver do not
travel simply through one particular path, but bounce and reflect off objects in the
environment so that multiple replicas of the transmitted signal arrive at the receiver
via many paths. The replicas arrive at the receiver at different times and interfere
either constructively or destructively. This phenomenon causes fast fading, but small
scale fluctuations in the received signal strength. An accepted probabilistic model
for the fast fading random channel, when there is no line-of-sight path between the

transmitter and receiver, is the Rayleigh distribution.

According to the central limit theorem, when there is no line of sight path, the real
and imaginary parts of the received random variables are independent Gaussians. The
sum of two quadrature Gaussian noise signals obeys a Rayleigh distribution [24]:

>
il

(hy + ih2) (1.2)

= a-exp(if)

where h, and h; are independent Gaussian random variables with variance a? and
03, respectively. The random variable @ represents the phase which is uniformly
distributed from 0 to 27, and the variable a has a Rayleigh distribution from 0 to co
2

with variance 02 = 0? + o2

elsewhere

fa(r)={ s (357) r20 (1.3)
0

The Rayleigh distributed signal envelope as a function of time is shown in Figure
1.2. When a dominant stationary unfaded line-of-sight signal component exists, then

the effect of dominant and the many weaker multi-path signals gives rise to a Ricean
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Figure 1.2: A typical Rayleigh fading envelope with Doppler frequency =100 Hz, at 1 GHz
carrier frequency and 100 Km/H vehicle speed.

distribution of the fast fading signal envelope:
r r2 + A? Ar
fatr) = Frewp (- ) 10 (55) (14)

where the parameter A denotes the peak amplitude of the dominant signal and I, is the
modified Bessel function of the first kind and zero order. The parameter K = A4%/(202)
is known as the Ricean factor or K factor.

Moreover, the small-scale fading experienced by a signal propagating through a mo-
bile wireless channel depends on the nature of the transmitted signal with respect to the

following characteristics of the channel. In this context, we may mention the following:

e Flat and frequency Fading: The transmitted signals are scattered by buildings and
hills, and arrive at the receiver as multiple replicas at different times. Delay spread is
the second central moment of the delay spectrum. The reciprocal of the delay spread is
called the coherence bandwidth. If the bandwidth of the transmitted signal is less than
the coherence bandwidth then the channel is called a flat-fading channel; otherwise,
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it is called a frequency-selective fading channel.

¢ Fast and slow fading: Motion, either of the mobile user or objects in the surrounding
environment, causes a Doppler shift in the received signal, which is characterized by
the rate of variation in the received signal level. The Doppler spread is the second
central moment of the Doppler spectrum. The reciprocal of the Doppler spread is
called the channel coherence time. If the transmitted signal duration is less than the
channel coherence time then the fading is called slow fading; otherwise, it is called

fast fading.

o Space-selective fading: Each propagation path reaches the receiver at different an-
gles, which leads to angle spread. The inverse of the angle spread characterizes the
channel coherence distance. If a signal is received by spatially separated antennas and
the antennas are separated by coherence distance or more, then the received signals

essentially have uncorrelated envelopes.

1.2.4 Multi-transmit, Multi-receive Channel Models

The biggest open questions in the area of modeling the MTMR channel deal with:

e indoor and outdoor space-time multi-path propagation characteristics at various spec-

trum ranges up to 60 GHz,

e reflection and transmission characteristics of various indoor construction materials

and architectures,

e rain attenuation probability characteristics in outdoor environment.

The theoretical MTMR models validated with measured matrix channels of ny transmit

and np receive antennas can be classified as [25]-[28]:

e The uncorrelated high rank model (1], [25]: The fundamental model approximating
each element in the matrix channel as an independent and identically distributed (iid)

complex zero mean and unit variance entry:
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- H;j = N(0,1/v2) + V=IN(0,1/V?2), that is H;; ~ CN(0,1)
- |H;j {? is a chi-squared (x3) variate but normalized to £[ |H;; |?] = 1.

e The uncorrelated low rank model [25]: In this model, the antenna elements at both
transmitter and receiver sides have uncorrelated fading and yet have a rank deficient

MTMR channel with reduced capacity. This channel model is described by
H = hyh¥ (1.5)

where hr and hr are independent transmit and receive fading vectors with iid complex
zero mean and unit variance entries hy ~ CN(0,I,,), br ~ CN(0,1,,) . This model
assumes that the propagation scattering energy travels through a very thin air pipe,
giving rise to the “pin hole” or “key hole” phenomenon. For this class of channel, the

diversity gain is present, but there is no multiplexing gain.

e The correlated low rank model: If the antenna elements of either transmitter or
receiver are correlated, then the MTMR system has a rank deficient channel matrix
with reduced capacity. This channel model is described by

H = hehiupuf (16)

where hg ~ CN(0,1), hr ~ CN(0,1) are independent random variables and ug and
ur are fixed deterministic vectors of size ng x 1 and nr x 1 with unit modulus entries,
respectively. In this situation, there is no diversity and multiplexing gain; only receiver

array gain is present.

The initial experimental studies have successfully demonstrated that with a half-wavelength
separation between the antenna elements at each transmit and receive end, rich scattering
is almost always guaranteed in indoor channels. This confirmed that the entries of the
channel matrix are independent complex Gaussian random variables. In this scenario, the

MTMR matrix channels have high rank and hence achieve high capacity [3] and [25].
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Despite this recent successful demonstration of the MTMR measurements in the indoor
environment, the effective rank of the matrix channel depends on indoor structures and
the distance between the transmitter and receiver. For instance, measurements taken in
a long hallway at Lucent Technologies in Crawford Hill Labs shows that the presence of
a strong line of sight component and the limited angular spread of the scatterers reduces
the effective rank of the channel transfer matrix and therefore the ideal channel capacity
cannot be achieved [27].

The realization of MTMR capacities in the outdoor environment is an open question.
The matrix channel capacity is sensitive to both the fading correlation between individual
antennas and the rank behavior of the channel. The probability of fading correlated and

low-rank matrix channels is much higher in an outdoor environment.

1.2.5 Diversity Techniques and Design Concepts

Diversity is a powerful technique for combating the degrading effects of multi-path fading
in wireless communications [29]-{31]. When the wireless channel experiences a deep fade,
the bit errors occur in clusters and error-correcting codes cannot cope with this situation.
In this scerario, by providing several, say 1, versions of the same signal transmitted over
independently faded channels, chances are good that at least one or more of these received
signals will not be in a deep fade at any given time, and hence the signal reception can
be enhanced. The conditional error probability over a Rayleigh fading channel can be

approximated with
P=g-p¥ (1.7)

where the signal-to-noise ratio (SNR) of the Rayleigh faded channel is given by

pzzpi (1.8)



CHAPTER 1. INTRODUCTION 11

where p; is the SNR of each independent path. Here the number of independent paths v is
called the diversity order since the probability of error rate decreases with the yth power
of SNR.

To achieve the diversity gain, these independent signals must be combined in clever ways.
In the decreasing order of performance, maximum ratio combining, equal gain combining
and selection combining are well known diversity combining techniques. An overview of
these diversity techniques is found in [29)].

Independent fading can be created explicitly or implicitly. In the former case, the
same signal is transmitted independently at the expense of resources to exploit a diversity
channel. In the latter case, the signal is transmitted only once but in such a way so
as to exploit the diversity effect induced by multi-path propagation. A good example of
exploiting implicit diversity is MTMR, because Rayleigh flat fading is beneficial to MTMR.
Paradoxically, the BLAST system exploits the multi-path by using scattering characteristics
at both transmitter and receiver ends.

The spatial diversity provided in BLAST establishes a strong wireless link between the
transmitter and receiver. Figure 1.3 illustrates the implicit diversity in BLAST, where eight
independent fading signals are shown along with the average of all eight independent signals.
The fades in the resulting signal are smooth and have a strong average power level at any
given time.

Figure 1.3 clearly shows that communication systems that exploit diversity have many
benefits. In an MTMR system, many diversity dimensions are exploited to combat the

fading and co-antenna interferences path and time.

e Spatial diversity: In an MTMR system, to get sufficient spatial diversity channels or
the uncorrelated fading channels, the antennas should be separated more than the
coherence distance. The coherence distance is inversely proportional to the angle
spread, thus the required spacing between the antennas depends on the degree of
multi-path angle spread. Moreover, the coherence distance also increases with the

antenna height. In the case of a mobile terminal, where the multi-path angle spread
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Figure 1.3: Spatial diversity

is sufficiently large, the antenna spacing in the order of 0.5-0.8 times the wavelength
is adequate. On the other hand, at the base stations where the antennas are mounted
at a higher points, the multi-path angle spread is small and the coherence distance is
typically 10-20 times the wavelength.

e Polarization diversity: In addition to spatial diversity, implicit or explicit polarization
diversity can also be used in MTMR to get higher gain. The multiple antennas
can be polarized differently for reception/transmission to create channels that fade

independently.

e Time diversity: Usually exploited via combined interleaving and forward-error cor-
rection coding and automatic-repeat requests (ARQ). The function of the interleaver
is to spread errors and randomize their positions. However, due tc the fading char-
acteristics of wireless channels, under slow fading (slow moving), channel coding in
combination with time interleaving is not effective. This thesis adds a space-time
interleaving to MTMR system to boost performance in slow fading conditions. (see

Chapter 4 for details).

e Frequency diversity: In narrowband systems, frequency diversity is not an option since

the delay spread of the multi-path is small. However, for wideband MTMR systems,
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frequency diversity may be used [32]-[37].

1.3 Outline of the Thesis

This thesis is motivated by the desire for developing a technique for high data rate that effi-
ciently uses the scarce frequency spectrum in a computationally feasible manner. Technical
challenges are yet to be solved in several areas. In particular, new physical-layer-related
techniques (channel coding, modulation and diversity) that operate at bandwidth efficien-
cies that are multiples of those of current systems using MTMR schemes have yet to be
investigated. Therefore, a prime motivation of this thesis is to provide a new T-BLAST
architecture that is not only computationally efficient but also yields an error rate that is
orders of magnitude smaller than traditional BLAST systems.

This thesis is composed of two parts. The first part, consisting of chapters one to
three, reviews the literature and discusses the fundamental issues leading to the concept
of T-BLAST. The second part, consisting of chapters four through seven, contains detailed
descriptions of T-BLAST and the experimental results obtained. The experimental analyses
include performance evaluation of the T-BLAST wireless communication system using the
narrowband BLAST test-bed at the Bell-Labs of Lucent Technologies, Crawford Hill, New
Jersey.

Chapter two details the current literature on MTMR techniques and describes some
of the mathematical issues involved from the viewpoint of information theory. MTMR
systems fall into three general cases: knowing the channel state information (CSI) at the
receiver, knowing the CSI both at transmitter and receiver and blind schemes (no CSI
at transmit and receive). The thesis deals with the first case, where we learn the CSI
by transmitting training sequences potentially with each packet. Although the overhead
reduces the efficiency of the system, it is proved to be the most practical way of recovering
the signals in wireless communication systems. The existing BLAST architecture designs
and space-time code designs fall under the first category. Here, the D-BLAST serves as the
unique theoretical architecture that can attain the capacity limits of MTMR techniques,
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and the V-BLAST is a simplified BLAST that has been demonstrated to work in real-life.
We also discuss coded V-BLAST systems.

In chapter three, we review turbo principles. Here, we illustrate both the turbo encoding
and decoding principles for serial and parallel concatenated convolutional codes. We also
review maximum a posteriors (MAP) detection and the practical implementation of MAP
symbol estimation developed by Bahl, Cocke, Jelinek, and Raviv (BCJR).

In chapter four, we introduce the T-BLAST architecture and theoretical aspects of the
proposed turbo space-time codes. The analyses show that the proposed random space-time
codes are capable of approaching capacity limits when we use global maximum likelikood
(ML) solutions. We closely approximate the global ML with iterative decoders that are
based on turbo principles. We also introduce suboptimal implementation of different it-
erative techniques. This includes a simple development of the T-BLAST algorithms and
illustration of their properties using simulation results. In simulations, we used a quasi-
static Raylcigh fading channel, where a matrix of independent Rayleigh fading coefficients
are generated and the fading coefficients are fixed over a burst of symbols transmitted but
they are changed considerably from one burst to the next, and Rayleigh slow fading channel,
where independent Rayleigh fading channels are generated according to the modified Jakes
model [38] with maximum Doppler frequency between 0 to 30 Hz.

In chapters five to six, we demonstrate T-BLAST performance using real-life data. Most
importantly, the performance evaluations using real-life data are presented for both indoor
and outdoor fixed wireless communications environments. Lastly, in chapter seven, we

summarize all our contributions.

1.4 Significant Contributions of the Thesis

This thesis makes three significant contributions:

e A novel MTMR scheme, using a simple yet effective random space-time encoder, is
derived. The proposed random space-time coding scheme can be viewed as a turbo

space-time code that is implemented by using independent one-dimensional block
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codes and space-time interleavers. In this framework, we use high-rate codes. There-
fore, we increase the transmission rate of the system by increasing the number of
transmit antennas. The codes can be designed simply by using traditional forward

error-coirection (FEC) coding schemes.

e Three sub-optimal turbo-like iterative decoders are derived, which perform joint chan-
nel estimation and decoding of the proposed space-time codes in an iterative and
simple fashion. The net result is a new transmitter/receiver (transceiver), which is
not only computationally efficient but it also yields a probability of error performance
that is orders of magnitude smaller than the corresponding coded V-BLAST.

o These findings are confirmed by studying the performance of the new transceiver both
theoretically and experimentally. The experimental analysis includes performance
evaluation of T-BLAST in a real-life environment using the narrowband BLAST test-
bed at the Bell-Labs of Lucent Technologies, Crawford Hill, New Jersey. Using real-
life experiments, we show that the Shannon capacity of MTMR schemes is achieved
within a few dBs of average signal-to-noise ratio (SNR), which includes the losses
due to practical coding schemes. Moreover, we show that a power gain of 2-4dBs is
achieved over the corresponding coded V-BLAST system.



Chapter 2

Multiple Antenna Techniques

In recent years, multiple antenna techniques have become a pervasive idea that promises
extremely high spectral efficiency for wireless communications. Two issues of concern here

are:

¢ Information-theoretic aspects of data transmission using multi-transmit multi-receive
(MTMR) antenna techniques with emphasis on spectral efficiency and information

capacity.

o Practical feasibility of these techniques, aimed as the realization of a significant portion

of capacity promised by information theory.

In this chapter, we first review the information theory behind MTMR techniques over
Rayleigh fast fading and quasi-static fading channels. Then, we review the existing MTMR
schemes characterized by the layered space-time concept, the so-called BLAST architecture.
In this context, we present the D-BLAST architecture and prove that a D-BLAST system
with whitened matched filters can attain Shannon’s capacity bounds. Next, we consider a
practical BLAST architecture called V-BLAST. The chapter also reviews the framework of
space-time coding techniques. Popular low-rate space-time coding techniques, space-time

trellis codes and space-time block codes, are described.

16
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2.1 Basic MTMR Scheme: Definitions and Notations

Consider a discrete time MTMR wireless communication system with nr transmit antenna
elements and ng receive antenna elements; the system is denoted by the pair (n1,ng). In

Figure 2.1, we show an (nr,ng) system, using the following notation:

e a(t) = [a1(t),az(t),... ,an - (t)]7 is an nr dimensional vector of fixed narrow-band

transmitted complex signals drawn from a modulation constellation set
A= {a,,ay,... aN, }

The total power of a is constrained to P regardless of nr, that is R, = £[aa”] < PI,...

e H(t) € C"**"7T g the normalized channel matrix. The normalization is done such
that each element of H has a spatial average power loss of unity. The channel matrix
H is drawn from the following independent and identically distributed (iid), complex,

zero mean and unit variance entries:

- Hl] = N(Ov 1/\/2—) +v "W(O. 1/\/-2-)
- |H;j |? is a normalized chi-squared (x3) variate, such that, £[ |H;; 2] = 1.

The channel is assumed to exhibit Rayleigh flat fading, and the channel matrix is
represented by ng X nT complex values that are constant over the band of interest.
Moreover, the average channel gain grows linearly with the number of receive antennas,

that is £[||h;||?] = ng, where h; is the ith column of channel matrix H.

o v(t) = [v1(t),v2(t),... ,vng(t)]7 is an ng-dimensional complex additive white Gaus-
sian noise (AWGN) with statistically independent components of power o2 at each of

the ng receiver inputs.

o r(t) = [ri(t),r2(t),.-- ,rnn(t)]T is an ngr-dimensional received signal and the average
SNR at each receiver input is p = P/o?, which is independent of n. When the

channel is constant for at least L channel uses (quasi-static scenario), the received
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signal is
r(t) = | /nina(z) +v(t), t=1,2,...,L (2.1)
T

o Define A = [a(1),a(2),... ,a(L)], R = [r(1),r(2),... ,r(L)] and
V =[v(1),v(2),... ,v(L)]. We obtain

R=,/ZHA+V (2.2)
nr

where A € C""*L obeys the power constraint tr(€[AfA]) < LP, R € C***L and
V ecrrxl,

hn
al — - ;.-:...... .............. i taececrereritcierie e aesannnn i .. ) 7'1
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Figure 2.1: An (nr,ng) system
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2.2 Information Theory of MTMR Systems

The expressions of channel capacity and the error exponent for MTMR schemes for a single
user communication over Rayleigh fast-fading channels when each use of the channel em-
ploys an independent realization of H, with the channel state information (CSI) available

at the receiver, were derived by Teletar in [39).

Definition 1 Channel capacity, C is the limit on the rate R at which data can be trans-
mitted such that the probability of error Pr(E) can be made arbitrarily small [0].

Definition 2 The error exponent, Eq, defines an upper bound on the probability of ervor
achievable by random block codes of length L and rate R. The average error probability over
the codebook of size exp(LR), and ¥s in 0 < ¢ < 1, assuming mazimum likelihood decoding

satisfies [{1]
Pr(E) < exp(~L{Eo(s) - <R]) (2.3)

Definition 3 The random coding ezponent, E.(R), defines the tightest bound on the proba-
bility of error of the best block code of length L and rate R by choosing < in (2.3) to mazimize

Eo(s) —<R:

Er(R) = max Eo(s) - cR (24)

where the random coding ezponent, E,(R) is greater than zero for all rates R < C. Thus by
choosing codes appropriately, the error probability can be made to approach zero ezponen-
tially with increasing block length for any rate less than capacity. However, the probability
of error decreases only algebraically with decoding complezity:

Pr(E) < G~E-(R)/R (2.5)

where G is the decoding complezity given by the order of the number of codewords exp(LR).
This poses the challenge of finding feasible decoding techniques for the best random codes.
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2.2.1 Rayleigh Fast-Fading Channel

In this section, we consider a discrete memoryless flat fading channel. For each use of
channel, we draw an independent realization of H € CN™®*"T | consisting of iid complex
Gaussian elements. Channel capacity is defined as the maximum mutual information (Z).

When the channel state information (CSI) is available at the receiver, we can write

C = max € [Z(a;H) + I(a; r|H)] (2.6)
Ra20AT(Re)=P

= max £ [Z(a;r|H)) 2.7
Re>0,tr(Ra)=P

where the maximization is made over all possible input probability distributions. The first
term in (2.6) is zero due to the fact that the input signal is independent from the fading
process. Teletar was the first to derive the capacity formula of this channel [39]

C=¢ [1052 det (1,., + nirm" )] (2.8)
T

which is achieved with iid Gaussian input a(t) with E[a(t)a(t)] = £1,,.
For fixed ng, when nt — oo, due to the central limit theorem #HH” — In,. Conse-

quently, the capacity in the limit is

lim C =ngrlogy(l +p) (2.9)

ny—0o

The corresponding lower bound on the error exponent is given by

Fo(s) = - log, € [det (I,.R + nT(—l"H—)HH” ) —‘] (2.10)

2.2.2 Quasi-Fading Channel

Shannon'’s capacity is the limit on the maximum rate of error-free communication over a
channel using bursts of long codes. However, practical wireless communications systems

are quasi-static. Bursts are assumed to be short and the channel is assumed to be static
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during a burst, although the channel may vary considerably from one burst to another

(quasi-static).

Definition 4 A stationary' stochastic process X(t) is said to be an ergodic process if the
statistical time averages of X (t) are equal to their corresponding statistical ensemble aver-
ages. In the wireless channel process, ergodicity in the mean and ergodicity in the autocor-

relation function are considered to be adequate for analytical purposes.

Maximum mutual information measures the capacity when the channel is memoryless,
that is, when each use of the channel employs an independent realization of H or when the
process that generates H is ergodic. In direct contrast, if the channel is chosen randomly,
and held fixed as in the case of a quasi-static scenario, then the channel capacity is not
equal to the maximum mutual information because fading in a quasi-static environment is
not a time ergodic process. This channel impairment leads to a new definition of capacity
based on outage probability [39].

Definition 5 For a given rate R and power P, there ezists an outage probability P,y (R, P)
such that for a rate Ry < R and any 6 > 0, there ezists a code, for which the error probability
Pr(FE) < 6 for all but a set of quasi-static fading H whose probability is less than Ppy;.

Foschini and Gans derived the formulas of outage channel capacity of MTMR schemes for
quasi-static channels. They investigated the case of an independent Rayleigh faded path
between antenna elements. The key result of their investigation reveals that Shannon’s
capacity for wireless communications can be increased at least by n times, where n is the
number of the antenna elements at the transmit and receive ends, assumed to be the same.
With multi-transmit multi-receive wireless systems, for every 3dB of signal-to-noise ratio
(SNR) increase, the capacity increase is almost n bits transmission, whereas the classical
Shannon capacity increase is 1 bit per transmission for every 3dB increase [1].

Furthermore, in the quasi-static fading environment, Foschini and Gans proved that the

capacity of the MTMR scheme is a random variable.

'A stochastic process {X(t)} is statiomary if {X(t:), X(t2),....X(ta)} and {X(t: + 7),X(t2 +
12 N ((tn + 7)}} have the same probability distribution for all ¢;,¢3,... ,tx and 7.
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The outage capacity computation involves two steps.

e First compute the random capacity of each chosen channel realization. For each
realization of H chosen from a Rayleigh distribution, the capacity is given by

C = log, det (I,m + niHH” ) (2.11)
T

e Then evaluate the outage capacity by using Complimentary Cumulative Distribution
Functions (CCDF).

Note that (2.9) holds even for the outage capacity of quasi-fading channels, that is, for large

values of transmit and receive antennas, the random capacities converge to a fixed value.

Example 1 For simplicity, we consider only systems with equal numbers of transmit and
receive antennas (N ). Figure 2.2 depicts the capacity CCDF, for N =1,2,4,8 and N = 16,
at SNR=18dB. The figure reveals the significant capacity improvement, at different outage
prebability tails, by doubling the number of transmit and receive antennas. To generate this

figure we used 10,000 realizations of H per run.

Next we will consider the outage capacity of the following MTMR systems [1]:

No diversity, n, =ng =1

C = logy[1 + px3] (2.12)

where x3 is a chi-squared variate with two degrees of freedom

Single-antenna systems can achieve the capacity limits using 1-D codec technology. The
irregular turbo codes [42]-[43] and the irregular low-density parity-check (LDPC) codes [44]
with constraint random code ensembles are the closest known codes to the capacity limits

with reasonable decoding complexity.
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Figure 2.2: Qutage capacity of (N, N) system with N=1,2 4,8 and 16, p = 18dB.

Receiver diversity, nr =1, ng=n

Capacity for a system with n receive and one transmit antenna scales logarithmically with

number of receive antennas n:
C = logy[1 + px3n) (2.13)

where x3, is a chi-squared random variable that has 2n degrees of freedom. In general,
the receiver diversity is obtained by simply using the well-established maximum-ratio com-
biner of the n independent versions of the transmitted signal. In rich scattering wireless
environments, the use of multiple spatially separated and differently polarized antennas
at the receiver is very effective in providing diversity gain against fading. Even though
receiver diversity techniques create signal processing opportunities to suppress and equal-
ize co-channel and inter-symbol interferences [45]-[47], the application of receiver diversity
alone is limited with wireless communication scenarios because the mobile terminals can
only be equipped with at most two or three antennas whereas the base station can have

many transmit antennas.
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Transmitter diversity, nr =n, ng=1

C = log,[1 + gxg,,] (2.14)

Transmit diversity, first introduced by Alamouti [48] is important in practice even though
the capacity increment by using one transmit and n receive antennas is greater than the
capacity increase from the use of n transmit and one receive antenna. Moreover, sophisti-
cated techniques such as space-time coding are needed to achieve the full benefit of diversity
(49]-[50].

Combined transmit and receive diversity or BLAST ntr=ng=n>1

The combined transmit and receive diversity in BLAST systems has n x n order. The

capacity bounds for this class of MTMR schemes are [1]

n n

;logz (1 + gxg(n_i“)) <C< ;logz (1 + gxgm) (2.15)
where x3, , i = 1,2,...n are statistically independent chi-squared variates each with 2n
degrees of freedom. Since x3; represents a fading channel with a diversity order of i, the
lower bound can be viewed as the sum of the capacities of n independent channels with
increasing diversity orders from 1 to n. The upper bound is achieved for the artificial case
where each transmitted signal is received by a separate set of ng receive antennas. In
[2], Foschini suggested a layered space-time architecture concept that can attain the tight
lower bound on capacity. In fact, in [51], it is shown that the Foschini’s lower bound is
the Shannon bound when the output SNR of the space-time processing in each layer is
represented by the corresponding matched filter bound. The matched filter bound can be

approached by using minimum-mean square error detectors{52].

Example 2 Jllustrated in Figure 2.3 is the outage capacity achieved by the different MTMR
schemes described above for SNR=18dB. The figure reveals the importance of BLAST in
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high capacity wireless systems.
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Figure 2.3: Outage capacity of different ((nT,ng)) systems, p = 18dB

Remark 1 For the capacity computation, it is assumed that the transmitter knows only the
channel statistics and the receiver knows the CSI. In a quasi-static fading environment, the
channel capacity of each packet is a random variable; thus the outage capacity is defined.
However, we call the channel capacity C the “Shannon capacity” by assuming that the

transmitter knows C at each packet of transmission.

2.3 BLAST Architecture

The BLAST architecture consists of multiple antennas at both the transmitting and receiv-
ing ends of the system, as illustrated in Figure 2.4.

In this system, information-bearing signals are divided into multiple substreams and an
array of antennas is used to launch the substreams simultaneously, using the same frequency

bandwidth, with the total transmitted power always held constant. At the receiving end,
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Figure 2.4: A BLAST system

the transmitted signals are picked up by a receiving antenna array. Each antenna receives
all of the transmitted signals as one superimposed signal. Even though the signals are
transmitted in the same frequency band, the signals from the different transmit antennas are
located at different points in space, and each signal is scattered differently and hopefully the
received signals at each receive antenna element still contains useful information about the
transmitted signal. Since BLAST does not require additional spectrum resources to transmit
parallel substreams, that is each antenna operates in a co-channel manner, the BLAST
architecture is spectrally efficient. However, the spatial multiplexing and simultaneous use
of the same portion of the spectrum leads to co-antenna interference which is the major
source of channel impairment in the BLAST architecture. Figure 2.5 illustrates the effect
of co-antenna interference (CAI) for one. two and eight simultaneous transmissions with
single reception. For the eight simultaneous transmissions, the “eye” of the received signal
is closed. which illustrates the major limitation of multiple transmission.

Optimal codecs for MTMR schemes are multi-dimensional and can be found through
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the exhaustive search methods as in the maximum likelihood algorithms [53]. However,
the search complexity increases exponentially with the number of transmit antennas, the
number of bits per modulation symbol and the burst size. For multi-dimensional codes, the
number of L x nr matrices A needed in a codebook can be large. The following example
illustrates the computation needed for the optimal codec solution for (nr, ng) system.

Example 3 Let R denote the rate in bits per channel; then the number of code matrices is
2RL . For an ezample system with four transmit and receive antennas, the outage channel
capacity at p = 18 is about 18 bits/channel use. Even with a relatively small block size
of L = 4, the number of code matrices in the codebook is 272, Due to this huge number
of constellations, the possibility of decoding using ezhaustive search or marimum-likelthood
decoding is not practical.

The fundamental question raised by Foschini is: Can one construct a BLAST system
whose capacity scales linearly with the number of transmit antennas, using building blocks
of nt separately coded one-dimensional subsystems of equal capacity? The motivation for

raising this question is two-fold:
¢ The required codebook is only 2!® vectors of length L = 4.

e The system can be designed with the already developed 1-D codec technology.
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This question was answered in {2]: Using Diagonal layered space-time or Diagonal-BLAST
(D-BLAST), we can indeed achieve Shannon's capacity. D-BLAST processes two-dimensional
signals in MTMR systems using the already developed one-dimensional codec technology.
The first dimension refers to time and the second dimension refers to space. Note that, in

general, the 1-D code involves many dimensions over the time domain.

2.3.1 Diagonal-BLAST

The aim of leveraging the already highly developed 1-D codec technology leads to the
diagonally-layered space-time architecture, proposed in [2].

The diagonal layered space-time architecture concept attains a tight lower bound, given
in (2.15), on the available capacity of MTMR schemes. In fact, following [51], we show
that Foschini’s lower bound is the Shannon bound when the output SNR of the space-time
processing in each layer is represented by the corresponding matched filter bound.

The innovative feature of the D-BLAST transmitter is the space-time encoding structure
constructed with nr diagonal layering 1-D coded subsystems of equal capacity, which permit
the decoding complexity to grow linearly with the number of transmit antennas. However,
with this architecture requiring the use of diagonal layering, the space-time wasted at the
start and end of a burst is significant for a practical burst length of few hundred symbols
although this boundary waste becomes negligible as the burst length increases. Note that

the use of a short packet size is important in wireless communications for two reasons:

1. Long packets require channel tracking inside a packet since the wireless channel varies

with time.

2. Wireless communication is usually delay-limited.

The Diagonal-Layered Space-Time Codes

Figure 2.6 illustrates the D-BLAST transmitter. A data stream is demultiplexed into nr

data substreams of equal rate and each data substream is encoded independently using
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Figure 2.6: D-BLAST architecture

blcck encoders. Rather than committing each of the nT coded substreams to an antenna,
the bit stream per antenna association is periodically cycled [2]. The resulting diagonal
layer codes due to the proposed periodic cycling of substreams are illustrated in Figure 2.7.
Note the edge wastage that is associated with this architecture. The nr-encoded diagonally
layered substreams denoted by {DL;};T, share the following:

e a balanced presence over all nt individual channel paths to the receiver; thus, each
diagonal layer { DL,}T, has the same capacity Cpr, = Cp/nr, where Cp is the total
capacity of D-BLAST, and

e a set of sub-layers, DL;;, with high SNR and low SNR; thus the capacity obtained by
each diagonal layer is equal to the sum of the SN R of nr sublayers.

If we denote {SNR;x}T, as the generalized output SNR of sublayers { DL;jc};T, of the
diagonal layer DL;, the capacity of the jth diagonal layer is:
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1
CDL, = E Z 1052[1 + SNRJk] (2.16)

k=1

Since each diagonal layer has virtually identical structure, the periodic signal-to-noise
ratio experienced by each sublayer is identical. Thus, we denote {SNRi}; T, = {SNR;};T,
for all 7, and the capacity of each sublayer reduces to:

1 o ,
Cpi, = Ezlogzll +SNR], j=12,...n7 (2.17)
k=1

Serial Interference Cancellation Decoder (SIC)

At the receiving end, the decoupling process for each of the nr layers involves a combination
of nulling out the interference from yet undetected signals and canceling out the interference

from already detected signals. This receiver involves two steps:

1. Assume that the receiver has detected the last @;+i,... ,an, correctly; then we can

cancel the interference from the decided components of a.
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We write the received signal as follows:

r = (ajh; + azh + ... +a;_1hi_1) + a;h; + (8i41hiv1 +aiv2hiva + ... +an hay)
(2.18)

The last bracketed sum involves only correctly detected signals and is subtracted from
the received signal to get the modified received signal

r = (alh1+azh2+... +ai—1hi-1) +a;h; + v (2.19)

2. Interference nulling using the whitened matched filters. The current desired signal

is @i, and the remaiiing signals [a) + a2 + ... + a;_,] are interferences. The channel
vector corresponding to the desired signal is h;.

When the receiver processing weights to suppress the remaining interferences in each
layer are chosen to maximize the output signal-to-noise ratio, instead of using the
nulling process presented in [2], one can achieve the maximum SNR available, known
as the matched filter bound:

e Spatial-whitening process (whitening of interferences and noise) [51]:
yi = ¥ {*hia; + v (2.20)

where the vector v; has statistically independent complex Gaussian components
with mean zero and variance one, and ¥; is the variance-covariance matrix of

interference and additive white Gaussian noise, which is given by

¥, = % Y hbf + 1, (2.21)
k=1
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e The signal-to-noise ratio of the ith signal will be

T;

(47 *hias]” [#7/%ia] (2:22)

- P
= hi"\yi—llh‘;

where T, is the maximum achievable SNR by any space-time processing receiver

and is known as the matched filter bound.

Hence, the capacity achievable by the D-BLAST using the matched filtering receiver is
given by

nr
Cp=)_logy[l + Ti] (2.23)
k=1

Thus, each diagonal layering substreams can be coded using the already developed 1-D
codec technology of equal capacity. This capacity of D-BLAST architecture is in fact the
Shannon capacity. See appendix 2A for the proof.

Remark 2 Foschini’s lower bound is achieved by a combination of nulling (instead of
whitened matched filtering) the interference from yet undetected signals and canceling the
interference from the already detected signals. In the high SNR asymptote, the advantage
of whitened SNR over the nulling process is negligible and Foschini’s lower bound achieves

Shannon’s capacity.

2.3.2 Vertical-BLAST (V-BLAST)

The uncoded BLAST architecture with optimally ordered serial interference cancellation
(OSIC) detection is called Vertical-BLAST (V-BLAST) [3]. Real-time implementation of
V-BLAST has been demonstrated, attaining spectral efficiencies of 20-40 b/s/Hz in an
indoor propagation environment at 24dB - 34dB average SNR with eight transmit and
twelve receive antennas.

The major difference between D-BLAST and V-BLAST transmitters is in the coding
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scheme. D-BLAST uses a diagonal layering space-time code, whereas in V-BLAST a vector
encoding process is used. The vector encoding process is simply a demultiplexing operation
followed by independent bit-to-symbol mapping of each substream. Although no space-time
coding can be employed in V-BLAST, a conventional 1-D channel coding of the individual
substreams may certainly be applied.

The low-complexity sub-optimum nonlinear detector proposed (3] for V- BLAST is based
primarily on a successive interference cancellation of hard decisions and a new scheme to
find the order in which the substreams are to be detected for optimum performance. In
this detection scheme, the substreams are first sorted according to the strength of each
subchannel, then the strongest substream is detected and extracted from the total received
signal, and the sorting and extraction are repeated until all the substreams are determined.
A typical uncoded V-BLAST is shown in Figure 2.8.

p Yoo % Y J ‘
 —(on ) "
\V A 1
) a2 r2
Information OsIC Detected
Data DEMUX ) Data
— . . RECEIVERS
l:nr
v ”
£ Gnr Tng
= Lo
Transmitter Receiver

Figure 2.8: Uncoded V-BLAST architecture
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OSIC Detection Algorithm (3]

Let the detection order
s = {ky,k2,... ,kny} (2.24)

be a permutation of integers 1,2,...nt. The detection process has three major steps as

follows:

1. Form the soft decision statistics
Yk, = Wﬁl’,‘ (2.25)

The weight vector w is obtained by using well-known linear filters such as zero-forcing
(ZF)/nulling or minimum mean-squared error (MMSE)/whitened matched filtering,
[54):

Problem 1 (ZF): Given the model (2.1), estimate the user information sequence a

by minimizing the following cost function
. 2
min lr - Ha|lg, (2.26)

where R, = £{wvf'} = 0L
Solution to Problem 1 (ZF): Solution to this problem is given by

a=H'r (2.27)
The corresponding weight matrix is

where H* = (H#H)~'H¥ is pseudo-inverse [55|. Note that the ZF weight vector

computation is inherently ill-posed.
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Problem 2 (MMSE): Given the model (2.1), estimate the user information sequence

a by minimizing the following cost function

min ||a - a||? (2.29)

Solution to Problem 2 (MMSE): Solution to this second problem is given by
a=(HYH+ ) 'HAr (2.30)
The corresponding weight matrix is

w = (HH + o’1)"'HY (2.31)

2. Obtain the hard decisions a, by finding the nearest point to yi, in the constellation

coordinates, which minimizes the Euclidean distance based on the soft decisions
ar, = Q(ux.) (2.32)
3. Cancel the signal component due to a;, from the received vector r;
Fiy1 = — ag by, (2.33)
where hy, denotes the k;th column of H.

Ordering of Substreams using Post Detection SNR

Post-detection SNR for the k;-th detected component of a is given by

_ £ lag, 3] (2.34)

P = 52w |2
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where the expectation is taken over the constellation points. The larger the Pk, the smaller
the nulling weights wy, are. Thus, the post detection SNR is maximized by the smallest
nulling weight; detecting and canceling the signal with the smallest nulling weight improves
the algorithm. V-BLAST with optimal ordering based on the smallest weight is described
below [3].

o [nitialization

i = 1 (2.35)
G, = H*
e Recursion:
ki = Ng{jg(kﬁ&i_l) 1(G4);11%} (2.36)
wi, = ((Gi)T
w, = Wi
ak,, = Q)
Fisp = Ti—dghy
Giy1 = H{
i« i+

where (G;)x, is the k;-th row of G;, H; denotes the matrix obtained by zeroing columns

ki, k2,... ki of H, and (-)* denotes the pseudo-inverse [55].

Remark 3 To perform the optimal ordering process used in V-BLAST, the pseudo-inverse
G, must be computed fori = 1,2,... ,nr, which is sensitive with respect to a channel matriz
H that has correlated columns: @ small change in H may cause large and unpredictable
variations in G;. Note that G; is computed by zeroing nt — i + 1 columns of H. This

sensitivity of the pseudo-inverse grows linearly with n — Rank(H) [55] and [56]. Note that,
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this sensitivity may be reduced by setting the smaller singruiar values to zero but determining
the numerical rank of this problem is challenging. Therefore, the ordering process may fail

when nt > ng. Typically, for nt < ng the columns of H may be assumed to be independent.

2.3.3 Improved V-BLAST

Many modifications have been proposed to improve V-BLAST. A channel based adaptive
group detection (AGD) combined with OSIC is proposed in [57]. In the OSIC-AGD al-
gorithm, the ZF/MMSE based interference nulling/ suppression is replaced with the AGD
algorithm.

The AGD algorithm contains three steps: grouping based on the channel information,
subspace projection and ML search within each group:

1. Several layers are grouped for processing together.
2. ML detection is performed within the groups.

3. Interference is canceled in a way that only part of the search results from each group

is used as decisions.

Repeat Step 1 and 2 for the unprocessed layers until all the layers have been processed.

The complexity of ML detection over all nT transmitters requires N;"T searches, where
N is the size of the constellation used, which is beyond the limit of most systems today.
The group detection is carried out within a group of n,, where ny << nr, therefore the
searching complexity is proportional to N;", and can be maintained low by keeping group
size ny small.

Alternatively, a second-stage O,-order processing of the detected V-BLAST signal is
proposed in [56]:

e ML detection is performed on the soft decisions yg,, ... , yx,, to get improved decisions

Biyr- e 2By,
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o Redetected signals are subtracted from the received signal

O-
£0,4 =1 — ) dkhy, (2.37)
=1
The additional computational complexity of this processing is mainly the O,-order ML

reprocessing which is N;% computations, where N is the size of constellations used.

2.3.4 Coded Vertical-BLAST

Three coded V-BLAST schemes exist in the literature, which are:

(1) V-BLAST with horizontal encoder V-BLAST-I [51]
(2) V-BLAST with vertical encoder V-BLAST-II [51]

(3) V-BLAST with concatenated coding V-BLAST-III {57]

In the horizontal encoding scheme, the substreams are independently encoded using
1-D channel codes as shown in Figure 2.9. The incoming data are first divided into
by, bo,... ,bn, and each part is encoded separately, interleaved, and symbol-mapped to
generate the parallel substreams. The receiver performs OSIC detection and decoding.
In this scheme, the receiver cancels interference using decoded decisions from previously
decoded signals.

One possible shortcoming of horizontal coding over diagonal coding is that overall perfor-
mance may be dominated by the weakest layer, particularly the first decoded layer, because
it has the lowest diversity in V-BLAST decoding. Therefore, the capacity of such schemes
is

nr
Cv- =) _log,(1 + SNR] (2.38)
k=1

where

SNR = maxmin[SNR;,1 <i < n7j (2.39)
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This means that each layer of V-BLAST-I can only have an information rate R < Cy.

Note that in (2.39), we maximize the minimum SNR of the detection process. The
first detection layer has the minimum SNR among the nr possible layers, since it faces
nr — 1 interferences; the second detection layer has only nr — 2 interferences and so on.
The ordering process used in the V-BLAST OSIC receiver maximizes the minimum SNR
by maximizing the post detection SNR [5].
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Figure 2.9: Horizontal coded V-BLAST architecture

In the vertical encoding approach (see Figure 2.10), a single code is used to encode all
the signals, and the coded information bits are demultiplexed across the nr parallel streams
a;,a,...,an,. At the other end, the receiver first decouples the nr data streams through
interference nulling/cancellation as described for uncoded V-BLAST, then multiplexes and
decodes all the nr substreams as one information block. In this scheme, the effective
SNR averaging across the antenna array may be achieved because all the layers are coded
together. A serious drawback of vertical coding is that only the undecoded decisions are
provided to the interference canceler since decoding cannot be done until all the layers are
processed. Thus, vertical coding is more prone to decision errors than horizontal coding.

Therefore, the rate of vertical encoding approaches R, < Cy, where Cy is defined in (2.38)
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——

The third coding [57] is the concatenated approach shown in Figure 2.11. The horizontal
coding layers are designed, typically with convolutional codes as inner codes, to facilitate
the OSIC detection using decoded decisions whereas the vertical coding, with Reed-Soloman
outer code, is included for SNR averaging across the antennas. A drawback of this scheme
is a reduced information rate R, < Cv due to the concatenation of two coding schemes.

In general, to minimize the effect of decision errors and to improve the joint detection
and decoding gain, it is assumed that turbo processing is incorporated as a second round-
processing as illustrated in Figure 2.12. Iterative detection used in second stage processing
could improve the performance, if the performance due to the first processing is far from the
capacity Cy. However, the ultimate capacity even with the second stage iterative processing

is still limited by the V-BLAST capacity Cy given in (2.38).

Limitations of V-BLAST

1. V-BLAST detection algorithm has a computational complexity O(n*) where n is num-
ber of transmit and receive antennas. This is a major issue to be considered [59]. The

V-BLAST scheme uses a sequential nulling and interference cancellation strategy;
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decoding the strongest signal; canceling the interference due to the decoded signal;
decoding the strongest signal of the remaining signals, and so on. In this receiving
scheme, the optimal order of detection and the nulling vector has to be determined
at each decoding step, which can be computationally expensive and numerically un-
stable. We may estimate the optimal ordering using the singular value decomposition
(SVD), which is the most stable way of computing the pseudo-inverse. For an n x m

matrix, whose entries are complex values, we note the following [55]:

e the singular value decomposition has a complexity of 2n?m + 11m?, and

e the pseudo-inverse has a complexity 2nm?.

Since these steps have to be repeated m times in the sequential detection procedure
with the matrix sizes of dimension (n + k) x k, k = m,m — 1,...,1, the total

complexity is

m
S {2(n + k)k + 116% + 2(n + k)R?} = n?m? + 2nm® + 14—5m‘ (2.40)
k=1

For an (n,n)-BLAST, the computations are on the order of nt.

2. V-BLAST demands more receive antennas than transmit antennas. The ability to
work with fewer receivers than transmitters is necessary in most cellular communica-
tions systems since the base station is typically designed with more antennas than the

mobile unit.

3. V-BLAST does not use any transmit diversity naturally provided in the MTMR sys-
tem. It has no built-in space-time codes to overcome deep fades from any of the
transmit antennas and suffers from the problem of error propagation: a wrong deci-

sion made at the output leads to higher probability of error on subsequent decisions.

4. D-BLAST and V-BLAST are quite sensitive to the channel estimation errors since they

use hard-decision based interference cancellation receivers. Note that, in practice, the
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channel is learned by the receiver by using short training sequences transmitted by

the transmitter with each packet of information symbols.

Remark 4 Complexity Reduction: A cost efficient and numerically stable “square-root”
algorithm has been proposed in [59] for V-BLAST architecture. This square-root algorithm

has the following favorable features:

o the computational cost is reduced to 0.7n, where n is number of transmitters,
o it uses only orthogonal transformations and is numerically stable, and

e it can be implemented using fized-point digital signal processing (DSP) hardware. Note
that the original V-BLAST algorithm demands floating point DSP.

2.4 Space-Time Codes

Designing appropriate space-time coders and low-complex decoders for MTMR systems are
addressed in the literature [60]. In this section, the design criterion of space-time codes for

improving the data rate and the reliability of data communication is briefly discussed.

2.4.1 Design Criterion

We assume the channel is quasi-static over K time periods. The transmitted code vector

sequence is
C ={c(1),¢(2),... ,¢(L)] (2.41)
where the code vector at the [th time interval is
c(t) = [a(®),e2(l),- . ear (D)7 (2.42)

Definition 6 The pairwise error probability: The probability of decoding the codeword &
knowing that the codeword c is transmitted, when these two codewords are considered to be
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the only codewords of the codebook.

The pairwise error probability (PEP) P(C — C|H), assuming a perfect CSI, is [60]
P[C - C|H] < exp(-d?(C, C)) (2.43)
where d?(C, C) defines the distance between C and C:
p
d*(C,C) = -— .A(C,C)hf 2.44
(C.0) == g"' (C,O)h; (244)
where h; is the ith row of the channel matrix H, and A(C.é) is defined as
A(C,C) = B(C,C)Bf(C,C) (2.45)

The matrix B(C, C) is the error matrix between the transmitted code vector sequence C

and the detected code vector C sequence:

- -

a(l) - é(l) ca(2)-¢a(2) ... al(l)-al(Ll)
B(C.G) = c2(1) 752(1) c2(2) 752(2) c2(L) — é2(L) (2.46)
| enr(l) —Gar(1) cnp(2) —Gnp(2) ... enp(L) = Enr(L) |

Let r be the rank of matrix A and Aj, Ag,... A, be the nonzero eigenvalues of A. Then by
averaging over the Rayleigh fading variables, the PEP is given by

Pr{C - &} < (I[_,))™"" (zf;) o (2.47)

Thus a diversity gain of r and a coding gain of (A} Az...A;)!/" is achieved. Accordingly, the

design criteria that minimize the PEP are equivalent to:

o Rank Criterion: The rank r of B is called the diversity gain of the space-time code and

the diversity achieved with diversity gain r is rng. To achieve the maximum diversity
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nrng, the matrix B has to be full rank for any pair of codeword vector sequence C,
and CQ.

e Determinant Criterion: If the diversity gain of the code is r, to obtain the best coding
gain, the minimum of the rth root of the sum of determinants of all r x r principal
cofactors of A taken over all pairs of distinct code vector sequence C; and C, must

be maximized.

2.5 Low-Rate Space-Time Codes

In the design of space-time trellis and block codes, the above criterion is imposed by adding
redundancy in the coding design, as described in [60]. We will give examples of redundant
codes that achieve the full diversity with simple decoding structures at the expense of spec-
tral efficiency. These redundancy codes have good fading resistance and simple decoding,

but generally have poor capacity performance at high data rates [53].

2.5.1 Space-Time Trellis Codes

In Figure 2.13, we illustrate 4-PSK, 4-state space-time trellis codes for the transmission of
2b/s/Hz using two antennas. The encoding of the trellis codes is obvious with the exception
that at the beginning and the end of each frame, the encoder is required to be in state zero.
At each time [, depending on the state of the encoder and the input bits, a transition branch
is chosen. Table 2.1 summarizes the input and the transmitted symbols from transmitter 1
and transmitter 2 for the 4-PSK, 4-state trellis space-time codes. If the current state is 0
and we receive symbol 1, then we transmit symbol 0 over one antenna and symbol 1 over
the other.

The decoding of these codes is done, assuming that the CSI is perfectly known to the

decoder. Given the received signal {r({)}£ |, the receiver chooses the code vector sequence
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C using the space-time maximum likelihood decoder:

r(l) - \/%H(l)é(l)

The space-time maximum likelihood decoding is done using the Viterbi algorithm, [92]?,

2
(2.48)

L
C= argm_inz
c =1

where the trellis path with the smallest accumulated metric is chosen.

The rank criterion for this code is verified over two time periods and it can be shown
that the matrix B has full rank over all codeword pairs; thus the code can achieve the full
gain of diversity. However, since each time a redundant symbol is transmitted, the rate of

this code is only 1/2, and the effective transmission rate is only 1bit/s/Hz.

Input 01 2 3 2 2
Transmitantenna 1 (0 0 1 2 3 2

Transmit antenna 2 {0 1 2 3 2 2

Table 2.1: 4-PSK 4 state space-time code with 2 transmit antennas

0 00 01 02 03
1
1 10 11 12 13
2 0
2 20 21 22 23
3
3 30 31 32 33

Figure 2.13: 4-PSK 4 state space-time code with 2 transmit antennas

2The Viterbi algorithm is a sequential trellis search algorithm for performing maximum likelihood se-
quence estimation, which is optimum for an AWGN channel.
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2.5.2 Space-Time Block Codes

Yet another approach to the attainment of low-rate space-time coding over wireless fading
channels has been inspired by Alamouti’s transmit diversity scheme [48], which involves
the use of two transmit antennas and a simple decoding algorithm. Alamouti's transmit
diversity technique was generalized by Tarokh et al. [61] to an arbitrary number of transmit
antennas as space-time block coding. Briefly, space-time block codes are designed to provide
full diversity promised by the transmit and receive antennas under the constraint of using
a simple decoding algorithm in the receiver. However, the limitation of these space-time
codes is that they are not designed to achieve an additional coding gain. To do so, they
have to be concatenated with an outer code.

A space-time block code is defined as nt x L transmission matrix G. For example, for

two transmit antennas, G, represents a code with rate 1/2, as shown by

C2 Cl

Gy = [c‘ % ] (2.49)

If the channel is invariant for at least two symbol periods, the received signals at times [

and | + 1 are, respectively,

T(l) = hjc; + hoco + v(l) (2.50)

rl+1) = - hg+ haci +v(l+1)

where h; and h, represent the channel coefficients between the receive antenna and transmit

antennas 1 and 2, respectively. Equation (2.50) be represented in matrix form:

[ ri) ]=[h1 K }[C‘]+[ vt ]='Hc+v (2.51)
r*(l+1) hy —h} 2 vl +1)
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The use of maximurn ratio combining, knowing the CSI at the receiver, yields

¢ = HiH(c+V) (2.52)

= (K2 +h)c+v

The noise term v is still white since H is orthogonal, and ¢; and ¢, are detected indepen-

dently with lower complexity. With ng receive antennas, the diversity order of 2 * ng can

be obtained.
v //
signal 1
Space-Time Block Code
: . Y // .
Information (c1ca] = [ 2 —cc? ] signal 2

Figure 2.14: Space-Time Block Code with 2 transmit antennas

For the space-time block codes, the orthogonal design structure prohibits this scheme
from achieving channel capacity. The capacity attainable with the space-time block code
designs is limited by the orthogonal channel matrix # [53]. For the (nr,ng) systems, the

space-time code design achieves
1
Cst = —log,det (I,.,. + LyH 'H) (2.53)
nr nr

1 o nT nR
= 2
= log, det | I, + T E E Hi| Ing

=1 j=1

nr npgp
— £ 2
= logydet (1 + o~ I:Z Z H,J] )

i=1 j=I

where the factor % in front of the log normalizes for the n channel uses spanned by the

orthogonal design, and H is the orthogonal channel matrix that maximizes the diversity
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gain.

Remark 5 However, for the (2,1) case, the orthogonal design achieves the optimal channel

capacity:

_ 1 Py H
Cst = logydet (12+2u u) (2.54)
1 p
= 5 logydet (12+5(h§+h§)12)

= logy (1+5h1 + 1))

These schemes have poor bandwidth efficiency since they use a form of repetition coding,
but the codes are designed in such a way that the code matrix maximizes the diversity
gain. Typically, the redundancy introduced in space-time coding schemes is a multiple of
the number of transmit antennas. This motivates the use of high-rate space-time codes

embodied in Turbo-BLAST as discussed next.

2.6 High-Rate Space-Time Codes

The Turbo-BLAST (T-BLAST) presented in this thesis uses a simple yet effective high-rate

space-time code, and exploits the following ideas:
e The Beli-Labs Layered Space Time (BLAST) architecture.

e A novel space-time coding scheme by using the 1-D channel codes and space-time

interleaving that are designed off-line.

e Sub-optimal turbo-like receiver that performs joint decoding of the proposed space-

time codes in an iterative manner and, most important, simple fashion.

Simply put, T-BLAST combines the benefits of BLAST and turbo-principles in space-time
coding design. Using computer simulations and tests with real-life data, we empirically

show that T-BLAST attains near channel capacity.
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Example 4 Figure 2.15 illustrates the capacity margins of the various schemes analyzed
in this chapter for nt = ng = 8. The capacity of a T-BLAST falls between the capacity
upper bounds of D-BLAST (or the channel capacity) and V-BLAST.

70 T T T T T T T

10

o i e A 1
-10 -5 [} H] 10 15 20 25 30
SNR (dB)

-
-

Figure 2.15: The 10% outage capacity of BLAST systems with nr =ngp =8

Before we move on to the T-BLAST system, we will describe the turbo-principles in the
next chapter.

2.7 Summary

In this chapter, we discussed the fundamental limits of multi-transmit multi-receive wireless
communications channels and reviewed existing MTMR architectures. Four popular MTMR

systems were described. None of the four methods are without drawbacks:

e The D-BLAST architecture is a theoretical super structure attaining Shannon capacity

with 1-D codec technology but unrealizable in practice.
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e The V-BLAST architecture is susceptible to error propagation when any of its anten-

nas enters a deep fade.
e A space-time concept has been used to mitigate the fading.

— The Alamouti space-time code and its generalized Tarokh-Seshadri- Calderbank
space-time codes, which use redundancy and thus suitable for low-rate coding.
— T-BLAST, which uses simple yet effective high-rate space-time codes; the crucial

innovation of T-BLAST is the combination of BLAST and turbo principles.

This thesis pioneers T-BLAST and backs its claims with solid empirical evidence.



Appendix of Chapter 2

2A. Optimality of D-BLAST
Consider an (M, N) system. The goal is to prove
M
log, det (IN + %HH” ) =Y logy[1 + T4
k=1
The above proof may be simplified as:
M
det (IN + %HH”) = [Tt + 74
k=1
Define

M
Qp = (I~+ A—’;-HH”) = %zh,-hf’-km

=1

where h; is :-th column of matrix H.

(2.55)

(2.56)

(2.57)

For single transmit and N receive antennas (receiver diversity only). It can be shown

det (1 + %h{’hl) =1+T,;

92

(2.58)
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Let us assume that (2.56) is true for m — 1 transmit antennas. Then we can write,

m-—1

det (Qm-1) = [J[1 + T4l (2.59)
k=1
From (2.57), we have
U = Omoi+frhmhl] (2.60)

where we have defined: P = Q,, and Q = Qy,-;. Using the matrix inversion Lemma given

in [52] and [62], we can show that

p - Q'h
[Q+ﬁhmhﬁ] 'hy = 1+§,—h,’,’,Qm-‘hm (2.62)
-1
-1 _ Q hm
P = 1+Tm

The matrix inverse P~! is defined by [55]

-1 _ Pag
P~ = 5P (2.63)

where P,4; is the adjoint matrix of matrix P; thus, we can rewrite (2.62) as

Pagj _ Quj bhnm
det(P)h"' T det(Q)1+Th (2.64)
hm

Qugj TGS (2.65)

where (2.65) is obtained by replacing det Q using (2.59). Now, to prove (2.56), we have to

show
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Pugihm = Quibm (2.66)
Expanding (2.61), we have
P = Q+Zhuhi (2.67)
M p
P . p . b
= [QI + ﬁhmHmlv(u + ﬁhmHmm ... qN + ﬁhmHmN]

where q;, Vi is the i-th column of Q and H;; is the ijth element of matrix H. We can
prove (2.66) by showing the jth element of P,4ihy, is equal to the jth element of Qg4hm
for j = 1,... ,m. The jth element of P,g4h,, is given by det(P;), where P; is obtained by
replacing jth column of matrix P by hy,. Similarly, the jth element of Q4hm, is given by
det(Q;). Accordingly, by replacing the j the column of (2.68) by h,,, we get

det(P;) = det [ql + ff-hmH,‘,,l,... Bpmy... QN + %hmH,‘,,N] (2.68)

Using the fact that a determinant does not change if one column muitiplied by a constant

is added to another column, we can rewrite (2.68) as

det(P,) = detlq;,q2,... ,hm,-..,qn] (2.69)
= det(Q;) (2.70)

Similarly, we can show that det(P;) = det(Q,) for i = 1,2,...,N,i # j. This completes
the proof of (2.55).



Chapter 3

The Turbo Principle

In 1948, Shannon laid down the foundation of information theory. In particular, he es-
tablished the upper limit of the data transmission rate over a given channel and described
channel coding as the means for achieving this limit: For any communication channel there
erist families of random block codes that achieve arbitrarily small probability of error at
any information rate up to the capacity of the channel [40]. However, for the proposed
random codes, there is no practical coding or decoding algorithm because Shannon’s proof
was non-constructive. Since then, a fundamental research question has been: How can we
practically approach channel capacity using random block codes? In practice, the key ob-
stacle to approach the channel capacity is not the construction of good long random codes;
rather, it is how to keep the decoding complexity reasonable. It is amazing to find that both
turbo codes [63]-(66], and low-density parity-check (LDPC) codes [67}-[68], which are the
closest known codes to the capacity limits with reasonable decoding complexity, have ran-
dom code-like weight distribution. Most important, iterative decoders allow both of these
codes to achieve their error performance within a hair’s breadth of Shannon's theoretical
limit on the channel capacity in a physically realizable fashion.

Again, the crucial innovation of LDPC and turbo codes was the introduction of message

passing iterative decoding algorithms. Since then, iterative algorithms that employ the

95
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turbo principles, [69]-{72] have found a wide range of applications including serial concate-
nation of codes [73}-[74], iterative equalization and decoding [82], iterative decoding of bit
interleaved coded modulation [83], iterative multi-user detection [75]-[85], space-time turbo
codes and TURBO-BLAST [6]-[14].

This thesis is about Turbo-BLAST, which is based on serially concatenated block codes
and turbo processing. The goal of this chapter is to introduce the main ideas behind
turbo coding and decoding structures. It begins by introducing the turbo-principle via the
parallel and serial concatenated turbo codes and their iterative decoding structures. After
establishing this principle, it introduces the generalized soft-in soft-out decoding module
used in turbo decoders.

3.1 History of Channel Coding

The traditional algebraic coding designs, such as linear block codes and convolutional codes,
have feasible maximum likelihood decoding structures. In the early sixties, it was considered
that the combination of long randomly chosen convolutional codes with sequential decoding,
a class of exhaustive tree search techniques, will essentially solve the complexity problem
[86]. Decoding errors do not occur in long enough convolutional codes, but decoding failures
can occur when the number of computations exceeds some practical complexity. Due to the
exponential computational complexity of maximum likelihood decoders, increasing with the
code-word length of a linear block code or the constraint length of a convolutional code, it
is impossible to realistically achieve the Shannon capacity limits. Up to the early 1990s, the
general view was that the effective channels capacity rate Ry is smaller than the Shannon
capacity and practical communication beyond Ry was impossible. The sequential decoding
(87], proved to be an efficient method of achieving zero error probability on any memoryless
channel at any rate R, less than Ry.

In a series of innovative papers, concatenated coding schemes, landmarked by Forney
[88] in 1966, were shown to achieve large coding gains by combining two or more relatively

simple convolutional or block codes. Most important, the structure of the concatenated
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coding permits relatively simple decoding structures.

Serial concatenation of Reed-Solomon outer code [75] followed by a convolutional inner
code [91] was the most popular concatenated coding scheme until the new family of con-
volutional codes, known as turbo code, were invented by a group of researchers in France
in 1993 [63]. Turbo codes are built from either parallel or serial concatenation of recursive
systematic convolutional codes linked together by non-uniform interleaving.

Typically, the concatenation of codes splits the decoding problem into manageable steps.
The crucial innovation of turbo decoding is not only to split the burden of decoding into
steps but also to pass what has been learned from previous steps, and to do so iteratively.
The discovery of turbo codes and iterative decoders rekindled interest in low-density parity-
check (LDPC) codes. LDPC was originally invented and investigated in 1960 by Gallagar
[67); he was the first to show that iterative decoders are capable of achieving a significant
fraction of Shannon's channel capacity with low complexity [67].

Turbo encoding and decoding has become popular due to its simple encoding structure
that permits a lower complexity iterative decoding, yet performing within 0.7dB of the
theoretical Shannon capacity limits at bit error rates of approximately 10~5. The drawback
of LDPC codes is that they have quadratic encoding complexity in the block length, whereas
the encoding complexity of turbo codes is linear in block length. However, LDPC codes are
serious competitors to turbo-codes since they have the potential to achieve a performance
that is asymptotically better than turbo codes.

3.1.1 Channel coding / Feedforward Error-Correction Encoding

The function of the channel encoder is to add redundancy to user-information sequences,
which can be used at the receiver to correct for the effect of wireless channel impairments.
In particular, the channel encoder maps k information bits onto a unique n bit codeword,
where n > k. The ratio R = k/n is called the code rate, and the reciprocal of this ratio

measures the added redundancy. There are two families of channel coding:

e Block codes: the codewords have fixed length n and 2" codewords are possible for
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binary codes. From these 2" codewords, 2¢ codewords are selected to form a code.
The resulting block code is denoted as a (n, k) code. A block code is said to be linear
if any of two codewords in the code can be added in modulo-2 arithmetic to produce
a third codeword in the code book: Most of the traditional block codes are based on
hard-decision algebraic decoders. This as we shall see is a disadvantage due to the

possible loss of valuable information.

e Convolutional codes: Convolutional codes are non-block linear codes over a finite
field. A convolutional code is generated by passing the information sequence through
a linear finite-state machine that consists of an M-stage shift register and n linear
algebraic function generators. The convolutional encoder has M bits of memory,
and k = M + 1 constraint length. Recursive systematic convolutional (RSC) codes
constitute a special class of convolutional codes. For high code rates, RSC codes result
in better error performance than conventional convolutional codes at any signal-to-
noise ratio. There are two major differences between RSC codes and convolutional

codes:

— In the RSC codes, one or more of the tap outputs of the shift register are fed
back to the input to make the internal state of the shift register depend on past

outputs.

— An RSC code is systematic, that is, an unaltered version of the information bits

is included in the codewords.

Both convolutional codes and RSC codes can also be treated as block codes over certain
infinite fields. An important parameter of the channel codes that characterizes the perfor-
mance and the error correcting capability of block codes and block convolutional codes is

the minimum distance property.

Definition 1 The Hamming weight w(c) of a code vector c is defined as the number of

nonzero elements in the code vector.
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Definition 2 The minimum distance dnn of a linear block code is defined as the smallest
Hamming distance between any pair of codewords in a codebook. The Hamming distance
d(c;, c;) between any two codewords c; and c; is defined as the number of locations in which
their respective elements differ. Thus the minimum distance of a linear block code is the

smallest Hamming weight of the non zero codewords in the codebook.

The difficulty with linear block codes and convolutional codes is that the block size of a
linear block code or the constraint length of a convolutional code has to be increased to
design a large minimum distance code, which, in turn, causes the computational complexity
of a maximum likelihood decoder to increase exponentially.

In contrast to traditional code designs using the algebraic structures and their corre-
sponding feasible decoding schemes, turbo codes provide a new framework for constructing
random codes and decoding them with feasible complexity. Moreover, the random code
framework uses quite short constraint block convolutional codes and an interleaver! as its
building blocks. Thus, the well known coder-decoder structures developed for convolutional
codes are utilized to achieve a good performance. The resulting random codes minimize
the probability of occurrence of low weight codewords, thus improving the bit-error perfor-

mance.

3.2 TURBO Coding

A turbo encoder is a combination of two simple convolutional encoders. A block of bits is
encoded by two simple recursive convolutional codes, each with a relatively small number of
states. The input to the second encoder is an interleaved (i.e., pseudo-randomized) version
of the bits output from the first encoder.

A turbo code is the combination of the uncoded bits and the parity bits generated by
the two encoders. An innovative feature of turbo codes is the use of a random interleaver,

which permutes the original block of bits before application to the second encoder. The

'An interleaver is an input-output device that permutes the ordering of a block symbols in a pseudo-
random fashion.
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high error correcting power of turbo codes originates from random-like coding achieved
by random interleaving in conjunction with concatenated coding and iterative decoding
using uncorrelated extrinsic information. The random-like structure of turbo codes has
resulted in outstanding performance by providing small error rates at information rates
close to theoretical channel capacity. The structure and complexity of turbo encoder design

is restricted by the system parameters such as decoding delay and coding gain.

3.2.1 Parallel Concatenated Turbo Codes

Turbo principles were first applied to parallel concatenated turbo-codes. In this case two
systematic convolutional codes with rates R, and R, are concatenated in parallel in the
form shown in Figure 3.1. Moreover, the block of L bits is fed directly to the first encoder.
For the second encoder the same block of data is permuted using a pseudo-block interleaver,
[I1. These two encoders are not necessarily identical, but for best decoding performance,

Ry < R,

s b

>

—* 21 To channel
L&

Random

Encoder 2
Ry

Interleaver

I

Figure 3.1: Turbo codes

The block diagram of iterative decoder, depicted in Figure 3.2, is made up of two

elementary soft in/soft out decoder modules denoted by “SISO™, one for each encoder,
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an interleaver and a deinterleaver performing the inverse permutation with respect to the

interleaver.
Alzy;) M(ziie) A2(zg;€)
— p—————
AL(b;e) q A2(b;e)
H—l

Figure 3.2: Turbo decoder

At the core of the decoding algorithm is the SISO module. A SISO module is a four-
port device that accepts the probability distributions or the corresponding likelihood ratios
of the information and noisy encoded symbols as inputs, and provides an update of these
probability distributions based upon the code constraint as outputs {73]. The symbols
A(:,7) and A(:, e) at the input and output ports of the SISO module refer to the intrinsic
and eztrinsic information described as log-likelihood ratios (LLR).

Definition 3 The LLR of a binary random variable U in GF(2) with the elements {+1,—1}
is defined as

P(u=+1)

/\(u) = lOg }D(T—T)

(3.1)

The sign and the magnitude of A(u) corresponds to a hard decision and its reliability.

Notations used in LLR: The first argument refers to the information symbols (u) or

the parity bits (z; or 22). The second argument refers to intrinsic (i), eztrinsic (e) or a
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posteriori (p) information. Finally, the superscripts 1 and 2 refer to the SISO decoders 1
and 2, respectively.

The turbo principle makes use of the concepts of intrinsic and extrinsic information to
increase the independence of the inputs from one processing stage to next. A SISO module
accepts intrinsic or a priort values and provides the a posteriori and ertrinsic information.
Before proceeding to describe the operation of the turbo decoder in detail, we define the

notions of intrinsic and eztrinsic information.

Definition 4 Intrinsic information refers to the soft information inherent in a bit as re-
ceived over the channel. Typically, it is the sample a priori values prior to decoding, i.e

unconstrained probability:

My; 1) = log ﬁg—:t% (3.2)

Definition 5 The a posteriori information is the information provided about a bit u from
the received bits according to the code constraint:

P{u = +1|decoding}

P{u = —1|decoding} (3:3)

Alu; p) = log

where P{u|decoding} is the probability of information bit u computed by the decoder using
the knowledge of channel code constraint.

Definition 68 The eztrinsic information is the information provided about a bit u from the
other received bits according to the constraint imposed by the FEC code. It is formally
defined as the difference between the a posteriori information and the intrinsic information

fed back at the input of the decoding stage:

AMuse) = Au;p) — A(u;1) (3.4)

The exchange of extrinsic informations between the decoding stages of the receiver assists in

the task of a slow but steady convergence of the iterative decoding process. With increasing
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iterations, the extrinsic values achieve better and better confidence levels. At convergence,
the extrinsic informations will be directed towards the sign of the information bits and with
high reliability. (See [71].)

The iterative decoder illustrated in the Figure 3.2 depicts the flow of message pass-
ing between the SISO modules. The SISO module operations can be explained using the
following three steps:

1. The first SISO module generates soft estimates of the systematic bits b(l), | =
1,2,...,L:

o First, estimate the a posteriori information

P{b{l) = +1|A'(1;1), A} (b; 1), decoding}
P{b(l) = ~1|A!(z1;1), Al (b; 1), decoding} '

AL(b(l); p) = log 1=12,...L

(3.5)
During the first iteration A1(z,;1) and A!(b; i) are initialized with the soft outputs

consisting of the log-likelihood ratios of the information symbols b and the first
set of parity check bits z; for the received channel signal [71].

e Compute the extrinsic information
Al(bse) = Al(b;p) — Al (s 4) (3.6)

e The Al(b;e) is the extrinsic information about the set of message bits b derived
from the first decoding stage and fed to the second decoding stage as the intrin-
sic information. Before application to the second decoding stage, the extrinsic
information is reordered to compensate for the pseudo-random interleaving in-

troduced in the turbo encoder:
A%(b;i) = II{A'(bse)} (3.7)

2. Similarly, the second SISO module associated with the second encoder performs a
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further refined estimate of the systematic bit b(l) using the soft outputs consisting of
the LLR'’s of the interleaved information symbols b and the second set of parity check
bits 2, for the received channel signal [71].

The output of the second stage provides intrinsic information to the first stage after

re-ordering to compensate for the random interleaving:
Al(b;i) = I {A*(b; e)} (3-8)

Steps 1 and 2 are repeated until the algorithm converges 2.

3. Estimate of the message bits b is obtained by hard limiting the LLR A%(b;p) at the

output of the second stage

b = sgn{A%(b; p)} (3.9)

Note the following:

e The estimate b approaches the global maximum a posteriors (MAP) solution as the
number of iterations approaches infinity, if the bit probabilities remain independent
between iterations of the decoding process. Here, we mean “global MAP” by decoding
a single Markov process (trellis) modeled for the turbo code, which includes the effects

of the interleaver.

e The fundamental principle for feeding back the eztrinsic information from one decoder
to another is to never feedback decoder information that stems from itself. The
feedback of eztrinsic information prevents the enhancement of highly correlated input
and output corruptions. Typically, for cases encountered in practice, the feedback of

eztrinsic information maintains the statistical independence between stages.

*In practice, we may do one of two things: Either the steps 1 and 2 are repeated for a fixed number of
times, or appropriate stopping criteria are used [74].
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¢ Finally, the separation of extrinsic information from the estimate of a posteriors prob-
abilities holds only if the inputs to the decoders are independent. If the channel has
memory, the independence assumption is not valid; therefore, interleaving between
the decoder stages is important. For better performance, either an outer interleaver

or two interleavers as described in irregular turbo codes may be used.

3.2.2 Serial Concatenated Turbo Codes

An alternative to turbo codes is serially concatenated convolutional codes formed by con-
catenating two systematic convolutional codes in the form shown in Figure 3.3. The block
of information bits are encoded by the first encoder, then interleaver permutes the output

codewords of the outer code before passing them to the inner code {73):
b* = II(c?) (3.10)

These codes are viewed as a new class of turbo codes since they can be decoded using

iterative decoders.

) S
Rate = R; Rate = R;
— —

Figure 3.3: Serially concatenated convolutional codes

The decoder for the serially concatenated codes is a concatenation of inner and outer
SISO modules as shown in Figure 3.4. The figure clearly depicts the flow of message passing

between the inner and outer SISO modules. The decoder processing involves the following

computations:

1. The inner SISO module generates a soft estimate of the information bits b* conditioned
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A(c‘; e) A(b%; 1) A(b%€)
» Decision
SISO 1 SISO 2
(INNER) | A(¥ie) A(c%;€)

Figure 3.4: Iterative decoder for serially concatenated codes
on the inner code constraint:

e Estimation of the a posteriori information:

P{b(1) = +1]A(c%;), A(b¥; ), decoding}
P{bi(l) = —1]A(ct; 1), A(b%; 1), decoding}’

A(b*(1); p) = log [=1,2,...L

(3.11)

During the first iteration, A(c';{) is initialized with the soft outputs consisting
of the LLR’s of symbols received from the channel. The second input A(b,3) is

initialized to zero since no a priori information is available of the input symbols
b.

e Computation of the ertrinsic information
A(b*;e) = A(b*; p) — A(b;4) (3.12)

e The A(b';e) is the eztrinsic information about the set of message bits b* of the

inner encoder and fed back to the outer decoder as the intrinsic information of its
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coded bits. Before the application of the outer decoder, the extrinsic information
is reordered to compensate for the pseudo-random interleaving introduced in the

turbo encoder.
A(c%4) = T~1{A(b%e)} (3.13)

2. The outer SISO, in turn, processes the LLR's A(c°; 1) and computes the LLR’s of both

code and information symbols based on the outer code constraints.

e The a posteriors information for information and code symbols are given by

P{b°(l) = +1|A(c® i), A(b°; 1), decoding}

MEWip) = log B oty = —11A(e%: 1), A(69:1), decoding} '~ 2L
(3.14)
o)y = e £1E°1) = +1]A(c% 1), A(b?; 1), decoding} —
M U)ip) = log Bty = —T|(eo: 1), A(D% ), decoding} . |~ 2L
(3.15)

The input A(b°,i) is always initialized to zero assuming equally likely source
information symbols.

e Extrinsic information of both the information and the code symbols:

A(b%e) = A(b% p) — A(b% 1) (3.16)

A(c®e) = A(e% p) — A(c%1) (3.17)

The output of the outer decoder provides intrinsic information to the inner decoder
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after re-ordering to compensate for the random interleaving:
A(b%;4) = TI{A(c% €)} (3.18)

Steps 1 and 2 are repeated until the algorithm converges.

3. Estimation of the message bits b® by hard limiting the LLR A(b°; p) at the output of
the outer SISO:

b° = sgn(A(b°; p)) (3.19)

Note the following:

e In contrast to the turbo decoder used for traditional turbo codes, which updates
only the LLR of systematic symbols, the iterative decoder associated with the serially
concatenated turbo codes updates LLR of both information and code symbols based

on the code constraint.

e The interleaver gain of serially concatenated codes, defined as the factor that decreases
the bit error probability as a function of interleaver size, can be made significantly

higher than that of traditional turbo codes [73].

3.3 SISO Decoders

This section introduces a key feature in the iterative decoders; the MAP-based soft-in/
soft-out module and, in particular, the implementation technique known as a generalized

BCIJR algorithm [73].

3.3.1 Historical Remark

In 1974, the pioneering work of Bahl, Cocke, Jelinek and Raviv (BCJR) established the
symbol-by-symbol MAP algorithm as an alternative to the Viterbi algorithm for decod-

ing convolutional codes. The MAP algorithm performs forward and backward recursion
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which, in [94], was used for canceling intersymbol interference (ISI). Later in 1970, a similar
technique was used to perform forward recursion only for canceling ISI, but typically had
higher memory and complexity requirements [95]. The MAP algorithm requires the whole
sequence for decoding, and thus can only be used in block-mode decoding. Despite a long
delay, the memory requirement and computational complexity grow only linearly with the
sequence length. However, the algorithm requires a forward recursion; hence its memory

and computational complexity grow exponentially with decoding delay.

3.3.2 Generalized BCJR Algorithm

The SISO modules used in the turbo processing uses the BCJR algorithm, so called in
honor of its four inventors: Bahl, Cocke, Jelinek, and Raviv (BCJR) [93]. The BCIR is
fundamentally different from the Viterbi algorithm:

e The Viterbi algorithm is a maximum likelihood sequence estimator in that it maxi-
mizes the likelihood function for the whole sequence (usually a code word). Thus, it

minimizes the sequence or codeword error rate of a communication system.

e The BCJR algorithm is a MAP decoder in that it minimizes the bit errors by estimat-
ing the a postertors probabilities of the individual bits in a code word. The average
bit error rate of BCJR algorithm can be slightly better than the Viterbi algorithm,

but it can never be worse.

The formulation of the BCJR algorithm relies on the assumption that the channel is
memoryless and the channel encoder and the channel coding can be completely described
by a Markov process. This means that if a code can be represented as trellis, then the
present state of the trellis depends only on the past state and the input bit [24]. The trellis
of a block code or convolutional code can be always made to start and end in the zero state
by adding zero bits to the information sequence appropriately. Moreover, the dynamics of
the time-invariant trellis are completely specified by a trellis section [73]. A trellis section

is depicted in Figure 3.5.
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Figure 3.5: Trellis section between time ¢t and ¢t + 1

Let b = {b(t)};—, be the input to a trellis encoder drawn from the alphabet B =
{b1,... ,bn, }, and ¢ = {c(t)};=, be the sequence of output or code from the trellis encoder
drawn from the alphabet C = {c|,... ,cn, }, and y = {y(¢)};-, be the corresponding output
observed at the receiver.

Definition 7 A trellis section can be characterized by a set of N, states S = {sy,...,sn,}
and a set of N; edges € = {e),... ,en,xn,} between the states of the trellis at time t and
t+1. An edge can be identified by the information symbol b(e) and code symbol c(e) associated
with the edge, and the starting (S) and ending (E) states of the edge are denoted as s°(e)

and sZ(e), respectively.

We consider a new generalized form of BCJR algorithm which is suitable for any com-
ponent or block codes represented by a trellis [73]. The generalized BCJR algorithm can
cope with codes having trellis with parallel edges. Note that the original BCJR algorithm
could not cope with a trellis having parallel edges.

Consider a trellis section between time ¢ and ¢+ 1. The BCJR algorithm first computes
the probability P(sS(e) — sE(e)) of each valid state transition given the noisy channel
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observations y:

P(s5(e) = s5(e),y)

P(s°(e) = s"(e))ly) = Ply)

(3.20)

This joint probability P(s°(e) = s£(e),y) can be partitioned using the properties of a
Markov process [78], [85]

P(s5(e) + sE(e)y) = au(s5(e))m(s5(e) = sE(e))Brs1(sE(e)) (3.21)
where
a(s5(e)) = P(s5(e), (y0,---ye-1)) (3.22)
n(s5(e) = sB(e)) = P(sE(e), mls5(e)) (3.23)
Besr(sE(e)) = P((yt+1,---yr)IsE(e) (3.24)

and the state transition probability can be expressed as
1e(s°(e) = sB(e)) = P(sE(e)ls5(e))P(uelsS(e) —+ sE(e)) (3.25)

The first factor on the right hand side of (3.25) follows from the fact that, given s5(e), the
probability of going to state sZ(e) depends only on the probability of the information bit
at time t. The second factor on the right hand side follows from the fact that, if we know
s5(e) and s£(e) then, since the code is deterministic, the code symbol is known. Thus

(3.25) reduces to

1(s%(e) = s5(e)) = P(b(e))Plule(e) (3-26)
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Forward and Backward Recursions

The forward and backward estimates can be determined recursively as follows, respectively:

afs) = Y afsS(e)n-1[s5(e) - sE(e)] (3:27)
e:sE(e)=s
= Y aa[sS(@)]P[ble)iPlcle);i],t = 1,2,... 7
e:sE(e)=s
B(s) = D BlsElelmls’(e) = sE(e)] (3.28)
e:s5(e)=s
= Y BialsE(O)Puble)ii]Prcle)ii] t =T - 1,7 =2,...0
e:s5(e)=s
ao(3)={ L s=5 (3.29)
0 otherwise
1 =8,
Br(s) = { (3.30)
0 otherwise

A Posteriori Probabilities (APP)

At time ¢, the output a posteriori probabilities of the information and code bits are found

according to the following two formulas, respectively:

Pcip) = Y ac[s’(e)P[b(e):i] Pilc(e); i]BilsE (e)] (3.31)

e:c{e}=c
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P(bip) = Y ae-1[s’(e)]Pifble); ] Pelc(e); ilBi[sE (e)] (3.32)
e:b{e)=b

Extrinsic Information

From the APP defined in (3.31) and (3.32), the extrinsic information can be obtained by
extracting P(c(e),i) and P:(b(e),1), respectively. Note P(c(e),i) and P.(b(e),i) do not

depend on e, and thus, can be extracted.

Plel = Apon] (333
Pibie) = Aol (334

The normalization constant A, is obtained such that the sum of the probabilities of infor-

mation bits equal to 1:
Ay« Y P(bie) =1 (3.35)
b
Similarly, the normalization constant A, is:
Ac— Y Plce) =1 (3.36)
c
The corresponding extrinsic information becomes

Pice)= A S awilsS(e)]Pible);elBilsE(e)] (3.37)

e:c(e)=c
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Pi(uie) = Av ) ar-i[sS(e)]Pc(e);i]Bi[sE (e)] (3.38)

e:u(e)=u
3.3.3 The MAP Algorithm in Log-Domain (LOG-MAP Algorithm)

The MAP algorithm has high computational complexity: 2 x N, x N; multiplications and
additions per bit. This can be reduced by performing the algorithm in the log domain where

multiplication becomes summation [97]. First we define the following:

1. The transition probability

7,-1[33(e) - sE(e)] = lOg'Yg_[[SS(e) - ss(e)] (3.39)
= log Pi[b(e), 1] + log P[c(e); 1]

= m[b(e), 1] + me[c(e); 1]

2. The forward estimator for t = 1,2,... , 7

as) = logai(sS(e)) (3.40)

= log| > {az-x[ss(e)]-Pz[b(e);i]-PzIC(e);i]}]

[ e:5E (e)=s

-
= log Z exp{a,—1[s5(e)] + m[b(e); ] + m[c(e);i]}}

| e:3E (e)=s

=  max {@-[s5(e)] + m[b(e); ] + m[c(e); i]}

e:sE(e)=s

with initial values

0 s=25g
ao(s) = { (3.41)

—-00 otherwise
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3. The backward estimator fort =r-1,7 - 2,...,0

Be(s) log Bi(s) (3.42)

= log Z {ﬂt+1[35(3)] - Pry1[ble)sd] - I’¢+1[c(e);i]}]

 e:s5(e)=3

= log Z exp{B¢+1[sE(e)]+1rg+1[b(e);i]+1r¢+1[c(e);i]}J

| e:35(e)=s

= e::%:,{ﬁ”‘l[sg(e)] + mes1[b(e); 8] + Mesr[c(e); 8]}

with initial values

—o00 otherwise

B.(s) = { 0 s=5 (3.43)

Once forward and backward estimates are computed, the output extrinsic information is

found by using the following two formulas:

m(ce) = log| > {az-l[ss(e)]-H[b(e);i]-6:+1[3'3(e)]}] +ac (3.44)

.c:c(e)=c

= log Z exp{&,-l[ss(e)] + me[b(e);s] + B¢+1[83(e)]}] + a,

| exc(e)=c

= max {&g-l[ss(e)] + m[b(e); i) + Bg“[sE(e)]} + G,

e:c(e)=c
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:
m(bie) = log| {at-l[sS(e)l-a[c<e>;i1-ﬂg+1[s3(e)l}] +ap (3.45)

| e:u(e)=u

= log z exp{&t—l[ss(e)] + mfc(e); 1] + B:+1[35(e)]}] + ap

| e:u(e)=u

= max {&g_l[ss(e)] + me[c(e); i] + 5¢+1[sE(e)]} + ap

e:u(e)=u

where the quantities a. and a, are normalization quantities needed to prevent the excessive

growth of @ and B and the operator max® is defined as
1
max(a;) = log [Z exp(m)] (3.46)
=1

The major task in the LOG-MAP algorithm is to compute the logarithm of the sum of

exponentials, which, in practice, can be approximated as

m;'.u(ai)

m‘a'x(a"l) + (5(01, G2y, Gl) (3'47)

~ maxa, (3.48)

Algorithms using the approximation given in (3.47) and (3.48) are referred to as MAX-
LOG-MAP algorithms.

o The term 4(a;,a2,... ,ar) in (3.47) is a correction term that can be computed recur-

sively using a 1-D lookup table [85].

e The approximation in (3.48) can be performed without undue performance degra-
dation between medium to high SNRs, if anax >> a;,Vai # Gmax, Where amax =

max;(a;).

o Using max-log-map algorithm, good performance can be achieved without undue com-

putational complexity.
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3.4 Summary

This chapter has discussed the turbo principle. In particular, we described
e serial and parallel concatenated turbo codes and their iterative decoders,

o soft-in/soft-out modules, which are exeinplified by the BCJR algorithm that performs
maximum a posteriori estimation on a bit-by-bit basis in the decoding of turbo codes

and their lower complexity and numerically less sensitive approximations, and

e the extraction of extrinsic information which we believe is behind the success of turbo

principles.

With these descriptions in hand, our discussion in the next chapter turns to the T-BLAST,

the main theme of the thesis.



Chapter 4

TURBO-BLAST

Foschini (2] posed a fundamental question: using the building blocks of separately coded
one-dimensional subsystems of equal capacity, is it possible to construct a BLAST system
whose capacity grows linearly with number of transmit antennas? This is precisely what is
done in D-BLAST; however, D-BLAST is impractical.

In this chapter, we show that Turbo-BLAST, or T-BLAST for short, built on the combi-
nation of BLAST and turbo principles provides a practical answer to Foschini's fundamental
question. Specifically, T-BLAST attains near Shannon capacity of MTMR systems using
building blocks of separately coded one-dimensional subsystems of equal capacity.

This chapter is organized as follows: In section 4.1, we describe the base-line T-BLAST
transmitter, some basic assumptions, and our notations. In section 4.2, the proposed ran-
dom space-time (RST) coding for T-BLAST is explained. Sections 4.3 and 4.4, dealing
with the T-BLAST optimal detection scheme, prove the optimality of the proposed codes,
when using global Maximum Likelihood (ML) receivers. Note that, here we consider both
uncorrelated and the highly correlated channel environments. In section 4.5, we derive the
explicit capacity formula for a simple correlated channel which shows how the channel ca-
pacity may change with correlation coefficient. In section 4.6, the proposed near-optimal
iterative decoder scheme for the T-BLAST is given. Here we introduce the important con-

cepts of intrinsic and eztrinsic information. Finally, in section 4.7, the performances of

78
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various T-BLAST schemes proposed in this chapter are examined.

4.1 T-BLAST Transmitter

4.1.1 Assumptions

We consider an MTMR system that has nr transmitting and ng receiving antennas.

Throughout this chapter, we assume:

e The nr-transmitters operate with synchronized symbol timing, at the rate of 1/T

symbol per second, and the sampling times of ng receivers are symbol-synchronous.

e A quasi-static Rayleigh fading process, which means that channel variation is assumed
to be negligible over L symbol periods. Therefore, we can learn the channel matrix

by sending a training sequence within each packet.

e A narrowband frequency-flat fading communication environment, which implies no

delay spread.

4.1.2 Notations

Figure 4.1 illustrates a high-level description of the BLAST architecture, which employs
the proposed random space-time (RST) codes and having nr transmitting and ng receiving
antenna elements.

The encoding process involves:

e De-multiplexing the user information bits into ny substreams {bx};T, of equal data

rate.

e Independent block-encoding of each data substream, which uses the same predeter-
mined linear block forward error correction (FEC) code with a weighted distribution

of minimum weight equal to dmn:

C =[b,G,bG,... by G] = [e1,¢2,... ,Cnp]T (4.1)
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where G is K x L binary code generator and the {by};Z, are K-dimensional infor-

mation sequences, and the {c;};I, are L-dimensional code sequences.

e The encoded substreams are bit-interleaved using an off-line designed space-time ran-

dom permuter I1. We use {€;};Z, to denote the permuted substreams, where

C =I(C) (4.2)

e The space-time interleaved substreams are independently mapped into M-ary PSK

symbols {a;};T,, where

A = f(C) (4.3)
Block codes
|
b o s Y
i G(D) - “ mod a1
r——]ﬁ ./
C2 a2
by G(D) c2 Inter- mod
Data D
Stream | —€mux Substream
— :nr . Interleavin% k
WV
T : én an
P T
nT o G(D) =T

—

Figure 4.1: T-BLAST transmitter
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Figure 4.2: Receiving end
4.2 Random Space-Time Block (RSTB) Codes

The combined use of block codes and interleaving provides the basis for the random block
codes, namely, parallel and serially concatenated turbo codes. Using this principle, for
MTMR systems, we propose turbo space-time codes by concatenating block codes and
space-time interleavers.

The random space-time coding is composed of two parts:

(1) independent forward error-correction (FEC) encoding of substreams using 1-D

block codes, and

(2) inter-substream permutation of independently coded substreams using space-time
interleavers that are designed off-line. Note that, the block size of the RSTB code is

determined by the size of the interleaver.

For random space-time code design we consider only probabilistic block codes, which
rely on a probabilistic (soft-in/soft-out) method for their decoding at the receiver. The

reasons for the use of soft-in/soft out decoding are:
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e A power gain of 2-2.5dB can be achieved by using the soft- decision decoding as com-
pared to hard-decision decoding for rate 1/2 codes [{85]. Here, we recall an important
principle of information theory, which states: preserve the information learned from

the receiver until the very end where estimation of the transmitted symbols is made.

e We derive a near optimal space-time iterative decoder (similar to turbo decoders) for

the proposed random space-time codes.

The codes that can be considered for the RSTB code design are block-based convo-
lutional or recursive systematic convolutional (RSC) codes, turbo codes, or low-density
parity-check codes. Note that this new scheme does not necessarily use traditional turbo
encoding. Rather, it uses fundamental ideas in turbo decoders to decode the proposed ran-
dom space-time coding in a near-optimal way and with low complexity. Hence we call the
new random space-time code a “turbo space-time code” and the MTMR wireless system

that uses it “Turbo-BLAST".
4.2.1 Space-Time Interleaving

Random Space-Time Interleavers

We propose two types of random space-time interleaving schemes for the T-BLAST archi-

tecture:

e a random inter-substream interleaving of size n x L.
e space-time interleaving made up of two stages:

— Stage 1: time-interleaving using nr different and independent random permuters
of size L
— Stage 2: space-interleaving using L different and independent random permuters

of size nr, and vice versa.
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Diagonal Layered Space-Interleavers

The space interleaving proposed in T-BLAST is used for spatial cycling of each substream
over all possible sub-channels. A deterministic space-interleaver based on diagonal layering
of each independently coded substream is shown in the Figure 4.3. The interleaving pro-
cedure is simply a permutation operation over the L columns according to the interleaver.
Note that unlike D-BLAST, we do not experience any boundary waste in this diagonal
layering structure. The benefits of T-BLAST using diagonal space-time interleavers include

the following:

e Diagonal layering space interleaving guarantees the equal use of each sub-channel by

each independently coded substream,

e Each substream can be coded using 1-D code blocks of equal rates.

Without explicit knowledge of the channel matrix at the transmitter end, this may be the

best we can achieve for any set of sub-channels.

G| G|l a|alafa] | ol alc
Co |50l Co | o, | Co|Ca | G2 LGl Co| Cs | Cu
2% il
e
Cs | C: BOFS Co | ¢, | Ca C: | G BeOw Co Cs
Cs Cs G2 R Cy.| Cs Cs Cy Cs C, #| Ce
Ii_:&r e Rt 2

G |G| GlC e |G| | al|a [HeE

G |G |“ g lalala|® | %la| a

Figure 4.3: Diagonal interleaver.
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Figure 4.4: T-BLAST transmitter and intentional time-varying channel.

4.2.2 Intentional Time-Varying Channel

Figure 4.4 illustrates another view of the proposed random space-time block codes. In this
representation, we include the effect of diagonal-interleaving with the quasi-static Rayleigh
matrix channel. The combination of diagonal-interleaving and the quasi-static Rayleigh
matrix channel introduces an “intentional” time-varying/selective channel.

In Figures 4.5 and 4.6, we show the artificially generated time-varying channel process
using diagonal-interleaving. Figure 4.5 illustrates the original subchannels that connect the
nr transmitters with ng receivers. The channel is generated for a (16,16)-BLAST system;
note that each subchannel is static within the packet of interest. In Figure 4.6, we show
the time-varying subchannels generated by the inter-substream interleaving process. Only
three subchannels (out of 16) are shown here for simplicity.

The artificial time-varying process is generated by cycling the underlying independent
channels; for sufficiently large number of transmitters, a highly time-varying channel can

be achieved even in delay-limited and non-ergodic systems. Moreover, the time averages
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of each independent channels in Figure 4.6 will approach their corresponding ensemble
averages in the limit as the observation interval T and the number of transmit antennas
nr approach infinity; thus the space-time interleaver generates an artificial ergodic process
from the non-ergodic quasi-static Rayleigh fading MTMR channels. Note that in Figure

4.5, each subchannel is non-ergodic since it does not change with time.

2 T T Y
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Figure 4.5: Channel response before interleaving.

4.3 Optimal Detection

With no delay spread, the discrete-time model of the received signal is given by:
R=,/ZHA+V (4.4)
nr

where H € C™**"T is is the known intentional time varying channel. A € C"T*L is the
transmitted information, R € C*®*L is the received signal, V € C***L is Gaussian noise,

and the SNR received at each receiving antenna is p. The components of the noise vector
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Figure 4.6: Channel response after interleaving.

are uncorrelated zero-mean complex white Gaussian random variables with zero mean and

variance o2.

4.3.1 Optimal Decoding with No Interleavers

The optimal receiver performs an exhaustive search to determine A from the received signal

R:
R- ,/iﬁA
nr

It is easy to see that the computational complexity of this search increases exponentially

2
(4.5)

A=a.rgm1An

with the number of transmit antennas, nr, and the number of information bits in the

modulation and the block size L.
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4.3.2 Optimal Decoding of RSTB Codes

In theory, it is possible to model the proposed RSTB code as a single Markov process, and
a trellis can be formed to include the effect of interleaving. Such a trellis representation is

extremely complex and does not lend itself to feasible decoding algorithms [78].

4.4 Asymptotic Performance Analysis of RSTB Codes

For simplicity, we consider an (n,n) system. We assume that we use the same 1-D linear
block codes with minimum distance dm;, to encode each substream separately. In the case
of convolutional codes, dmi, will be the free distance dy,... Define the noiseless input to the

receiver as:

S(A) = \/gfu (4.6)

The asymptotic probability of error! is determined by the minimum Euclidean distance
between any pair of information sequences A and A is given by [98] (see Appendix 4A,

Lemma 4A.1)

d2... .
lim P(E) = Q ( ST.min (4.7)

020 a2

where the minimum distance of the RSTB code is defined as:

2

< _1|S(A) -S(A
d4r min(A,A) = min S(A)-S(A) (4.8)
AA 2
and the Q function is given by
Q(z) = % / e 12t >0 (4.9)
TJz

! The limit of the probability of error as the receiver AWGN goes to zero
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|
The bounds of the probability of error P(E) is 0 < P(F) < 1/2. The upper bound is
achieved either the minimum distance dst — 0 or the noise variance 02 -+ co. The lower
bound is achieved either the minimum distance becomes large (dst — dsT min) or the noise
variance o2 — 0.
From Lemma 4A.2 (see Appendix 4A), the minimum distance of the RSTB code is
equivalent to

L
dirmin(AA) = gigEe(l)TAe(l) (4.10)

where e(l) € {-1,0,+1}" is the error vector defined as 3%‘1, where a; is Ith column of

matrix A, and the channel cross-correlation matrix A is

1 b2 01,0
1 ... 8
A= 62_“ R I TR IR (4.11)
-611‘1 6,1'2 .o 1 j

In the sequel, we show that the minimum distance properties of the RSTB code can be
made equal to dp;p, by using random interleavers. The decision distance JZST of RST codes
simplifies to (see Appendix 4A, Lemma 4A.2):

L

dir Y e ae() (4.12)
=1

L n
Z{ e3(l) +225ijei(l)ej(l)}
1

=1 | = i<J

Note, if n = 1 then the minimum distance is dsT,min = dmin. However, for n > 1, it is
not trivial to preserve the minimum distance without interleaving. From the channel cross-

correlation matrix A, we have 6;; < 1 for i # j, Vi, j. Consequently, the lower bound on the
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minimum distance of ST becomes:

L n

dér > 1D el -23 le(l) | le;() | (4.13)
1=1 | j=1 i<j

When only v substreams are having non-zero error events of weight dmin among the n

possible substreams, (4.13) reduces to

L v
dir > {Zeiu) -2 fe(d) | lesd) I} (4.14)
=1 | j=1 1<)
Proposition 1 The minimum distance property of the RSTB code will be lower bounded
by zero if no interleaving is used. Moreover, this lower bound is achieved when there is an
even number of non-zero error events occurring in the RSTB code. In this case, if pairs
of error events e(l) can be aligned in time such that they are the negative of another, then
the minimum distance of the RSTB code can be made zero. This is because the negative of
any codeword difference is a permissible codeword difference, which is the property of linear

block codes. [ |

Proposition 2 With interleaving: Consider the time-interleaving operation before the
space-interleaving so that we can include the space-interleaving with the channel matnz to
get intentional time-varying channel. In this case, we can align an error event with an-
other, only at one bit intervals, by independent random time-interleaving of each substream
separately. The probability of more bits aligned is a function dependent on the length of the

interleavers. For random interleaving, we have the following:

P{lej() |=1) = Omin (4.15)

P{le;(l) =0} = 1- dmin
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and the expectation of the minimum distance of RSTB code is given as

L v
E{dérmin} > Z{Zeﬁ(l)—n(n-l)%}—w (4.16)

I=1 | )=1

= vdpip — n(n - 1)1 _ 2y

L
where v > 0 represents the ability to align v bits of v substreams errors.
To achieve the minimum decision distance dmin of 1-D linear block codes, we should have

E{d% } > dmin. Given that the length of the interleaving must be

T, min

n{n = Dy (4.17)

L> (V - 1)dmin — v’

the minimum of this condition is achieved for v = 2 and dpin > 4. Therefore, a sufficient

condition to preserve the minimum distance property of the RSTB code 1s
L>n(n-1)d%;, (4.18)

and dmin > 4. a

This means that, with sufficient space-time interleaving, the minimum distance property
of 1-D channel codes can be preserved in multi-transmit multi-receive antenna schemes.
By using interleaving and ML decoding, the asymptotic error performance of an MTMR
scheme can be made equivalent to that of a single transmit antenna scheme. A similar
analysis can be found in [78] for an CDMA multiuser detection using iterative decoders in
AWGN channel. The space interleaving in RSTB code provides additional freedom for the
interleaving depth as well as time-selective fading for each decoder to achieve the optimal

performance on each substream.



CHAPTER 4. TURBO-BLAST 91

4.5 Capacity of Correlated Channels

The above analysis shows that the proposed random space-time code achieves optimal
performance even in a highly correlated environment. The capacity of MTMR schemes
strongly depends on the cross-correlation between the subchannels. However, finding an
explicit closed-form expression of the channel capacity as a function of the channel correla-
tion is rather difficult in general. To simplify matters, we consider an n x n channel matrix

with the symmetric cross-correlation matrix, so called n-symmetric channel [77]:

[1 6 ... 6
A o1 ... ¢ = o s< v 4.19
—::".f’ m<<,1»1 (4.19)
66 ... 1]

and a channel gain matrix of W!/2 = \/nl,,.

Theorem 1 The capacity of a n-symmetric channel is given by
npd

=nl 1 1-46))+1 14— 4.20

C =mnlog, (1 +p(1 - 8)) ng( +l+p(1—6)) (4.20)

Proof

The capacity of MTMR scheme is defined as
C = logydet (In+ §W"2AW“2) (4.21)
By substituting W'/2 = \/nl,,, we get

C = logydet (I, + pA) (4.22)

= 10g2 E
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The determinant of E is given by (see Lemma 4A.3, Appendix 4A)

det(E) = [(1 +po(1 = 8)"- (1 + 1+:(+5))] (4.23)

Hence the capacity reduces to

C = log, [(l +p(1 =6)"- (l + l+:(+6))] (4.24)
= nlog, (1 + p(1 = 4)) + log, (1 + ﬁ_&—))

a
Equation (4.24) demonstrates the explicit dependence of channel capacity on channel cor-

relation.

Remark 6 This result also confirms some of the claims made in [39].

e In the limst of 6 — 0,
C = nlogy(l+p) (4.25)

That s, the capacity scales linearly with the number of transmit antennas. In this

case, we have orthogonal parallel channels.

o In the limit of § — 1, that is, in & highly correlated environment,

C = logy(1+np) (4.26)

o For n =2, the capacity reduces to [99]:

C = log, (1+2p+(1-46%)p°%) (4.27)
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Example 1 Figure 4.7 sllustrates the BLAST channel capacity against the channel correla-
tion coefficient for p = 30dB and for the number of transmit and receive antennasn = 2,4, 8
and 16. For n = 4, Figure 4.8 shows the BLAST channel capacity against the channel cor-
relation coefficient for p = 20dB and p = 30dB. These two figures ezplain how the channel
capacity of an MTMR scheme changes with the correlation parameter. In a highly varying
environment, the capacity of the system varies drastically. The channel coding rate must be
constantly adapted to reach the capacity limits [100]. With such a scheme, the system does

not waste spectral resources under any channel conditions.

120 T ~T T ma f T T T T

(16, 16)

Channel capacity, bits/s/Hz
-]

8

t
(2,2)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Correlation coefficient. &

Figure {.7: Channel capacity vs correlation coefficient for n=2,4,8 and 16 at SNR = 30dB

4.6 Iterative Decoders

In the previous section, we have shown that the proposed RSTB codes can decouple the
parallel antenna substreams. However, the optimum detection of these codes is not practical.

This section proposes a practical sub-optimum detection scheme based on iterative “turbo”
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5 A A A A ’'e s
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Correlation coefficient, 5

Figure 4.8: Channel capacity vs correlation coefficient for (4,4) system at SNR =20dB and
304B

detection principles. The inter-substream coding proposed as independent encoding and

space-time interleaving can be viewed as a serially concatenated code as illustrated in Figure

4.9:

e Inner code: nr parallel channel codes

e Outer code: time-varying matrix channel

The inner and outer codes are separated by nr parallel interleavers. The concatenated code
can be decoded using a lower complexity iterative receiver similar to the iterative schemes
proposed for serially concatenated turbo codes.

In the iterative decoding scheme, we separate the optimal decoding problem into two
stages and exchange all information learned from one stage to another iteratively until the

receiver converges. The two decoding stages are:

e Inner decoder: SISO detector
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Figure 4.9: The RSTB codes as serially concatenated codes.
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o Outer decoders: A set of nt parallel soft-input/ soft-output (SISO) channel decoders.

The detector and decoder stages are separated by space-time interleavers and de-interleavers.
The interleavers and de-interleavers are used to compensate for the interleaving operation
used in the transmitter as well as to decorrelate the correlated outputs before feeding them
to the next decoding stage. The iterative receiver produces new and better estimates at
each iteration and repeats the information exchange process a number of times to improve
the decisions. Note that the design of our inter-substream coding uses independent coding
of each substream; hence the receiver needs to select only one of 2¢ sequences for each nr
sequence separately without increasing the probability of symbol error significantly. The

iterative decoder is shown in Figure 4.10.

Remark 7 Recently several versions of modified turbo codes for MTMR schemes with two
transmit antennas, based on parallel concatenated turbo codes, have been proposed in the
literature [102] -[111], namely, space-time turbo codes. The space-time turbo codes proposed
in [102]-[108] can be classified into three classes as shown in Figures §.13-4.12. In the first
class (Figure 4.13), the outputs of a turbo code are transmitted using multiple antennas. In
the second class, (Figure 4.11), the outputs of a turbo code are bit interleaved and mapped
to QPSK symbols and transmitted using multiple transmit antennas. In the third class,
(Figure 4.12), the transmitter is composed of a turbo encoder followed by the operations of
puncturing® channel interleaving, and multiplezing. Multiple transmit antennas are used to
transmit the output of the multiplezer. However, the generalization of these algorithms for
more than two transmit antennas is not obvious.

Moreover, serial concatenated space-time codes and iterative decoders have also been
proposed in [109]-[111]. These are based on the low-rate space-time block codes and trellis
codes. Typically, the space-time block codes are concatenated with 1-D channel codes such
as convolutional and Reed-Soloman codes, to achieve the coding gain. One criticism of these

techniques is that they have low information rates; thus they do not attain the full channel

capacity.

?Deleting certain parity check bits, thereby increasing the data rate.
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Figure 4.10: Iterative decoder
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Figure 4.13: Space-time turbo encoder 1.

4.6.1 Iterative Decoding Algorithm

In this section, we describe the iterative decoding scheme of T-BLAST. From Section 3.2 of
Chapter 3 we recall that the iterative decoding structure of serially concatenated turbo codes
provides the principal model for this iterative decoder. Specifically, we use the following
notations to explain the iterative decoders of serially concatenated turbo codes: the log-
likelihood ratio (LLR) A* and \°, with superscripts i and o denote the LLR associated with
the inner decoder and the outer decoder of the decoding process, respectively. The symbols
A5, 1), A(:,e) and A(:,p) at the output and input of the SISO modules refer to intrinsic,
extrinsic and a posteriori information formulated as log-likelihood ratios.

First, we define the a posteriori log-likelihood ratio (LLR) of a transmitted bit symbol
for a BPSK modulated symbol ¢;(l), j =1,2,...nrand I =1,2,... ,L:

P{c,(I) = +1jr}

Ple,l) = —1Ir} (4.28)

A(e;(1): p) = log
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Using Bayes' rule, (4.28) can be rewritten as

P{r(t)lc;()) = +1} + log P{c;(l) = +1}

P{r(t)|c;(1) = -1} P{c;(l) = -1} (4.29)

Alci(l);p) = log

= Mecj(l);e) + Me;(1):9)

The first term A(c;j(l);e) in (4.29) constitutes eztrinsic information, and the second term
denoted by A(c;(l); ) constitutes a priori/intrinsic information of the code bit c;({).

The iterative decoder, illustrated in Figure 4.10, depicts message passing between the
inner/detector and outer/decoder SISO modules:

1. The SISO detector (inner SISO module) generates a soft estimate of the code/transmitted
bits ¢;(I) conditional on the received signal r(t), and the a priori information about
all the code/transmitted bits cx(l),Vk,k # j and c;(t),Vt,t # 1. Note that the soft
information of c;(l) as computed by the SISO detector is influenced by the a priors
information of A(c;(l);1) from the previous stage (SISO decoders):

o Estimate the a posteriori information

oo P{c;(l) = +1|r, X{(C; 1)}
Ac;(l)ip) = log p{cj.(z)=-1|r.A‘(C;i)}

(4.30)

j=1,2...n7,0=12,...,L

During the first iteration, the initial a priori probabilities of all symbol bits are
assumed to be 1/2 (i.e., equally likely). Thus, A(c;(l);¢) =0, Vj,l

e Compute the extrinsic information
AY(C;e) = AY(C; p) — AY(C; ) (4.31)

where A*(C;e) is the extrinsic information about the set of code/transmitted
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bits C of the SISO detector and fed back to the outer decoder as the intrinsic
information of its coded bits. Before application to the outer decoder, the extrin-
sic information is reordered to compensate for the pseudo-random interleaving

introduced in the turbo encoder:
A°(C;i) = I™1{AY(C;e)} (4.32)

2. The nt outer SISO modules, in turn, process the soft information A°(c;(l);1), and
compute refined estimates of soft information of both code c;(!), information symbols
b;(l), and based on the trellis structure of the channel codes, which is the channel

code constraint:
e The a posteriori information for information and code symbols is, respectively,

P{b;(1) = +1|A°(C;1), A°(B; 1), decoding}

Y(bi(lip) = log p = 1[xe(Ci1), 0(Bs 1), decoding} )
i=12..a0,0=12,... L
° o) = P{c;(l) = +1[A°(C;1), A°(B; 1), decoding}
Ao Wip) = 108 B = T[30(Gr1), 30(B: 1), decoding]

j=1,2,...np,0=1,2,... L

The input A°(B,1) is always initialized to zero, assuming equally likely source

information symbols.

e Extrinsic information of information and code symbols is, respectively,

A°(B;e) = A°(B; p) — A°(B;1) (4.35)
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A%(Cse) = X°(C;p) — A°(C;i) (4.36)

The output, that is, the eztrinsic information of the nr outer decoders provides in-
trinsic information to the inner/detector SISO module after reordering to compensate

for the random interleaving.
A(C;4) = I{A°(C;e)} (4.37)

Steps 1 and 2 are repeated until the algorithm converges.
3. Estimate of the message bits B is obtained by hard limiting the LLR A°(B;p) at the

output of the outer decoder:

B = sgn{\°(B;p)} (4.38)

Remark 8 Note that the outer decoder of the iterative algorithm is made up of nT parallel
SISO channel decoders implemented by using the generalized BCJR algorithm. A detailed
ezplanation of the generalized BCJR algorithm was presented in Chapter 3, Section 3.3.
The following section describes the design of inner SISO decoders/ SISO detectors.

4.7 Design and Performance of Soft in/Soft out Detectors

An issue of interest is the criterion used to optimize the inner/detector SISO module in
the iterative decoders. In this section, we design the inner/detector SISO module using the

following:
e maximum a posterior: (MAP) probability estimation,
e mean-square error minimization (MMSE), and

e parallel soft-interference cancellation (PSIC).
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4.7.1 Performance Lower Bound

Consider a system that is equivalent to each of nr transmitted signals received by a separate
set of ng antennas in such a way that each signal component is received with no interference
from the others. Each transmitted signal can be viewed as a (1,ng)-BLAST signal with
transmit power P/nrt, where P is the total transmitted power of the (nr,ng)- BLAST
scheme. Let the ratio P/0?> = p denote the total transmitted SNR. The total average
received SNR of the kth information bit is

5= %s[uhku’]

= plR (4.39)
nr
since £[||hg||?] = ng.

This system can also be viewed as (1,1)-BLAST scheme with average received SNR=54.
Hence, we may express the probability of error in terms of the average SNR per bit for a
single transmit-receive antenna system. The bit error rate (BER) performance of a single
transmit-receive antenna system with average received SNR=p for uncoded BPSK in a fixed

and known fading environment is given by [30]

BER = Q(v/25) (4.40)

Since we use a soft decoding scheme in the receiver, we have an additional coding gain of
10 logo(Rcdmin) in calculating the lower bound for the BER, where R, and dp,, are the
code rate and free distance of the FEC, respectively. Note, for convolutional codes, dyr.

will be used. This is a lower bound on BER performance of a T-BLAST scheme. [ ]
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4.7.2 Detector based on Maximum a posteriori Probability Estimation

To derive a simplified optimum receiver, we maximize the a posteriori metric of individual

substreams separately. The received signal r(i) € C*®*! at the receive array at time i is
r(i) = H(i)a(z) + v(i) (4.41)

where H(i) € C"®*"T_a(i) € C"T*! and v(i) =€ C"”**!. Let ax(i) be the desired signal
r(1) = he(i)ar(t) + He()ag(i) + v(z) (4.42)

where Hi(i) = [hi(i), h2(s),... ,he_1 (), he+1(3),s ... ,hp(i)] € C***"7-1 The decision
statistic of the kth substream using matched filtering is

ve(i) = hfhear(i) +hf Heag(i) + hff v(i) (4.43)
~ -~ e -~ o \qo,../
dg Uk k

where di, ux and ¢, are the desired response obtained by the linear beamformer, the CAI,
and phase-rotated noise, respectively.

The soft output of MAP detector for the kth substream is given by:
G = argmax P(ax|ye) (4.44)

For brevity, we omit the sampling time index (1) in the equations. Let the interference of the
kth substream be denoted by u; € Uy, where Uy = {(a1,82,... ,8k-1,0,8k41,--- »+8ny) :
a; € {+1,—1},7 # k}, aset that spans 2"7~! dimensions, and uy is any (n7—1)-dimensional
interference vector of the kth substream. The a posteriori probability of the kth substream
is defined by

Plai|yx) = P(yk.ax)/ Plyx) (4.45)
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where
P(ye,ae) = Y P(yk, 0k, uk) (4.46)
up €U,
and
P(yc,ax,ux) = P(yilag, ui)P(ax, ur)
nr
= P(ylae. ue) [] Pla;) (4.47)
j=1

Here the probability distribution of the kth substream is formed by averaging out the
contributions of interfering substreams. In the kth substream, (nt —1) interferences may be
present and therefore there are 2"7~! possible interference patterns. In order to achieve the
individual MAP decisions, we need knowledge of the a priori probability of the interfering
substreams P(a;), Vj. We use ny-parallel soft-in/soft-out (SISO) decoders to provide the
a prior: probabilities of the interfering substreams to the MAP detectors.

The corresponding log-likelihood ratios (LLR) for the MAP SISO detectors are formed

as sums rather than products of independent metrics. We define the log-likelihood metric

as:
Alaelye) = Myklar) + A(ax) (4.48)
where
. Plag=+1)
Alag) = log Plag = -1) (4.49)
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and
P(yklag = +1
AMyelar) = log %:_;
= Lo Zusety Pluklar = +1,ue) Pluy)
_ lOg ZukGUb exp [-E}f(yk - dk - uk)z] n]#k P(GJ)
Tucev, P [~ 50 (v + di = w)?] [T, 14 Pla;)
= Aah (ak) + Au. (ak) (4.50)
where
2d
das(a) = =5 (4.51)
and

upev, Pluk) exp (52k (ug — 2ux(ye - di)))
Y urev, Plus) exp (527 (uf — 2uk(ye + di)))

Ay, (a) = log (4.52)

However, the computational complexity of the MAP detector is exponential in terms of the
number of transmit antennas. One way of reducing the complexity is to use a sub-optimal

interference cancellation scheme as described next.

Parallel Soft Interference Cancellation Receivers

A sub-optimal solution may be found by using the max-log principle (see chapter 3, section
3.3.3). Specifically, the logarithm of sum of exponentials in the numerator and the denomi-
nator of (4.50) can be approximated by the maximum of the exponents when the maximum

of the exponents is much higher than the other exponent terms:

2d maxy, ey, P(uk)exp (524 (u
Myklax) = 6"2!”‘ ] Se€7 (2”1(

2 _ -d
'2; 2ui (Y k))) (4.53)
k

maxy, ev, P(uk) exp (527 (u2 — 2ug(yi + di)))
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Note that in (4.53), the numerator and the denominator are Gaussian distributions centered
at (ux +dg) and (ux — di), respectively, and the corresponding optimization problems may
yield different solutions for the interference vector u;, which is clearly undesirable. However,
if one assumes that the bit estimates from the previous iterations are highly reliable for all
substreams, then for each substream, there exists a unique interference pattern u; such

that P(ug) = 1. Thus, we can further approximate (4.53) as

. 2dkyx P(ug) exp (27 (uf - 2ue(yk — di)))
Myklax) = s + log P(ug) (—l (u2 " 2u(ur + d ))) (4.54)
—— k) €XD \ 557 (Ui k\Yk + 3k)))
Aa, (i) Anmh)
2d 2
;f* ~ —5di(w) (4.55)

Since we only have expectations of the interfering symbols, we replace the exact infor-

mation of the interfering substreams by the expectation of the interferences:
2
Aug(ak) = ——dif(w) (4.56)
where
Ewe) = Y hih;é(ay) (4.57)
j#k
SISO Decoders

We use nr-parallel SISO decoders to provide the a priori probabilities of the transmitted
substreams (for details of SISO decoders, see chapter 3, section 3.3). Consider the log-
likelihood ratio (LLR) of symbol a; provided by the SISO decoder A(a,). Since A(a;) =
log ﬁ—t:j%i), we have the following relation:

P(a.,- = +1) _

Pla = 1) = *P(@) (4.8)
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Further, by using the fact that P(a; = +1) + P(a; = -1) = 1, we get the following

component-wise relation:

_ 11 _ _exp(A(a;))
P(e; = +1) = TTep(ra) ,\za,)) (4.59)
and
Pla; = ~-1) = _ ! 4.60)
@ =D = T a0y “
Hence, we have the expectations
, (+1) exp(A(a;)) (-1)
fal = Tiopiia) T T+ emiiE)
= tanh(Ma;)/2) j=12,... ,n7 (4.61)

Accordingly, the MAP formulation reduces to a soft interference cancellation scheme using

the hyperbolic tangent function, as shown by
2d; H
Mueloe) = =5 |ue = 3_ bi'h; tanh((a,)/2) (4.62)
I#k

The resulting soft-interference cancellation receiver is shown in Figure 4.14.

Experiment 1: Performance of Map Based Receivers

In this experiment, we compare the performance of the MAP based iterative receiver to the
sub-optimal soft interference canceling receiver. Figure 4.15 presents the results of computer

simulation performed on four receiver configurations:
e (1.1)- system for an AWGN channel

e (8,12)- coded V-BLAST system that relies on hard decisions in the receiver
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Figure 4.14: Soft interference cancellation detector.

e (8,12)- T-BLAST with MAP-based SISO detector
e (8,12)- T-BLAST sub-optimum soft interference cancellation detector

The transmitted power is maintained constant in all four configurations. The first re-
ceiver is noise-limited, whereas the other three BLAST configurations are called co-antenna
interference- and fading-limited. The burst length L is 100 symbols, 20 of which are used
for training. Each of the 8 substreams utilized rate 1/2 convolutionally coded BPSK. The
code generator used is (7,5) and eight different pseudo-random interleavers are used.

In Figure 4.15, the bit error rate (BER) is plotted versus the number of iterations at
SNR = 7dB. We observe the following:

e Naturally, the single antenna system and V-BLAST system that rely on hard decisions,

are both independent of the number of iterations.

e In direct contrast, the performances of both Turbo-BLAST systems (reliant on soft
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decisions) improve with increasing number of iterations, approaching that of the noise-

limited single antenna system in about 5 iterations.

e The performance of sub-optimal T-BLAST is close to that of the optimum one.

a -—— 1.1) BLAST
107°F —e— timum receiver E
— Sub-optimum receiver
- - - Hard-decision receiver

«
st
[V ]

Figure 4.15: Performance of the proposed receivers for the encoded BLAST system.

Note that even with MAP detectors used as the inner decoders, iterative decoding can still
provide a performance gain. The reason is that the MAP-based inner decoders are still sub-
optimal compared to the global MAP solution; the iterative decoders are used as a practical
solution to the global MAP receiver. Moreover, the turbo iterative process applies equally
well to the sub-optimal inner decoders; a soft interference-cancellation inner decoder has
a performance close to that of the MAP-based inner decoder, which is the motivation for

designing the simplified inner decoders.

4.7.3 PSIC with Bootstrapping Channel Estimates

To extract the desired signal, we may use a simple spatial matched filtering scheme. We use

the maximum-ratio-combining (MRC) scheme since it is a simple and effective technique.
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In MRC, the beamforming weight vector is simply the estimated channel vector. In the
following to simplify the presentation, we assume that we have exact channel estimates.
The decision statistic for the kth substream at the ith sampling interval obtained by the
MRC is

w() = hffbheac(i) +d_ hfhja;) + bfiv(i)
e Ny e’
dg J#k O
Uy
= di(i) + ue(s) + Ue(d) (4.63)

The terms corresponding to di, ux and ¥, are the desired response obtained by the MRC,
the CAI, and phase-rotated noise, respectively. The receive-diversity gain achieved by the
MRC is only (ng - nT + 1), since nr — 1 interferes are present. The MRC is known to be
the optimum linear filter to combat multi-path fading, provided that there is no co-channel
interference. Unfortunately, in a correlated channel environment exemplified by BLAST,
MRC is an inefficient way to extract the desired signals. In order to exploit the optimal
behavior of MRC, we use a robust nonlinear interference canceler in front of the MRC, as

described next.

Iterative Parallel Soft-Interference Canceler (IPSIC)

The soft interference cancellation detector stage has three learning strategies:

(i) An iterative soft-interference cancellation scheme, which makes use of the implicit

form of supervision provided by the FEC code via an iterative scheme.

(ii) A spatial channel matched filtering operation, which is based on maximum ratio
combining of the channel outputs since it is simple and effective. ( For strategies

(i) and (ii), we use a short training sequence to estimate the channel matrix.)

(iii) Re-estimation of channel matrix, which uses the training sequence provided by the

complete set of decoded information at each iteration.
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Parallel Soft-Interference Canceler

In this scheme, the CAI is removed from the received signal before the receiver performs
MRC to extract each desired signal. After canceling the interferers, the MRC exploits
knowledge of the channel matrix to achieve ng-fold diversity reception of each of the trans-
mitted signals. Assume that we have a preliminary symbol estimate of each substream
{a;}, 7=1,2,... ,nr. In the following, we omit the sampling index (i) to simplify nota-
tion.

The interference-free received vector pertaining to the kth substream is:
re=r— Y hji; (4.64)
J#k
The decision statistic of the kth substream obtained by performing the MRC on the inter-

ference free received vector is given by

ze = hffhgac+Y hfh;(a; —a;) +hfv
k & Bgag Z ¢ hj(a; —a;) + hy
di 1¢k , O
8
= dp+0 + U (4.65)

If we have exact knowledge of the interference, 6y — 0 and z; reduces to

Ty = hfhkak +hfv = |hg |2ak + Ug (4.66)
\.T.a T
k k

where ||h||? is a chi-squared variate with 2ng degrees of freedom. We normalize the channel
such that [ |Hy |2] = 1, and thereby achieve ng-fold receive diversity for each transmitted
signal. However, since we do not know the actual symbol estimates of the transmitted

substreams, we replace the exact symbol estimates {a;} by their expectations £[a;]. We
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use the a priori probabilities of the substreams to estimate the [a;], as shown by

Ee;] = Y 6P(sy), j=12.. .07 (4.67)
a,€{+1,~1}

Accordingly, we rewrite (4.65) as

zr = hilhwai +Y hZh;(a; - £(a;)) + hv(i
& T hea; Z ¥ hj(a; - £(aj)) + hf v(i)
di £¢k ,, O
N
= di +5k+t-)k (4-68)

The expectation of the interference estimation can be obtained from (4.61), and the inter-

ference estimate is

E(ux)

Y hihé(a;) (4.69)
J#£k

Y " hih; tanh(A(a;)/2)

J#£k

Figure 4.16 shows the resulting structure of the soft interference-cancellation scheme.

Channel Re-Estimation

In practice, we need to estimate the channel matrix in order to use the interference-
cancellation scheme. During the first iteration of the receiver, we use a short training
sequence to estimate a preliminary channel matrix. When performing linear beamforming
and parallel soft-interference cancellation, we benefit from a good estimate of the channel
matrix. With a short training sequence, it may be difficult to achieve a good estimate for
slowly time-varying channel in a BLAST system. In order to achieve a good performance
for slowly time-varying (within the packet) channel, we re-estimate the channel matrix us-

ing all estimated symbols of the packet at each subsequent iteration. This newly estimated
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Figure 4.16: Parallel soft interference cancellation detector.

matrix channel is used by the detector to estimate spatial match filter weights and interfer-
ences. The bootstrapping technique described herein is performed in a manner that tends to
maximally squeeze information out of each packet; the training overheads per information
packet are thereby reduced.

Soft interference cancellation suffers from large error floors in correlated environments.
In the next section, we propose MMSE based detectors which are mathematically tractable

and avoid this error floor problem [81].

4.7.4 Minimum Mean-Square Error Receiver

Finally, we propose a multi-substream detector based on MMSE detectors and soft inter-
ference cancellation, which optimizes the interference estimate and the weights of the linear
detector jointly by using the MMSE criterion.

In the interference cancellation MRC, we remove CAI from the linear beamformer output
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Yk- Accordingly, we write:

o = wir-u (4.70)
where u; is a linear combination of interfering substreams: u; = w.f,’ a;, and z; is an
improved estimate of transmitted symbol a;. For brevity, we omit the sampling index (3).
The performance of the estimator is measured by the error e = (ax — zx). We need to
minimize E{ege}]. The weights w; € C*T*! and the interference estimate u; are optimized

by minimizing the mean-square of the error between each substream and its estimate.

Problem 1 Given (4.41) and (4.70), find the weight vectors wi and u, by minimizing the

following cost function:

(We, %) = arg min £ [[lax — zel?] (4.71)
('E vui)
where the ezpectation is taken over the noise and the statistics of the data sequence. |

Solution 1 The Solution to Problem 1 is given by

Wi = (P+Q+Z%q,) 'h (4.72)
Uy = wfz (4.73)
Where
P= hkhf €Cnr
Q = Hi [In,—1) — Diag(€[ar]€[ac]?)] HY e Cm®
Tap =0, 02>0 € ("R
z = H&[ay] € Cnrx1
[ |

We used standard minimization techniques to solve the optimization problem formulated
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in (4.71) (see Lemma 4A.4 in Appendix 4A). In arriving at this solution, we used
ElvwwT} = 0%ln,: Elav] =0;  Elaias] = Elai)€la;] Vi# ) (4.74)

These conditions are achieved by independent and different space-interleaving and time-

interleaving applied at the transmitter.

e For the first iteration, we assume £[a;] = 0 and (4.70) reduces to the linear MMSE

receiver for substream k:

(i) = hIfHH? + 1) r(i) (4.75)

e In the limit of £[ax] — a,, and (4.70) simplifies to a perfect interference canceler:

() = (hffhg +0%) 7 'hf (r(i) - Hiay) (4.76)

Solution 2 The MMSE solution to the weight vector wy requires inversion of ng X ng
matrices. A sub-optimum solution to Problem 1 is obtained by ignoring the matriz Q in

Wi, as follows:

ze = hf((hehf +02)7)H (r(i) ~ Hi[ax])

(bf by + 0%) " 'hf (r(i) — HiE[ax)) (4.77)
]

This solution requires a scalar inversion only. Note that the matrix Q represents the
variance-covariance of the residual interferences.

To acquire the expectations of interfering substreams modulated as QPSK signals, we
use np-parallel SISO decoders to provide the a priori probabilities of the transmitted sub-

streams. The a priori probabilities are obtained from the decoder soft outputs of the
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previous iterations using the following relationship:

_ _exp(AMR{a,}))
P(R{a;} = +1) = 1 +exp(x(32fa,»})) (4.78)
P(R{a;} = -1) ! (4.79)

= 1 +exp(A(R{s;}))

where A(R{a;}) is the soft output (formalized as log-likelihood ratio) of symbol R{a;}
provided by the SISO decoder. The expectations are:

b _ (1) exp(A(R{a;})) (-1
ER{a}] = 1+ exp(/\(ﬂ{aj]})) 1 + exp(A(R{a;}))
= tanh(A(R{a;})/2), J=12,...,n7 (4.80)

where a; = R{a;} + V-13{a;}. Similarly, £{3{a;}] can be estimated. Accordingly, the

interference estimate reduces to

i = hilE{a} (4.81)
= Y _h{hjftanh(M(R{a,})/2) + V-1 tanh(A(3{a;})/2)]
J#k

4.8 Simulation Results

The BLAST scheme considered for the simulation presented herein is a (16, 16) system. The
packet length is 120 symbols, 20 of which are training symbols. Each of the 16 substreams
uses a rate 1/2 convolutionally coded BPSK. The code generator used is (7,5). For simplicity,
we use BPSK/QPSK modulation. The space-time interleavers are chosen randomly and no
attempt is made to optimize their design.

In validating the T-BLAST proposed in this thesis, we used the following channel models:

e Quasi-static Rayleigh fading channel as depicted in Figure 4.17: A matrix of indepen-
dent Rayleigh fading coefficients are generated and the fading coefficients are fixed

over bursts of L symbols but are varied from one burst to the next.
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¢ Slow fading Rayleigh fading channel as depicted in Figure 4.18: Independent Rayleigh
fading channels are generated according to the modified Jakes model [38] with maxi-
mum Doppler frequency between 0 to 30 Hz.

For each run (packet), a new realization of channel is chosen.

] -V T T T A2 T T T

20+ - -
.25 N s 4 " " " 1
[+] t 2 3 4 5 [] 7 8 ?
Ture (s) x10°

Figure 4.17: Quasi-static Rayleigh channel of eight transmit antennas

4.8.1 Performance of PSIC Receivers

In this experiment, we compare the performance of the parallel soft-interference cancellation
receiver with and without bootstrapping channel re-estimation. Computer simulations are

performed on the following BLAST configurations with BPSK modulation:
o V-BLAST receiver that uses hard decisions in the receiver,

e T-BLAST receiver that uses iterative soft interference-cancellation (T-BLAST-MRC
1), and

e T-BLAST receiver that uses iterative soft interference-cancellation with bootstrapping

channel estimation (T-BLAST-MRC 2).
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Figure 4.18: Slow fading Rayleigh channel of eight transmit antenna with Doppler frequency
=10 Hz at 1 GHz carrier frequency and 10Km/H vehicle speed.

Experiment 2: Time-invariant channel

In this experiment, we consider independent channels that are time invariant for the dura-
tion of a packet.

Figure 4.19 shows the BER versus the number of iterations for SNR=9dB. Naturally,
the single antenna system and the V-BLAST system are both independent of the number
of iterations. In direct contrast, the performance of both T-BLAST-MRC 1 and 2 improves
with increasing number of iterations, with T-BLAST-MRC 2 performing slightly better than
receiver MRC 1. In particular, the performance of both T-BLAST receivers approaches that
of the noise-limited single antenna system (lower-bound) in about 4 to 5 iterations.

In Figure 4.20, we show the BER performance versus SNR for V-BLAST and T-BLAST-
MRC 2. The performance of T-BLAST-MRC 2 is shown for 1,2,3,4 and 7 iterations. As
expected, the performance of both V-BLAST and T-BLAST improves with increasing SNR.
The T-BLAST scheme approaches the performance of the single-antenna system (lower-
bound) in about 4 iterations. The performance of T-BLAST exceeds that of V-BLAST in

2 iterations.
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Figure 4.19: BER Vs. iterations, Doppler frequency = 0 Hz, SNR = 9dB

4

Rerations

T-BLAST-MRC 2,
T-BLAST-MRC 2,
T-BLAST-MRC 2,
T-BLAST-MRC 2,
T-BLAST-MRC 2,
V-BLAST
Lower-bound

1
2
3
4
7

I 1 '

T

5

.5 6 6.5

7
SNR (db)

75

Figure 4.20: BER Vs. SNR, Doppler frequency = 0 Hz
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Experiment 3: Slowly time-varying channel

We repeated Experiment 2 with independent channels that are varying slowly in time within
a burst (packet). The maximum Doppler frequency considered here is 20Hz. Figures 4.21
and 4.22 show the BER versus number of iterations and the BER versus SNR for 1,2,4 and
7 iterations for the T-BLAST-MRC receiver 1 and receiver 2. From these figures, we make
the following observations:

e The performance of both T-BLAST-MRC receivers improves with increasing num-
ber of iterations, with T-BLAST-MRC 2 outperforming T-BLAST-MRC 1. Both
T-BLAST-MRC receivers outperform V-BLAST.

e After about 4 to 5 iterations, the T-BLAST-MRC receiver reaches a steady state but
falls short of the single-antenna system (lower-bound) in performance by a wider mar-
gin than in Experiment 2. This fall is because a fixed matrix inadequately represents
the time-varying channel matrix. For highly time-varying channels, the performance
may be further decreased.

4.8.2 Performance of MMSE Receivers

In this section, we examine the performance of MMSE based T-BLAST systems. Computer
simulations are performned on the following BLAST configurations:

e coded V-BLAST that relies on hard decisions,
e T-BLAST using Solution 1 (T-BLAST-MMSE 1), and

e T-BLAST using Solution 2 (T-BLAST-MMSE 2).

Experiment 4: Performance with varying SNR

Figure 4.23 shows the BER performance versus SNR for V-BLAST and T-BLAST-MMSE
1 and 2 for a 16 x 16 BLAST scheme. We observe the following:
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Figure 4.21: BER vs iterations, Doppler frequency = 20 Hz, SNR = 9dB
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Figure 4.22: BER Vs. SNR, Doppler frequency = 20 Hz
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o The performance of both V-BLAST and T-BLAST-MMSE improves with increasing
SNR.

e The performances of both T-BLAST-MMSE receivers 1 and 2 improve with the in-
creasing number of iterations, with T-BLAST-MMSE 2 performing slightly better
than T-BLAST-MMSE 1, for high SNR.

e The performance of T-BLAST exceeds that of V-BLAST in 2 iterations.

Experiment 5: Performance with increasing number of transmitters

Figure 4.24 shows the BER versus the number of transmitters for V-BLAST and T-BLAST-
MMSE 2 for iterations 2 and 4 at SNR=8dB. The number of transmitters considered is 2,
4, 8 and 16. From the figure, we note:

e The T-BLAST-MMSE 2 outperforms V-BLAST.

o The performance of T-BLAST receivers improves significantly with increasing number
of transmitters. A significant performance increment is achieved for T-BLAST scheme
with 16 transmit and 16 receive antennas compared to the T-BLAST scheme with 2
transmit and 2 receive antennas for the same operating conditions and same total

transmit power.

e The performance of V-BLAST increases from the 2 x 2 scheme to the 8 x 8 scheme.
In fact, this improvement diminishes and a performance decrement is observed for the

16 x 16 antenna scheme compare to that of the 8 x 8 antenna scheme.

This example illustrates the robustness of the T-BLAST scheme in the presence of
co-antenna interferences. T-BLAST performs better for large number of transmitters and
achieves a significant diversity and coding gain. The larger the interleaver depth, the higher
the coding gain. Since the decoder outputs are used to estimate the soft-interferences, the
scheme is also guaranteed to achieve the maximum receiver diversity. In direct contrast, the

performance of a V-BLAST system decreases for higher number of transmit antennas due
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to the increased amount of co-channel interference. Since V-BLAST does not utilize any
transmit diversity, it has no additional means to compensate for the increased co-channel

interference.

+—s T-BLAST, #1
@ T-BLAST, #2
——& T-BLAST, #3
O0——=0 T-BLAST #4
<4—d4 V-BLAST
— (1,1)-BLAST

s 5.5 (] 6.5 7 75 ]
SNR (db)

Figure 4.23: BER Vs. SNR, The continuous lines and dashed lines represent, respectively,
the performance of the T-BLAST-MMSE 1 and 2

4.8.3 MMSE Vs MRC for T-BLAST

We compare the performance of MRC based soft interference cancellation receivers with
MMSE based receivers. Computer simulations are performed on the following BLAST
configurations with QPSK modulation:

(1) D-BLAST with no edge waste and relies on hard decisions,
(2) T-BLAST-MMSE-1, and

(3) T-BLAST-MRC- 2.
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Figure 4.24: BER Vs. transmitters for T-BLAST-MMSE receiver 1, SNR = 8dB

Experiment 6: Performance with time-invariant channel

Figure 4.25 shows the BER performance versus SNR for D-BLAST and T-BLAST receivers
for iterations 1,2 and 5. As expected, the performance of both D-BLAST and T-BLAST
improves with increasing SNR. The performance of both T-BLAST receivers improves with
increasing iterations and exceeds that of D-BLAST in 2 iterations. A significant gain
(7dB) is achieved by the T-BLAST scheme over D-BLAST. The T-BLAST-MMSE performs
around 0.75dB better than T-BLAST-MRC.

Experiment 7: Performance in a time-varying channel

We repeated Experiment 6 with independent channels that are varying slowly in time within
a burst (packet). The maximum Doppler frequency considered here is 20Hz. Figure 4.26
shows the BER performance after 5 iterations versus SNR for T-BLAST-MMSE and T-
BLAST-MRC. From this figure we note that the performance of both T-BLAST receivers
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Figure 4.25: BER Vs. SNR for time-invariant channel
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improves with SNR, with T-BLAST-MMSE outperforming T-BLAST-MRC by a wide mar-

gin (2dB). This illustrates the robustness of the MMSE receiver for channel estimation

errors. Moreover, a performance decrement of about 6dB is observed from Figure 4.25 com-

pared to Figure 4.26 due to possible channel estimation errors present in the time-varying

channel.

4.8.4 Interleaver Dependence

Computer simulations were performed on the following configurations with QPSK modula-

tion for time-invariant channel:

e T-BLAST (random interleavers),

e T-BLAST with diagonal layering interleavers with no edge waste (T-D-BLAST),

e Traditional D-BLAST but with no edge waste.
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Figure 4.26: BER Vs. SNR for time-varying channel

Experiment 8: Interleaver Design Dependence

Figure 4.27 shows the BER performance versus SNR for the T-D-BLAST and T-BLAST,
for iterations 1,2,4 and 5. The figure also shows the performance of traditional D-BLAST.
From this figure, we note:

e T-BLAST and T-D-BLAST outperform traditional D-BLAST in two iterations. In
particular, at the 1074 BER level, traditional D-BLAST performs 7dB worse compared

to the D-BLAST with an iterative receiver.
e The performance of both T-BLAST and T-D-BLAST is virtually identical.

The second observation illustrates that random interleaving is sufficient for T-BLAST since

the independent subchannels are random and vary from packet to packet.
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Figure 4.27: Performance comparison of D- and T-BLAST schemes

Experiment 9: Interleaver size dependence

In Figure 4.28, we show the BER performance at iteration 5 versus SNR for different
sizes of interleavers by varying the length of the interleaver. Note that the width of the
interleaver equals the number of transmitters, which is 16 for the scenario considered herein.
We observe again that the performances of both T-BLAST and T-D-BLAST schemes are
identical.

The performance of the schemes improves with interleaver size. Note that interleaver
sizes 100, 200 and 400 correspond to packet sizes 25, 50 and 100 of modulated signals.
The packet size 100 is the most preferable scenario in wireless communications, for which
we achieve the best performance among the other sizes considered. In particular, at 1073
BER level, the T-D-BLAST with interleaver size of 400 gains 5dB and 1.5dB SNR over the
T-D-BLAST with interleaver sizes 100 and 200, respectively. This gain in SNR can be due
to many factors. One reason may be the possible but rare presence of bad interleavers as

the interleaver size increases.
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Remark 9 The sterative process may seem to increase the complerity of the entire re-

cesver. With the iterative detection, we can use suboptimal methods for signal detection and

therefore reduce the overall complezity. In particular, T-BLAST has no optimal ordering

step that contributes to the computational complezity (growing as the {th power of nt) of

V-BLAST scheme.

4.9 Summary

In this chapter, we have proposed and studied a new MTMR system called T-BLAST.

Specifically, we showed that the combination of BLAST and turbo principles in an intelligent

manner provides a reliable and practical solution to high data-rate transmission for wireless

communication. The distinguishing features of T-BLAST include:

e It is a close approximation to the global maximum likelihood (ML) solution realized

via a practical iterative decoder, which uses the eztrinsic and intrinsic information
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concepts developed to explain turbo decoding.

e The complete system is constructed using building blocks of separately coded one-
dimensional subsystems of equal capacity that allow one-dimensional signal processing
at the receiving end, and yet are capable of approaching the theoretical capacity limits.

The above properties and the excellent performance of T-BLAST were demonstrated
in a Rayleigh slow-fading environment. Three different BLAST algorithms, T-BLAST, D-
BLAST with no edge waste, and V-BLAST, were evaluated and we found T-BLAST to be
superior to the other two by a wide margin (2-7dB).

Finally, the convergence of the iterative decoder is not yet proved theoretically, although
it converges in the cases encountered in practice. To further confirm this observation, we

demonstrate the performance of T-BLAST using real-life data in the next two chapters.



Appendix of Chapter 4

Lemma 4A.1: Asymptotic probability of error

The asymptotic probability of error is given by

P(E)=Q( foin

Proof

The received signal is given by
r(t) = \/;L:fia(t) +v(t) = s(a,t) + v(t)
Using the standard hypothesis test, an error occurs if [78]
lle(t) - sa,)lI* > |ir ~ s(&, ¢)||?
which is equivalent to

Ivili? > [Is(a,t) + v(t) —s(&,t)]|?

= lis(a,t) - s(& &)1 + [Iv()]I* + 2/:°° [s(a, t) - s(&¢)] v(t)dt
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(4.82)

(4.83)

(4.84)

(4.85)
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The decision distance between any two signals a and a is defined as

s(a,t) — s(a,t)[|?

d*(a,a) = 5

(4.86)

The decision error occurs if
2 = 1 [ = H
d°(a,a) < -3 (s(a,t) —s(a,t)]"v=w (4.87)
-0

If the noise is white Gaussian with variance o2, then the right hand side of (4.87) can be

assumed as Gaussian with variance 02d?. Consequently, the pairwise error probability is

P(E)y=P[d®<w]=Q (,/g) (4.88)

As 0 — 0, min(d?) = dZ;,, the asymptotic probability of error reduces to ([78] and [98])

given by

lim P(F)=Q ( dzL;" (4.89)
a?—=0 o

Lemma 4A.2: Minimum distance of RST codes

For optimal decoding of the RST, the minimum distance is:

L
457 min(A; A) = min ge(z)TAe(z) (4.90)
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Proof

The decision distance between any two signals A and A is defined as

- 2
(A, A) = “ S(A.t) - S(a, ‘)l (4.91)
By substituting S(A, t) and S(A, t) into (4.91), we get
2 i p 2
dst(A,A) = EIII—IA - HA| (4.92)

L n
= 5 ,Z; z; |Hjila1(1) = &1(1)] + ... + Hjn[an(l) - @a(d)] |2
=l )=
L . -
_ (a; — &) J2vgH (ay — &)
= g —2—‘Vl ’H lenT

where a; is Ith column of matrix A and the channel gain matrix of W/2 = \/gl,.. The
d%+(A, A) can be simplified as:

L ~ -
d%r(AA) = ZWW‘”H”HW”’(&—;'@ (4.93)
i=
Ll
= Y ey ae()
=1

where e(l) € {—1,0,+1}" is the error vector defined as 51%‘-1, where a; is {th column of

matrix A, and the channel cross-correlation matrix is

A=WgHIHWY? = | TN &< LV (4.94)
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Equation (4.94) is because the channel is normalized such that &[ |H;; [?] = 1. We also
normalized the power P = 1. Consequently, the minimum distance is defined as

L
min(dy) = d¥7 min(A,A) = .&ig l; e()TAe(l) (4.95)

Lemma 4A.3: Capacity of Correlated Channels

The determinant of E

E = (I, + pA) (4.96)
is given by
det(E) = |(1 + p(1 - 6))" - (1 + F%ﬁ-_a))] (4.97)
|
Proof
Following (78] and [112]:
det(A)det(D + CA~!B) = det(D)det(A + BD"!C) (4.98)

where A € R™™ D € R**", B € R™*™ and C € R"*™. Note that A and D are

non-singular. We can represent (4.96) as follows:
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=
1
det(E) = det|(1+p(l-0NI+dp| [[1 1 ... 1] (4.99)
-1-
=
n dp 1
= (1+p(1-6))"det I,rf-m . [l 1 ... l]
hll
Dli
1
LetA=1,D=1,C=| |,adB=p%5[1 1 ... 1] Thusthedeterminant
[ 1]

of F reduces to

det(E) (1 + p(1 = 6))" det(I,) det(1 + BI,C) (4.100)

joron-or- (1+ 58]

Lemma 4A.4: Derivation of MMSE detectors

Given (4.41) and (4.70), find the weight vectors wy and u; by minimizing the cost (convex)

function:
(Wg, ) = arg min E[llak—zkllz] (4.101)
(wi,ui)

where the expectation is taken over noise and the statistics of the data sequence. a
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Proof

The cost function is written as

C = Efllze - all?] (4.102)
= El(wfr - ue - a)ll?]

= wfé'[rr”]wk - wiE[r(u+a)’] - E[r(u +ai)* T wye + El(uk + ax)?)

where
Elrrf] = £[[heax + Heag + v][heag + Hiag + v]¥) (4.103)
= hihf + Hp&laal |HY + £[vvH)
and
Elr(ue +ax)’] = E[lbxak + Hiag + v)(ug + ax)’] (4.104)

= hg+ I:IkE[ak]u,‘,

and nt — 1 x np — 1 matrix:

1 E(ala;) e 5(010,‘,7)

£(aza}) 1 ... &(azan,)

Elacafl] = (4.105)

| £(anra}) E(anray) ... 1 ]
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By assuming that the soft outputs of different substreams are independent, we can obtain

[ E@)E(@;) ... E(@1)E(ay,) ]
aalt) = | ECIEGD) ? o Ee)E,) €106)
| E(anr)E(a]) E(anr)E(a3) --- 1 ]

= I,._1 — Diag[€[ac][ax]?] + Eac]Elac]”

We use standard minimization techniques to solve the optimization problem formulated in

(4.101). By setting f;u&. =0 and %C; = 0, and using (4.74), we get the following:

w-wiHEla] = 0 (4.107)
Uy = w{’z
and
[hehf + Hi(Elacaf)H] + E[vw¥]] wi — HeElagJu; = hy (4.108)
(P+S+Zp )we—2zu; = h;

Solving (4.107) and (4.108), we get
wiy = (P+Q+Z,,) 'he (4.109)

This completes the proof of (4.72). a



Chapter 5

Experimental Verification of

TURBO-BLAST

In the previous chapter, we proposed a novel multi-transmit multi-receive (MTMR) antenna
system for wireless communications. This system, called T-BLAST, uses a random space-
time encoder and a turbo-like iterative decoder. Most important, the proposed system
achieves a superior performance compared to V-BLAST after 2 to 4 iterations of the receiver.

The goal of this chapter is to present experimental results, based on real-life data col-
lected using the Bell-Labs experimental multiple antenna system with eight transmit and
five to six receive antennas. The results confirm the virtues of T-BLAST.

This chapter begins by describing the indoor narrow-band test-bed and the Digital
Signal Processing (DSP) operations at the receiver. Then the bit error and frame error
performances of T-BLAST configuration are presented for the eight transmit and five to six

receive antennas.

5.1 The Bell Lab’s BLAST Test-Bed

The data set was acquired with the cooperation of the Department of Wireless Communi-

cations Research, Lucent Technologies, Bell Laboratories at Holmdel, New Jersey and was

138



CHAPTER 5. EXPERIMENTAL VERIFICATION OF TURBO-BLAST 139

collected using the indoor narrow-band BLAST test-bed located on the 2nd floor of the
Crawford-Hills Laboratory !.

5.1.1 Indoor Test-Bed

The hardware components of the test-bed consist of a radio frequency (RF) front-end with
an antenna array and the corresponding array of analog RF transmitters and receivers. The
antenna arrays consist of wire dipoles mounted in various (horizontal and vertical polar-
izations) arrangements, with about half-wavelength separation between adjacent elements.
The system operates at a carrier frequency of 1.95 GHz with 30 kHz signal bandwidth.
The DSP multiprocessor system used to execute the baseband digital signal processing
is a Pentek 4285, which consists of eight Texas Instrument’s TM320C40 DSP’s. The total
processing power of the DSP is 400 MIPS. The analog RF transmitters and receivers are
interfaced to the baseband inputs and outputs, using a system of multi-channel A/D (Pentek
4275) and D/A (Pentek 4253) converters. The maximum sampling rate is 100 kHz per
baseband channel. A detailed description of this BLAST test-bed is given in [3] and [26)].

5.1.2 Transmitter

In the experiment, 100 different channel conditions are considered. At each channel condi-
tion, packets of 132 r/4-shifted QPSK modulated symbols per antenna are transmitted at
a rate of 25 kilo-symbols/s. Among those 132 symbols, the first 32 symbols are dedicated

to synchronization and training:

1. Synchronization: The first 16 symbols are used for frame and symbol timing recovery.

2. Training Sequence: The next 16 symbols (symbols 17 to 32) are for matrix chan-
nel response estimation. For each substream, mutually orthogonal and equal power

training sequences are generated by using 16-dimensional Hadamard sequences.

!The experiments were carried out during September to December, 2000, while the author of this the-
sis was an intern at Luecnt. The cooperation and belp provided by personnel of Lucent are gratefully
acknowledged.
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3. Information Symbols: The last 100 symbols (200 bits) are for information transmis-

sion. In the transmit end, each substream of 100 information bits is independently
encoded using a convolutional code with rate R = 1/2, constraint length 3, and then
interleaved using space-time interleavers. The space interleavers are designed accord-
ing to the diagonal-BLAST architecture but with no edge wastage [9]. The time

interleavers are chosen randomly and no attempt is made to optimize their design.

5.1.3 Receiver

At the receiving end, the signal detection process involves the following operations:

1.

Frame initialization: The receiver waits until it finds a sufficiently strong signal to

indicate the start of data transmission.

. Symbol synchronization: The sampled received signal is cross-correlated with a pre-

defined synchronization sequence and the condition that results in highest cross corre-
lation is used to establish symbol synchronization. The received signal is oversampled
with four samples per symbol period. Binary Barker sequences are used for synchro-

nization because of their good autocorrelation properties.

. Hardware induced inter-symbol interference (ISI) mitigation: The spectrum shaped

with an analog low-pass filter is usually distorted by the radio-frequency front-end
of the transmitter during the transmission process. The ISI caused by the spectrum
shaping and its distortions is mitigated by a precalculated fixed-coefficient FIR filter.

- Channel Estimation: The matrix channel response is estimated by using a mutu-

ally orthogonal 16-dimensional Hadamard sequence transmitted for training purpose

between the parallel antennas.

Information Recovery: An iterative decoder is used to recover the transmitted signals.
In this scheme, we separate the receiver into two stages: soft interference cancella-
tion detector, and a set of parallel soft-input/soft-output (SISO) channel decoders.

Extrinsic information learned from one stage is applied to the other stage iteratively
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until the receiver converges. These two stages of processing are separated by the
corresponding space-time interleavers and de-interleavers. Detailed explanations of
the algorithm can be found in chapter 4. In particular, the algorithm used in this
experiment is given in equation (4.77).

5.2 Performance Results

The tests were carried out in an indoor environment with about ten meters separation

between the transmitter and receiver. The experimental resuits are summarized as follows:

5.2.1 Experiments with (8,6)-BLAST

This section discusses the performance of T-BLAST using the Bell-Labs test-bed with eight

transmit and six receive antennas.

Bit Error Rate

Figure 5.1 displays the bit error rate performance of T-BLAST at each iteration of the
receiver. Here the instantaneous (broken trace) and average (solid trace) BER are demon-
strated at each iteration.

Subplots 1 and 2 show the bit error performance, respectively, before decoding the de-
tected coded signals (200 bits/packet) and the decoded information signals (100 bits/packet)
at the first iteration. As expected, the second scheme performs better due to the coding
gain. However, the performance at the first iteration is poor since each substream (transmit
antenna) sees all the other (seven) parallel substreams as interference. The subsequent sub-
plots 3-6 show the bit error performance at iterations 2-5. These figures clearly illustrate a
significant performance improvement in the course of a few iterations. The first three iter-
ations are sufficient to achieve a significant performance gain. Evidently, the performance

gain due to the subsequent iterations (4 and 5) is minimal.
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Frame Error

In Figure 5.2, we show the corresponding bit error traces in each packet and the packets
in error. In accordance with Figure 5.1, subplot 1 shows the receiver bit error trace (out
of 200 bits/packet) at each packet with no channel encoding. The subsequent subplots 2-6
show the bit error traces (out of 98 information bits/packet) at iterations 1-5. The iterative
action of the receiver significantly reduces the packet error rate.

With no channel encoding, 100-150 bits were detected incorrectly in each packet; indeed
a hundred percent packet error rate was occasionally observed. With channel encoding,
the number of errors in each packet is reduced to below 15 and the packet error rate is
reduced by over twenty five percentage. In fact, the packet error rate is reduced further to
seventeen percent at iteration 2. Thereafter, only about 4 packets are corrupted and among
the corrupted packets only 1-2 bits, are in error per packet. Even though the frame error
performance is converged at iteration 3, the appearance and the disappearance of errors is
observed between packets, from iteration 3 to 6. However, a packet error rate of 4 — 5% is
maintained. For example, at iteration 3, packets 7, 35, 50 and 75 are in error whereas at

the iteration 5, packets 15, 35, 50 and 75 are in error.

Signal-Space Diagram

Another measure of convergence of the iterative receiver is the mean-squared error (MSE)
between the detected signals and the transmitted constellation points in the signal-space
diagram. Here we consider two examples. First, we show a packet of data that has con-
verged to zero bit error in three iterations. The second example shows the appearance and

the disappearance of errors from one iteration to the next.

Example 1: Perfect Convergence

In this example we illustrate a perfect convergence behavior. Figure 5.3 displays the soft-
decoded signals in the signal-space diagram for packet 1. Here the z and y axes represent
the real and imaginary parts of the m/4-shifted QPSK signal, respectively. Subplot 1 shows
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the positions of the 200 x 8 coded bits, whereas subplots 2-9 show the positions of the 98 x 8
decoded bits at iterations 1-8 of the T-BLAST receiver.

The corresponding MSEs of the detected soft bits are shown in Figure 5.4. A bit error
occurs if the MSE exceeds 1. MSE between 0 and 1 means that a bit is classified appropri-
ately but has residual error that can propagate through the soft interference cancellation
receiver. Subplot 1 shows the MSE before decoding and almost all the bits have residual
error and about thirty percent of them are detected incorrectly. The figure illustrates how
the test error decreases as iterations are added to the receiver. In particular, all the bits

have been detected correctly in three iterations.

Example 2: Appearance and Disappearance of errors

In this example, we illustrate the appearance and disappearance of errors from one iteration
to the next. Figure 5.5 displays the soft decoded signals in the signal-space diagram for
packet 2. The corresponding MSEs of the detected soft bits are shown in Figure 5.6. From
the figures, we observe the following:

e The residual errors do not converge within eight iterations.

o All the bit errors are corrected at iteration 3. However, a single bit error appears
in the fourth, sixth, and eight iterations and disappears during the fifth and seventh
iterations, which shows the appearance and disappearance of errors in the course of

convergence.

In both examples, little benefit results from increasing the number of iterations beyond
three; thus it is reasonable to accept this number as the practical number of iterations in
terms of both error reduction and receiver complexity. Moreover, this point is also borne
out by the average performance, Figure 5.7, over the hundred packets versus the number
of iterations (solid trace). Note that the broken trace shows the performance assuming no

channel coding.
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5.2.2 Experiments with (8,5)-BLAST

The above tests were repeated with eight transmit and five receive antennas. Even though
the performance decreased from the previous experiment, good convergence behavior is still
observed. Figures 5.8 and 5.9 display the soft-decoded signals in the signal-space diagram
and the corresponding MSEs of the detected soft bits, respectively. In contrast to the
previous experiment, five iterations were needed to achieve a perfect convergence. This
point is also borne out by the average performance, Figure 5.10, over the hundred packets
versus the number of iterations (solid trace). The broken trace shows performance without
channel coding.

5.3 Summary

Previously, the BLAST test-bed has been used to demonstrate uncoded V-BLAST architec-
ture (3] for 8 transmit and 12 receive antennas. However, a major limitation of V-BLAST
is its inability to work with fewer receive antennas than transmit antennas. The ability to
work with fewer receivers than transmitters is necessary in most cellular systems since the
base station is typically designed with more antennas than mobile transceivers.

In contrast, T-BLAST accommodates any multiple antenna configuration, including
the case of fewer receive antennas than transmit antennas with manageable computational
complexity. The experimental results using real-life indoor wireless communication data

presented herein confirm the practical virtues of T-BLAST.
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Figure 5.1: Bit-error performance of T- BLAST, nr=8 and ng=6 with convolutional code
of rate R = 1/2 and constraint length 3, and 7 /4-shifted QPSK modulated.
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Figure 5.6: Mean-squared error at the receiver output of T-BLAST for packet 2, nr=8 and
ngr=6 with convolutional code of rate R = 1/2 and constraint length 3, and m/4-shifted

QPSK modulation.
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ing, nr=8 and np=6 with convolutional code of rate R = 1/2 and constraint length 3, and
7 /4-shifted QPSK modulation.
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Figure 5.8: Signal-space diagram at the receiver output for packet 1 in T-BLAST, nr=8
and ng=>5 with convolutional code of rate R = 1/2 and constraint length 3, and r/4-shifted
QPSK modulation.
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Figure 5.9: Mean-squared error at the receiver output of T-BLAST for packet 1, n7=8 and
nr=5 with convolutional code of rate R = 1/2 and constraint length 3, and 7/4-shifted
QPSK modulation.



CHAPTER 5. EXPERIMENTAL VERIFICATION OF TURBO-BLAST 154

-1

10 ¥ L | T 1 | J T 0 )
! — T-BLAS :
! — - uncoded-ZF ||
@
iy 10* :
104 1 1 1 1 It 1 1 1 1
1 2 3 4 5 6 7 8 9 10 1

Number of iterations
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ing, nr=8 and ng=>5 with convolutional code of rate R = 1/2 and constraint length 3, and
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Chapter 6

Spectral Efficiency of
TURBO-BLAST

Two properties underline the hallmark of Turbo-BLAST:

® The error performance of T-BLAST improves with the number of iterations of the
decoding algorithm. This is achieved by feeding extrinsic information from the output
of one decoding stage to the input of the next decoding stage, which permits the
iterative decoding process to take its natural course in response to the received noisy
signal and channel code constraint. Most important, the system is capable of achieving
performance better than V-BLAST in the course of 2-4 iterations.

® As the number of iterations approaches infinity, the performance of T-BLAST ap-
proaches the Shannon theoretical limit of channel capacity.

This chapter concentrates on illustrating the above properties of T-BLAST, for both in-
door and outdoor environments, under various antenna configurations. To show the second
property, we use an empirical evaluation of the spectral efficiency achievable with specified
channel codes and modulation. We have taken this approach because the development of a
theoretical framework for the spectral efficiency of T-BLAST is a very difficult undertaking.
We proceed by fixing the target bit error rate to be achieved by T-BLAST and V-BLAST

155
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(for comparison) and then derive the signal-to-noise ratio (SNR) necessary for the task at
hand. Most important, the empirical evaluations are made using real-life data for both

indoor and outdoor fixed wireless communications environments.

6.1 System Description

6.1.1 T-BLAST System

In the transmit end, each substream of 100 information bits is independently encoded using
a rate 1/2 convolutional code generator (7,5) and then interleaved using space-time inter-
leavers. The space interleavers are designed according to the diagonal-BLAST architecture
but with no edge waste (see section 4.2.2). The time interleavers are chosen randomly and
no attempt is made to optimize their design.

At the receiving end, an iterative decoder is used to recover the transmitted information
bearing signals. In this scheme, we separate the receiver into two stages: soft interference
cancellation detector, and a set of parallel soft-input/ soft-output (SISO) channel decoders.
The extrinsic information learned from one stage is applied to the succeeding stage itera-
tively until the receiver reaches convergence. These two stages of processing are separated
by the corresponding space-time interleavers and de-interleavers. See chapter 4.7.4, equation

(4.77), for the algorithm used in the experiments.

6.1.2 Coded V-BLAST System

V-BLAST is typically assumed as an uncoded BLAST system, where the term “uncoded”
refers to the absence of space-time or inter-substream coding. However, each antenna
output could be channel encoded independently. We refer to horizontal coded V-BLAST
when each of the substreams is provided with an amount of channel coding equal to that
used in T-BLAST. Note that V-BLAST does not use any space-time coding or iterative
decoding. The V-BLAST algorithm used here has the following major steps: finding the
optimal order of detection; decoding the strongest signal using minimum mean-squared

error (MMSE) nulling vectors, and maximum a posteriori-based SISO channel decoders;
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cancellation of interference due to the decoded signal using hard decisions; finding and
decoding the strongest signal component of the remaining signals, and so on.

6.2 Indoor Environment

This section describes the performance of QPSK modulated T-BLAST and the coded V-
BLAST using indoor real-channel measurements on various MTMR configurations. The
estimated signal-to-noise ratio of the real-life system is roughly between 9-12dB. In this
chapter, we synthesize the received signal using the measured channel characteristics and
evaluate the performance of T-BLAST over a wide range of SNR’s using various BLAST
combinations. In all the experiments presented herein, it is assumed that the exact channel

matrix is known.

6.2.1 T-BLAST vs V-BLAST, nr=ngp=38

The goal of this experiment is to illustrate the superior performance of T-BLAST over V-
BLAST when equal numbers of transmit and receive antenna elements are used in a BLAST
configuration. In Figure 6.1, we compare the bit error rate performance of the following

schemes:

o Scheme 1: T-BLAST with nr = ng =8,

e Scheme 2: Coded V-BLAST with nr =ng =38,
o Scheme 3: V-BLAST with nyr =ng =38,

e Scheme 4: V-BLAST with npr =4, ng =8.

Note that T-BLAST gives the best performance obtained within the first 10 iterations.
The maximum possible information rate of T-BLAST and coded V-BLAST with ny =
ng = 8 is 8 bits /channel use whereas the information rate of the uncoded V-BLAST with
nr = ng = 8 is 16 bits/channel use. The purpose of introducing an uncoded V-BLAST
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Figure 6.1: T-BLAST vs V-BLAST using real channel measurements for ny = ng = 8, using
convolutional code with rate R = 1/2 and constraint length 3, and QPSK modulation.

with nr = 4 and ng = 8 is to compare the performance of T-BLAST with an uncoded
system that has information rate equal to 8 bits/channel use.

As expected the performance of uncoded V-BLAST with nr = ng = 8 is inferior to
all of the other schemes, whereas a significant gain (2-3dB) is achieved by the T-BLAST
scheme over the coded V-BLAST with nr = ng = 8 and uncoded V-BLAST with nyr = 4
and ng = 8. Moreover, the performance of uncoded V-BLAST with n = 4 and ng = 8
outperforms that of the coded V-BLAST with 8 transmit and receive antennas for SNR
between -3dB to 5dB.

The complexity of the iterative receiver used in the T-BLAST increases with the num-
ber of iterations. However, most of the iterative gain is achieved within 3 to 4 iterations.
To confirm this, over a wide range of SNR values, we show in Figure 6.2 the BER perfor-
mance versus SNR for T-BLAST (solid traces) at iterations 1,2,3,4 and 8 along with the
performance of coded V-BLAST (broken trace).
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Figure 6.2: BER performance of T-BLAST with increasing iterations, using the real channel
measurements for ny = 8 and ng = 8, using convolutional code with rate R = 1/2 and
constraint length 3, and QPSK modulation.

The figure illustrates how the test error decreases as the number of iterations in the
receiver is increased. Moreover, T-BLAST outperforms V-BLAST in two iterations. Little
benefit results from increasing the number of iterations beyond three. Thus, it is reasonable
to accept this number as the near optimal number of iterations in terms of both error
reduction and receiver complexity.

Finally, in Figure 6.3, bit error rate (BER) versus the number of iterations at SNR = 4dB
is plotted. Naturally, the V-BLAST system uses hard decisions and is therefore independent
of the number of iterations. In direct contrast, the performance of both T-BLAST systems,
which use soft decisions, improves with iterations and approaches the convergent limit in

about 7 iterations but performance gain after iteration 3 is minimal.

Remark 10 T-BLAST attains an information transmission rate of 8 bits /channel use at
SNR=2dB. The channel capacity at SNR=2dB is 9.14 bits/channel use. Coded V-BLAST
withnt = ng = 8 achieves its full information rate, thai is, 8 bits/channel use at SNR=5dB.
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Figure 6.3: Convergence behavior of the T-BLAST receiver at SNR=4dB for (n7=8, ng=8),
using convolutional code with rate R = 1/2 and constraint length 3, and QPSK modulation.

Note that the channel capacity at SNR=5dB is 13.43 bits/channel use.

6.2.2 T-BLAST vs V-BLAST, nr=5,6,7and ng =8

In this section, we consider BLAST configurations with fewer transmit antennas than receive
antennas. Figure 6.4 displays the bit error rate performance of T-BLAST (solid trace) and
coded V-BLAST (broken trace) for antenna configurations of 8 receive and 5-8 transmit
antennas. Note that the T-BLAST performance measure gives us the best performance
obtained within the first 10 iterations. The following observations can be made from Figure
6.4:

e The bit error performance of both V-BLAST and T-BLAST improves with decreasing
number of transmitters, with T-BLAST outperforming V-BLAST in all four cases.

e In terms of V-BLAST performance, a substantial gain in bit error rate performance
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is realized with fewer transmit antennas. In particular, V-BLAST falls short of T-
BLAST performance by a wide margin for more transmit antennas. For example,
T-BLAST achieves 2-3dB gain over V-BLAST for nt = 7 and ng = 8, whereas only

0.5dB gain is attained when n =5 and ng = 8.

To see the convergence property of the iterative decoders used in T-BLAST, we plotted
the BER vs number of iterations at SNR=4dB and BER vs SNR for 1,2,3,4,8 and 10
iterations in Figures 6.5 and 6.6, respectively, for (7,8) BLAST configuration. From these
figures, we observe that the performance of T-BLAST exceeds that of V-BLAST in two
iterations. Figure 6.5 reveals a new phenomenon observed in the T-BLAST algorithm:
susceptibility to the appearance and disappearance of errors in some packets, which causes
oscillations at the tail end of curve. At first glance, the oscillations may seem to be a
shortcoming of T-BLAST. However, noting that the oscillations arise around a bit error
rate of 10~5, we do not consider this problem to be of a serious nature; at such a level of
bit error rate, a wireless communications system may, for all practical purposes, considered

to be “error-free.”

6.2.3 T-BLAST vs V-BLAST, nr =8 and ng =5,6,7

In this section, we consider BLAST configurations with fewer receive antennas than transmit
antennas. Results are presented in the same fashion as before with fewer transmit antennas
than receive antennas.

Figure 6.7 displays the bit error rate performance of T-BLAST (solid trace) and coded
V-BLAST (broken trace), provided with an amount of coding equal to that used in T-
BLAST. The antenna configurations of 8 transmit and 5-8 receive antennas, and the T-
BLAST gives us the best performance within the first 10 iterations. The figure reveals a
major limitation of V-BLAST system: the inability to work with fewer receive antennas
than transmit antennas. In terms of T-BLAST performance, the fcllowing observations can

be made from Figure 6.7:

e The bit error performance of T-BLAST improves with increasing number of receivers,
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Figure 6.4: Bit error performance for nr=5,6,7 and 8 and ng=8, using convolutional code

with rate R = 1/2 and constraint length 3, and QPSK modulation.
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Figure 6.5: Convergence behavior of the T-BLAST receiver at SNR=4dB for nr=7 and
ng=8, using convolutional code with rate R = 1/2 and constraint length 3, and QPSK

modulation.
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Figure 6.6: BER performance of T-BLAST with increasing iterations, for n = 7 and
ngr = 8, using convolutional code with rate R = 1/2 and constraint length 3, and QPSK
modulation.

with T-BLAST outperforming V-BLAST in all four cases.
¢ Increasing the number of receivers from 7 to 8 offers little benefits.

Further, in Figures 6.8 and 6.9, we have plotted the BER versus the number of iterations
at SNR=4dB and BER versus SNR for 1,2,3,4,8 and 10 iterations for T-BLAST of (8,7)
antenna configuration, respectively. As the results show the performance of T-BLAST
exceeds that of V-BLAST in two iterations. Little benefit results from increasing the number
of iterations beyond five; thus it is reasonable to accept this number as the optimal number
of iterations in terms of both error reduction and receiver complexity.

The tail end of Figure 6.8 again displays the oscillating behavior of T-BLAST; however,
as in the case of Figure 6.5, this oscillations are of no practical significance due to the low

level of bit error rate (below 107%).
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Figure 6.7: Bit error performance for nT=8 and ng=>5,6,7 and 8, using convolutional code
with rate R = 1/2 and constraint length 3, and QPSK modulation.
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Figure 6.8: Convergence of the T-BLAST receiver at SNR=4dB for (nT=8, ng=7), using
convolutional code with rate R = 1/2 and constraint length 3, and QPSK modulation.
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Figure 6.9: Bit error performance with number of iterations for n7=8 and ng=7, using
convolutional code with rate R = 1/2 and constraint length 3, and QPSK modulation.

6.2.4 Spectral Efficiency

Another measure of performance is the information transmission rate of T-BLAST with
the given channel code (convolutional code with rate R = 1/2 and constraint length 3),
block size (100 symbols/transmission), and modulation (QPSK). The information rate of
T-BLAST and V-BLAST with the given channel code is evaluated as follows: We fix the
target BER for error-free communication to be achieved as 10~3 and we derive the SNR
necessary to achieve this targeted BER for both V-BLAST and T-BLAST receivers.

Table 6.1 summarizes the signal-to-noise ratio necessary to achieve this targeted BER
1073, information rate of T-BLAST, the actual capacity of (8,8) matrix channel and the
percentage of channel capacity achieved by T-BLAST referenced to the capacity of (8,8)
matrix channel, for the various antenna configurations considered herein. The corresponding
values for V-BLAST are given in Table 6.2. In terms of T-BLAST performance, we note

the following:
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e a power gain of 0.5-4dB achieved over the V-BLAST system, and

e 88% of the channel capacity is attained with T-BLAST using the antenna configura-
tion (8,8), and a corresponding value of 60% for V-BLAST.

Moreover, the maximum possible information transmission rate of the T-BLAST and V-
BLAST systems is 8 bits/channel use. At SNR=1.1dB, the channel capacity is 8 bit/channel
use. Given this reference, T-BLAST and V-BLAST attain the Shannon theoretical capacity
limit within 0.9dB and 3.9dB of average signal-to-noise ratio, respectively.

Configuration | SNR | Capacity of T-BLAST | Channel Capacity | Percentage
(nT,nR) pdB | Cr bits/channel use | C bits/channel use | capacity
(5.8) 0.0dB 5 6.80 74 %
(6,8) 0.5dB 6 7.36 81 %
(7.8) 1.0dB 7 7.93 88 %
(8.,8) 2.0dB 8 9.14 88 %
(8,7) 3.0dB 8 10.46 76 %
(8,6) 4.0dB 8 11.89 67 %

Table 6.1: Spectral efficiency of T-BLAST in an indoors environment.

Configuration | SNR | Capacity of V-BLAST | Channel Capacity | Percentage
(nT,nR) p dB | Cy bits/channel use | C bits/channel use | capacity

(5,8) 0.5dB 5 7.36 67 %
(6,8) 2.5dB 6 9.70 61 %
(7,8) 4.0dB 7 11.89 59 %
(8,8) 5.0dB 8 13.40 60 %
(817) - - - -

(8v6) - - - -

Table 6.2: Spectral efficiency of V-BLAST in an indoors environment.
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6.3 Outdoor Environment

This section compares the performances of T-BLAST and V-BLAST in an outdoor fixerl-
wireless environment. The experiments presented herein are based on the preliminary out-
door channel measurements acquired through the Department of Wireless Communications
Research, Lucent Technologies, Bell Laboratories at Holmdel, New Jersey and were col-
lected using a BLAST configuration with 5 transmit and 7 receive antennas. The distance
between the measurement location of transmitter and receiver is roughly 2km. The system

operates at a carrier frequency of 1.95 GHz with 30 kHz signal bandwidth.

6.3.1 T-BLAST vs V-BLAST

Figures 6.10 - 6.12 display the bit error rate performance of T-BLAST (solid trace) and
coded V-BLAST (broken trace) provided, for antenna configurations (5,7), (4,7) and (3,7).
In all three figures, T-BLAST provides the best performance within the first 6 iterations.
The following observations can be made from these figures:

o The performances of both V-BLAST and T-BLAST improves with increasing SNR,
and T-BLAST outperforms V-BLAST significantly.

e The performance of both T-BLAST and V-BLAST improves significantly with de-

creasing number of transmitters.

6.3.2 Spectral Efficiencies

In this section, we investigated the information transmission rate of T-BLAST with the
given channel code (convolutional code with rate R = 1/2 and constraint length 3), block
size (100 symbols/transmission) and modulation (QPSK), for outdoor fixed-to-fixed chan-
nel measurements. Again, the information rates of T-BLAST and V-BLAST with the given
channel code were evaluated as follows: We fix the targeted BER for error-free communi-
cation to be achieved as 10™3 and then derive the SNR necessary to achieve the targeted
BER for both V-BLAST and T-BLAST receivers.
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Figure 6.10: Bit error performance for nT = 5 and ng = 7, using convolutional code with
rate R = 1/2 and constraint length 3, and QPSK modulation for outdoor channels.
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Figure 6.11: Bit error performance for nr=4 and ng=7, using convolutional code with rate
R = 1/2 and constraint length 3, and QPSK modulation for outdoor channels.
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Figure 6.12: Bit error performance for n7=3 and ng=7, using convolutional code with rate
R =1/2 and constraint length 3, and QPSK modulation for outdoor channels.

Table 6.3 shows the SNR necessary to achieve this targeted BER of 10~3, information
rate of T-BLAST, the actual capacity of (5,7) matrix channel, and the percentage of system
capacity achieved by T-BLAST referenced to the capacity of (5,7) matrix channel, for
the antenna configurations considered in the experiments. The corresponding values of
V-BLAST are listed in Table 6.4. In terms of T-BLAST performance, a power gain of
2-3.5dB is achieved over the V-BLAST system. Moreover, T-BLAST attains 86% of the
channel capacity with antenna configuration (5,8), whereas V-BLAST attains only 57% of
the channel capacity with the same configuration.

Further, the maximum possible information transmission rate of T-BLAST and V-
BLAST is 5 bits/channel use. Meanwhile, at SNR=0.2dB, the channel capacity is 5
bit/channel use. Given this reference, T-BLAST and V-BLAST attain the Shannon theo-
retical capacity limit within 1.3dB and 4.8dB of average signal-to-noise ratio, respectively.
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Configuration | SNR | T-BLAST Cr Channel C Percentage
(nT,nR) p dB | bits/channel use | bits /channel use capacity
(5,7) 1.5dB 5 5.82 86 %
(4,7) 0.5dB 4 5.13 78 %
(3,7) 0.5dB 3 5.13 58 %

Table 6.3: Spectral efficiency of T-BLAST in an outdoors environment.

Configuration | SNR | V-BLAST Cy Channel C Percentage
(nT,ng) dB | bits/channel use | bits /channel use capacity
(5,7) 5.0dB 5 8.73 57 %
(4,7) 3.0dB 4 6.91 58 %
(3,7 2.5dB 3 6.54 43 %

Table 6.4: Spectral efficiency of V-BLAST in an outdoors environment.

6.4 Summary

In this chapter, we studied the bit error performance and spectral efficiency of T-BLAST
systems empirically. Our analysis includes performance evaluation of the T-BLAST wireless
communication system using the channel measurements acquired through the narrowband
BLAST test-bed at the Bell-Labs of Lucent Technologies, Crawford Hill, New Jersey, in
both indoor and outdoor environments.

The results of the real-life experiments demonstrate that:

o the Shannon capacity of MTMR schemes is achieved within a few dB’s of average SNR
within 3 to § iterations of the receiver, when one includes the losses due to practical

coding schemes, and
* a power gain of 0.5-4dB is achieved over the coded V-BLAST system described in (3]

It should noted that this performance is not necessarily the best achievable, since we have
used only simple channel coding with short block lengths. Moreover, a better gain may be
attained by using turbo or low-density parity-check (LDPC) codes.



Chapter 7

Conclusions

This thesis is devoted to research into the BLAST (Bell Labs Layered Space-Time) archi-
tecture, which involves the use of multiple antennas at both transmitter and receiver. The
attractive feature of the BLAST for wireless communications is the fact that the information
capacity and spectral efficiency of the system grow linearly with the number of transmit
antennas for a fixed amount of transmit power. The challenging task is to design space-time
encoders and decoders realizing the full benefits of BLAST in a computationally feasible
manner.

In this thesis, we have proposed and studied a new multi-transmit and multi-receive
(MTMR) system called Turbo-BLAST or, for short, T-BLAST. Specifically, we showed
that the combination of BLAST and turbo principles in an intelligent manner provides a
reliable and practical solution to high data-rate transmission for wireless communication.

In the transmitter, we have proposed two novel space-time coding designs: a random
space-time coding and a diagonal space-time coding by using conventional one-dimensional
channel codes and space-time interleavers. In other words, a two-dimensional space-time
cyclic code is designed via a one-dimensional channel coding approach. A major bonus of
this unified approach is that it enables us to readily extend the space-time setting of the
proposed system to much of the large body of results and insights developed over the last

several decades in conventional coding theory.

171
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The second major result of the proposed space-time encoding techniques is that they lead
to an iterative space-time decoder that is turbo-like in operation, and capable of achieving
a high spectral efficiency in the course of 3 to 4 iterations of the receiver. By representing
the proposed space-time codes as a concatenation of inner and outer codes, the iterative
space-time receiver decodes the inner and outer codes in a successive and iterative manner.
The iterative decoder, which uses the eztrinsic and intrinsic information concepts inherent
to the turbo principle, is a close approximation to the global maximum likelihood decoding
of the space-time codes.

Three turbo-like iterative decoders, assuming knowledge of the channel matrix, have
been derived so as to reduce the complexity of the iterative decoder with some sacrifice
in overall performance. In particular, joint channel estimation and decoding of the pro-
posed space-time codes are performed in an iterative and simple fashion. Consequently, the
completc system is constructed using building blocks of separately coded one-dimensional
subsystems of equal capacity that allow one-dimensional signal processing at the receiving
end, and yet the system is capable of closely attaining the Shannon capacity limit. It is
important, however, to note that this new scheme does not use the turbo principle in a
traditional manner. Rather, it uses the fundamental ideas underlying the turbo principle to
decode the proposed random space-time coding in a near-optimal way and with low com-
plexity. Hence, we call the new random space-time code a “turbo space-time code” and the
MTMR wireless system that uses it “Turbo-BLAST™.

The above unique properties and the excellent performance of T-BLAST have been
demonstrated in a Rayleigh slow-fading environment, using computer simulations. Three
different BLAST algorithms, T-BLAST, D-BLAST with no edge waste, and V-BLAST,
were evaluated and we found T-BLAST to be superior to the other two by a wide margin
(2-7dB).

Most important, we demonstrated the performance of T-BLAST and studied the conver-
gence behavior using real-life wireless channel data. Specifically, the experimental analysis
includes performance evaluation of the T-BLAST wireless communication system using a

narrow-band BLAST test-bed at the Bell-Labs of Lucent Technologies, Crawford Hill, New
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Jersey, in both indoor and outdoor environments:

o We empirically evaluated Turbo-BLAST with an antenna configuration of eight trans-
mit and six receive antennas. In contrast to V-BLAST systems, T-BLAST accom-
modates any multiple antenna configuration, including the case of fewer receive an-
tennas than transmit antennas with manageable computational complexity. The ex-
perimental results obtained under these conditions confirmed the practical virtues of
T-BLAST.

e We have shown that, by using real-life data, the theoretical capacity limit of MTMR
schemes is reached within a few dBs of average signal-to-noise ratio (SNR) for various
antenna configurations, including the losses due to practical coding schemes at the
target 103 bit-error-rate. Moreover, a power gain of 2 to 4dBs is achieved over the

corresponding coded V-BLAST system.
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