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ABSTRACT

A two part study was conducted on the niqidation behaviour of dilute Ni-Ti
alloys, and on the orientation relationships (OR)s and interfacial siruclures between TiN
and Ni. Beginning with the Fickian relationships first proposed l;y Kirkuldy (1969) to
describe internal sulphidation and assuming a solubility product of the form K=BC, these

equations were combined to yield for the metal solute:

B_
ot

KDC] B
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This second order differential equation shows that the concentration profile
of the metal solute, B, is dependent not only on the diffusivity of the metal, D,, but also
on the solubility product K and on the gas diffusivity D.. Two limiting cases were
identified from the previous equation. The first which depends only on the metal
diffusivity, Dy, corresponds to Wagner’s (1952) error function solution for the superficial
oxidation of alloys dilute in B. The second limiting case (Dp=0) corresponds to
Wagner’s (1959) oxygen controlled internal oxidation as proven analytically by Ohriner
and Morral (1979). A criterion describing the transition from internal to external

nitridation (oxidation) was deduced from the previous equation as:

iii



“i

KD,

W)

<(.1

W

Where' B, is the interfacial composition of the metal éolute.
A finite difference algorithm was presented based on these ideas. A
comprehensive test of this approach showed that it could generate the well known
analytical solutions of Wagner’sgéwo limiting conditions. It was also shown that provided
the solubility product K. is small, Ohriner and Mg}ral’s (1979) analytical solution is valid
even for an alloy not sat-urated in the gas phase (i.e. the composition need not be confined
to the solvus of the ternary isotherm). As well as reproducing thesé analytical solutions,
the model was successfully tested against the experimental work of Swisher (1968) and
Kirkaldy (1969). A detailed investigation was conducted on the concentration profiles of
Ti in Ni as a consequence of either intemal nitridation or superficial nitridation using
Energy Dispersive X-Ray (EDX) analysis. It was found that the program always
generated the correct shapes of the diffusion profiles as well the transition to external
nitridation in the Ni-Ti-N system. Based on the measured interfacial composition of the
interface, first time determinations of both KD, and Dy; values were obtained between
800°C and 1020°C. The diffusivity of Ti in Ni is similar to other substitution solutes in

Ni and can be expressed as:

D;=0.07 exp(-320000/RT) m*s (900°C-1020°C)
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where R is the universal gas constant 8.314 J/mole-K

A solubility produci calculation of TiN in Ni showed values between
1.4 x 10%and 5x10® [w/o]* (between 1020°C and 800°C respectively). Using this data a
diffusivity of N in Ni was obtained which compares favourably to ‘other imerfs:t:iht)ial
diffusivity data in Ni and yFe. The upper bound value for the diffusivity of N in dilute

Ni-Ti alloys can be expressed as:
Dy= 0.0003 exp(-17000/RT) m*s (900°C-1020°C)

Stoichiometric TiN was the only precipitated phase found between 800°C-
1020°C in this work. A first time investigation of the interfacial structure between TiN
and Ni was conducted using transmission electron microscopy (TEM). It was determined
that at least five different orientation relationships between TiN and Ni exist. All these
ORs had relatively small near coincidence site lattice (CSL) relationships. The planar X
value of Ni (o) with respect to the Ti sublattice were all found to be under 50. No
correlation was found between the size of the CSL unit cell and the frequency of
observation of a particular OR. In only two cases were misfit dislocations observed.
Both O-lattice and plane matching theory made correct predictions as to the misfit
dislocation configurations. In both cases one predominate set of dislocations was

calculated. It was not possible, however, to unambiguously identify the Burgers vector.



The hal?i'.‘\.:-\]ilanes were dominated by l{OlO}TiN inciicating fhat this was an important
factor in selecting the morphology and orientation relationships of these particles. This
plan=-coincided both with a primary O-lattice plane and, as élready notecﬁ, with a plé.nar
CSI. relationship. These factors pr.qb_ably all ];lay a role in the selection of these

orientation relationships and habit planes in the Ni/TiN system.
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Chapter 1

Introduction:

A two part study of the nitriding behaviour of Ni- Ti alloys and z)n the
interface structure between TiN and Ni was conducted. In the first part the evolution of
the TiN microstructure in Ni and the transition that occurs from internal nitridation to
superficial nitridation was investigated for a series of Ni- Ti alloys ranging in composition
from 0.1 to 5 w/o Ti, between 800°C and 1020°C. In the study of internal nitridation (or
oxidation), the results are often analyzed in terms of Wagner’s (1959) parabolic solutions.
In one limiting case these strictly apply to a negligible metal solute diffusivity (D,) and
a negligible solubility product (K). In the other limiting case where diffusion of the metal
solute is significant, a constant distribution of particles representing a local average in
excess of the original alloy content is predicted. In a number of systems, such as the one
investigated in this study, neither of these limiting solutions may be valid. Furthermore
the transition to a superficial scale cannot be adequately explained in the framework of
Wagner’s models. Finite difference computer algorithms have been written by Christ et,
al. (1989) and Bongartz et. al. (1986) to deal with a non-zero solubility product,
However, a general approach accounting for counter diffusion of the metal solute which

can subsume a transition to an external oxide or nitride has not been undertaken prior to

1
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this investigation.

The excess volume change asspciated with internal precipitation reactions
has also recently garnered some attention (Gurusway and co-workers 1986), (Rubly and
Douglass, 1991), (Mackert et.-al. 1983), (Yi and co-workers 1994). The reason being that
if a large volume mismatch exists between the precipitating phase and the solﬁent, the rate
determining step may become the removal of the solvent towards internal or surface sinks.
- Solvent removal as controlled by pipe diffusion along dislocations has been postulated as
rate limiting in the oxidation of Ag- In alloys (Gurusway and co-workers 1986). In. a
more recent study of Ni-Al- Si alloys, the mechanism of solvent removal was suggested

to change from Nabarro- Herring creep to pipe diffusion as the Si content increased (Yi

et. al. 1994).

The second part of this work examines for the first time the morphology,
orientation relationships, and interface dislocation structures of TiN in Ni. Unlike
interfaces made by hot pressing together the ceramic and metallic components, interfaces
produced by internal nitridation or oxidation are governed by nucleation and growth.
Nucleation of TiN in Ni should select low energy interfaces, free of defects due to
processing. A study of these interfaces is important from both a theoretical and an
industrial point of view, the latter given the appearance :of TiN/metal or

TiN/semiconductor interfaces in many industrial applications. -Some examples of the



utilization of TiN/metal interfaces are:

- 1/ TiN is used both for precipitation hardening, and for austenite (yFe) grain size control
during hot rolling of alloy steels. :{i/TiN makes an ideal model System for yFe/TiN due
to the similarity in lattice parameter and identical crystal structure in the two systems and
does not possess the observational complications attendant upon the fcc-bee tiansformation

in Fe.
2/ TiN is used in cermets to reinforce Ni- based alloys.

3/ TiN is used as a hard coating in the aerospace industry and as a diffusion barrier
| coating in the electronics industry. In these applications TiN is usually deposited by one
of any number of vapour deposition techniques. Defects in these systems are important
in that they may become short circuit diffusion paths, or facilitate reduced adherence to

the substrate.

In chapter 2 of this thesis the established ideas of internal oxidation are
briefly reviewed. The less well known development due to Kirkaldy (1969)(1971) along
with the analytical modifications by LaFlamme and Morral (1978), and Ohriner and
Morral (1979) are used as a starting point to analyze both internal oxidation and the

transition to external oxidation. A finite difference (FD) program based upon these ideas



is presented and compared with previous experimental and theoretical work.

- Geometrical models of interface structures are also reviewed in chapter 2.
Primary and secondary O-lattice theory, near Coincidence Site Lattice theory (CSL) and
plane matching theory are presented. It will be demonstrated that many types of

metal/ceramic interfaces have coincidence-site-lattice relationships,

Chapters 3 and 4 will describe the experimental procedures and
experimental results respectively. Scanning Electron Microscopy (SEM) and Energy
Dispersive X-ray (EDX) analysis were used to measure the diffusion profiles of the metal
solute, These profiles are compared with predictions from the finite difference algorithm.
Transmission electron microscopy (TEM) both in bright field and in weak beam dark field
was used to study the interfacial structure between TiN and Ni. Chapters 5 and 6 present
the discussion and conclusion portions of this document, respectively. The diffusion
results are analyzed with respect to the proposed finite difference model while the
interfacial structures are analyzed in terms of the theories presented in chapter 2. Good
closure was obtained between theory and experiment in the case of the nitridation studies,
Although the interface exhibited structures that couid be described well by near CSL
relationships, O-lattice theory, and Plane Matching theory, no one theory could account
for the number of observed orientation relationships. Recommendations for future work

are presented in Chapter 7.



Chapter 2

Literature Review:

2.1: Internal Oxidation:

When a noble metal A alloyed with B, is placed in an atmosphere
containing a reactive gas C, the gas may dissolve in the alloy to a concentration in excess
of-the solubility product K and precipitate as BC. If the gas is oxygen then the process
is cbmmonly known as internal oxidation (Rapp 1965), (Swisher 1971). Alternatively a
compact BC phase may form on the surface of the material or a combination of the two
phenomena may occur. A schematic diagram of these two extremes is shown in Figure

2.1.1. The depth of the internal oxide front ¢ is given by Wagner (1959) as

g2-

2D XS
f
Xy 2.1.1)

where Dy is the diffusivity of the gas species, t is time, » is the stoichiometric ratio of the
gas to the metal atoms in the precipitate, XS is the gas solubility in the alloy (atom
fraction) and X,e is the original metal solute content (atom fraction). The concentration

profiles of metal and gas are shown schematically in Figure 2.1.2. Precipitation is
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Figure 2.1.1: Schematic Diagram of a) internal oxidation b) superficial oxidation.
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solute (B) during internal oxidation.. Swisher (1971)
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conjectured only to occur at the subscale/metal interface at x=£, _This has the consequence
that when metal solute counter diffusion is significant a uhiform distribution of

precipitates is predicted (Wagner 1959), (Swisher 1971).

The virtual path concept (Kirkaldy and Brown 1964), (Dalvi and Coates,
1972) on the ternary phase isotherm is useful in understanding the possible reactions
between B and C. These are shown in Figure 2.1.3 for four different diffusion paths.
The dog-leg portion of the diffusion paths is predicated upon the on- diagonal diffusivity
relation De>>Dyy( where CC and BB represent the gas and metal respectively). Paths
11 and 111 imply supersaturation, leading through an instability to the appearance of a non-
planar interface or internal precipitates, the volumetric mix being qualitatively determined
by the penetration of the virtual path into the two phase field. The evolution of
morphology as the alloy content is increased is: I- stable ¥ + gas: II- v with internal

precipitates: 1II- superficial scale + ~ + internal precipitates: IV- superficial scale + 1.

Kirkaldy (1969)(1971) constructed a pair of Fickian second order
differential equations describing the counter diffusion of the gas and metal, the
precipitation effect being represented by a sink or source term controlled by the solute
solubility product of Figure 2.1.3. For equimolar compounds like BC, Kirkaldy’s

relationships are:



L

L.
Y o
(I) i TR v Sb T T(')O
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Figure 2.1.3: Virtual paths on ternary isotherm: I- v + gas: II- internal oxidation III-
mixed internal/ external oxidation IV- superficial oxidation.



P _._p FC. (2.1.2)
ot C a2 a

2 . .p, FB.B

ot B a2 o (2.1.3)

where Dy, D, are the diffusivity of the metal solute and gas respectively, p is the number
of moles of precipitate per unit volume, C is the concentration of solute gas species
(moles per unit volume) and B is the concentration of solute metal species (moles per unit
volume). For large precipitate fractions this would also require a diffusion blockage term

of order (1-V,) where V, is the volume fraction of precipitates (Kirkaldy 1971).

Kirkaldy (1969) succeeded in predicting the distribution of MnS particles
in Fe produced within a MnS/Fe diffusion couple similar to Path III of Figure 2.1.3.
Assuming a linear solubility product (i.e. B = -mC + constant, where the slope |-m| was
considered to be large) he was able to couple and then integrate Equation 2.1.2 or 2.1.3

to obtain Equation 2.1.4, which described the approximate distribution of these particles.

X

P(x,r)- Ds C(I)erfc( i (2.1.4)

Dy DB




10
where C(I) is the scale/ alloy interface composition

This approximation clearly represents a nonuniform distribution of particles
in the subscale which may represent a local average over the original alloy content. For
relatively diiute solutions one is justified as with equations 2.1.2 and 2.1.3 in neglecting
ternary interactions, although these interactions (through Wagner interaction coefficients),
may otherwise have a significant effect on the solubility product (Zou and Kirkaldy,
1990). Equation 2.1.4 has its limitations since the solubility product has been assumed
to be small. Furthermore it cannot be used directly to solve for the distribution of particles

under purely internal oxidation conditions, i.e. when Dy—0.

When Equations 2.1.2 and 2.1.3 are equated and coupled with a solubility
product of the form K=BC and higher order derivative terms are neglected one obtains

for the gas species:

aC D, EQZ_Q[K+C2 4

(2.1.5)
& CHK ]

where ¢ =D /Dj.

Assuming with Ohriner and Morral (1979), K>>C? and D=0, their equation
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tn
'

for C is recovered

€ Dec. 2C (2.1.6)
& K ax?

In a similar way the concentration of B can be determined as

8B _ p &B B4Kd 2.1.7
> D, ax2[32+K] (2.1.7)

Assuming with Ohriner and Morral (1979) that B>>>K but removing the
restriction of Dg=0, one obtains for B
aB KD.. #B

— C
R Tre

(2.1.8)

From Equation 2.1.8, it can be seen that the metal solute diffusion profile
will be invariant for constant KD.. Therefore measurement of the metal diffusion profile
will yield KD, values as opposed to individual values of K or D¢. This is analogous to
Wagner's limiting case solution (Equation 2.1.1) for oxygen diffusion controlied internal
oxidation. In this case the depth of the internal oxidation front is invariant with constant
(XSDy)*, so that only the product X°D; can be determined from an internal oxidation

experiment. Furthermore if (KD/B2)/Dy<0.1, where B, is the interfacial composition of
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B, the terms in equation 2.1.8 dependant on the gas diffusivity will become negligible and
external oxidation will result. This limiting condition has an error function solution for
the solute B (Wagner 1952), characteristic of superficial oxidation of an A-B alloy where

B is dilute and much more reactive than A

o

B=B,+(B°-B)erfl—>—] (2.1.9)
2Dy)

N

where B° is the original alloy content. This unique analysis through equation 2.1.8 is a
precise way to view the transition from internal to external oxidation as opposed to a
criterion based upon a critical blocking fraction of precipitates (Wagner 1965) (Rapp
1961). Equation 2.1.8 shows that for a varying interfacial composition there is an
adjustable balance between the inward diffusion of the gas species and the outward
diffusion of the solute which favours a superficial scale. This balance becomes unstable
at some critical mole fraction. Therefore knowing Dy, D, and K, estimates can be made
of B;. This value sets a lower bound for the alloy concentration (B°) needed to achieve
external oxidation. Guan and Smeltzer (1994)(1994a) (1994b), based on a knowledge of
the rate constant k_ for oxidation, have also looked at criteria for precipitation of a second

solute underneath a pre-existing oxide layer, based on the earlier work of Wagner (1968).
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2.1.2: Solvent Removal:

Although the displacement of solvent atoms in the form of "nodules’ on the
surface of internally oxidized samples was observed by Darken in 1961, it was not until
Mackert et. al. (1983) suggested that Nabarro-Herring creep could be the mechanism for
removing solvent to the surface that debate began as to the actual rate determining step
in ir;temal oxidation. Since then Gurusway and co-workers (1986) and Yi and co-workers
(1994) performed a series of experiments in an atterriﬁf to determine the mechanism for
this behaviour. The experiments involved measuring the weight gain of samples during
oxidation as a function of time” and temperature and converting this information to
activation energy data. A strict interpretation of Equation 2.1.1, would imply that the
measured activation energy must be equal to the activation energy for oxygen diffusion.
In contradiction to this the activation energy was found to be higher than for interstitial
solute diffusion. Activation energies were calculated from models of pipe diffusion (i.e.
along dislocation cores) as well as for Nabarro- Herring creep. Comparisons to the
experimental results suggested that dislocation pipe diffusion was the operative mechanism
in Ag- In alloys (Gurusway et. al. 1986), while the mechanism was found to change
from Nabarro-Herring creep to pipe diffusion as the Si content increased in Ni-Al-Si
alloys (Yi et. al. 1994). These results have important implications since they cast doubt

on numerous determinations of gas diffusivities using internal oxidation.



14

2.1.3: Finite Difference Approach

The concentration of the gas, metal and precipitate can be solved directly
by a finite difference approach. The algorithm adopted in this work is shown in Figure
2.1.4. The essential feature of the program is that it uses the finite difference form of
Fick’s Second Law (Press et. al. 1992). For example the gas species concentration is

written for C(At) as:

A
Ch =D
) ‘@

I)Z(C(J+1)—2C(J)+C(J—l)) +CY  (2.1.10)
X
where C(J)' is the composition at position J at time t+At, C(J) is the composition at
position J at time t and Ax, At are increments of position and time respectively. The

computational stability of Equation 2.1.10 requires that
2D —=1 (2.1.11)

The program first sets the semi - infinite boundary conditions. The gas
species is sequentially allowed to diffuse into the material. At each point a check is made
of the solubility product. If it is exceeded the number of moles of solute and gas which
are consumed as well as the number of moles of the precipitate phase created are

calculated. The concentration of gas and solute are confined to the phase boundary by



15

Finite Difference Program

set boundary conditions

Y

calculate gas concentration

sink terms

yes ¥
e K?
yno

| calculate metal profile

Y

end

Figure 2.1.4: Computer algorithm for finite difference program.
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the solubility product. Effectively the program creates and collapses the virtual diffusion
path with each iteration in At. The mass balance is carried out in the following manner

for the reaction:

[B] + x[C] = BC, 2.1.12)

The conservation of mass requires that 1/x(C°-C")=(B°-B")= émy, where C° and B are the
known gas and metal composition respectively in moles/cm®, C' and B' are the unknown
gas and metal composition in moles/cm’, and 8mg, is the number of moles of precipitate
formed (moles/cm?). This, coupled to the appropriate solubility product, BC*= K, allows
for the solution of the mass balance, and the resulting concentration of both the gas and
solute species. The counter diffusion of the metal solute species is then calculated by
another finite difference scheme. The program ends after performing the required number
of iterations (typically 10° for the experimental times chosen). This direct solution for the
mass balance is similar to the one used by Zou and Kirkaldy (1991) in their study of
carbonitride precipitation in steel. This approach has the advantage that the mass balance
is explicitly performed in each iteration. Some of the pitfalls of integrating Equation
2.12 or 2.1.3 directly_, to obtain the distribution of particles have been discussed by

Buchmayr and Kirkaldy (1991).

The input parameters required are: the diffusivity of the solute and the gas,
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the solubility product K, the original solute concentration, the gas or solute concentration
at (or near) the interface and the Wagner interaction coefficients if necessary or available.

" The full program includes the blocking terms (1-V,)), which accounts for the reduced areas

for diffusion as precipitates form.
Although the simplest type of internal oxidation reaction, one solute
reacting with one gas species, was cxamined, additional species may be readily

incorporated into the finite difference algorithm.

2.1.4: Test of Program:

Ohriner and Morral (1979) found an analytical solution for the amount of
precipitate in the subscale based on Equation 2.1.6, with the restrictive condition that the
solute is immobile in the alloy (D;=0). Their results for the distribution of particles is
shown in Figure 2.1.5 for a gas saturated alloy. As can be observed the distribution of
particles will depend on the solubility product. They recognized that the case of a low
solubility product a=1 (where a=1-K/C*B® and C® is the surface concentration of gas)

corresponds to Wagner’s case for oxygen controlled internal oxidation (Equation 2.1.1).

The computer generated results for the same experimental conditions with a gas

saturated and unsaturated alloy are shown in Figures 2.1.6a and 2.1.6b respectively. The
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Figure 2.1.5: Normalized precipitate volume fraction as a function of reduced distance.
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Figure 2.1.6: The Finite Difference Algorithm Results after Ohriner and Morral’s analysis
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agreement with the gas saturated case of Ohriner and Morral (1978) is excellent (Figure
2.1.5a). The unsaturated alloy was found to behave like the saturated one at a low

solubility product (i.e. a=1), but as the solubility product increased (i.e. @<1) it becomes
difficult to saturate the alloy. Hence_ only surface particles are found as a—0, in these
materials (Figure 2.1.5b). An important point to note is that even when an alloy is not

saturated with gas, Wagner’s solution (Equation 2.1.1) still applies for a low solubility

product K.

The results of Swisher (1968) for the internal sulphidation of Fe-Ti
provides a good test of the theory since the diffusivity of Ti (Moll and Oglivie 1957) and
S (Hoshino and Ataki 1970} in yFe have been measured independently and the solubility
product and boundary conditions can be determined directly from Swisher's experimental
data. A comparison is made between the measured concentration profile of Ti and that
calculated using the finite difference program in Figure 2.1.7 for both TiS, and TiS
formation (the composition of the sulphide phase was not analyzed). The agreement
between the calculated and experimental Ti profile is excellent for TiS formation,

suggesting strongly that this was the precipitated phase in this system.

The distribution of MnS particles in Fe, formed from an Fe/MnS diffusion

couple was calculated using Equation 2.1.6 (Kirkaldy, 1969) and compared with the finite
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difference results in Figure 2.1.8 for différing Ax and At. Good agreement is obtained
between the two solutions for the distribution of MnS in the subscale at all values of At

- o o . .
and Ax. A surface artifact is noted as a function of step size Ax. The smaller the step

—srt !L‘

size the greater is the apparent surface concentration, but at the same time the results are

I S et
o ety

unaffected in the fi\nterior of the alloy. Larger step sizes tend to “average out’ surface

concentrations. There is no effect of step size on the concentration profile of Mn.

The program’s ability to deal with ternary interactions is assessed in Figure
2.1.9. A variation of Darken’s (1948) classic experiment is rccreated. A gradient in Si
provides the driving force for C diffusion through a strong ternary interaction between Si
and C. The results are compared with the analytical solution (Kirkaldy 1957) for this

exact case. The diffusional cross term Dy was obtained from (Kirkaldy and Purdy 1969)

as

Dey=XcecpDec (21.13)

where X, is the mole fraction of the gas , &, is the Wagner interaction parameter and
Dgc is the on-diagonal diffusivity of the gas C. An average value of X and therefore D
was assumed for the purposes of calculation. Once again excellent agreement was

obtained between the numerical and analytical approach.
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Figure 2.1.8: Mn profile and Mn$ distribution after 6 bours at 1050°C. Solid line is
based on equation 2.1.4. The dashed lines are for these exact conditions using differing
Ax and At values.
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Figure 2.1.9: The computer generated results for C diffusion under a Si concentration
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are from Kirkaldy’s (1957) solution for this exact case.
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Finally a sensitivity analysis was performed as a verification of both the
* finite difference approach and the theorgtical developments outlined in the previous
section. Two main predictions were made'therc. The first was that the diffusion profile
- of the metal solute should be invariant with constant KD.. The second was that the
diffusion profile of the metal solute will approach an error function if (KD/B,2)/Dy<0.1.
These conclusions are in agreement with calculations, shown in Figure 2.1.10 for various
combinations of KD, keeping B, and D constant. The negative deviation from error
function behaviour with increasing (KD/B3?y/Dy is a consequence of greater internal
precipitation. It should be realized that by changing D, the shapes of the profiles will

change substantially.
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Figure 2.1.10: Sensitivity analysis pertaining to internal precipitation effects. Each profile
represents a constant value of (KD/B2)/Dy for constant B; and D,. The points on each
curve represent differing order of magnitude values of K or D, but still maintaining the
product KD, constant, The dashed line represents the error function solution for external
oxidation (equation 2.1.9) which is approached by the (KD/B2)/Dy =0.1 curve. With
increasing (KD<B2)//D; the profiles are increasingly deflected from the error function
solution due to internal precipitation.
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2.2 Geometrical Models of Interface Structures.

Introduction:

One of the simplesi and most general approaches to the understanding of
interface structure is a geometrical one. In this chapter the commonality of dislocation
models, O-Lattice theory, coincidence site lattice (CSL) theory and plane matching theory
of interfaces will be outlined. Examples of interphase boundary structures (particularly

of metal/ceramic systems) will be considered at the end of this section.

2.2.1: Dislocation Models:

Prior to 1940 a grain boundary was envisioned as an amorphous layer
separating the two crystals adjacent to it. At this time Bragg and Burgers (1940) proposed
a model for low angle grain boundaries. This model regarded the two crystals as
juxtaposing in such a manner that the misfit between them was locally accommodated by
an array of dislocations forming an interface. This is illustrated in Figure 2.2.1. for a
low angle tilt boundary. ( A pure tilt boundary is one in which the rotation axis is in the
plane of the interface. A pure twist boundary has the rotation axis normal to the

interface). The dislocation spacing, D, is given by
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. D=b/(2sin8/2)=b/0 (2.2.1)

where b is the lattice parameter (which is also the Burgers vector of the edge dislocation
in this case) and 6 is the angle of rotation. The energy (E) of such an array of

dislocations was first determined by Read and Shockley (1950), with the result that

E=1,6(A4,-Inf) (2.2.2)
where
7,=Gbldw(1-0) (2.2.3)
and
A,=1+In(bf27r,) (2.2.4)

A, is regarded a constant which is material dependent and found to be around 0.23 for
some metals (Brooks 1952), .ro is some arbitrary cut off distance which accounts for the
core energy of the dislocation, G is the shear modutus and ¢ is the Poisson ratio. The
solution to this equation is shown by the solid line in Figure 2.2.2. There are several
intractable problems to thi.s approach. For example when 0=15°, the spacing between
dislocations is approximately 4a (where a is the lattice parameter). At this separation the
core regions are considered to overlap, so that the superposition of single dislocation

energies is no longer valid. In fact in many systems the energy is found to be
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Figure 2.2.1: Schematic Diagram of a simple tilt boundary.
(Forwood and Clareborough 1991)
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Figure 2.2.2: Energy of a simple tilt boundary. The solid line is the solution to
Equation 2.2.2, while the dashed line is predicated by the hierarchial dislocation

model. (Fletcher 1971)
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| independent of orientation beyond about 20°. Furthermore the energy plot should contain -
cusps and be symmetrical (the crystals are equivalent at rotations of 0° and 90°). In
contrast, the calculation shows a maximum ;{at about 30° and negative energies beyond
70°. Since dislocations must occur on atomic planes cusps should also appear when
tanf=1/n, where n is an integer. Deviations from these exact angles are accompanied by
an additional superimposed grid of "second order’ dislocations which increase the energy

around each cusp (dashed line in Figure 2.2.2) (Read and Shockely 1950). Energy cusps

will be further explored in the coincidence site lattice (CSL) theory.

Van der Merwe (1950)(1963) obtained the same functional form (Equation
2.2.2) for the energy of a misfit, tilt and twist boundary using a different approach. A
sinusoidal potential was assumed for the inter-atomic interaction between the atoms and
linear elasticity theory was used to calculate the strain energy on either side of the
interface. The advantage of this approach is that it solves the energy of the core of the
dislocation explicitly. The results of a calculation of energy versus misfit (8) is shown
in Figure 2.2.3, where the energy rapidly increases near zero misfit. Van der Merwe went
on to show that below a critical thickness it was energetically favorable for the interface
to remain coherent as opposed to forming dislocations. This has important implications

for small elastically constrained crystals and in strained-layer semiconductor work.
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Figure 2.2.3: Interfacial energy versus misfit. Curve A shows the elastic strain energy

in the two half crystals, curve B shows the misfit energy due to the sinusoidal

potential at the interface and C is the total energy. (Fletcher 1971)
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Frank (1950) developed a general treatment for the tdlaI;Burgers vector
content of a grain boundary. Since the energy of an interface scales with its Burgers
vector content favorable interfaces should correspond to those that have the smallest total
Burgers vector content. The geometrical formation of a boundary is shown in Figure
2.2.4. A square lattice is sectioned along A'A (Figure 2.2.4a), each section is then rotated
by £6/2 (Figure 2.2.4b) about a unit vector u through O, normal to the plane of the figure.
Both lattices are extended until they juxtapose at the original cut thus forming a grain
boundary (Figure 2.2.4c) with unit normal v. A vector x is chosen in the boundary plane
extending over several unit cells. The net Burgers vector intercepting x can be found in
the following way, using the finish/start right hand (FS/RH) convention, with the closure
failure being made in the perfect lattice. A Burgers circuit is started at S in Figure 2.2.4c,
1.e. the end point of x, extends through lattice (+) to the origin and then returns through
lattice (-) to the point F which is coincident with S. In the reference lattice (Figure
2.2.44d), the first part of the circuit 8O, is represented by S,0 and the second part of the
circuit OF is represented by OF.. There is a closure failure FS,=B in the reference
lattice and this defines the net Burgers vector of those dislocations which are intersected

by the vector x. In general the vector x can make any angle with u and therefore.

B=2sin(0/2)(x \u) ] (2.2.5)
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and with respect to Figure 2.2.4e,

|B|=|x}2sin(6/2)sine (2.2.6)

This analysis can be geheralized to any interface boundary (Bilby 1953)

with reference to Figure 2.2.4d. The net Burgers vector is

B=F.S =0S,-OF. 2.2.7)

If R, is defined as the rotation (u,+6/2) which transforms the reference

lattice into (+), and R_as the rotation (u,-6/2) which transforms the reference lattice into

(-). then
0S.=R” x (22.8)
OF =R x
so that
B=(R -1+-R —l_)x (229)

If lattice (+) is taken to be the reference lattice then

B=(I-R Y)x (2.2.10)
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Figure 2.2.4: Schematic illustration of the derivation of the net Burgers vector B

crossing a vector X in a planar grain boundary AA’ with unit normal ». See text for
details.(Forwood and Clareborough 1991)
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where R is the rotation which transfonn; lattice (+) into lattice (-) and I is the identity

matrix. This approach is easily generalized to any transformation A which transforms

lattice (+) to lattice (-)

B-‘—‘(I—A —l)x (2211)

As will be shown in the next section this is equivalent to Bollman’s O-Lattice approach.

2.2.2: O-Lattice Theorv:

Instead of regarding the dislocations as being continuous, Bollman (1969)
took the dislocations as being discrete lattice vectors. Since Bollman’s procedure will be
emphasized throughout this work, we will develop this procedure and give a sample
calculation so that the reader may become familiar with the method. The two lattices,
1(+) and 2(-), are envisioned as having a common coordinate origin and allowed to
interpenetraie and fill all of space. Analogous to Bilby’s approach a transformation A can

be defined relating the nearest neighbour atom positions of the two lattices near the origin

x@=Ax® (2.2.12)

where x"" and x® are vectors of lattice 1 and 2 respectively. Bollman postulated that
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there are certain equivalence classes of positions in the two lattices, which need not be

atom positions, termed O- lattice points X®.

x B(C Dy=x W(C Wy+p=x ©(C) (2.2.13)

where the C? and C® refer to the equivalence class positions and b, are the Burgers

vector. Relating Equation 2.2.12 to Equation 2.2.13 yields

x ©@=41x©@.p, (2.2.14)

and

b=(I-AH)x@ (2.2.15)

Comparison of Equation 2.2.11 with 2.2.15, shows the similarity between

Bilby’s and Bollman’s approach. The solution of the O-lattice is therefore

x©=(I-A 1)p, (2.2.16)
or

x(")=T‘lb, (2.2.16a)

where

T=(I-A ™) (2.2.17)
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The positions répresented by the O-lattice points are therefore positions of

best fit. The positions between the O-lattice points aré;"Ec;;nsequently positions of worst
fit and are idealized to collapse into cell walls. It is the intersection of the boundary with
the cell walls that becomes the dislocation network. Once the boundary plane is chosen,
lattice 1 and 2 are then allocated to their respective sides of the boundary. There are
several problems with O-lattice theory. First, the choice of the transformation A may not
be unique. Second, the regions of poor misfit may not collapse to form discrete
dislocations. Finally, for ipterphase boundaries it is often not clear which of the two
crystals should be used as ];clttice 1 and therefore which Burgers vectors should be used.
Despite these uncertainties O-lattice theory bas been successful in predicting dislocation
structures in a number of systems particularily those of FCC/BCC interfaces (Bollman

1974).

An sample calculation will be given of a simple rotation about [001] of a
unit cube lattice to illustrate the O-Lattice method. The transformation in this case is a

rotation R given by

A=R=’°°'°’9 ~siné (2.2.18)
sin@ cos#
1

112 (1/2)cotan (6/2)‘ (2.2.19)
-(1/2)cotan(8/2) 1/2
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If cotan(§/2)=3 (this is also a CSL relationship), shown in Figure 2.2.5, the

O-lattice becomes

xoo 12 3/2|é 0 (2.2.20)
32 120 1

o 12302
-312 172 (2.2.21)

where the basis vectors of the O-lattice are represented by the columns of Equation
2.2.21. The columns of the identity matrix I in Equation 2.2.20 represent the Burgers
vectors of the simple cubic lattice. Every other O-point "0’ is also a coincidence site 'C”
position in this particular example (Figure 2.2.5). The O-lattice will be a point lattice for
rank (T)= 3, a line lattice for rank (T)= 2 or a plane for rank (T)= 1. Because rank (T)=
2 in the preceding example, each O’ or *C’ point depicted in Figure 2.2.5, represents a
line in the [001] direction. The space between these O-lines is now envisioned as
containing the cell walls and consequently the dislocation lines. In this example the
spacing of the dislocations lines is approximately the same size as that of the unit cell,
When this situation arises it is perhaps more realistic to consider the interface in terms of

coincidence site lattice (CSL) theory.
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2.2.3: Coincidence .Site Lattices:

It was shown in the previ-ous section (by way of example) that the CSL is
a subset of the O-lattice. This is useful in that the O-lattice procedure may be used to
determine CSL positions. In crystals of differing structure it is difficult to obtain exact
coincidence between lattice points. The O-Lattice procedure can then be used to
determine the configuration of the ’second order’ or secondary dislocations whig_h.l
accommodate the misfit between near CSL points of the two crystals. The triinsformati};{;l
Acgy, is this case is the one which maps the near CSL unit cell of iag;ice 1 (M,) into the
near CSL unit cell of lattice 2 (M,). The translation vectors are the DSC (displacement
shift complete) vectors. These vectors act as effective Burgers vectors and have the.
property that by displacing any one of the lattices by a DSC vector the complete ncar
CSL pattern is recreated but shifted. The DSC vectors can consequently be of lower
magnitude than the Burgers vector of the crystal. The reciprocity relationship states that
the CSL in reciprocal space is the DSC lattice in real space and conversely the DSC
lattice in reciprocal space is the CSL in real space (Grimmer 1974).  The method of
Bonnet and Durand (1975) can also be used to determine the DSC lattice. Consider the
example shown in Figure 2.2.6, of the near coincidence cells M, and M, which have been
separated into their respective DSC-1 and DSC-2 lattices (Balluffi, Brokman and King

1982). These DSC lattices can be determined in the following way. A transformation



Acq is defined such that

M. M, 2.2.22
XM= XM (2.2.22)

and a new lattice 2’ is Eéﬁned as
X¥=A, X2 (2.2.23)

As pointed out by Bonnet and Durand (1975) a DSC-1 lattice is formed by
taking the difference (or sum) of the trg_nslation vectors of lattice 1 and 2'. A DSC-2
laﬁice can be defined in a similiar manr;;er between lattice 1’ and lattice 2. The DSC-2
lattice can also be obtained from the DSC-1 lattice by applying the A transformation.
This leads to an interpretation of interphase boundaries as a semicoherent boundary
between the DSC-1 and DSC-2 lattices (Balluffi, Brokman and King 1982). The DSC
lattice determined by these various means, however, may not be unique. For example
Forwood and Clarebrough (1989) using image simulation techniques found for a fec/bee
interphase boundary that the Burgers vectors were not the primitive basis vectors of the

DSC lattice but a sum of multiples of the these vectors.

A sample calculation (Bollman 1982) will be shown for the secondary O-

lattice between Al (fcc, a=4.04A) and AISb (ZnS-structure, a=6.13A) forming a cube on
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cube orientation relationship, with a (001) boundary plane. The structure of AISb can be
interpreted as two fcc lattices one of Al and the other of Sb displaced by [1/4,1/4,1/4].

The near CSL unit cells are identified from the fact that 3a,2a,,q, and taking Al as

lattice 1, with Al atoms taken to be the origin in both lattices. The CSL transformation N
is
1.01155 0 0 5524
Aggs 0 101155 0 (2:2.29)
0 0 1.61155

The equation for the secondary O-lattice becomes

Xsec=(I_ACSL-1)-1DSC (2.2.25)

Therefore

757 0 0 [1.01 1.01 1.01
X*= 0 8557 O -1.01 1.01 0 (2.2.26)
0 0 8557 0 0 101

The DSC-1 vectors are given by the columns of the second matrix in
Equation 2.2.26 (i.e. b=[1.01 -1.01 0], b,=[1.01 1.01 0] and b,=[1.01 0 1.01]). These

represent the difference vectors between the Al and the AISb’ (a5, = 6.06A) lattice. The
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secondary O-lattice is therefore.

88.45 88.45 88.45
Xs={-88.45 8845 0 (2.2.27)
0 0 8845

A diagonal square dislocation nctwork of edge dislocations is predicted

from Equation 2.2.27 and is shown in Figure 2.2.7 for a (001) boundary plane.

Measurements of boundary energy often show that the lowest energy
boundaries are those having a large number of coincidence lattice points. Tho D
designation is often used to descibe CSL boundaries and refers to the ratio of the volume
of the CSL unit cell to the volume of the crystal unit cell. The grain-boundary energy
of Al as a function of misorientation is shown in Figure 2.2.8, where sharp cusps can be

observed at 'special’ low ¥ values (Otsuki and Mizuni 1986).
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2.2.4: Plane Matching Theory:

Plane matching theory has been shown to be the one dimensional analogue
of O-Lattice thé‘ofy (Bollman 1974). Furthermore Balluffi and Schober (1972) have also
suggested that plane matching theory can be interpeted as a limiting case of the CSL
model in certain instances. In plane matching theory Pumphrey (1972) ascertained that
crystallographic planes of low index may match particularly well across an interface. The
misfit may be accommodated by ’plaﬁe matching dislocations’ whose spacing and
orientation are given by the Moiré spacing formulae (Equations 2.2.28 and 2.2.29). This
is shown by the Moiré pattern in Figure 2.2.9, where the coarse set of fringes are
interpreted as being dislocations. The spacing (D,,) and orientation (sinp) of the

dislocations are given by

D= 5.5,
" (S]2+S22 - 2«5’,52005 9)1[2 (2.2.28)
inf
sin p= o0 (2.2.29)

2,02 112
(5,°+5,>~25,5,c0s8)

where S, and S, are the projected spacings on the boundary plane and @ is the angle
between them. p is the angle between S, and the dislocation. The Burgers vectors of
these dislocations is given by the interplanar spacing of crystal 1. It is interesting to note

that this result was anticipated by Hirsch et. al. (1964).
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Figure 2.2.8: Grain boundary energy versus orientation for Al. (Otsuki and Mizuni
1986)

Figure 2.2.9: Moiré pattern showing plane matching dislocations. (Pumphrey 1972).
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They noted that the Moiré fringe spacing (D '~d/6) and the dislocations spacing gwen by
Van der Merwe (D={b|/8) would be identical if |b|—d where d is the interplanar spacing.
Finally it has been pointed out (Wolf 1985) that parallelism of low index planes may be

a crucial criterion for the formation of low energy interfaces.

2.2.5: Examples of Interphase Boundaries:

1) Ceramic/Ceramic and Metal/Ceramic Interphase Boundaries:
a) MgO/CdO

The remainder of this review will ‘focus on interphase structure and
orientation relationships observed in ceramic/ceramic and metal/ceramic systems since
these are closely related to this work. There is a set of experiments referred to as rotating
crystallite experiments where a large number of ceramic or metal single crystal spheres
(about 1 um in diameter) are placed on an oriented ceramic substrate and annealed at a
suitable temperature. If the temperature is high enough the particles may rotate into low
energy positions which can be determined by X-ray diffraction or electron diff'raction
techniques. The distribution of cuboidal CdQ particles bounded by {100} faces produced

by a ’smoke technique’ collected on a heated (100) MgO substrate are shown in Figure
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2.2.10 as a function of orientation (H. Mykura and co-workersﬁl980). There is clea-‘rly a
non-uniform distribution of Eartlicles as a function of orientation, with conspicuous gaps
in the distribution of these particles. Schematic diagrams of the hypoth.‘etical atom
positions for some of these orientations on (IOO)IZ.are shown in Figure 2.2.11 with respect
to Figure 2.2.10. In Figure 2.2.11 the positions labeled 'C’ are the near coincidence sites

(between like ions) of the two interpenetrating lattices (these are also O-lattice points).

The positions labeled *A’ refer to anti-coincidence points (coincidence between unlike

charged ions) énd are not O-lattice r_points. The areas between the 'C’ points are
envisioned as collapsing to form primary dislocation structures with a spacing in the order
of the unit cell, suggesting that CSL theory may be more appropriate in this situation.
A closer examination of these patterns is instructive. The schematic diagram for a
misorientation of 7.5° corresponding to the first preferred orientation on (100)MgO is

shown in Figure 2.2.11a. Figure 2.2.11b.shows the *forbidden’ orientation at 10.5°,

Figure 2.2.11c shows the pattern at 23° while Figure 2.2.11d corresponds to the forbidden

orientation at 26.5°. Although small CSL units are observed at 10.5° and 26.5°, these
orientation relationships were not observed. The reason is that these CSL relationships
form a high density of "anti-CSL’ points, i.e. between triangles and squares in Figure
2.2.11. Furthermore there are no positions of anion coincidence (taking the cation as
origin). The CSL corresponding to rotations of 7.5° and 23° have the symmetry of the
NaCl structure with both anion and cation coincidence occuring in equal numbers. It

would appear that interfaces of low energy try to preserve the symmetry of the original
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crystal as much as possible. ' The small peak (Figure 2.2.10) at a misorientation of 0°
(known as the cube on cube prientation relationship) was also observed, despite the
appearance of ’aﬁii-CSL’ sites .l;.etween the CSL points (Figure 2.2.12). O-Lattice theory
in this case predicts that the ’anti-coincidence’ sites would correspond to the ’dislocalcd’
regions at the interface. Although many of the peaks in distribution were CSL
relationships, the I values for many of these orientation relationships (Figure 2.2.10) were

in excess of 50, indicating that local minima in interphase boundary energy can be found

with relatively high I values.

b) NiQ/Pt System

In a study of hot pressed polycrystatline Pt to (100) NiQ, Shiue and Sass
(1991) found four different orientation relationships. These were 1/ (001),, [ (001)yq
£110]; || [110)y; (cube on cube); 2/ orientation relationship I with a 0.5° to 3° rotation
about [001]; 3/ (123),[(001)yo with [210], 12° away from [T10]y, and
4/(T14)r: || (001)yic with [110],, 8° away from [100]y,. They were able 1o observe
primary O-Lattice dislocations with high resoltiiiv ciectron microscopy. What “was not
stated in their work was that orientations 1,2,3,4 were also CSL relationships. Schematic
diagrams of orientations 3 and 4 are shown in Figures 2.2.13a and 2.2.13b respectively.

The CSL unit cell is taken between like cations. At the center of these
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CSL units is an ’anti-CSL’ position, which does not appear to unduly increase the energy
of these interfaces in contrast to many of the MgO/CdQ interfaces. 1t is noteworthy that
interfaces were produced with high index planes which would indicate that in these
systems low energy interfaces need not always be composed of low index planes between
the constituent crystals. In these cases, however, the interface might be expected to be

stepped.

¢) Cu/MgO and Pd/MgO

i) Rotating Cu Crystallites on MgO

In rotating crystallite experiments Fecht and Gleiter (1985) found only the
cube on cube orientation relationship ((001)c, [| (001)y,o with [110]c, || [110]y,0) shown in
Figure 2.2.14. This result has fuelled arguments (Sutton and Balluffi 1991) that low
energy interfaces cannot be judged solely on a geometrical basis, since other near CSL
relationships shown in Table 2.2.1 for Cu/MgO were not observed (I refers to the number
of CSL points in the boundary plane per unit lattice parameter, ¢ refers to the maximum

strain required to reach an exact CSL relationship, M and I refer to the metal and the

wl
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oxide component respecti{r'ély).

Table 2.2.1

Possible CSL Orientation Relationships in (100)Cw/(100)MgO
Orientation maximum |e[%. . I'(a,?) corrected €)%
<110>y, [| <100>, 1.3 0.08 1.1
<710>, || <100>, 1.3 0.08 1.1
<110>,, ]| <110, 03 0.04 _, 0.06
<1002 ]| <110>, 2.2 2 B -
<210> || <310>, 2.2 0.2 -

Although Sutton and Bailuffi’s argument is well justified in systems such
as CdO/Mj;0, where strong chemical effects were noted to be important (i.e., interfaces
with a largg‘ number of anti- CSL points per unit area were not observed), their argument
for the CW/MgO system is not entirely valid. There are a number of points which need
1o be addressed in Table 2.2.1. First, the strain needed to obtain the near CSL
relationships has been recalculated in column 4. For example, the value of |¢| for the
cube/cube CSL orientation relationship (6 MgO unit cells = 7 Cu unit cells) is 0.06% not
0.3% as given in column 3 of Table 2.2.1. Of the five CSL relationships listed in Table
2.2.1 only three are unique: <710>,]<100>, is identical to <210>,[<310>, and
<110>,, [ <100>, is identical to <100>y, ]| <110>,. The larger values of ¢ and T noted in

Table 2.2.1 for these duplicate orientation relationships are other near coincidence cells
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requiring greater strain. Although the absence of some of the near CSL relationships is

intriguing, it would seem to indicate that strain plays an important role in rotating

-
-

crystallite experiments. Since the strain energy scales with volume this should not be
surprising. The CSL relationship observed was the one wi}_h the least strain although not
the highest I'. Furthermore discrepancies sometimes arise in diffefé;f‘ studies; e.g.
orientation relationships not observed by one group (P. Chaudhaﬁ and H. Charbnau 1972)

have been found by others (H. Mykura and co-workers 1980).

i1) Internal Oxidation/Reduction

Internal oxidation/reductior. experiments are an excellent means of

fabricating metal/ceramic interfaces because artifacts originating from the manufacturing
process are avoided. The problem then is one of nucleation and gr;ﬁtll. The critical
nucleus size and shape is almost exclusively governed by capillarity and the system will
select orientation relationships that minimize its interfacial encrgy. In an internal
oxidation study of Cu-Mg and Pd-Mg, Lu and Cosandy (1992) observed three different
types of interfaces with high resolution microscopy. The orientation relationships
observed were of the cube on cube type with both (100) and (111) planes forming the
bounding interfacial plane in Pd/MgO. A 60° rotation normal to (111) termed a twin

configuration was also observed in Pd/MgO. Cuw/MgQ showed only the cube on cube

orientation relationship bounded by (111) planes. Misfit dislocations spaced about 22 A

P
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apart were observed. In a similar study H. Jang et. al. (1993) using atom probe field I‘éi;//
an_d high resolution fnicroscopy, determined that the terminating layer of (111) MgO
produced by internal oxidation of Cu-Mg alloys was an oxygen layer related by a cube
on cube orientation relationship to (111)Cu.” Misfit dislocations were also observed with

__an average separation of 13 A. In contrast to this in an internal reduction study of

tCuMg)o the [010]MgO || [112]Cu with (100)MgO || (11T)Cu orientation relationship was

=
observed (Backhaus-Ricoult and S.Hagége 1992). The small planar CSL unit cell for this
orientation relationship is shown in Figure 2.2.15. It is not clear why the Cu/MgQO system
shows such complex behavior. In ionic (NaCl type) crystals the (111) plane is of high
energy; it is therefore surprising that the cube/cube orientation relationship with (111)
interfaces is observed. Recent high resolution electron microscepy results in the Ag/CdO
system suggest that steps may also form at these interfaces exposing a terminating Cd

metal layer (Chan and co-workers 1994). In addition it is not understood why Pd/MgO

shows both (111) and (100) interfaces.
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2.3: Physical and Chemical Properties of the Ni-Ti-N:

The Ni—Ti-N system remains largely unexplored despite the growing interest
in this system for cermets. The 1100°C isotherm due to Binder et. al. (1991) shown in
Figure 2.3.1 is at present the only assessment of the Ni-Ti-N ternary. The Ni rich end
of the diagram remains undefined. Ni is an FCC phase with a room temperature lattice
parameter of 3.523 A (Wriedt 1991). No nickel nitride phases have been produced from
Ni and N, gas at any temperatrre. Ni;N and NigN have, however, been reported to form
from the reaction of NH, and Ni below 600°C. Furthermore, little is known about the -

solubility of N in Ni other than that it is very low. Wriedt (1991) gives the solubility as

~ 848 ppm (atom basis). The Ni-Ti system has a wide single phase region of up to 12 w/o

Ti, as shown in Figure 2.3.2, at which point the intermetallic Ni,Ti forms. The Ti-N
system has been extensively investigated. Ohanti and Hillert (1990) summarize Gibbs free
energy of formation data on TiN and Ti,N. The phase diagram (Figure 2.3.3) shows a
high solubility of N in Ti, with two nitride phases Ti,N and TiN,, where 0.3<x<1.1. The
lattice parameter of TiN as a function of composition is shown in Figure 2.3.4. Despite
the appearance of Ti,N below 1100° C, this nitride has never been observed in any of the
Fe-Ti-N interna! nitridation work (Kirkwood et. al. (1974), Wada and Pehlke (1985)).

A summary of important data on TiN and Ni are shown in Table 2.3.1.
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Table 2.3.1
Physical Properties of TiN and Ni
Properties Ni TiN
Crystal Structure fce (S.G.:Fm3m) NaCl (S.G.:Fm3m)
Melting Temperature 1453°C 3290°C
Lattice Parameter RT 3523 A 4241 A
Thermal Expansion o 13 x 10 /°C 9.35 x 10 /°C (1)
Young’s Modulus 214 GPa 599 GPa 2)
Density 8.9 g/em? 5.2 g/lem?
1 'l'ioth (1971)
{2) Portnoi, Mukaseev, Gribkov, and Levinskii (1968)
N
E-TieNa - x_
1-TiaNa - %7
a-Ti(N}
10
B-TilN) SR ARG
Ti 0 20 30 40 SO \60 70O 80 90
B-TixMi,_ x liquidus al% N i TiNia  y-MigTh . x

Figure 2.3.1: 1100° C isotherm of Ni-Ti-N phase diagram. (Binder et. al. 1991)
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Chapter 3

Experimental Procedure:

3.1: Diffusion Studies:

Ni (>99.95 % purity) and Ti (>99.5 % purity) were each vacutm arc
melted under flowing high purity argon. Carbon analysis was performed using the Leco®
combustion/ volumetric method while oxygen and nitrogen gas analysis were performed
using the Leco® inert gas fusion method with infra-red detection of oxygen and thermal
conductivity measurements for nitrogen determinations. The levels of these substances
were below the detectability limit of these instruments i.e., 50 ppm for carbon, 2 ppm for
oxygen and 1 ppm for nitrogen. The Ti and Ni were then melted together in the
appropriate proportions and reweighed to check that there was no weight loss. They were
cold-rolled to a thickness of about 2 mm, and annealed for 24 hours at 1020° C in argon.
The alloys were nominally 0.1, 0.5, 1, 2, or 5 w/o Ti. XFS confirmed that there was no
measurable loss of Ti. The major impurities in these samples were Fe, Al, and Co each
at approximately 0.015 w/o. Experiments were performed at 800°C, 900°C, and 1020°C
in nitrogen gas or an argon’ ..5% nitrogen mixture with a flow rate of 250 cm?/s at a total

pressure slightly in excess of 1 atm. Experimental times of 48 or 96 hours were chosen
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to yield easily determined penetration curves and also to ensure that transient effects

associated with heating time could be neglected.

The nitriding furnace was of a horizontal design. The gas 1rain- consisted
of Cu turnings at 375°C for oxygen removal, followed by anhydrous calcium sulpl}ale for
water removal, and sodium hydroxide- coated silica, for CO, removal. The maiﬁ body
of the quartz furnace tube had another oxygen petter consisting of steel wool in the
temperature range of 400°C to 800°C, located near the hot zone. After an internal
nitridation experiment the steel wool had a characteristic band of discolouration located
in the 600°C temperature region. Assuming thermodynamic equilibrium, this corresponds
to an oxygen partial pressure of 10 atmospheres which was calculated to be adc;‘i ate’
to prevent the oxidation of TiN between 800°C and 1020°C. Before each experiment the
system was evacuated by a mechanical rotary pump to 107 torr, and the system was then
back-fllled with argon or nitrogen. In this way the system could also be checked for
leuks. The procedure was repeated three times. At this point the Cu getter furnace was
turned on and the gas was allowed to purge the system for 36-48 hours before nitriding

could begin.

Cross- sections of the nitrided specimens were cut, then plated with NiP
for edge retention. Samples were ground and polished to at least 1um diamond or

0.05um colloidal silica and examined by Scanning Electron Microscopy (”SEM). The
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diffusion profiles Were obtained with Energy Dispersive X- Ray Analysis (EDX) with
each sample acting as its own standard. A detailed description of the methods and error
analysis will be provided in Section 3.1.1. The sample surfaces were examined in the as-
nitrided condition. The minimum detectable mass fraction of Ti in Ni was determined
to be 0.05 w/o Ti for counting times in excess of 2250 seconds. Statistical counting
errors were found to be +£10% for the high Ti alloys increasing to £20% for lower Ti

concentrations (99% confidence level).

3.1.1: Ouantitative‘chemical analysis using EDX Analysis:

One of the aims of this project was to obtain reliable concentration profiles
across the subscale. This section offers a detailed description of how this information was
obtained. Some of this information is unique to the McMaster SEM facility. The
intensity of a given X-ray peak depends not only on the concentration of that particular
element but also in a very complicated way on the conditions used to obtain that
information (Goldstein et. al. 1981). From this perspective great care was needed in
setting up the identical operating conditions on the SEM as the subscale was traversed.
An operating voltage of 20kV was found to be adequate for Ti and Ni. The specimens
were ground as evenly as possible and a zero degree tilt was used on the specimen holder
so that the working distance and take off angle (15°) did not change as spectra were

collected from various parts of the sample. In this regard it is very important that the
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working distance be set at the eucentric height.

Since the samples could act as their own standards, a ratio method
(Goldstein et. al-1981) was employed for quantification. In this method the concentration

of Ti and Ni can pe defined as:

Crn o In

_ Ti
=K T
Ni

Cyi

Since Ky 1s determined from standards cloé—e in concentration to the quantities

being measured, it can be regarded as constant. The concentrations can thercfore be

determined directly from equation 3.1 (under the identical operating conditions). The

error in Ky, values was assessed at the 99% confidence level from all the experiments
as 3% i.e.

t ﬂ"lS (3.2)
Gerr.=—2— " x100
\/EKT:'M‘

where S is the standard deviation and t is the student t value for n readings at the 99%
confidence level. A summary of the average K,; values is presented in Figure 3.1 from
all the experiments. The near constant value of Ky;; over the entirc composition range
determined in this work is justification for neglect of the so-called ZAF corrections. The
total error in each measurement, according to Williams (1984), is the error in K plus the

statistical counting error given at the 99% confidence Jevel as:



%err.=12 3‘/N>< 100
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(3.3)

N

The large error produced in some of these measurements is a consequence

of the fact that in many instances spectra were collected near the minimum detectable

mass limit. This value was determined to be near 0.05 w/o Ti as noted by the spectra

obtained from a 0.1 w/o Ti standard alloy (Figure 3.2). Note the long counting times (25

minutes live time) involved in collecting a statistically significant signal at these

concentrations.
Lo
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Figure 3.1: Summary of average K values determined from various experiments.
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3.2: Flectron Micriscopy:

it

A Philips’ CM12 TEM operating at 120 kV, equipped with a dollble tilt
holder was used in this study. The sample preparation was essentially the same as in the
previous section except that the 0.1 Ti w/o alloys were additionally cold rolled to a
thickness between 300 and 400 pm to facilitate TEM foil preparation. These foils were
once again annealed in Ar gas before nitriding. After nitriding, at 900°C or 1020°C, 3
mm discs: were spark cut, ground to between 150 um and 200 um in thickness and
electropolished at 0°C, with a voltage of 20 V in a solution of 10% sulphuric acid in

methanol.

3.3: Additional Techniques:

In order to ascertain the composition and crystal structure of the
precipitated phase a variety of other analytical techniques were employed. These were:
1/ Windowless EDX, 2/ Auger Speciroscopy, 3/ Electron Energy Loss Spectroscopy

(EELS), and 4/ X-ray diffraction.
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Chapter 4
- Experimental Results

4.1.1: _Appearance of nitrided Ni-Ti allovs

The surface appearance of the samples nitrided at 900°C for 96 hours is
shown in Figure 4.1.1 for alloys ranging in composition from 0.1 w/o Ti to 5 w/o Ti.
The surface of the 0.1 w/o Ti (Figure 4.1.1a) has a reflective metallic appearance with a
grain size of several millimetres. As the Ti concentration is increased from 0.5 w/o to
5 w/o Ti the appearance of these surfaces becomes increasingly gold-like in colour. A
transition is marked by the ! w/o Ti alloy, Figure 4.1.1c. Beyond this composition the
underlying grain structure can no longer be observed. These surfaces are representative
of the other experiments with some minor variations which will be addressed in the

subsequent sections.

4.1.2: Auger and X-Ray Diffraction Studies

Auger spectroscopy was performed on some of the nitrided samples. An

example from a 5 w/o Ti alloy nitrided at 1020°C for 48 hours is shown in Figure 4.1.2.
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Figure 4.1.1: Surfaces of samples nitrided 96 hours at 900°C in 1 atmosphere nitrogen
gas. a) 0.1 w/o Ti, b) 0.5 w/o Ti, ¢) 1 w/o Ti, d) 2 w/o Tiand e) 5 w/o Ti
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Figure 4.1.2: Auger spectroscopy result of a § w/o Ti alloy nitrided 48 hours at 1020°C.
Nitrogen and titanium are the only constituent elements of these scales.



After sputtering to remove a carbon contamination film, only Ti and N were observed.
X- ray diffraction was used to identify the nitride phése on all the high Ti alloys (F igure

4.1.3) nitrided between 800°C and 1020°C. TiN was the only observed phase (other than

_ Ni} on all these surfaces. The peaks were shifted with respect to the TiN standard, and

an accurate lattice parameter determination cé)uld not be obtained from these samples.
This is shown in Figure 4.1.4, where extrapolations to sin?#=1 should yield values,‘(\)f the
lattice parameter (Cullity 1978). Despite the large scatter in the experimental data\; the
TiN lattice parameter extrapolates to an apparent value of 4.25 A + .01, When the nitride
was mechanically removed from the Ni substrate, the’ lattice parameter was determined
to be: 4.2412 A +0.0003 A in excellent agreement with stoichiometric TiN (Wreidt and

Murray 1987). This indicates the presence of tensile residual stress on these surfaces.

4.1.3: Scanning Electron Microscopy:

The surfaces of the samples nitrided for 96 hours at a temperature of
1020°C are shown in Figures 4.1.5 to 4.1.8. The 0.1 w/o Ti alloy (Figure 4.1.5), shows
a two phase surface consisting of angular TiN, as the dark contrast phase, and a thermally
etched Ni substrate. The surface of a 0.5 w/o Ti alloy is shown in Figure 4.1.6. There
are several noteworthy features; the light phase on the surface (Figure 4.1.6a) is Ni

protruding from the surface, while the darker contrast is a two phase structure consisting

N
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Figure 4.1.3: X-ray diffraction results for experiments performed at a) 1020°C b) 900°C
€) 800°C and d) 1020°C at PN,=0.25 atm. In all cases the scale i TiN. The TiN and
Ni standard spectra are shown in the bottom of this figure.



Lo_i.ticé Pararneter Detefminclion

o)
o
<
"~ ] e=ese 1020°C
] ccase 1029?;‘2 PN,=0.25 atm
.q C\!_- T LS 900 C’
. -+
[(D -
p—
(Dco
£ e
6 <«
S
O
ey
e ~ N
G)v: b -~ o
L] * = —
- T
O« ]
~= 3
-
rq
o T T T
€.50 0.75 1.00

sin z(theto)‘

)

o

Figure 4.1.4: Graph of lattice parameter versus sin’() for various experiments. The
extrapolation of the data points to sin’(8)=1 show that these films are in an apparent state
of tension.



Na)

1

i

=
4!
7

Tl

of Ni with a high volume fraction of TiN. Furthermore, Ni nodules may be seen on the

twj_n boundaries but not on the high angle grain boundaries. The high volume fraction

of TiN particles is s};own jn Figure 4.1.gb, where once again the dark contrast phase is
TiN. A1w/oTi allo; is shown in Figure 4.1.7a; tbeiiénsity of Ni nodules varies from
grain to grain. A higher magnification image of this surface is shown in Figure 4.1.7b.
A continuous superficial scale is observed with Ni on top of it. This alloy marks the
transition point to an exclusive external nitridation. As expected a continuous scale can
be observed in the 2.2 w/o Ti with a concomitant diminished density of Ni nodules

(Figure 4.1.8).

Cross- sections for some of these materials are shown in Figure 4.1.9.
Both the 4.5 w/o Ti (Figure 4.1.9a) and 2.2 w/o Ti alloy (Figure 4.1.9b) show a
continuous TiN scale on the surface. The subscale of the 0.5 w/o Ti alloy is shown in
Figure 4.1.10. A decreasing volume fraction of particles from the surface towards the
interior of the sample is noted in Figure 4.1.10a, with the particles penetrating to a depth
of approximately 150um into the sample (marked by the arrow in Figure 4.1.10a). A
close inspection of the Ni cap (Figure 4.1.10b) shows the high density of TiN particles
approximately 0.25um in size below the original surface of the alloy. Windowless EDX
confirmed that the particles are composed of Ti and N. Electron diffraction studies

confirmed that they were TiN (see Chapter 4.2).



Figure 4.1.5: Surface micrograph of a 0.1 w/o Ti nitrided 96 hours,
atmosphere nitrogen gas.
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at 1020%C in |



Figure 4.1.6; Surface micrograph of a 0.5 w/o Ti nitrided 96 hours, at 1020°C in
atmosphere nitrogen gas a) low magnification b) high magnification
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Figure 4.1.7: Surface ni:icrograph of a 1 w/o Ti nitrided 96 hours, at 1020°C in |
atmosphere nitrogen gas. a) low magnification b) high magnification
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Figure 4.1.8: Surface micrograph of a 2.2 w/o Ti nitrided 96 hours, at 1020°C in 1

‘atmosphere nitrogen gas.
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Fipure 4.1.9: Cross sections of a) 4.5 wio Ti alloy b) 2.2 wfo Ti alloy, showing
continuous TiN scale, nitrided 96 hours at 1020°C in 1 atmosphere nitrogen gas.
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Figure 4.1.10: Cross sections of a 0.5 w/o Ti alloy: nitrided 96 hours at 1020°C in 1
atmosphere nitrogen gas. The large dark particle in the centre of Fig 4.1.10a is an artifact;
the precipitation front extends to the arrow b) higher magnification image under *Ni Cap’



The surfaces of some of the samples nitrided at 900°C are shown in Figure
4.1.11. The surface of a 0.1 w/o Ti alloy ni&ided for 96 hours is shown in Figure 4.1.11a
where a two phase surface is observed. An interesting section of a grain boundz:ry
showing a precipitate-free regiop can be observed. The morphology of the 0.5 w/o Ti is
shown in Figure 4.1.11b. A two phase microstructure with a high volume percent of TiN
is shown similar to the alloy nitrided at 1020°C. Thermally faceted Ni nodules can also
be seen protruding from the surface. The surfaces of the 1 w/o and 2 w/o Ti alloys are
shown in Figure 4.1.12a and 4.1.12b respectively. Once again the variability of Ni

extrusion in the 1 w/o Ti alloy and the virtual disappearance of Ni from the surface in the

2 w/o Ti alloy can be seen.

The surfaces of some of the samples nitrided at 800°C for 96 hours are
shown in Figure 4.1.13. The differences between these and the, 1020°C experiment are
the much smaller particle size at 800° C (compare Figure 4.1.13a with Figure 4.1.5a), and
the greater anisotropy in the nitriding behaviour. Some grains in the 0.5 w/o Ti alloy
(Figure 4.1.13b) show a superficial scale with little to no extrusion of N. A similar

behaviour is noted in the 1 w/o Ti alloy (Figure 4.1.13c¢).

Cross sections for some of the 0.5 w/o Ti alloys are shown in Figure

4.1.14. Figure 4.1.14a shows a cross section of a 0.5 w/o Ti alloy nitrided 48 hours at
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Figure 4.1.11: The surfaces of a) 0.1 w/o Ti alloy b) 0.5 w/o Ti alloy nitrided 96 hours
at 900°C in I atmosphere nitrogen gas.



ol

Figure 4.1.12: The surfaces of a) 1 w/o Ti alloy b}
900°C in 1 atmosphere nitrogen gas.
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Figure 4.1.13: The surfaces of a) 0.1 w/o Tj alloy b) 0.5 w/o Ti alloy and ¢) a | w/o Ti,
nitrided 96 hours at 800°C in | atmosphere nitrogen gas.
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Figure 4.1.14: Cross sections of 0.5 w/o Ti alloys: a) nitrided 48 hours at 1020“C in |
atmosphere nitrogen gas b) 96 hours at 900°C in ] atmosphere nitrogen gas and c) 48 in
0.25 atmospheres nitrogen gas.
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at a temperature of 10201’0. Figure 4.1.14b shows a cross section from a 0.5 w/o Ti
nitrided 96 hours at 900°C, while Figure 4.1.14c shows the cross- section of a 0.5 w/o Ti
alloy nitrided 48 hours with a partial pressure of 0.25 atmosphere nitrogen gas. No
resolvable internal particles were observed in the samples nitrided at 800°C. The amount
of internal precipitation (i.e. density and depth) in general decreased with decreasing

temperature and partial pressure of nitrogen.

4.1.4: Comparison of Measured and Czalculated Diffusion Profiles:

I: Introduction:

The procedure that was adopted for experimental closure was to use the
diffusion profile from the highest Ti alloys and Equation 2.1.9, to determine the
diffusivity of Ti in Ni. The 0.5 w/o Ti alloys were then used for the determination of
KD, values, both from the diffusion profile and the penetration curve of TiN into the
alloy. Whenever possibie an attempt was made to assess the predictive ability of the
algorithm by using a minimum set of experiments to predict the bulk of the experimental

outcomes. The computer program is listed in Appendix I.
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II: Results:

The concentration of Ti as a function of distance for a 4.5 w/o Ti alloy

nitrided at 1020°C for 96 hours is shown in Figure 4.1.15. This sample showed a

continuous TiN scale as observed in Figure 4.1.14a. As discussed previously the solution

of this concentration profile shou_l_d approach an error function solution (provided that Dy,
is regarded as constant). This sélution (Equation 2.1.9) is also plotted in Figure 4.1.15
along with the calculated difﬁJsion profile from our finite difference algorithm. The
agreement between the two solutions is excellent. A diffusivity of 5 x 10™"° m?s for Ti

in Ni at 1020°C was determined by matching the experimental data to either solution.

Similar profiles are shown (Figure 4.1.16) for the 1 w/o Ti and 0.5 w/o Ti
alloys nitrided 96 hours in 1 atmosphere nitrogen gas. The calculated profiles were
obtained by fitting a value of KD.= 7x10""" [w/o}* m*/s to our algorithm from the 0.5 w/o
Ti alloy. The shape of the profile for the 1 w/o Ti alloy was correspondingly predicted.
The calculated distribution of particles in the subscale is shown in Figure 4.1.17 for the
0.5 w/o Ti alloy. A high volume fraction of particles near the surface is predicted with
a decreasing amount of TiN to about 120 um, which bears a qualitative resemblance to
observation (Figure 4.1.10a). The program cannot determine the amount of TiN at the
surface since (as already discussed in Chapter 2.1.5) it depends on the step size used in

the program.
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profile of Ti in a 4.5 w/o Ti alloy nitrided 96
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Figure 4.1.16: Measured profile of Ti in a 1 w/o Ti alloy and a 0.5 w/o Ti alloy nitrided
96 hours at 1020°C in 1 atmosphere nitrogen gas. The solid lines represent the finite
difference calculation using a value of KD.= 7 x 10" m%s (w/0)?, for the 0.5 and 1 w/o
Ti alloy.
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Figure 4.1.17: Calculated distribution of TiN particles in 2 0.5 w/o Ti alloy nitrided 96
hours at 1020°C in 1 atmosphere nitrogen gas. The distribution and depth of precipitation _
bear a qualitative resemblance to Figure 4.1.10a. The surface concentration is calculated
as 20 v/o.
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The diffusion profile of a 0.5 w/o Ti alloy nitrided for 48 hours at a temperature of
1020°C in 1 atmosphere nitrogen is shown in Figure 4.1.18. The finite difference solution
is shown by the solid line and is in good agreement with the experimental results.
Wagner’s solution (Equation 2.1.9) is also plotted as the dashed line. As discussed in
Chapter 2.1.4 internal nitridation acts in such a way as to negatively distort this profile.
The observed (Figure 4.1.14a) and calculated distribution of particles shown in Figure

4.1.19 are also in qualitative agreement.

The diffusion profiles for a series of Ni alloys ranging in composition from
0.5 w/o Ti to 5 w/o Ti nitrided at 900° C are shown in Figure 4.1.20. The diffusivity of
Ti in Ni was determined to be 2.3 x 10" m?%s at 900°C. All but the 0.5 w/o Ti alloy can
be fitted with Wagner’s solution (solid lines). The 0.5 w/o Ti alloy deviates from
Wagner’s solution due to internal nitridation. From this alloy a KD, value of 2.8 x 10"
m?/s [w/o]* at 900° C was calculated. The dotted line represents the Finite Difference
solution for these conditions. The distribution of particles for a 0.5 w/o Ti alloy is

shown in Figure 4.1.21, in qualitative agreement with observations (Figure 4.1.14b).

Good agreement was found between the calculated diffusion profiles of
alloys ranging from 4.5 w/o Ti alloy to 0.5 w/o Ti, nitrided 48 hours at a temperature of
1020°C in 0.25 atmospheres nitrogen (Figure 4.1.22) using the same data as the ]

atmosphere pressure experiments. We note that with reduced pressure of nitrogen gas the
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Figure 4.1.18: Measured profile of Ti in a 0.5 w/o Ti alloy nitrided 48 hours, 1020°C at
I atmosphere nitrogen gas. The solid line represents the finite difference solution. The
dashed line is from Equation 2.1.9 (no internal precipitates).
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Figure 4.1.20: Measured and calculated profiles of Ni- Ti alloys ranging in composition
from 0.5 w/o to 5 w/o Ti, nitrided 96 hours at 900°C in 1 atmosphere nitrogen gas. The
diffusivity of Ti was determined to be 2.3 x 10" m%s from the highest Ti level.
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Figure 4.1.21: Calculated distribution of TiN particles in 2 0.5 w/o Ti alloy nitrided 96
hours at 900°C ir 1 atmosphere nitrogen gas. The distribution and depth of precipitation

bear a qualitative resemblance to Figure 4.1.14b.
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Figure 4.1.22: Measured and calculated profiles of Ni- Ti alloys ranging in composition
from 0.5 w/o to 5 w/o Ti, nitrided 48 hours at 1020°C in 0.25 atmospheres nitrogen gas.
The diffusivity data were accessed from Figures 4.1.14 and 4.1.15. _
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diffusivity of Ti in Ni remains at 5 x 10"* m%s, indicating that metal solute diffusion is
uneffected by the reduction in nitrogen partial pressure. The tendency is for higher
interfacial concentrations of Ti at a reduced partial pressure of nitrogen. The calculated
profile of TiN as a function of distance is shown in Figure 4.1.23, where it compares
favourably with observations (Figure 4.1.14c¢).

The measured and calculated diffusion profiles for a 0.5 w/o Ti are shown
in Figure 4.1.24 for an experiment performed at 800° C. The penetration profile was not
very well developed and as a consequence there is a large experimental uncertainty in
diffusivity determinations. An approximate value of 1 x 10”7 m%s was assigned for the
diffusivity of Ti in Ni from the 5 w/o Ti alloy (not shown). A KD, value of 1 x 10"'°
.mzfs [w/o]* was assigned to the 0.5 w/o Ti alloy which again is acknowledged to be
uncertain. A summary of the experimental data is shown in Table 4.1.1:

Table 4.1.1
Table of Kinetic/Thermodynamic Information of Ni-Ti-N alloys

Temperature (°C) Dy (m's) KDy, ( [w/o]? m¥s )
800 1x 10" 1x 10"
900 23x 107 2.8x 10"
1020 5x 10" 7x107
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48 hours, 1020 °C PN,=0.25 atm.
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Figure 4.1.23: Calculated distribution of TiN particles in a 0.5 w/o Ti alloy nitrided 48
hours at 1020°C in 0.25 atmosphere nitrogen gas. The distribution and depth of
precipitation bear a qualitative resemblance to Figure 4.1.14¢.
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96 HOURS, 800 °C PNa= 1 otm.
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Figure 4.1.24: Calculated and measured diffusion profile for a 0.5 w/o Ti alloy nitrided
at 800°C for 96 hours. A KD, value of 1x 10" m¥s [w/o]* was assigned to this profile,
The solid line is the finite difference solution, the dashed line is from Equation 2.1.9. No
internal nitridation was observed in these alloys.
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4.2: TEM OBSERVATIONS:

Introduction:

The chemical composition, crystal structure, morphology and the interfacial
dislocation structure of the nitride phase found in the 0.1 w/o Ti alloys will be presented
in this section. It was established that an fcc phase containing Ti and N, with a lattice
parameter of 4.24 % 0.02 A was the only precipitated phase. This is consistent with TiN
formation as established by X-ray diffraction measurements on the 5 w/o Ti alloys as
outlined in the previous section. The nitride phase assumed a variety of shapes which
could not always be reconciled with their orientation relationships. Five different
orientation relationships will be shown. In only two of these were misfit compensating
dislocations (ledges) observed. A detailed contrast study was made of one of these

particles. The habit plane of the precipitated phase in the majority of cases was {100} ;.

4.2.1: Chemical Analysis Using TEM/STEM

Windowless EDX analysis indicated that once again Ti and N were the only
chemical constituents of these particles. EELS analysis was also performed on these

samples. An example from a particle in the alloy intcrhally nitrided at 900°C is shown
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in Figure 4.2.1a. An EELS analysis performed on a TiN standard is shown for
comparison in Figure 4.2.1b. The two spectra are qualitatively the same despite the fact
that they were not collected under identical conditions. In agreement with EDX analysis
only Ti and N were present in these particles. Electron diffraction evidence for the
existence of TiN was also gathered and will be shown in the subsequent sections of this

chapter.

4.2.2: Type I; Cube on Cube Orientation Relationship :
(001)r [| (001); with [110} [ [120],

An example of this orientation relationship, and the particle morphology
usually associated with it is shown in Figure 4.2.2. Approximately forty percent of the
particles had this orientation relationship. These particles were cuboidal in shape and
primarily bounded by {100} planes. Although all the interfaces in these samples were
crystallographically equivalent, the length of each side of these particles were not always
the same. For example the two sides in the present example differ in length by about
12%. An interesting feature of this sample was that the (001)y,, face is decorated with
dislocations that appear to have been ’punched out’ of the interface. Many of these
dislocations have <110> line directions. A noteworthy example labelled 'A-A’ in Figure
4.2.2, also has a loop associated with it. It appears that this dislocation had been emitted
from the interface leaving behind a dislocation segment. These interfaces were generally

very flat. A rare example of a step approximately 80 A in height with an angle of
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Figure 4.2.1: EELS analysis of a) an interior particle found in a 0.1 w/o Ti alloy nitrided
96 hrs in PN,= latm, 900°C b) TiN standard.
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approximately 45° to the interfaée is shown at "B’ in Figure 4.2.2. The diffraction pattern
(Figure 4.2.2b) clearly shows that the particle has the same crystal structure as the nickel
(fcc) phase. Measurement of the reciprocal lattice vectors showed the ratio of the lattice
parameter of Ni to the particle to be 0.82:£0.07 in fair agreement with that of ay/ary. An
accurate means of d;termining the lattice parameter is to measure the length of the
Kikuchi bands in the two phase;.' Measurement of the respective gy, bands yielded a
value of 4.2420.02 A for the lattice parameter of the nitride phas?. The extra (double

diffraction) spots in the diffraction pattern should be noted.

Another example of a particle with a *cube on cube’ orientation relationship
is presented in Figure 4.2.3, with its diffraction pattern. Note that the particle once again
has sides that differ in length by about 12%. The sides of this particle were very flat with
no visible ledges. Unlike the previous example this particle extends from the top io the
bottom surface of the foil as noted by the absence of double diffraction spots in the

diffraction pattern.

Although the majority of particles observed in this orientation relationship
were dominated by {100}, facets other shapes were occasionally observed. To complete
this section an example of a particle in a [101}y;, zone axis is depicted in Figure 4.2.4.

This clearly shows a particle with a cube on cube orientation relationship with both {100}
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type facets (labelled "A’) as well as non- {100} type (labelled "B’).

4.2.3: Type IL: (T11)y || (010)ry with [211]y; || [100}

An example of a lath shaped particle of approximately 5 um in length and
0.1 pm wide with this orientation relationship is shown in Figure 4.2.5. The long
direction of the particle corresponds to [100)ny|[211]y with the habit plane
corresponding to (010) || (T11)y. One end of the particle is bounded by a {100}
facet, while the other end has a *wedged shaped’ facet approximately indexed as (5 14
25). A higher magnification image of this end of the particle shows Moiré fringes with
a spacing of approximately 50 A, labelled 'M-M’ in Figure 4.2.6a. The habit plane
appears essentially flat, however, as noted in Figure 4.2.6b small step—like features less

than 10A in height may be observed at positions such as "A’.

The requirements for imaging the interfacial dislocations were difficult to
achieve in this present example. Dislocations were seen only in weak beam dark ficld
conditions. Weak beam images of this particle (taken with g,,,™) are shown in Figure
42.7. Again the faceted end of the particle shows fringes with a spacing of

approximately 50 A (labelled M-M) in Figure 4.2.7a. Step- like features can be seen at
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areas such as S-S’ in Figure 4.2.7b. Geometrical analysis showed that one set of

dislocations has a line direction {001}y, with a spacing of =120 A. A sécond set

perpendicular to the first, with a spacing of about 40 A could be found in some areas

(Figure 4.2.7).
4.2.4: Type III: [001]TiN || [1Z1]Ni (010)TiN || (7I5)Ni

This orientation relationship along with the cube on cube orientation
relationship were the two most frequently observed. Three examples of particles with this
orientation relationship will be shown, These provide examples of particles having

different aspect ratios as well as interesting examples of dislocation contrast.

Case i- twist component: The morphology of this particle along with its diffraction
pattern is shown in the edge-on position in Figure 4.2.8. The particle is lath shaped with
the long direction corresponding to [100]TiN || [3%5]Ni with a (010)TiN | (7T5)Ni habit
plane. A ’twist’ component of the order of 0.9° was noted from the displacement of the
Kikuchi patterns with respect to one another. The dimensions of the particle were 3.4 um

in length and 95 nm in width.

Unlike-the particle in the previous example interfacial dislocations were

visible both in bright field and in weak beam dark field. An example is shown in Figure
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4.2.9 where dislocations on both sides of the particle could be imaged in bright field

(w=0, Figure 4.2.9a). As in the previous example, under conditions of large w, only

dislocations on one side of the particle could be imaged. This side was characteristically
the side into which g pointed (Figure 4.2.9b). Reversing g at a fixed value of w>0 had
ihe effect of reversing the side of the particle which displayed dislocation contrast. The
top and bottom of the particle are marked by *T" and ‘B’ respectively. This was
determined both from tilting experiments as well as noting the change in black/white

contrast of the dislocations indicated in the figure by "BL’ and "WT".

The structure of the interface is shown in a series of weak beam images in
Figure 4.2.10. One set of dislocations is clearly evident in all the images, but another set
of lines in weaker contrast can also be seen running parallel to a step- like feature at
position 'S-S” in Figure 4.2.10a. Geometrical analysis utilizing these various images
shows the ’strong” set of dislocations to have a line direction about 5° towards [001]TiN
away from [101]TiN with a spacing of approximately 100 A, while the step has a line

direction close to [503).

Case ii- tilt component: The second example of a particle with this orientation
relationship is shown in Figure 4.2.11. We note that the aspect ratio is different from the
previous case, also as in the previous example the zone axes are not exactly parallel to

one another; in this particular case, however, there is a ’tilt’ component of 0.9° between
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Figure 4.2.10: Weak Beam Dark Field Images of interfacial structure a) Y, w= +1.9
b) g™, w=+ 1.9 and €) Zoo TN, w427
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the two phases as noted by the displacement of the Kikuchi patterns. A facet is evident
at one end of the particle with a [320]y, normal. The long direction of the particle is
[100]TiN || [[34'5]Ni with a (010)TiN || (715)Ni habit plane. The particle is 1.2 gm in
length and 0.4 pm in width. The particle morphology is clearly shown in Figure 4.2.11b
where a [012]TiN zone axis was used to obtain this image. The facet shows step-like
features labelled °S’ in the figure, and the particle shape is terminated by (100)TiN facets
indicated by the A’ in the figure. It is noteworthy that in this case that there is some
variability in the width of this particle. The convex nature of this interface may be seen
clearly in a higher magnification image of the particle in an edge-on position oriented
about 10° away from [101]yy towards [001]TiN (Figure 4.2.12). Points such as 'S’,

about 15 nm in height, correspond to steps at the interface (Figure 4.2.12).

The structure of the interface was investigated using weak beam dark ficld
and bright field microscopy including the so- called double two beam condition (Forwood
and Clarebrough 1991). As in case i) under no conditions was an invisibility condition
achieved. Weak beam images of this interface are shown in Figure 4.2.13. One set of
dislocations is shown with a variable spacing between 100 A and 160A. Geometrical
analysis of these dislocations shows that they are deviated 15° from [101] towards [001].
A comparison of this image to that of Figure 4.2.10c shows clearly that the line direction
of these dislocations has changed by about 55° due to the small angular deviation in

orientation relationship.
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case ili) - variant with [010], normal: A type III OR variant was observed. This
paﬁicle was indexed as (010)TiN || (517)Ni with [001]TiN | [T21]Ni and is viewed from
a [010] zone axis in Figure 4.2.14 (i.e. normal to the previous examples which were
viewed always close to [001]). This variant is crystallographically equivalent to the
previous examples. The two ends of the particles are faceted and show clear dislocation
contrast with a projected direction deviated 5° from [101]TiN towards [100] with a
spacing of 94 A. The projected spacing and orientati?;ﬁ: of these dislocations are close to
what is observed for case (i). The facet was approximately indexed as (101)~ ||
21 T)T,-N . The facets were parallel to one another as noted by the contrast study of
Figure 4.2.15. The black/black (BL/BL) contrast of the defects at the interface both in
dark and bright field indicate that effectively they lie at the "top’ of the Ni (i.c. at the
bottom of the particie) while the black/white (BL/WT) contrast of the other facet in bright
and dark field respectively indicates that the defects are at the "bottom" of the Ni foil (i.e.
at the top of the TiN particle). A g‘b analysis was performed on this particle utilizing
both TiN and Ni reflections. Examples of the dislocation contrast from these various
images are shown in Figures 4.2.16 to 4.2.19 and the results are summarized in Table
4.2.1. The misfit dislocations have a [101]y line direction which is approximately
paraltel to [Il3]T,-N. It may be recalled that the Type III- twist particle had a dislocation
line close to [101]yy which is almost parallel to [314],. The defects labelled as *H’ in
the Figures 4.2.16 to 4.2.19 had a line direction close to [212]; approximately parallel

to [511 ).
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Table 4.2.1
Summary of gb analysis utilizing Ni reflections

P

b AT T [ %[01] | A[10T | #0110 | #0L11] | #4110] | %1 10] | vis?
N1 |z 0 +1 0 +1 +1 0 s.v
TIT | 2% +1 0 0 +] 0 +] p.v
220 1% [ %1 +1 +1 +1 0 +] V.
220 0 +1 +] +1 +] +] 0 n.v
200 +%4 +] +1 0 0 +1 +1 v.
) !. 020 1243 0 0 %] +] *1 +1 n.v

s.v= strongly visible, v= visible, p.v.= partially visible, w.v= weakly visible, n.v= not
visible

Because there were several contré.dictions in the g-b analysis, no definite
conclusion may be drawn as to the type of Burgers vector. The Burgers vector with the
ieast number of contradictions, however, is b=t%[10T]Ni. A summary of the dislocation
contrast and g-b results for the dislocations utilizing TiN reflections is shown in Table
42.2.

Table 4.2.2
Summary of g-b analysis utilizing TiN reflections

g/b w[100] | %[101] | w[10T [wlo11] [w[oTt [w[110] | w110] | vis?

200 +] ) 0 0 +1] +1 s.v
002 |0 0. 1 +] +1 0 0 nv -
202 |1 ] 0 1 ] ] +] nv. -

202 +1 0 +1 +] +1 +1 +] W.v
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Although there is insufficient information to form a definite conclusion, in this
case the most likely Burgers vectors is b=t'4[100]TiN. The dislocations labelled *A’ had

a Burgers vector of a Y4[101]Ni. It was not possible to determine the Burgers vectors

of the defects labelled G’ and "H’.

4.2.5: Other Orientation Relationships:

In this section, the remaining two other observed orientation relationships
are presented. The first of these (Type IV) is shown in Figure 4.2.20 for a particle
viewed from a [101]TiN zone axis. A set of irregularly spaced dislocations may be
observed in Figure 4.2.20b. A study of the selected area dj__ffraction pattern (SADP)
shows that [101]TiN || [101]Ni with (010)TiN [ (171)Ni. The particle dimensions are 2.8

pm in length and 0.1 gm in width.

The last example (TYPE V) is shown in Figure 4.2.21. In this case the
particle is shown in the edge on position with [101]TiN{ [211]Ni. The habit plane is
(010)TiN||(T11)Ni. The particle dimensions are 3 um in length and 0.1 gm in width.
A higher magnification image of one end of the particle shows Moiré Fringes with a
spacing of approximately 50 A (Figure 4.2.21c). No mistit compensating dislocation

configurations were observed at particles having either of these orientation relationships.
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Figure 4.2.21: Example of a particle with a Type V OR a) bright field {110]TiN[{21 1N
b) diffraction pattern and c) higher magnification of the interface showing Moiré fringes.



Chapter §

Discussion of Experimental Results:

Introduction:

Chapter 5 is divided into two parts. Section 5.1 discusses the internal
nitridation behaviour of Ni- Ti alloys. It seeks to further legitimize the theorctical
developments presented in Section 2.1 by extracting individual K and D, values from
the literature and comparing them with the experimentally obtained KD, products from
Section 4.1. The second part, Section 5.2, analyzes the interfaces observed in Section 4.2
in terms of the various geometrical models presented in Section 2.2. Insights are
therefore gained as to the applicability of these models in the interpretation of TiN/Ni

interfaces.

5.1.1: Phase Identification:

The gold-like colour of the sample surfaces (Figure 4.1.1) is strongly

indicative of TiN formation at all experimental temperatures. Chemical analysis via Auger,

139
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spectroscopy, windowless EDX analysis, and EELS confirmed the presence of only Ti and
N in the nitride. X-ray diffraction and lattice parameter measurements of the removed
surface nitride film indicated that these TiN films were stoichiometric. No other Ti or
Ni nitrides were detected. Thermodynamic calculations in Section 5.1.2 support this
conclusion with respect to Ti;N formation. The apparent tensile stress on these films
cannot be reconciled with the difference in thermal expansion coefficient (Table 2.3.1)
between Ni and TiN (which would lead to compx;;ssivc stress in the TiN). The
‘experimental scatter in the lattice parameter determinations is the most likely explanation
for this discrepancy. The nitride particles observed with TEM from the 0.1 w/o Ti alloys
were also TiN (Section 4.2). This is supported both by chemical analysis (EELS and
EDX) as well as the lattice parameter measurement of 4.24+0.02 A. In itself the
experimental error in the lattice parameter measurement represents a rather large range of
stoichiometry of TiN (Figure 2.3.2). Consideration of the diffusion paths on the ternary
isotherm, however, would suggest that the nitrides found in the lower Ti alloys are also
stoichiometric. The reason for this is that at the highest Ti levels the tie line composition
between TiN, and the y solid solution was approximately 2 w/o. The tie line composition
for the 0.1 w/o Ti alloy was approximately 0.05 w/o Ti. For these alloys to be in
equilibrium with a sub-stoichiometric nitride implies the unlikely circumstance that the
tie lines of the higher and lower Ti alloys would cross. Values of KD were determined -
from experiment. It remains to be shown that these values are in reasonable accord with

similar experimental systems. Given reliable thermodynamic data the solubility product
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can be calculated.

5.1.2: Calculation of Thermodynamic Parameters:

The solubility of N in Ni is not known to any degree of certainty. Values
of 1ppm to 5 ppm (atom basis) were assumed for the solubility b_;_;tween 800°C and
1020°C (Wriedt and Gonzalez 1961). The Gibbs free energy at infinite dilution is (at
Ippm N in Ni):

7Ny =[N (c.L1)

AG™~+114.87 T J/mol K

Chattopadhyay and Kleykamp (1983) estimate the relative partial excess
Gibbs energy of titanium in nickel at infinite dilution as -165 £ 10 kJ/mol between 1100
and 1300 K.
Tiy—=Tig;, (5.1.2)

AG*~ -165000 JFmol (1100-1300K)

The free energy of formation of TiN and Ti,N has been documented by

Ohtani and Hillert (1990). For TiN:

Tig, + %4N,— TiN, (5.1.3)



AGe= 352710 + 145.853 T - 7.65543TInT.
-0.00464 T2 J/mol K
and for Ti,N: |
2Ti(s) + ¥aN,(g)= Ti,N (5.1.4)

AG®= -455840 + 135997 T

Subtracting Equations 5.1.1 and 5.1.2, from 5.1.3 yields for TiN:
Tigg + Nowy— TiN (5.1.5)
AG™= RT In {[Xy]{Xy]}
AG*= -187710 + 30.98 T -7.65543 TInT

-0.00464 T* J/mol

Subtracting Equations 5.1.1 and 2x5.1.2, from 5.1.4 yields for Ti,N:

2Tin + Now® Ti,N

AG”=-125840 + 21 T J/mole T
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A summary of these values at the three experimental temperatures is

presented in Table 5.1.1. These values show, in agreement with previous studies ( Binder

et. al. 1991) and the results of this work, that TiN is favoured over Ti,N formation. This

result is a consequence of the energy penalty in extracting two moles of Ti for every

mole of N in the formation of Ti,N.



Table 5.1.1

Summary of Gibbs Free Energy at Infinite Dilution

Temperature °C

AG® TiN J/(mole N)

AG™ Ti,N J/(mole N)

1020 -218572 - 98687
900 -214834 -101207
800 -217131 -103307

The solubility product [Xy;][Xy] = Ks becomes for a | ppm N solubility:

Ks=[X][Xy]= exp{-22576/T + 3.73
- 0.921 InT -0.000558 T} (5.1.7)
Solubility products as weight percentages at the three temperatures of interest are

presented in Table 5.1.2.

Table 5.1.2
Table of Solubility Product Data

Temperature/N sol. in Ni I ppm 5 ppm
1020°C 1.4 x 10°® [w/o}? 7 x 10 fw/g)?
800°C 2.8 x 107 [w/o)® 1.4 x 10° [w/o]?
700°C 5.4 x 10°® [w/o? 2.7 x 107 [w/o]?
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The attainment of a small solubility product is consistent with the sta‘b‘.ility

of TiN. For example low values of solubility products have been noted in TiN

precipitation in austenite (Wada and Pehkle 1978). The calculated solubility products
should be regarded as a first time determination of these values in Ni.

IR

5.1.3: Comparison of Interstitial Diffusivity Data ih Ni and y-Fe:

A range of diffusivities was calculated based on the results of Table 5.1.2
and the measured KD, values of Table 4.1.1. These are presented in Figure 5.1.1 along
with C and N diffusivities in Ni and yFe. Interstitial diffi;sivity data of yFe and Ni
should be comparable due to the similarity of crystal structure'f, lattice parameter, melting
temperature and position on the periodic table of these two clementsi The ;iata, of Figure
5.1.1, falls within a relatively narrow range for diffusivity dats of less than an order of
magnitude (Kirkaldy and Young 1987). Furthermore the upper bound for the diffusivity
of N in Ni determined in this work is close to the lower bound suggested by Douglass
(1991) for the N diffusivity in a Ni-30Cr alloy. Despite the uncertainties in ihe
calculation of the solubility product K these results must bé fegarded as providing further
va;lidation of the theory presented in Section 2.1. As already noted the shapes of the
predicted diffusion profiles were always of correct form with the transition point

accurately accessed.
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Figure 5.1.1: Comparison of the experimentally determined diffusivity of N in Ni to C
and N diffusivities in Ni and yYFe. Upper and lower bounds assume 1ppm and 5ppm
L solubility of N in Ni respectively. |



= 146

This analysis can be used in a relatively straig‘htfomrar‘l‘d“ manner to
determine K or D in systems where one these values is known and the other is difficult
to measure. This is pérticularly useful for systems; of low solubility which present distinct
experimental difficulty. This can be accomplished in two ways, by either determining the
point of transition between external and internal oxidation and applying the transition
criterion (KDo/DgB,2)< 0.1, or by evaluating KD numerically as was done in this work.
The diffusivity of Ti in Ni was determined to be:
Dy;= 0.0736 exp(-320000/RT) m*/s (between 1073 K and 1293 K)

where are R is in J/mole-K. The values of the diffusivity of Ti in Ni were in reasonable
accord with other substitutional alloys in Ni. The high activation energy (and high pre-
exponential term) is a consequence of the narrow temperature range used to obtain this
data. If a pre-exponential term of the order 1 x 10” m*/s is assumed (Brown and Ashby
1980) then the activation energy based on this experimental data becomes approximately
=279 000 J/mol K or -66 000 cal/ mol K which is in good agreement with other

substitutiona! diffusion activation energies (Brown and Ashby 1980}

! Note added in proof: It has recently come to my attention that the diffusivity of Ti in Ni had been
measured by Swalin and Martin (1956). They obtained:

Dy; = 0.00008 exp (-260000/RT) m*s (1100°C- 1300°C)
Although the activation energies differ substantially the maximum error in the diffusivity is 30%
between 900°C and 1020°C. This remarkably good agreement between the results of this work and
Swalin and Martin’s further supports the conclusions reached in this document,
R.A. Swalin and A. Mantin (1956); Trans. AIME 206, pp. 567-572
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5.1.4. Surface Morphology and the Role of Vacancies:

In samples that had undergone internal nitridation there was an associated
displacement of Ni to the surface (Figure 4.1.7). In some cases this was crystallographic
in appearance (4.1.8) forming on discrete atomic planes and on coherent 1wi_§,_houndaries.
This is in part supported by TEM studies where an association was noted in some cases
between {111}:i f)lanes and TiN particles. Although the exact mechanism is unclear, it
is generally accepted that excess volume changes associated with internal precipitation are
the driving force for solvent removal. The local volume change associated with TiN
precipitation has been calculated to be 13% in this system. The fact that Ni is
characteristically on top of the TiN is consistent with a diffusive, vacancy driven process
rather than plastic deformation. It has been suggested with other systems of this type that
vacancies are required to alleviate the stress generated by these volume changes. For
example this type of mechanism is thought to be operative in oxidation reactions wherc
anion diffusion through the oxide is important (Evaﬁs 1995). In a number of studics of
internal oxidation it has been suggested that removal of the solvent species can in some
cases become rate limiting (Section 2.2). The modest volume changes associated with
TiN precipitation as well as a low N solubility in Ni suggest that these cffects are

unimportant in this system. The excellent agreement between the predicted and measured

diffusion profiles of Section 4.1 lend further credence to this assertion. The finite -
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difference method can however incorporate the role of vacancies to more fully test the

etfects of solvent removal. This is accomplished by rewriting Equation 5.1.3 to include

-
bl

the movement of vacancies as a rate limirlting step:
TirN,-) + Nowy + 7 vacancy— TiN (5.1.8)
1=(trin- ) Bvac
where p represents the molar volume. In this way the assumption of strict nitrogen (or
oxygen) diffusion controlled internal nitridation (oxidation) need not be made (Yi et. al.
1987, Park et. al. 1984).
The morphology and interfacial structure of the TiN particles will now be

explored.

3.2: Interpretation of TEM Results:

Introduction:

This section is restricted to a geometrical interpretation of the observed
orientali;m relationshi]'Js.'\?(OR)s and the resulting dislocation structures. Primary and
secondary O-lattice as well as ’plane matching’ calculations were performed whenever
appropriate. In certain instances the results of ’plane matching’ theory and O-lattice
theory were indistinguishable. Moiré pattern formation is clearly related to the O-lattice;

whenever appropriate Moiré patterns of the interface were produced for comparison.
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5.2.1: Particle Morphology Considerations:

The shapes ofithe TiN particles are probably governed not by capillarity
effects but by the kinetics of growth. There is evidence from Section 4.2 to interpret the
growth of TiN in Ni as due to the propagation of growth ledges on semi-cohcr;ent
interfaces. As discussed in Section 5.1.4, this growth must require vacancies to i
accommodate the excess volume changes due to TiN precipitation. The role of vacancies
is thought to be important in a number of other (excess volume) interstitial systems such
as Pt-C and Mo-Hf-N (Westmacott and Dahmen 1986). TiN particles with large aspect
":"i".:tigs were usually associated with at least onc high index TiN facet in the principal
gréwth directinn, suggesting that these high index facets are better able to accommodate
the atomic rearrangements required for growth of TiN. The particle with the Type II
orientation relationship is a good example (Figure 4.2.6). The aspect ratio of this particle
was approximately 50:1. The growth direction was terminated by a high index (5 14 25)
TiN rounded facet suggesting that steps at the tip could facilitate growth. The semi-
coherent {010} TiN facets appear to be the least mobile without the intervention of grthh
steps. Ev1dence for the lnﬂuence of growth steps on morphology is provided in Figure
4.2.11 and 4.2. 12 by the partlcle with a Type III- tilt OR. A 3:1 aspect ratio was noted

for this particle along with a convex shaped semi-coherent (010)TiN interface consisting

of numerous steps. In comparison the particle with the Type liI- twist OR, shown in
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Figure 4.2.8, had nearly the identical orienta;jon relationship but the aspect ratio was in
this case 35:1 with a very flat (010)TiN interface. Clearly the number of growth steps
and their propagation on (010)TiN may account for the differihg aspect ratios of these two

particles.

Vs
S

The morphology of the cube on cube particies (Type I OR) bounded by
{010} TiN || {010}Ni planes additionally suggests that diffusion influenced the morphology
of these particles. Since all the interfaces of these particles were crystallographically
equivalent, growth should have been equally probable on all faces. The sides of these
cuboidal particles, however, rarely had the same dimensions as noted for example by
Figure 4.2.2 and Figure 4.2.3. This is probably due to the directional nature of the solute,
gas and vacancy diffusion profiles that occur during internal nitridation. Furthermore, the
absence of high index TiN facets as well as a lack of observed growth ledges is consistent

with the generally observed small aspect ratios of these particles.

Each of the orientation relationships will now be examined in detail, to

determine if any points of commonality, exist between them.
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5.2.2: Type I- Cube on_Cube Orientation Relationship:

-

1) O-lattice Interpretation:

A schematic diagram of the interpenetrating atom positions is shown in
Figure 5.2.1 for a cube on cube (001)TiN interface. A word of caution is in order in the
interpretation of these schematic diagrams. These represent a hypothetical interpenetrated
structure without space filling atoms (in the plane of the interface). Furthermore the O-
Lattice relationships are established from these diagrams between like atoms as discussed
in Section 2.2.5 (i.e. between Ni and Ti atoms in this case). This is a direct consequence
of choosing Ti and Ni atoms as having a common origin. Exactly the same O-lattice is
obtained if Ni and N were chosen as having a common coordinate origin. The O-lattice
is a geometrical construction and does not depend on the types of atoms used to define
the transformation A. The interface can be obtained by defining the interfacial plane
then, allocating the atoms to their respective side of the interface. A mismatch of about
18% exists between the Ni lattice and the Ti sublattice as noted in Figure 5.2.1. The
detailed O-lattice calculation is shown in Appendix II, using the orthonormal coordinate
system defined by TiN':('ﬁc:ﬁn_ed as lattice 1). The basis /4<110> vectors of each phase
were used to establish the traﬁ:;sfd:mation matrix A=S", Sy, (a pure contraction matrix
in this case). The procedure has been outlined in detail in Sections 2.2.2 and 2.2.3. The

columns of the O-lattice matrix are the basis vectors of the O-lattice. The result for the
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Figure 5.2.1: Schematic Diagram of atom positions of a cube - cube i{lterface in thfa plane
of the interface. Open squares represent Ti atom positions, open triangles are mtro,gel}
atoms, and the closed squares represent the Ni atom positions. The points marked l?y 0]
and 'C’ are the O-points and near CSL points respectively. The A’ marks the anti-CSL
point i.e. coincidence between Ni and N atoms.
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O- lattice calculation (in A) is: \ R

-10.4,-104 -10.4 (5.2
X°=—10.’\?_1 104 0 :
0 0 -104

These points are indicated in Figure S.é.l by the arrows. In this case the
O- points also represent a near coincidence site lattice between the Ni lattice and the Ti
sublattice. This is a /’_spe_g:iﬂal’ boundary according to Bollman (1979), in that two
independent Bméérs v';cto;; are contained in the interface. It is composed of two
perpendicular sets of pure edge dislocations, spaced about 15A apart in the [1 10] and
[T10] directions. The small spacing of these dislocations would make them difficult to
detect with conventional TEM. The dislocations in Figure 4.2.2 have the appearance of
“punched out” dislocations and not primary (or secondary) dislocations. During cooling
the thermal expansion mis;uatch between the particle and the matrix could provide
sufficient strain to punch out these dislocations. The dislocation lines observed in Figure
4.2.2 could be a consequence of slip on the {!11}Ni planes intersecting the boundary,

Shieu and Sass (1990) in a HREM study, however, were able to detect two sets of misfit

O-lattice dislocations for a cube on cube (100) NiO/Pt interface.



154

ii) CSL Theory

f
It may be recalled that when the primary O- lattice spacing becomes of the
order of the unit cell it may be advantageous to consider the interface in terms of a near
coincidence model. Secondary dislocations may ihen be required to accommodate
deviations from exact coincidence. Inspection of Figure 5.2.1 also shows if N atoms are
allowed to form the’_CSL, an ’anti-CSL’ unit cell half the size of the CSL unit cell is
produced. This poig}}is indicated by the A’ in Figure 5.2.1. The transformatign matrix
is established fromw the near CSL relationship between the Ni and the Ti sublattice as
noted by the O-lattice calculation. The results of the secondary O-lattice calculation (in

Angstroms) is shown below (the details of which are shown in Appendix III}.

-93 -93 -93 (5.2.2)
X*==03 93 0
“lo 0 -93

It is worth reminding the reader that in this case the Burgers vectors of the

dislocations are given by the DSC vectors which were determined to be the difference

i ~vectors between the Ni' lattice and the Ti sublattice as discussed in Section 2.2.3 with the

LY

result in A (as column vectors):

35 035 035 (5.2.3)
DSC=0.35 -0.35 0
0 0 0.35
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A schematic diagram of the secondary dislocation configuration in the plane
of the interface shows two sets of pure edge (<0.35 0.35 0> type) dislocations spaced 130
A apart, Figure 5.2.2, The weak contrast associated with secondary dislocé}{ons could
make them difficult to detect (Forwood and Clarebrough 1991). The é’%owth step lo_q_a;g:d
at ‘B’ in Figure 4.2.2 is consistent with the secondary O- lattice calculation b(';th in
direction and spacing. Steps might be expected to terminate at primary or secondary.’Q’~

points (Bollman, 1979). It is important to note that the same result is obtained had the

anti-CSL points been used to establish the transformation matrix A

The 3, notation is often used to describe CSL boundaries. Two planar £
values (o) are required for interphase boundaries, one w;th respect to the Ti sublattice and
the other with respect to Ni. The ¢ values are 25, and 36 for oy, and gy respectizely.
If the anti-CSL points were included in this analysis the o values become 25 and 18 for

onx and oy; respectively. As noted in Section 2.2.4 ¢ values of well over 50 may still

produce local minima in interfacial energy.

ii1)  Plane Matching Approximation:

There were several plane matching candidates for this orientation

relationship. If the [110]Ni line direction is regarded as the trace which (111)Ni makes



Figure 5.2.2: Secondary O- lattice for cube- cube interface.
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with the interface a set of dislocations is predxcted W1th a spacing of 7 A m\trh_e 110]
| direction. However, if (100)Ni is matched with (100)TiN, a set of dlslocat:ons wnih a
line direction of [010] and 2 7 A spacing would be produced. These results are
significantly different from O-lattice theory where two sets of <1 10> dislocations are
predicted 15A apart. Di;location spacings of this magnitude are difficult to detect due to
the small strain fields associated with closely spaced dislocation cores. It was not possible
from the experimental evidence to determine if either theory would be appropriate in this
example. However as already noted, evidence for the existence of two sets of O-lattice

misfit dislocations has been documented for cube-cube metal/ceramic systems elsewhere

(Shieu and Sass 1990).

5.2.3: Type II- [100]TiN | [211]Ni, (010)TiN || (T 11)Ni:

This is the orientation relationship one might have expected on the basis
of two close packed (low energy; planes meeting to form an interface (Wolf 1991).
Furthermore this orientation relationship has also been observed in the Cu/MgO system
produced from the internal reduction of (CuMg)O (Backhaus-Ricoult"z-md Hagege 1992).
The loné direction of the particle corresponds to %[211]Ni]|[100]TiN. It is terminated
at one end by a (100) facet while the other end has_lu" high index TiN facet as discussed

in Section 5.2.1. The magnitudes of %[211]Nj and [100]TiN differ by ~1.6%.
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i) O-lattice interpretation: N N .

. The schematic diagram of the atom positions in the (011)Ni || (001)TiN

I
==

planes are shown in Figure 5.2.3 for this particle in an edge- on position. The Moiré
fringes of Figure 4.2.7 are from (TI.I)Ni parallel to (020)TiN, giving a theoretical line
spacing of 49 A, which is in good agreement with observations. The atom positions in
the plane of the interface are shown in Figure 5.2.4. A Frimary O-lattice calculation was
pcrforméd with the transformation A=S";S,y being defined by the nearest neighbours
around the origin of the two interpenet'r_a't_ing lattices. These points are identified as bl,
b2, and T1 in Figures 5.2.4 and 5.2.3 respectively. In terms of crystal coordinates the
structure matrix used to define the transformation with respect to Ti and Ni are (read as

column vectors):

111 (5.2.4)
a
STiN='ﬂ 1 0
2
10 -1
The structure matrix for Ni used to define the transformation matrix is:
101 (5.2.5)
a,..
S.=—Mg 11
Nl 2



1
a a & o & o 0 — =% — g —0 = g e S e 359
. . - o]
T — O — L e e - T , W
i 111 020
a — e G, — e e S
f === _—a .1 0 _— e G =
llz 'y .0 a .0 a
N3
T3 ! : 1 i
1
‘lOBm/fZ"n 0
N2 © a a o * &
1/2.011

[ ]
/.,
L
[~}
-]

Figure 5.2.3: Schematic Diagram of the atom positions normal to the interface of 2. Type
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The detailed calculation is presented in Appendix 1V for the orthonormal
coordinate system defined by TiN and taking Ni as lattice 1. The result for X° is as

follows (in Angstroms).

-128 906 -128 (5.2.6)
X°=l 0 49 0
l 30 -3|

The O-lattice is a pseudo-hexagonal planar array on (010)TiN. The spacing
between these *O-lattice planes’ is 49A. This is the same spacing and direction as the
Moiré fringes observed in Figures 4.2.6 and 4.2.7 complicating the interpretation of these
features. The results are presented in graphical form in Figure 52.5 for (O10)TiIN. A
vertical set of essentially [001]TiN dislocations is predicted spaced 128 A apart which are
composed of a/2[101]Ni and a/2[110]Ni Burgers vectors as noted in Figure 5.2.5. This
gives this essentially vertical set a mixed dislocation character. A ’fine’ set of a/2[011]Ni
dislocations of pure edge character spaced 6A apart is also predicted but even if such

discrete features exist they would not be observable with conventional TEM.

11) CSL interpretation:

A Secondary O-Lattice calculation was also performed utilizing the near

CSL O-N3-N4-N5=0-T3-T4-T5 of Figure 5.2.4 to attempt to ascertain the significance
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(if any) of the second set of fringes with a [100]TiN line direction observed in Figure
4.2.7. The DSC vectors are shown in Figure 5.2.6 for the TiN and Ni' lattice as discussed
in Section 2.2.3. In Figure 5.2.6 the plane of the interface is shown in exact coincidence
along with the DSC lattice to the left of Figure 5.2.6. The DSC lattice vectors are
multiples of the DSC vectors determined by Grimmer’s (1974) reciprocity theorem from
the diffraction pattern. They are also consistent with the DSC vectors of the (001)TiN
plane, which are assumed to be the Burger’s vectors of TiN. The detailed calculation is

shown in Appendix V with the results presented below in the coordinate system defined

by TiN.
5 5 (5.2.7)
a
DSC=-1%5 0 0
10
1 -1
-906 128 128 (5.2.8)
Xse={46 0 0O
0 -20 20

The results (Figure 5.2.7) show three sets of dislocations. The two sets
with essentially a {001] line direction are spaced 128 A apart and have a;,/10 [501] and
ara/10 [50T] Burgers vectors (Figufe ‘5;2.7). The set of dislocations with a line direction
of [100] spaced 40 A apart are pure edge in character with a ap;,/5{0 0 1] Burgers vector.

The finer set of fringes (Figure 4.2.7) are possibly this second set of dislocations.



o 163

Primary O—Lattice
(OLO)TIN/{T11)Ni omf

500.00

T

Figure 5.2.5: Results of O-lattice calculation of dislocation configuration in the plane of
the interface. The spacing of the O-points in the (100]TiN direction is approximately
130A. The inset shows the structure of the vertical and horizonta! sets of dislocations.
The Burgers vectors of the sets labeled 1,2,3 are b=Y2[110]Ni, b='4[101]Ni and
b=YA[011]Ni respectively.
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of the diagram.
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The planar ¢ values for the habit plane are 3, 6 and 5 for oy, oy and oy

respectively. The inclusion of N atoms does not change the size of the CSL.
ii1) Plane Matching Theory:

Plane matching theory would also predict a single set of [001] dislocations
with a spacing of 128 A based on the projected spacings of (200)TiN and (111)Ni on the
bounda‘r-}‘f’f’glane as shown in Figure 5.2.4 and 5.2.5. A Moiré pattern of a (010)TiN
interface IS shown in Figure 5.2.8. The agreement between this mode! and observations
is good. As already noted the fringes observed on the (5 14 25)TiN end facet of Figure
4.2.6 and 4.2.7 are consistent with plane matching of (020)TiN and (111)Ni as well as
with O-lattice theory. It is apparent, however, that the dislocations with the [001]TiN line
direction are not visible once they encounter the high index end. This is consistent both
with plane matching theory and O-lattice theory since the calculations show very finely

spaced dislocations on this facet.
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Figure 5.2.8: Moiré Pattern of aiom positions in the plane of the interface. Compare with

results of Figure 5.2.5.
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5.2.4: ‘Type 1II- [001]TiN | [T21]Ni (010)TiN || (7T5)Ni

This orieitation relationship along with the cube on cube_grientaiion ===

“h

£

7 i
relationship were the two most frequently observed. It is worthwhile beginning this

P
St

discussion by first assuming that the orientation relationships were exact, ther’l_:pbs’e"rve the
sensitivity of the dislocation structures to slight rotations as noted in S:;:'Eion 4.2. This
is accomplished by defining an appropriate rotation matrix R such that a new

transformation matrix ¢an be defined as:

A'=R-A (5.2.9)

The atom positions corresponding to the particle in the edge- on position
and in the plane of the interface are shown in Figure 5.2.9 and 5.2.10 respectively. The
transformation A=8". S\ is derived from the following nearest neighbours around the

origin (taking Ni as lattice 1):

1 0 (5.2.10)
Syl 0 -1
1 -1 1
and 0 1 -1 (5.2.11)
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Figure 5.2.9: Schematic Diagram of the atom positions normal to the interface for a Type
IT OR viewed from [I21]Nij[001]TiN. The out of plane Ni Burgers vectors are
indicated by abcde where a=W4[0T1INi, b=Y[TTOJNi, c=Y[OTI]Ni, d=VA[I01]Ni,
e=14[110]N;i,
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Figure 5.2.10: Schematic Diagram of atom positions in the plane of the interface for a
Type IIT OR (010)TiN}|(715)Ni.
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The detailed: calculation is shown in Appendix VI. in the orthonormal

coordinate system defined by TiN. The resuit for X° (in A) is shown below.

T

-5 17 5 (5.2.12)
o=~ 8 ~0
-22 -236 -220

This O-lattice is shown projected onto the (01 0)TiN plane in Figure 5.2.11.

(The true ,Q,~lattice plane, which contains two independent O;lattice vectors, is rotated ~5°
about [001]TiN- see appendix VI). The subsequent O-lattice planés arc displaced by 8A.
The dislocation structure found on the O-lattice plane may be ’;géarded as consisting of
two sets of dislocations. One set with a 64 spzﬁ:ing lacks physical significance and would
not be observable with conventional electron microscopy. The second set of dislocations
has a spacing of 50A oriented 12° away from [001]TiN towards [101]TiN. The Burgers
vectors of these dislocations is deduced to be %[1 10]Ni from theory (the Ni Burgers

vectors are also given by Equation 5.2.10).

Case i) Twist Component:

Calculations were performed to ascertain the effect of the observed small
twist or tilt components on the Primary O- Lattice. The effect of a +0.9° (Ni lattice) twist

about {010] was first calculated. This rotation has the effect of aligning almost perfectly
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Q-Lattice

(010)T.VN
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Figure 5.2.11: Results of Primary O-lattice calculation in the habit plane.
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the [314]Ni and [101]TiN directions as shown in Figure 5.2.12, (these may be regarded
as the traces of (ITI)Ti.N and (111)Ni on (010)TiN). The atom spacings are 8.982 A and
8.994 for 4{314]Ni and 3/2{T01]TiN respectively (i.e. they differ by only ~0.1%). The
result of the calculation of X° values is shown below in A, the detailsfbf which may be
found in Appendix VII. This rotation also serves to make the O-lattice plane and

(010)TIN coincide within experimental error.

-7 0 10 (5.2.13)
X°,. =0 0 -85
10 140 125

As noted by this result the dislocation spacing is very sensitive to slight
twist rotations. These results are presented in Figure 5.2.13. Once again only one
significant set 't;f dislocations is predicted, spaced about 80A apart. The predicted line
direction of these dislocations is 7° away from [101]TiN towards [001]. These two
results are in excellent agreement with observations. As with Type II, (assuming a
Wigner-Seitz configuration), the dislocations are predicted to be composed of two
segments with %[10T]Ni and %[1T0] Burgers vectors. These Burgers vectors, however,
do not agree with all the TEM observations since one of the TEM images which had a
particularily strong image (Figure 4.2.10a) satisfied gb=0 (if b= %[10T]Ni).
Furthermore, b="2[011]Ni is the only (Ni) Burgers vector that would permit both of the

dislocation images in Figure 4.2.10 to be in contrast. As noted in Section 4.2.3, no
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Figure 5.2.12: Showing Effect of 0.9° Twist on atom positions in the habit plane.
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Prirnary O-Lattice:
(C10)TN

N\

[| 1 ]
200\ 300 400
(Angstrom

1
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Figure 5.2.13: Showing Effect of 0.9° Twist on the Primary O-lattice in the habit plane.
The Burgers vector are defined as 'd' in Figure 5.2.9.
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invisibility condition for dislocations was achieved with these particles.

case ii) tilt component:

The effect of a -0.9° (Ni) rotation about [100] was ascertained as before.
The details of the calculation are shown in Appendix VII. The result for X° is as follows

and is shown in Figure 5.2.14 projected onto the (010} plane.

6 11 0 1 (5.2.14)
Xon'JF ~0 9 "~0
-13 -141 -127

The primary O-lattice plane in this case is deviated by about 10° from
(010)TiN (appendix VIII). This incidently agrees with observations which indicated that
the particle with this OR had an interface which deviated from (010)TiN. Once again
only one significant set of dislocations is predicted with a line direction about 20° from
[001] towards [101]. Although the direction of these defects is close to what is observed,
the spacing predicted by this calculation is about half of the observed spacing. The
Burgers vector in this case is Y[ 1 10]Ni which makes these dislocations mostly edge in
character. The observed highly stepped nature and irregular spacing of the dislocations of

this interface might account for the differences between observation and calculation.
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Figure 5.2.14: Showing the Effect of 0.9° Tilt on the Primary O- lattice in the habit plane
in a Type Il OR. The Burgers vectors are defined as ‘e’ in Figure 5.2.9.
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case iii) -Tvpe III- variant:

The particle with this variant was oriented in such a manner that a complete
g'b analysis could be performed. The structure matrix (in crystal coordinates) is once
again given by Equation 5.2.10 and 5.2.1} for TiN and Ni respectively. However the
transformation matrix A is formulatec'i{.in a different manner to account for the 23°
rotation about [OOI]TiN of this variant in the coordinate system of TiN (Appendix 1X).
It was not possible to determine the precise orientation relationship with respect to twist
or tilt components given the high index zone axis and the weak diffraction spots
associated with it. The spacing and orientation of these dislocations are, however,
consistent with case (i). The calculation was therefore conducted assuming a twist
between +0.9° and +1.25° about [010]TiN. The predicted spacing and orientation of these
dislocations are once again in excellent agreement with observations (Figure 4.2.15) as
shown in Figure 5.2.15. The dislocation are assumed not to change their orientation or
spacing substantially due to the inclined facet since the O-lattice points are closely spaced
and nearly aligned in the [010]TiN direction. The Burgers vector of these dislocations
was deduced from O-Lattice theory to be 4[10T]Ni and %[1T0]. Although there is
some (limited) agreement with the results in the g-b analysis of Section 4.2.3, it is by no

means conclusive.
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Figure 5.2.15: Showing the effect of 1.25° twist on the Primary O-lattice in the habit
plane of a Type I OR.
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iv} CSL Interpretation:

The atom positions are shown in Figure 5.2.10 for the atoms in the plane
of the interface. A near CSL unit, O-N4-N5-N6~0-T4-T5-T6, is shown with every Ni
atom in the boundary coincident with a Ti atom. The size of the unit cell of this near
CSL is exactly the same size as that found in the Type II orientation relationship. The
o values for the boundary plane are: 3,6 and 1 for oy, o, and oy; respectively. The CSL

unit cell does not change its size with the inclusion of the N atoms.

v) Plane Matching Interpretation:

As noted, the twist component had the effect of aligning almost perfectly
the [31.]Ni and [TO1]TiN directions indicating that plane matching of (111)Ni and
(1TDTIN may be important. The results of the plane matching calculation, shown in
Table 5.2.1, are in poor agreement with observations. This is because the traces of
(111)Ni and (1T1)TiN are almost perfectly aligned due to the twist component therefore

the dislocation spacing is very large.

Table 5.2.1 _
Table of Plane Matching Results (111)Ni and (111)TiN
Rotation Sp:cing A Orientation
0° 168 7° away [101],q
0.9° about [010] 1079 [100]
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; The (200)TiN planes were slightly mismatched across the interface with
(1TT)Ni (Figure 5.2.9). The results of this calculation are shown in Table 5.2.2 and are
in better accord with observation. The twist rotation produces an almost identical result

to that of O-lattice theory, with a slightly smaller spacing. The traces of the (YTTNi ®

- planes are effectively ’twisted’ in the habit plane by -0.2° by the 0.9°tilt component.

Table 5.2.2
Plane Matching Results (11 I)Ni and (200)TiN
orientation spacing A direction
0° 96 [001]
0.9° twist {010} 79 9° away from [ 101},
0.9° tilt [100]4y 96 9° away from [001],,

The results of these calculations are in excellent accord with observations
for both the twist and tilt orientations. While the results of O-lattice and plane matching
theory differ with respect to the tilt orientation they are nearly identical with respect to
the twist orientation. This shows once again that it is sometimes difficult to distinguish

‘the results of plane matching theory from O-lattice theory without Burgers vector
determinations. A Y3[1T1 1]Ni or %[100]TiN Burgers vector might be expected as a strict
interpretation of a plane- matching dislocation. There was some support fora 2[100]TiN

Burgers vector from the g'b analysis of Section 4.2.3.
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vi) Contrast Behaviour of Interfacial Dislocations:

The contrast behaviour of these interfacial dislocations was extremely
sensitive to the diffracting conditions used. Weak beam dark field (and to a lesser extent
dark field) provided the best operating conditions for imaging these defects. There were
some inconsistencies in the g'b analysis, and in this regard the interpretation of these
Burgers vectors as %[10T|Ni should be viewed with caution. The most serious
inconsistency, as aiready noted, is the strong image of Figure 4.2.10a under gb=0
conditions, although the small edge component might account for the visibility of this
image. As noted in the previous section, because both O-lattice theory and f)'lanc
Matching theory can make similar predictions, it is useful to have Burgers vector
determinations in order that one theory may be distinguished from the other. The general
unreliability of g-b analysis and the extreme sensitivity of the images to the diffraction
conditions make this difficult. Some of these problems stem from the fact that these
features are imaged essentially at the top or bottom of a TEM foil, where complicated
Bloch wave oscillations can dramatically change the contrast of dislocations at these
surfaces. The invisibility of dislocations on one side of the particle under conditions of
w>0 is another complicating feature. This effect is not due to these dislocations acling
as loops around the particle as might be expected. It may be recalled that the image of
a dislocation loop can appear either inside or outside the actual loop depending on the

sign of (gb)s. Therefore the image might be visible on both sides of the particle or on
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neither.

5.2.5: Othc-r Orientations:
Two other orientation relationships were observed. They were put into this
category because of the small number of observations (2 for Type IV and 1 for Type V)

and their lack of visible misfit dislocation configurations.

a) Tvpe IV: [101}TiN | [101]Ni:(010)TiN || (171)Ni

The atom positions normal to the habit plane are shown for this orientation
relationship in Figure 5.2.16. The boundary piane is a (010)TiN || (17T)Ni. Once again
(}1T)Ni planes are rotated in such a fashion as to suitably arrange themselves with
(117T)TiN such that their traces are well matched in the plane of the interface. This is
exactly the situation that was observed with the Type III (twist) particle. An O-lattice
calculation performed (not shown) also shows that the (010)TiN is a primary O-lattice
plane. In this case the fine spacing of the O-points would make it difficult to observe any
misfit dislocation configurations. The contrast features noted in Figure 4.2.20b are either
growth steps or matrix dislocations intercepting the interface.A near CSL is observed in
the habit plane as shown in Figure 5.2.17. The vector E shows the traces of (111)Ni

planes. The ¢ values for this interface are 30, 60 and 12 for g, oy and oy; respectively.
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Figure 5.2.16: Schematic Diagram of the atom positions normal to the interface of a
Type IV OR (101)TiN[|(101)Ni.
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Figure 5.2.17: a) Schematic Diagram of atom positions in the plane of the interface of a
Type IV OR (101)TiNf(171)Ni.
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b) Type V: [110)TiN || [211] Ni:(T11)Ni|| (010)TiN

This orientation relationship is related to Type II, but with a rotation in the
boundary plane of 45 degrees. A schematic diagram of the atom positions normal to the
habit plane are shown in Figure 5.2.18. As noted (111)Ni and (010)TiN meet to form
the interface as in the Type II OR. - An O-lattice calculation (not shown) indicates that

similar to the Type II OR, the (010)TiN habit plane is a primary O-plane.

A schematic diagram of the atora positions in the plane of the interface is
shown in Figure 5.2.19. The lines indicated, show the mismatch of (10T) planes of TiN
with (01T) Ni. The o values for this interface are 15 ,30 and 24 for Opis Op and oy

respectively.

5.3.1: Synthesis of Results:

There were several key observations made in Section 5.2. It is worthwhile reviewing

these salient points:

1/ Although habit planes other than {010} TiN were found, the majority of particles had
{010} TiN habit planes, indicating that this was an important factor in determining the

habit and by implication the orientation relationships of the particles.
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atom positions normal to the interface of a
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Figure 5.2.19: a) Schematic Diagram of atom positions in the plane of the interface of a
Type V OR (111)Ni](010)TiN.



189
2/ All the particles studied had an association of low index planes ( {111 INI or {200} Ni
and {2003 TiN or {111}Ni ), such that these planes were parallel to one another and to
the habit plane, or that their traces were well matched in the plane of the interface. In
the language of O-lattice theory this resulted in the primary O-plane (Zhang and Purdy

1993) becoming (0 1 0)TiN, as noted by O- lattice calculations.

3/ Misfit dislocations were observed at two of the ORs. O-lattice theory and Plane-
Matching theory made similar predictions asto the dislocation spacing and direction in
these cases, both predicting one predominant set of dislocations. In the case of plane
matching theory the dislocations arise from the mismatch of {111}Ni and {100}TiN

across the interface.

4/ All the particles had relatively small o values (0,;<20 with respect to TiN). These are
shown (also normalized with respect to the Ni habit plane spacing) in Table 5.2.3 and
Table 5.2.4. No correlation was found between o values and the observed frequency of

an orientation relationship.
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Table 5.2.3
Table of Orientation Type Versus ¢ w.r.t. the Ti sub-lattice
Type Plane (Ni) Or; Oni Ol Ay orfdyy freq.
I (001) 25 36 20 14 0.4
II (i 3 5 2.5 1.5 0.05
11 (715) 3 1 2.5 7.5 0.4
v 17T) 30 12 24 50 0.1
V (T11) 15 24 12 7.5 0.05
Table 5.2.4
Table of Orientation Type Versus o w.r.t TiN
Type Plane (Ni) | gp;y Oy Onif O o/ dp freq.
I (001) 25 18 10 14 0.4
I (T11) 6 5 2.5 3 0.05
111 (715) 6 1 2.5 15 0.4
IV 771) 60 12 24 120 0.1
V (111) 15 12 6 7.5 0.05

The presence of {010} TiN habit planes in all the orientation relationships

implies that this was the controlling factor in selecting low energy interfaces during

nucleation. Cuboidal TiN particles bounded by {010} are almost always produced from

the vapour and are also precipitated in both solid and molten steel. The surface energy

of {010} TiN, like all of the rock salt structures, is the lowest and has been estimated by

Hultman and co-workers (1989) to be ~1.1 J/m? for TiN. The surface energy of (011)TiN
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by comparison was estimated in this same study as 1.6 J/m? while the surface energy of
(111)TiN was considered extremely high as noted by the near absence of these facets

during the void formation experiments in TiN of Hultman et. al. (1989).

The process of nucleation should select interfaces of the lowest interfacial
energy <. From homogeneous nucleation theory, the nucleation rate is known to depend
exponentially on -y (Aaronson 1993). It is evident that due to the excess volume changes
associated with the nucleation event a flux of vacancies are is required to alleviate the
stresses generated by the volume mismatch between nucleus and matrix. It seems
unlikely, however, since this stress is generated by volume mismatch, that it should
depend on the orientation relationship, so that to a good first approximation the nucleation
of TiN should be governed by capillarity considerations. In this regard the interfacial
energy of the five orientation relationships bounded by {010}TiN cannot differ
substantially since they were all found. The presence of fairly small near CSLs in all the
observed ORs suggests that these play a role in selecting low energy interfaces. Some
differences in interfacial energy must exist due to the abundance of Type I and Type III
particles. However, no correlation was found between the frequency of observation of
a particular OR and the size its corresponding planar CSL relationship. Therefore, an
overly simplistic interpretation of the lowest energy interfaces corresponding to the
lowest o values cannot be substantiated. Sutton and Balluffi (1987) have similarly

argued that geometrical criteria for low energy interfaces in metal- ceramic or ceramic-
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ceramic systems are not very useful because electronic contributions to the interfacial
energy in some cases tend to dominate. The results presented in this work tend to agree
with this assessment. In summary it would appear that the minimization of the interfacial
energy for the TiN/Ni system involves the selection of orientation relationships such that

(0 1 O)TiN facets are primary O-lattice planes that contain a planar near CSL

relationship.

The morphology of these particles is dictated by a number of factors many
of which are poorly understood. Two points about the growth of these particles are,
however, readily apparent. The first, is that there is experimental evidence to suggest that
both growth ledges and high index facets facilitate the growth of TiN in Ni. The
principal growth direction is often a high index facet while the semicoherent {010} TiN
facets are the least mobile without the intervention of growth ledges. The growth ledges
(presumably of dislocation character) are regarded as the sink for vacancies. This
hypothésis is in part supported by research in other excess volume interstitial systems such
as Pt-C and Mo-Hf-N (Westmacott and Dahem 1987) where a cooperative growth
mechanism where-by vacancies are condensed to facilitate growth was noted. Finally, it
was shown via the finite difference model that the nitridation behaviour of this system is
well described without accounting for vacancy interactions with the particles. This stems
from the high diffusivity of vacancies which can very quickly relieve the aforementioned

stresses generated at these growing particles. The broader question as to what determines
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the particle aspect ratios, and what decides the ténniﬁating habit of the growing particles
cannot be addressed by this work. The answer may depend in a very complicaterd
manner on the interfacial energy, the strain field around the particle, on the directional
nature of the diffusion fields as well as on the proximity of sources and sinks for

vacancies.
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Chapter 6

SUMMARY AND CONCLUSIONS:

A study was conducted on the nitridation behaviour of dilute Ni-Ti alloys
and on the orientation relationships and interfacial structures between TiN and Ni. The
following is a summary of the main conclusions and contributions to science made in this

work:

1: Beginning with the Fickian relationships first proposed by Kirkaldy (1969) to describe
internal sulphidation and assuming a solubility product of the form K=BC, these equations

were combined to yield for the metal solute:

B_rp KDC]@ (2.1.8)
B

This second order differential equation shows that the concentration profile of the metal
solute, B, is dependent not only on the diffusivity of the metal, Dy, but also on the
solubility product K and on the gas diffusivity D.. Two limiting cases were identified
from Equation 2.1.8. The first, which depends only the metal diffusivity, Dy, corresponds

to Wagner’s error function solution for the superficial oxidation of alloys dilute in B. The
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second limiting case (Dz=0) corresponds to Wagner’s oxygen controlled internal
oxidation as proven analytically by Ohriner and Morral (1979). A criterion describing the
transition from internal to external nitridation (oxidation) was deduced from Equation

2.1.8 as:

KD
€ <0.1
I DB

where B, is the interfacial composition of the metal solute.

2: A finite difference algorithm was presented based on these ideas. A comprehensive
test of this appx:oach showed that it could generate the well known analytical solutions of
Wagner’s two limiting conditions. It was also shown that provided the solubility product
K is small, Ohriner and Morral’s (1979) analytical solution is valid even for an alloy not
saturated in the gas phase (i.e. the composition need not be confined to the solvus of the
ternary isotherm). As well as reproducing these analytical solutions, the model was

succacsfully tested against the experimental work of Swisher (1968) and Kirkaldy (1969).

3: A detailed investigation was conducted on the concentration profiles of Tiin Ni as a
consequence of either internal nitridation or superficial nitridation. It was found that the
program always generated the correct shapes of the diffusion profiles as well the transition

to external nitridation in the Ni-Ti-N system. Based on the measured interfacial
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~ composition of the interface, first time determinations of both KD, and D,; values were
obtained between 800°C and 1020°C. The diffusivity of Ti in Ni is similar to other

substitution solutes in Ni and can be expressed as:
D;=0.0700 exp(-320 000/RT) m%s (900°C -1020°C)

A solubility product calculation of TiN in Ni showed values between 1.4 x 10®and 5x10*
[w/o]* (between1020°C and 800°C respectively). Using this data, a diffusivity of N in
Ni was obtained which compares favourably to other interstitial diffusivity data in Ni and
vFe. The upper bound value for the diffusivity of N in dilute Ni-Ti alloys can be

expressed as:

Dy= 0.0003 exp(-170 000/RT) m*/s (900°C-1020°C)

where R is in units of J/mole-K

4: Stoichiometric TiN was the only precipitated phase found between 800°C-1020°C in

this work.

5: A first time investigation of the interfacial structure between TiN and Ni was
conducted. It was determined that at least five different orientation relationships (OR)s

exist between TiN and Ni.
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6: The habit planes were dominated by {010}TiN indicating that this was an important
factor in selecting the morphology and orientation relationships of these particles. This
plane coincided both with a primary O-lattice plane and with a fairly small near CSL
relationship. These factors probably all play a fb]e in the selection of these orientation

relationships and habit planes in the Ni/ TiN system.

7: In only two c;ses were misfit dislocations observed. In both these cases there was an
assoctation of {IOO}TiN. and {111}Ni such that the traces of these planes were slighlty
mismatched in the plane of the interface. Both O-lattice and plane matching theory made
similar predictions as to the misfit dislocation configurations of Type Il and Type Il

ORs. In both cases one predominant set of dislocations was predicted and observed.



Chapter 7

Recommendations for Future Work:

There remain a number of intrigning problems identified in this work that may warrant

further study. These are:

1: The surface morphologies showed unique microstructure. The appearance of the Ni
‘nodules’ on twin boundaries remains largely unexplained. Related to this problem is the
preferential appearance of (sur.ace) Ni on the traces of {111}Ni planes particularly at low
temperatures. An explanation of precipitation as related to the association of {111}Ni and
- {010}TiN planes was offered with limited experimental support. Both these issues may
be resolved by careful (a:id difficult) sectioning experiments coupled with electron

channelling experiments to determine the grain orientation.

2: The growth mechanism of TiN in Ni is also poorly understood. An in-situ TEM study
of the dissolution of TiN in Ni would be an ideal experiment to determine the growth
(dissolution) mechanisms of these particles. It is realized that given the stability of TiN
this may not be possible. An alternative approach is to identify a TiN particle early in

the growth process in a TEM foil. By conducting successive nitriding experiments on
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this TEM foil, the morphological changes of the particle may then be followed.

3: It was suggested how the FD program could incorporate a vacancy rolé as a rate
limiting step in the precipitation TiN. This is hypothesised in terms of ledges (and their
associated risers) acting as a good vacancy sink at the interface of a growing particle so
that the precipitation process is limited by available vacancies. Useful calculations could
be performed of several hypothetical situations concerning starting alloy concentrations,
gas solubilities, vacancy concentrations, diffusivities of the various species and mean
distance of available sources of vacancies (other than the surface). This may resolve the
issue of under which circumstances solvent removal as controlled by a vacancy flux may

act as a rate limiting step to internal nitridation or oxidation.

4: The difficult problem remains to explain the appearance of the varied orientation
relationships observed in this work, which defy geometrical categorization. Atomistic
computer modelling of these interfaces might yield plausible explanations for this

behaviour.

5. Computer simulation methods are also available which can simulate interfacial
dislocations, provided that useful double two beam conditions can be obtained. In future
work it would be advisable to perform computer simulations to unambiguously identify

the Burgers vector of these dislocations.
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6: A high resolution (lattice imaging) TEM study of the interfaces between TiN and Ni

would also be extremely useful in identifying possible defect structures at such interfaces.



Chapter 8
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- ) Appeadix X '
A Finite Difference Computer Algorithm for Internal Precipitation of a BC Phase

PROGRAM TINS

DEBUG :
g***********************t**t**t*****tt***i****t*****t*tttt*tt***********ttt‘*
c THIS PROGRAM WILL USE A FINITE DIFFERENCE APPROACH *
c TO SOLVE FICK‘S SECOND LAW .
c USED TO ANALYSIS ANY DATA WITH BC AS A PRODUCT *
c IT INCLUDES CROSS EFFECTS :THRO’ THE WAGNER INTERACTION EFFECT w

Ctt******tt*ttt**t****tt******it*t***ﬁtt*t*ttt***ttt**tt****itt***t****titt*t

REAL*8 ¢o,DEX, DET, C, AL, B,AL2,D,E, T, T2, T,K,F,DEC,V,W '

REARL*8 P,RT,Z1,22,VF,ALC,ALD

INTEGER PS

DIMENSION C(-2:700)

DIMENSION B{-2:700)}

DIMENSION D{-2:700)}

DIMENSION E(-2:700)

DIMENSION F(-2:700)

OPEN (13,FILE=‘DIFF.DAT‘)

OPEN (1S,FILE=’SOL.DAT)

ct*******t***ttt*it*t**t***tt****tttt***it*tt****t*t**t*****t*t*t***ttt*tti**

.-C VARIABLE NAMES *
CS=SURFACE CONCENTRATION OF GAS (MOLES/CM3) *
c CO=ORIGINAL METAL ALLOY COMPOSITION MOLES/CM3) *
C . Ti,T2<THERMAL DIFFUSIVITY OF GAS, METAL SPECIES *
c DEX,DET= INCREMENTS OP POSITION, TIME *
c T=NUMBER OF TIME INTERVALS I.E. TIME<T*DET *
c VF=MOLAR VOLUME OF BC PHASE *
c *
C *
ct *

n

WeWAGNER 'INTERACTION COEFFICIENT
PS=DEPTH OF SAMPLE I.E. LERGTH=DPS*DEX
***it*ittttit**ttt**ttt*tt*it***tttt***t*t****tttt*t****t**t*********ttttt
READ (13,+%) CS,CO,T1,T2,DEX,DET,K,T,VF,W,PS
AL1=T1*DET/ (DEX*DEX)
AL2-T2*DET/ (DEX*DEX)
ALC=AL]*W#* (CS*0.5/0.151618399)
ALD=AL2*W+ (CO*0,.5/0.151618399)
IF (2*AL1.GE.1.OR.2%*AL2.GE.1.0R.2%ALC.GE.1) ~THEN
FRINT*, ‘UNSTABLE USE SMALLER TIME IN
GOTO 100
END IF
c****tt******tt****t*itttt**t**t*tt***tt**titt*******tt*****t*****t*t*t*****i
c PREPARE THE INITIAL BOUNDARY CONDITIONS *
C STEP 1: DELTA TIME=0 *
c THE DIMENSION ARRAY C{J) IS CONCENTRATION,J=POSITION *
c**ti*******itt*****ti*t*****it****tt*iti*tit*t****t**t****t***ﬁ****t*i*****i
DO 11 J=0,1
C(J-1)=CS
B(J-1)=CS
IF(CS*CO.GT.K) THEN
D{J-1)=K/CS
E(J-1)=K/CS
F(J-1)=C0-K/CS
ELSE
D(J-1)=C0
E{J-1)=CO
F{J-1)=0
END IF
11 CONTINUE
DO 15 J=1,PS+2
C(J)=0
B{J)=0
D(J} =CO 208



E{J})=CO -
F{J)=0
15 CONTINUE
DO 19 N=1,T
DO 37 3=1,PSs

IF(F(J-1) /VF.GE.1) THEN . 209
PRINT*, ' COMPLETE SURFACE COVERING

GCTO 100

END IF

V=1~ {F(J) /VF} :
C{J) =AL1*V+ (B(J+1) -2+B(J) +B (F-1) ) +B{D)

+ . +ALC*VU* (D{J+1) -2+D (T} +D{J-1})
Ctttttt*ttt*tl-ttt*tt*I:l-*tl-*l—****tt***ttittt******g***t*l—*t***i-**i*******t****
c THIS PART OF THE PROGRAM DEALS WITH THE “SINK® TERMS *

ct**t*l*t**t**i**t*****tt******i**ﬁ**tit*t*ti**tt***ti*t*****t***********t***

IF{C(J) *D(J) .GT.K) THEN
P=D(J) -C{J}
RT=DSQRT (P*P+4 +*K)
Z21=0.5*{P~RT)}
Z2=0.5*% (P4+RT)
IF (Z21.GT.0.AND.D(J).GT.Z2) THEN
F(J) =F{J) +D(J) -21.
D(J} =21
C{J) =K/D(T}
END IF
IF (Z2.GT.0.AND.D(J) .GT.Z2) THEN.
F{J) =F (J) +D (T} -22
D{(J) =22 _
C(JT}=K/D(J) )
END If

* IF (21.LT.C0.AND.Z2.LT.0) THEN
PRINT*, ‘NO POSITIVE ROOTS’
‘GOTO 100
END IF
END IF
37 CONTINUE
DO 21 J=1,PS
IP(J-1.EQ.0) THEN
Cttt**t*tttt**t***ttt**ti****ti*ttttt*tit***t****tt********t****tt****t******
c DEC IS THE CHANGE OF CONCENTRATION ENTERING THE SURFACE *
Cc smcs:r:smsumcsmmmnoaxrrrms *
Ct**i*ttt*t***ttt**ﬁ*t**tttt***tt***ttt**ti*ttt***ﬁ*iti***i******************
DEC=AL2+V+ (D (J) ~D{J-1) ) +ALD#V* {C{T+1) ~2+C(T) +C(T~1) )
F(0)=F{0) +DEC
END IF
E(J) =AL2*V«D(J+1) + (1-2*V*aAL2) «D {T) +AL2*V+D(J-1)
+ +ALD*V* (C(J+1) ~2+C(J) +C(I~1) )
21 CONTINUE
DO 78 J=1,PS
B{J) =C(J)
D{J)} <E (J)}
78 CONTINUE
19 CONTINUE
100 CONTINUE
TLT=0
TLN=0
DO 23 g=0,Ps
X=J*DEX+*10000
WRITE (15,801)X,C(J),D{(J},F{J) F(J) *100/VF
TLT={CO-D(J} ) *DEX+TLT e

TLN=F (J) *DEX+TLN

23 CONTINUE
WRITE (15,803)DET*N/3600

801 FORMAT (FB:Z,ElS.G,Els.G,EIG.6,E16.6)

803 FORMAT ('TIME=',F10.2,2X, ‘HOURS" )

C WRITES THE TOTAL MOLES OF TI CONSUMED AND TIN CREATED

WRITE (15,805} TLT, TLN

605 FORMAT (‘TI CONSUMED =',E16.6,3X, ‘TIN CREATED =',El16.6}
CLOSE(UNIT=13)

“~ CLOSE(UNIT=15)
END



Appendix OO

Primary O- Lattice Calculation of Type I OR

THE STRUCTURE MATRIX 1 18
2.12000000 2.12000000
2.12000000 =2.12000000

-00000000 -00000000

THE STRUCTURE MATRIX 2 1s
1.76180000 1.76180000
1.76180000 -1.76180000

-00000000 -00000000

THE DSC VECTORS ARE;
2.12000000 2.12000000
2.12000000 -2.12000000

.00000000 -00000000
THE TRANSFORMATION MATRIX A IS
.83103774 -00000000
-00000000 -83103774
.00000000 .00000000

THE DETERMINANT OF A 1s
-573934E+00

THE INVERSE OF THE A MATRIX IS

1.20331479 -00000000
-00000000 1.20331479
-00000000 .00000000

THE DETERMINANT OF A INVERSE IS

-174236E+01

THE T MATRIX IS

-.20331473 .0000000¢
-00000000 ~.20331479
-00000000 .00000000

THE DETERMINANT OF THE T MATRIX
-.840440E-02

THE T INVERSE MATRIX IS

-4.91848130 -00000000
- 00000000 -4.91848130
.00000000 -00000000

THE DETERMINANT OF T INVERSE IS

-.118985E+
THE O-LATTICE
-10.42718035
~10.42718035
-00000000

03
1s
-10.42718035
10.42718035
-00000000

2.12000000
-00000000
2.12000000

1.76180000
-00000000
1.76180000

2.12000000
.00000000
2.12000000

-00000000
-00000000
-83103774

-0000000¢
-00000000
1.20331479

-00000000
-00000000

~.20331479
Is

-00000000
.00000000

-4.91848130

~10.42718035

.00000000

-10.4271803s

THE DETERMINANT FOR THE O-LATTICE Is

.226741E+

04

210



Appendix T
Secondary O- Lattice Calculation of Type I OR

THE STRUCTURE MATRIX 1 IS
10.60000000 10.60000000 10.60000000
10.60000000 -10.60000000 -00000000
.00060000 - .00000000 10.60000000
THE STRUCTURE MATRIX 2 IS -
10.56000000 10.56000000 10.56000000

10.56000000 -10.56000000 .00000000
.00000000 -00000000 10.56000000
THE DSC VECTORS ZARE:
-35333333 -35333333 .35333333
.35333333 -.35333333 -00000000
-00000000 .00000000 .35333333
THE TRANSFORMATION MATRIX A IS
.99622642 .00000000 .00000000
-. 00000000 -99622642 -00000000
.00000000 -00000000 -99622642
THE. DETERMINANT OF A IS
.988722E+00
THE INVERSE OF THE A MATRIX IS
1.00378788 -Goo000000 -0000C0000
-00000000 1.00378788 .G0000000
-00000000 -00000000 1.00378788
THE DETERMINANT OF A INVERSE IS
-101141E+01
THE T MATRIX IS
-.00378788 .00000000 .00000000
.00000000 -.00378788 .00000000
.00000000 .00000000 -.00378788
THE DETERMINANT OF THE T MATRIX IS
-.543486E-07
THE T INVERSE MATRIX IS
~264.00000000 -00000000 -00000000
-00000000 -264.00000000 .00000000
.00000000 -00000000 -264.00000000
THE DETERMINANT OF T INVERSE IS
~-.183397E+08

THE O-LATTICE IS
-93.27999912 -93.27999912 ~93.2795%9912
-93.27999912 93.27999912 .00000000
-00000000 -00000000 -93.27999912
THE DETERMINANT FOR THE O-LATTICE Is
.162329E+07
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- Appendix IV
Primary O- Lattice Calculation of Type IT OR

THE STRUCTURE MATRIX 1 IS .
2.15555510 1.43703435  2.15555510
-00000000  2.03225973 00000000
1.24450794 -00000000  -1.24450794
THE STRUCTURE MATRIX 2 IS
2.12000000  2.12000000  2.12000000
.00000000 2.12000000 00000000
2.12000000 -00000000  -2.12000000
THE DSC VECTORS ARE:
2.15555510 1.43703435  2.15555510

.00000000 2.03225973 .00000000
1.24450794 .00000000 -1.24450794
THE TRANSFORMATION MATRIX A Is :
-89835053¢6 .34772574 -00000000
-00000000 1.04317375 -00000000
-00000000 -00000000 1.70348451
THE DETERMINANT OF A IS
-174772E+01
- THE INVERSE OF THE A MATRIX IS
1.01677127 -.33892488 .00000000
-00000000 -95861308 -00000000
.00000000 .00000000 .58703205
THE DETERMINANT OF A INVERSE IS
.572174E+00
THE T MATRIX IS
~-.01677127 .33852488 .00000000
-00000000 -04138692 -00000000
-00000000 -00000000 .41296795
THE DETERMINANT OF THE T MATRIX IS
-.286646E-03
THE T INVERSE MATRIX IS
-52.62576899 488.28607517 .00000000
-00000000 24.16222334 -00000000
.00000000 .00000000 2.42149540
THE DETERMINANT OF T INVERSE Is
-.348863E+04

THE O-LATTICE IS
-128.52663025 906.63984910 ~128.52663025
- 00000000 48.103913459 -00000000
3.01357026 .00000000 ~3.01357026
THE DETERMINANT FOR THE O-LATTICE IS
.380383E+05

212



: Appendix V
Secondary O- Lattice Calcuiation of Type II OR

THE STRUCTURE MATRIX 1 IS
2.12000000 2.12000000 4.24000000
2.12000000 .00000000 -00000000
.00000000 6.36000000 .00000000
THE STRUCTURE MATRIX 2 IS
1.43701661 2.15555087 4.31110185
2.03227235 .00000000 .0000000Q0
-00000000 6.22253968 -00000000
THE DSC VECTORS ARE:
2.12000000 2.12000000 2.12000000

2.12000000 .00000000 .00000000
.00000000 .42400000 -.42400000
THE TRANSFORMATION MATRIX A TS
1.01676933 -.33893130 00000000
.00000000 .95861932 .00000000
.00000000 .00000000 .97838674
THE DETERMINANT OF 2 IS
.953628E+00
THE INVERSE OF THE A MATRIX IS
'~ .98350724 .34773073 .00000000
-00000000 1.04316696 .00000000
.00000000 .00000000 1.02208071
THE DETERMINANT OF A INVERSE IS
.104863E+01
THE T MATRIX IS
.01649276 -.34773073 .00000000
-00000000 -.04316696 .00000000
.00000000 .00000000 -.022098071
THE DETERMINANT OF THE T MATRIX IS
-157273E-04
THE T INVERSE MATRIX IS
60.63268321 -488.42553095 -.00000065
-00000000 -23.16586391 .00000000
.00000000 .00000000 -45.26789618
THE DETERMINANT OF T INVERSE IS o
.635837E+05

THE O-LATTICE IS
-906.92083721 128.54128812 128.54128867
-49.11163149 .00000000 .00000000
-00000000 -19.19358798 19.19358798
THE DETERMINANT FOR THE O-LATTICE IS
.242333E+06
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¥ Appendix VI _
Primary O- Lattice Calculation of Type OI OR

THE STRUCTURE MATRIX 1 IS

-.24816000 1.88325000 -24916000 .
1.22061000 .40687000 -1.22061000
2.15776000 -1.43850000 2.15776000
THE STRUCTURE MATRIX 2 IS
.00000000 2.12000000 .00000000
2.12000000 -00000000 ~2.12000000

2.12000000 -2.12000000 2.12000000
THE DSC VECTORS ARE:

-.24916000 1.92325000 -24916000

1.22061000 -40687000 =1.22061000

2.15776000 -1.43850000  2.15776000
THE TRANSFORMATION MATRIX A IS

1.02104542 .2084233% .00000000
~-.34034847 1.66736204 .00000000
-.34035163 -.06947511 .98250037
THE DETERMINANT OF A IS
.174236E+01
THE XINVERSE OF THE A MATRIX IS
.94021226 -.11752830 .00000000
.19191981 .57575943 -00000000
-33927358 .000006000 1.01781132
THE DETERMINANT OF A INVERSE IS
-573936E+00
THE T MATRIX IS
.05978774 .11752830 .00000000
~.19191981 .42424057 -00000000
-.33927358 .00000000 -.01781132
THE DETERMINANT OF THE T MATRIX IS
-.853525E~-03
THE T INVERSE MATRIX IS
8.85302779 ~-2.45257386 . 00000000
4.00497161 1.24764704 .00000000

-168.63423653 46.71711535 -56.14406780
THE DETERMINANT OF T INVERSE IS
-.117161E+04 :
THE O-LATTICE IS
-5.19945659 16.64841892 5.15545659
.52501173 8.49053982 -.52501173
-22.10513918 -236.35915772 -220.18570827
THE DETERMINANT FOR THE O-LATTICE IS
.128140E+05
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] Appendix VII
Primary O- Lattice Calculation of Type ITf OR (+0.9° fwist about [o10)) 215

THE ROTATION MATRIX IS’

-9593987388 .0000%000 -01588183
.00000000 1.00000000 . 00600000
-.01588183 .00000000 . .99987388

THE ROTATION AXIS IS
-00000000 1.00000000 -00000000

THE ROTATION ANGLE IS

.910000E+00
THE TRANSFORMATION MATRIX A IS
1.01551123 .20729371 .01560390
-.34034847. 1.66736204 .00000000
. =-.35652477 -.07277649 .98237645 -
'THE DETERMINANT OF A IS
.174236E+01
THE INVERSE OF THE A MATRIX IS
.94009368 ~-.11752830 -.01493229
.19189561 .57575943 -.00304804
.35539550 .00000000 1.01229467

.. DETERMINANT OF A INVERSE IS
7 .573936E+00
E T MATRIX IS

-.05990632 -11752830 -01493229
-.19189561 -42424057 .00304804
~.35539550 .00000000 ~.01229467

E DETERMINANT OF THE T MATRIX IS

.153433E-02

E T INVERSE MATRIX IS
~3.39546871 .94176233 ~3.89529331

-2.24368839 2.97872714 -1.98656359
98.26667666 -27.22303468 31.26312982
E DETERMINANT OF T INVERSE IS

-€51752E+03

E O-LATTICE IS
~6.40857194 -.783943674 -10.40164423
-.08162593 -.40260544 ~8.48142899

9.74549749 139.82180489 125.17116452
{E DETERMINANT FOR THE O-LATTICE Is
-.71282SE+04
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Primary O- Lattice Calculation of Type Il OR (-0.9° tilt about [100])

THE ROTATION MATRIX IS

1.00000000 -00000000 -Q0000000 2
.00000000 -99987388 -01588183
-00000000 -.01588183 .95987388

THE ROTATION AXIS IS
1.00000000 .G0000000 .00000000
THE ROTATION ANGLE IS

-.910000E+00 -

THE TRANSFORMATION MATRIX A IS

1.02104542 .20842339 .00000000
-.34571095 1.66604835 .01560390
-.33490334 -.09594710 .98237645

THE DETERMINANT OF A IS oy
.174236E+01 )

THE INVERSE OF THE A MATRIX IS | 7
.94021226 ~.11751348 .00186656 e o
-19191981 .57568682 -.00914411 T S
.33927358 -01616471 1.01768295 i o

THE DETERMINANT OF A INVERSE IS |
.573936E+00

THE T MATRIX IS
.05978774 .11751348 -.00186656

-.19191981 .42431318 .00914411
-.33927358 ~.01616471 -.01768295

THE DETERMINANT OF THE T MATRIX IS
-.147763E-02

THE T INVERSE MATRIX IS
4.97776734 ~1.42671565 ~1.26321524
4.39627350 1.14406168 -12755233
~99.52465082 26.32781916 -32.43159535
THE DETERMINANT OF T INVERSE Is

-.676760E+03
THE O-LATTICE IS
-5.70743922 11.15858208 .25600858
.57630494 9.04487250 -.02585030

-13.04603784 -141.01266054 -126.91316053
THE DETERMINANT FOR THE O-LATTICE IS
-.740176E+04
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Primary O- Lattice Calculation of Type Il OR- variant ( 1.25°twist about {010])

THE STRUCTURE MATRIX 1 IS
.24916000 1.99325000
1.22061000 -.40687000
2.15776000 -1.43850000
THE STRUCTURE MATRIX 2 IS
.00000000 2.12000000
2.12000000 -00000000
2.12000000 -2.12000000
THE DSC VECTURS ARE:
.24916000 1.99325000
1.22061000 -.40687000
2.15776000 -1.43850000
THE TRANSFORMATION MATRIX A IS

1.02104542 ~-.20842339
.34034847 1.66736204
-.34035163 -06947511
THE DETERMINANT OF A IS
.174236E+01
THE ROTATION MATRIX IS
-99976203 -00000000
-00000000 1.00000000
-.02181489 -00000000

THE ROTATION AXIS IS
-00000000 1.00000000 .000
THE ROTATION ANGLE IS

-125000E+01
THE TRANSFORMATTION MATRIX A IS
1.01337770 -.20685820
-34034847 1.66736204
-.36254462 .07400531
THE DETERMINANT OF A Is
-174236E+01
THE INVERSE OF THE A MATRIX IS
-93998852 -11752830
-.19187414 -57575943
-36139628 -00000000

-.24916000
-1.22061000
2.15776000

-00000000
~2.12000000
2.12000000

-.24916000
~1.22061000
2.15776000

-00000000
.00000000
. 98250037

.02181489
-00000000
.99976203

00000

.02143313
-00000000
.98226656

-.02051062
-00418671
1.01016789



THE DETERMINANT OF A INVERSE IS

.573936E+00
THE T MATRIX IS o
.06001148 -.11752830 .02051062
.19187414 42424057 -.00418671
-.36139628 .00000000 -.01016789
THE DETERMINANT OF THE T MATRIX IS
.247868E-02
THE T INVERSE MATRIX IS
-1.74029467 -.48211768  -3.31199746

1.39752496 2.74431261 1.68908810
€1.85508818 17.13585182 15.36915947
THE DETERMINANT OF T INVERSE IS
-403441E+03
THE O-LATTICE IS
-8.16858511 1.49162522 -6.12440615
7.34258947 -.76071508 -.05329600
78.12200341 88.45805457 5.46599168
THE DETERMINANT FOR THE O-LATTICE IS
-.441246E+04
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