MODELING, SENSING AND CONTROL FOR GEOMETRIC ACCURACY IN

BAR TURNING

by

ALY M. SHAWKY, B. SC. HONS., M. SC.

A Thesis
Submitted to the School of Graduate Studies
in Partial Fulfillment of the Requirements
for the Degree

Doctor of Philosophy

McMaster University

© Copyright by Aly M. Shawky, 1996



GEOMETRIC ACCURACY IN BAR TURNING



DOCTORATE OF PHILOSOPHY (1996) McMaster University
(Mechanical Engineering) Hamilton, Ontario

TITLE: ‘ Modeling, Sensing and Control of Workpiece Geometric
Accuracy in Bar Turning.

AUTHOR: Aly M. Shawky, B. Sc. Hons. (Alexandria University, Egypt)
M. Sc. (Alexandria University, Egypt).

SUPERVISOR; Professor M. A. Elbestawi

NUMBER OF PAGES: xxii, 201



ABSTRACT

he ability to predict, measure and control the geometric accuracy of the machining
process has become of significant importance to industr); in its pursuit of succeésful
competition in today’s market place. This thesis describes the development and integration
of the different subsystems required for the implementation of geometric adaptive control
in bar turning. These subsystems include modeling of the machining system, on-line
measurement of the workpiece geometry, tool actuation and predictive control design.
A mechanistic dynamic model of the machining system in bar turning is developed.
The model accounts for the rather complex geometry of a multi-edged cutting tool and
considers the dynamics of both the tool and workpiece. Also, the simulation of machining
dynamics is significantly enhanced by incorporating a mechanistic ploughing force modei
which accounts for process damping. The model enables the simulation of the process for
a wide range of cutting conditions and the prediction of cutting forces, workpiece accuracy
and machined surface topography. The model predictions are verified using experimental
results of turning hardened steel using ceramic inserts.
A novel non-contact sensor is then developed for on-line high speed monitoring of
the workpiece diameter while using a cutting fluid. The measurement system employs three

ultrasonic transducers and provides an absolute diameter measurement. An algorithm based
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on multi-probe measurements is developed to précess the radius data and simultaneously
compensate for sensor misalignment by tracking the center-line of the workpiece. The
system is incorporated into a CNC lathe and provides an accuracy of 5 um within a working
range of 20 mm. The accuracy and repeatability of the measuring system are tested
experimentally under realistic cutting conditions. The applicability of the measurement
system to provide complete on-line assessment of workpiece geometry is also demonstrated
by evaluating the workpiece geometrical tolerances. The influence of different parameters
such as ﬁltting objective functions, size of data sets, and data conditioning on such strategy
are investigated.

A model-based predictive controller is designed and implemented to minimize the
form error of the workpiece in bar turning. The mechanistic model of the machining system
is simplified and reformulated into the state space to permit design and real-time
implementation of the control system. The measurement system is set as ciose as possil.ie
to the cutting edge (at a distance of 0.27 mm). An optimal regulator with a Kalman Filter
is designed. The on-line measurement of the workpiece diameter is used through the Kalman
filter to update the model predictions with unmodeled process disturbances such as tool wear
and thermal deflections of the tooling system. The system is implemented on a CNC luthe
retrofitted with an Open Architecture Controller. The output of the geometric controller is
used to govern the position of the tool tip in real-time by commanding the same servo motor
which is driven by the preprogrammed G-code. The control system is tested experimentally
under different cutting conditions and is found to provide a significant improvement of more

than 90% in workpiece geometric accuracy.
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CHAPTER 1

INTRODUCTION

oday's innovations in manufacturing technology are driven by demands to
maintain a consistent high level of product quality in an unattended manufacturing
environment. Consequently, the pursuit of better accuracy, reliability and performance of
machined parts is becoming increasingly more important. Dimensional and geometrical
accuracies are usually specified in the design stage as tolerances to allow for possible
machining errors. Under the requirements of improved accuracy, tighter tolerances and
more stringent requirements are being imposed on the machining process. Thus, to be
competitive in today’s marketplace manufacturers must be able to control the performance
of the machining process in order to diminish the effects of machining errors on product
quality.
Machining errors are different in nature and can result from several sources. There
are three main categories of error sources: a) mechanical hardware deficiencies, such as,
backlash, non-straightness of guide ways, ... etc., b) cutting process disturbances, such as,

~

deflections, vibrations, tool wear, ... etc., and ¢) controller and drive dynamics. The total
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machining error is a combination of all errors from the above sources. However, some error
sources are of minor importance and can be neglected, and some of them may never be good
for automatic compensation.

The turning process is specifically used for machining cylindrical components. This
thesis is concerned with the accuracy of the turning process particularly in machining slender
shafts. The accuracy of a cylindrical component is defined by its dimensional accuracy,
geometrical accuracy and surface finish. Dimensional accuracy refers to the size error of the
effective‘:‘diameter of the machined part from the specified diameter on the part drawing. It
determines the clearance or tightness in the assembly of a hole and a shaft. Geometrical
tolerances such as roundness, concentricity, straightness and cylindricity become
proportionally more critical as tolerances become tighter. Roundness or more specifically
out-of-roundness, refers to the deviation of the cross-section of a cylindrical workpiece from
a true circle as shown in Fig. 1.1a. Analogously, waviness refers to the deviation of the
cylinder generator from a true straight line as shown in Fig. 1.1b. However, more global
definitions can be given to the form of a cylindrical workpiece such as cylindricity and
runout. Depending on the type of application, these form errors may result in various kinds
of problems, such as leakage, stress concentration, noise, vibration and so forth. On the other
hand, finish is a microscopic description of the part surface. The machined part usually has
many random and high frequency undulations on the surface in addition to waviness and out-
of-roundness as shown in Fig. 1.1c. The qualitative interpretation of these small undulations
through human sensors (vision"'and touch) is finish. Its effects on the performance of the

product are also of microscopic nature, such as friction, wear, erosion and reflectability.
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It can be recognized that ;he classification of geometrical error components presented
above is based on their wavelengths. In another words, referring to the terminology of the
type used in. Fourier analysis, the distinct components of geometrical error are: a) Jong-wave
component representing overall workpiece dimensions and waviness, b) medium-wave
component representing out-of-roundness and lobbing, and c) short-wave component
representing surface roughness.

Generally speaking, the accuracy of the machining process is controlled by the
relative distance between the cutiing tool and the surface to be machined. In conventional
Computer Numerically Controlled (CNC) machine tools, feedback control loops are used to
precisely position the cutting tool with respect to the workpiece as commanded by
preprogrammed (G-Code) values. Figure 1.2 shows a schematic diagram representing the
structure of a conventional CNC lathe. The feedback is established through velocity and
position measurements taken at the driving units (motors). However, process disturbances
such as structural deflections, thermal deformations and tool wear occur at the cutting point.
These disturbances cause machining errors and deteriorate the accuracy of the machined
surface. Due to the lack of a feedback mechanism from the cutting point, the machine tool
controller is unaware of the occurrence of such inaccuracies, and thus, no control action is
1aken for error compensation.

Based on knowledge of the machined surface deviation from its nominal value, error
compensation is possible by making suitable corrections to the tool path. These corrections
are typically performed in the direction normal to the machined surface by manipulating the
controlled inputs of the process. Error compensation methods are based on modeling the

error and then predicting the control actions for compensation. The error models can be
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either generated from measured variables or developed mechanistically. There are two
methods of error compensation:

a) Pre-calibrated error compensation: This is based on off-line measurement.
However, it is applicable to systematic and repeatabie errors only. Production time is also
wasted in measurement for calibration.

b) Active error compensation: This is based on in-process measurement (i.e. while
the workpiece is being machined). Therefore, it emerges as the more promising method for
reducing the unpredictable errors. The unpredictable properties of the system can be resolved
by devising a model for the control system that is updated according to on-line measurement.
This has been termed in the literature as Geometric Adaptive Control (GAC).

The philosophy of GAC is to add a feedback mechanism based on measurement of
the machined surface geometry. The GAC system has an inherent time lag due to a delay in
the measurement. The schematic diagram shown in Fig. 1.3 presents this concept. The
measurement of surface error is taken at point ‘b°, while the compensatory control action is
taken by the tool at cutting point ‘a’. The difference between points ‘a’ and ‘b’ represents
time lag in the feedback control loop. In order to minimize this time lag, the measurement
must be performed on-line, with high speed and as close as possible to the cutting point.
Therefore, the sensor must be non-contact and insensitive to temperature fluctuation. Also,
its performance must not be influenced by the presence of coolant, chip particles and so
forth. Therefore, a certain amount of signal conditioning is always nccessary for increasing
the reliability and robustness of the whole system.

In terms of hardware, the compensatory contro} action at the tool tip can be performed

either through the machine tool position control system, or by using a completely external
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actuating device. While the first approach involves minimal external hardware, it involves
changing the pre-programmed G-Code values in real-time which can not be accommodated
by conventional machine tool controllers. With the second approach the machine tool
controller performs the gross motion of the tool while the fine motion corrections are
performed by the external actuating device. While previous researchers were forced to
follow the second approach, in the current work the first approach is investigated. This is
made possible by implementing the developed GAC system on a CNC turret lathe which is
retrofitted with an Open Architecture Controller (QAC).

This thesis describes the development and implementation of a GAC system for
workpiece accuracy in bar turning. The system is based on mechanistic modeling of the bar
turning process and on-line measurement of the workpiece diameter while using a cutting
fluid. The state of the current research in the area is reviewed in Chapter 2; the problems'
encountered are discussed and the objectives of the current work are listed. The development
and verification of a dynamic model of the machining process in bar turning is introdvced
in Chapter 3. The development of an ultrasonic-based on-line measurement system for
monitoring the workpiece diameter in bar turning is presented in Chapter 4. The evaluation
of workpiece geometrical tolerances using on-line measurement data is investigated in
Chapter 5. In Chapter 6 the integration of the developed model and measurement subsystem
into a GAC system is presented. A model-based predictive controller is designed to close
the feedback control loop. The chapter also demonstrates the implementation of the GAC
systerﬁ td minimize the form error of the workpiece in bar turning and offers an evaluation
of the system performance during real cutting test. Finally, in Chapter 7 the conclusions of

the study and recommendations for future research are presented.



Fig. 1.1 Classification of Geometrical Errors According to their Wavelengths.
(a) Waviness (long wavelength error).
(b) Out-of-Roundness (medium wavelength).
(¢) Surface Roughness (short wavelength).
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CHAPTER 2

LITERATURE REVIEW

he literature related to the prediction, on-line measurement, and geometric control
of workpiece accuracy in machining is discussed in this chapter. The reviewed literature is
somewhat broad in context, but focuses primarily on the three main topics necessary for
establishing a GAC system. These topics are: a) modeling of the machining process, b)

assessment of workpiece accuracy, and ¢) geometric control strategies.

2.1 MODELING OF THE MACHINING PROCESS

The performance of the machining process is assessed by dimensional and
geometrical accuracy of the part produced in addition to its surface texture. As mentioned
in the first chapter, machining errors are due to several sources and result in degrading the
quality of the machined part. The prediction of such errors requires the knowledge of some
process states such as chip load geometry, cutting forces, and tool/workpiece vibrations.
This information can be acquired using a reliable dynamic model of the process. The

literature contains much research work on the development of cutting process models for the
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prediction of cutting forces. Numerous approaches have been presented and various
techniques have been used. In this discussion the topics related to modeling of the
machining process are broken down into four areas: cutting mechanics, machining dynamics.

ploughing forces and process damping, and recent mechanistic models.

2.1.1 CUTTING MECHANICS

The cutting operation is normally modeled as orthogonal cutting or oblique cutting.
The main difference lies in the direction of the tool motion with respect to the cutting edge
as shown in Fig. 2.1. In orthogonal cutting, the tool motion is normal to the cutting edge
causing the chip to flow right up the tool face normal to the cutting edge. Also, as the width
of cut is normally much larger than the undeformed chip thickness, the deformation process
1s approximated by plane strain conditions (which implies a two dimensional deformation
process). Consequently, only two force components act on the tool; Fjacts in the tangential
(velocity) direction and Fy, acts in the thrust direction. On the other hand, in oblique cutting
the cutting edge is not normal to the tool direction of motion and the chip flows at an angle
n relative to the cutting edge. Therefore, the deformation process is three dimensional and
plane strain conditions cannot be assumed. Also, a third force component F, acts on the tool
in the lateral direction.

The early work by Merchant (1944, 1945a, 1945b) has been a cornerstone for other
researchers to follow in the field of modeling the metal cutting process. He analyzed the
mechanics of orthogonal cutting and considered the chip as an independent body held in
mechanical equilibrium by the action of two equal and opposite forces as shown in Fig. 2.2.

Merchant assumed a constant material shear stress equal to that of a perfect plastic material.
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He also extended his kinematic model to oblique machining, but he did not account for the
effect of strain, strain rate or temperature in the work material properties.

Much research followed and focused more on modeling the compiex mechanics of
chip formation in oblique cutting. Three different rake angles have been defined for oblique
machining: normal rake «,, velocity rake z,, and effective rake a,. The definitions of those
angles are given in Appendix A. Some of the models in the literature described the chip
formation process in a plane normal to the cutting edge. These models are based on the
assﬁmption that the normal rake angle is the most influential rake angle on oblique
machining. Such models include those from Mr:rchant (1944, 1945), Rubenstein (1983), Lau
and Rubenstein (1983), Armarego (1977), Armarego and Uthaichaya (1977), and Alverio
(1984). The other school of thought consists of those researchers who believed that the chip
formation in oblique machining can be described in the plane of chip flow, which implies
that the effective rake angle is the most relevant rake angle in oblique machining. Research
work based on these principles include the models from Shaw, et al. (1952), Luk (1969),
Armarego (1970), Usui, et al. (1978a, 1978b), and Nakayama and Arai (1976, 1983).

Several researchers investigated the rake angle that influences the mechanics of
deformation in oblique cutting the most. Brown and Armarego (1964) showed
experimentally that the tangential cutting force (i.e., the power force) is almost constant as
long as the normal rake angle @, is kept unchanged. Pal and Koenigsberger (1968) also
found from their tests that the tangential cutting force is mainly controlled by the normal rake
angle, and thus concluded that it is the most significant rake angle in oblique cutting. In
addition, the rake angle used by Merchant (1944) in his analysis was the normal rake angle.

Therefore, it is reasonable to assume that a model using the normal rake as the most
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influential rake angle would be more representative of the cblique cutting process. In the
following paragraphs a critical review of those models which describe the oblique cutting
process in the normal plane is presented.

Armarego and Uthaichaya (1977) developed a model for oblique cutting based on
using a single edged cutting tool. The model does not account for the effect of speed nor
rake angle. It also assumes that the feed rate does not affect both the normal shear angle and
the apparent coefficient of friction; this has been shown not to be the case (Bisacre and
Bisacre, 1948, Chao and Bisacre, 1951, and Chao, etal., 1952).

A general normal plane was defined by Armarego (1977) to allow the modeling of
all cutting tools including form tools. This plane is normal to a line adjoining the two
extreme points of the engaged cutting edge. Such approach simplifies the multi-edged
cutting tool geometry and reduces it to a single edged tool with an equivalent normal shear
angle. However, it is not useful for describing the three-dimensional deformation process
involved. Also, the inability of the model to account for the variation in the undeformed chip
thickness along the cutting edge represents a great limitation to this approach.

Rubenstein (1983) considered a different approach for describing oblique cutting
based on a theory he developed with several assumptions. He suggested that the component
of the chip velocity in the normal plane is not influenced by the inclination angle i. He lhén
developed relations based on this theory for chip thickness ratio, chip length ratio and normal
shear angle in terms of their counterpart in orthogonal cutting. However, he did not attempt
to provide a physical explanation either to his theory or to his assumptions. The assumptions

were only justified on the basis that the boundary conditions at i=0 °and i=90 ° are satisfied.
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Alverio (1984) developed a model for predicting oblique machining forces from the
shear angle, apparent friction coefficient and specific cutting energy obtained from
orthogonal machining data. The main assumption involved is that the deformation process
is independent of the inclination angle when observed in a plane normal to the cutting edge.
This assumption limits the validity of the model for only single edged cutting tools (i.e., tools
with a single normal plane).

More models were developed for oblique cutting using the Slip-Line Field (Plasticity)
Theory. Lin and Oxley (1972) developed a model based on assuming plane strain conditions
in the normal plane. Such questionable assumption would have been more reasonable for
the chip flow plane. This model was modified by Lin (1978) and Lin, et al. (1982) to
eliminate the need for measuring the apparent friction coefficient during machining tests.
One of the limitations of this mode! is that it requires the chip/tool contact length to calculate
the shear stress at that interface. The prediction of such contact length has always been a
complex problem. Lin, et al. (1982) assumed a simple relationship to hold between the chip
contact length and the feed. However, in the early work by Chao and Bisacre (1951), it was
shown that the contact length is also a function of cutting velocity and tool geometry. The
predictions of the modified model showed more deviations from the experimental values
than those from Lin and Oxley’s original model. Also, Lee and Shaeffer's (1951) Slip-Line
Field solution for orthogonal cutting was generalized by Morcos (1972a, 1972b, 1980) for
oblique cutting which he then used in a comparative study with Merchant’s model. The
results obtained for the normal shear angle deviated considerably from those obtained

experimentally and Merchant’s model showed better agreement.
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A very important factor and a necessary parameter for all oblique cutting models is
the chip flow angle 7. That is why the chip flow angle has been the subject of many
investigations. Based on experimental work, Stabler (1951) proposed a s:i:mplc relation
known by Stabler's Chip Flow Rule. Other models have been proposed by Colwell (1954),
Merchant (1944), Shaw, et al. (1952), Russeil and Brown (1966), Luk (1969b, 1972), and
Usui, et al. (1978a). The most accepted approximation other than Stabler's Rule is Colwell’s
approximation which is purely heuristic in nature. Also, Usui, et al. (1978a) developed a
very complicated model based on a reasonable assumption that the chip flows in a direction
that minimizes the total energy used in cutting. The experimental results showed good

agreement with theory and revealed that Stabler's Rule is approached as the depth of cut is

increased.

2.1.2 MACHINING DYNAMICS

Machining vibrations have always been considered as a serious limiting factor to both
product quality and productivity and it becomes hazardous to both the operator and the
machine at the onset of chatter (i.e., instability). Vibratory motions of both the tool and
workpiece include both transient vibrations induced by shock load and vibrations induced
by periodic excitations. In contrast with these forced, damped vibratory motions, chatter is
a “self-excited” oscillation. Chatter occurs at certain conditions which excites the system
while the energy dissipation (by either the damping of the structure or the friction of the
cutting process) is not enough causing the vibratory motion at one of the system’s natural

frequencies to grow beyond acceptable limits.
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Over the years, a large amount of research has been performed in the area of modeling
machining dynamics for the goal of analyzing and predicting machine tool chatter. These
models are based on combining the effect of tool/workpiece vibrations on varying the
instantaneous undeformed chip thickness with dynamic models of the machine tool structure.
In the majority of this work transfer function models and the simple case of orthogonal
cutting were considered. The block diagram shown in Fig. 2.3 shows the transfer functions
upon which early models of the machining dynamic systems were based. This model is due
to Merritt (1965); it consists of a cutting process, a flexible machine tool, and a feedback
loop. The cutting process generates a cutting force which acts on the machine tool structure
and causes it to deflect. This deflection results in a change of the tool position and the
cutting conditions and thus a change in the force. Also, the additional feedback loop
accounts for the regenerative effect defined by Hahn (1953).

Doi and Kato (1956), and Smith and Tobias (1961) observed the existence of a phase
difference between the position of a harmonically oscillating cutting tool and the magnitude
of the resulting oscillating cutting forces. More studies were carried out to explain the
mechanism responsible for the phase shift between forces and displacements of the tool
(Field and Merchant, 1949, Kegg, 1965, and Cook, 1966). Hanna and Tobias (1969) studied
the non-linear behavior in ihe structural dynamic response and its dependence on the exciting
force amplitade. They introduced non-linearities into the stiffness and cutting force
functions. Tlusty and Ismail (1981) introduced the basic non-linearity in machining chatter
and revealed its effect on the predicted stability boundary. They used in their simulation an
average value of the undeformed chip thickness rather than an instantaneous value. More

investigations by Tobias and Fishwick (1958) and Albrecht (1965) revealed the effect of the



16

tangential vibration derivative on the cutting speed. Tlusty and Polacek (1963) proposed the
regeneration and the mode coupling as the principal chatter mechanisms and applied their
theory to study the stability of a multi-degree of freedom machining system.

Other researchers in the field of modeling machining dynamics concentrated on the
development of a standardized model structure based on experimentally determining a set
of Dynamic Cutting Force Coefficients (DCFCs). For example, significant contributions in
this area are due to Nigm, et al. (1972), Peters, et al. (1972), Tlusty (1978), and Tlusty and
Heczko (1980). The main drawback of this approach lies in the large number of cutling
experiments required to determine the DCFC components for different workpiece materials
and cutting conditic-)ns.

Further research was directed towards the development of more quantitative analysis
techniques and methods for the prediction of stability limits against chatter. Several methods
were developed to predict the critical width of cut. Some methods are graphical such as
those developed by Gurney and Tobias (1962), and Merrit (1965), while other methods are
analytical such as those developed by Andrew (1964) and Tlusty (1965). Also, Nigm (1981)
developed a rather strong analysis method that could be implemented either graphically or
analytically and accounted for the full range of regeneration. Lemon and Ackerman (1965),
applied the developed theory experimentally to actual machine tools. Tlusty (1978)
summarized the work in the area of cutting process dynamics and machine tool chatter and
tied many of these results together.

Other work related to the application of the developed chatter prediction theory
focused on identification of the actual machine tool’s dynamic response using well-

established methods employed in structural dynamics. Tobias {1965) and Koenigsberger,
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and -Tlus_ty (1971) used sinusoidal forced vibration tests using special electromagnetic
cxcit:ars. Sadek and Knight (1975) demonstrated the influence of different factors on these
tests, such as weight and support of the workpiece, position of the exciting force, etc. Kim,
et al. (1984) performed tests using an electromagnetic exciter to generate a random input
force, and then applied an Auto Regressive Moving Average (ARMA) modeling technigue
to the measurements. Brown (1976) demonstrated the simplicity and the validity of impact
tests. Taylor (1977) assessed the advantages and disadvantages of various identification
techniques. Note that all of the above mentioned techniques can only be applied when the
machine tool is inactive. Other researchers such as Kwiatkpwski and Al-Samarai (1968) and
Moriwaki and Iwata (1976} argued that there is a difference between modal parameters
identified during cutting and those from conventional frequency response tests. However,
it is not clear hew these researchers addressed the intrinsic coupling between the machine
tool structure and the cutting process during cutting. Recent work by Minis, et al. (1990)
showed that the difference between the modal parameters measured during interrupted
cutting and those extracted using impact tests lies only in the damping factor which increases

during cutting by 20 to 40 percent.

2.1.5 PLOUGHING FORCES AND PROCESS DAMPING

The significance of the ploughing force has been recognized by many researchers
since the early work of Albrecht (1960). These forces arise from the rubbing of the cutting
edge against the workpiece and the chip. The complex nature of the interference at the
clearance face has promoted most researchers to determine its paramneters experimentally.

The most illusive of these parameters has been the damping generated, which is termed
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process damping. The amount of damping (positive or negative) arising in the chip
formation process at the various cutting conditions was formulated by Das and Tobias (1967) -
using the Dynamic Cutting Force Coefficient (DCFC). Methods used for measurement of
DCFC's were reported for example by Tlusty et al. (1976). Tlusty also presented clear
evidence of the strong effect of tool wear on the measured DCFC's.

The most common method used for calculating the rubbing forces from dynamometer
measurements consists of extrapolating the thrust and cutting forces to zero feed. This value
is said to be the rubbing or parasitic component since it does not contribute to chip flow.
This method assumes that ploughing forces are independent of feed; this had been proven
by Spanns (19672, 1967b, 1970) not to be the case. Another method was developed by
Spanns for calculating the ploughing forces for oblique machining from measured forces,
chip thickness and chip flow angle. The main limitation of this method is that it is only
applicable to free-end cuts (i.e., single edge cutting).

More recent research work brought more insight into the ploughing action. Merwin
and Johnson (1963) recognized ploughing as a loading and unloading cycling process. They
also showed that, although the majority of the ploughed material is elastically deformed,
plastic flow always takes place at the vicinity of contact surface. This deformation creates
contact pressures normal and tangent to the tool surfaces and causes non-uniform distribution
of the stress field under the tool. Recently, Wu (1988) based his ploughing model on Shaw
and DeSalvo's (1970) assumption that a ploughing force (in equilibrium with the stress field)
is proportional to the total volume of the work material displaced by the tool. This same
concept was further pursued by Wu (1989) to obtain an enhanced model for the limit of

stability in continuous cutting, Wu's model dealt with an orthogonal cutting system with a
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single degree of freedom assuming a sinusoidal tool trajectory. Wu also introduced in his
model the specific ploughing force as the proportionality constant between the normal
ploughing force and the extruded material volume. Elbestawi, et al. (1991) used Wu's model
to enhance the prediction of cutting dynamics in milling and extended the theory for worn
tools. Both, their computer simulations and experimental results agreed on demonstrating

the effect of the ploughing action on process dynamics as a source of process damping.

2.1.4 RECENT MECHANISTIC MODELS

The majority of the models discussed so far requires the knowledge of "difficult-to-
obtain-parameters” such as chip/rake face friction angle and contact length, as well as
material shear strength and strain hardening coefficient at very large strain rates and high

temperatures. Also, most of these models do not account for one or more of the following

factors:

. effect of feed on both normal shear angle and apparent coefficient of friction,

. effect of speed . rake angle and or approach angle,

. effect of feed on the clearance face contact and hence on ploughing forces, and

. effect of the complex geometry of a multi-edged cutting tool on varying both

undeformed chip thickness and normal rake angle along the tool edge profile.

In addition. the methods used in modeling machining dynamics such as transfer
function modeling and the DCFC approach require a large number of experiments to be
performed for each workpiece and machining system structure. Recently, a number of
researchers have pursued the development of the so called mechanistic machining models.

The transfer functions used in the block diagram of early developed models (refer to Fig. 2.3)
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have been replaced in the mechanistic modeling approach by the complex geometrical
relations and mechanics of material rc_:lations" as shown in Fig. 2.4 (Endres, 1‘990). The
mechanistic machining models have the "difficult-to-obtain-parameters” replaced with semi-
empirical (and variable) specific material cutting resistance. This greatly reduces the
experimental amount of work required for model calibration over a wide range of process
inputs (such as, cutting conditions, tool geometry, and tool/workpiece material combination).
Moreover, such models are inherently developed as computer simulations and can easily
accommodate the more complex geometry involved in oblique multi-edged tool dynamics.

All of the work published in the area of mechanistic modeling of machining systems
has been contributed by research done at University of Illinois, Urbana-Champaign.
Different static and dynamic mechanistic models were developed for end milling (by DcVor,
et al., 1980, and Babin, et al., 1985, and Sutherland, 1988a), face milling (by Fu, et al., 1984a
and 1984b, and Subramani, et al., 1987a), cylinder boring (by Zhang and Kapoor, 1985, and
Subramani. et al., 1987b), and turning (by Kuhl, 1987, Gustafson, 1990, and Endres, et al.,
1990). For the turning process, two out of the three models developed are static while the
third is dynamic. These three models are discussed in the following paragraphs.

Kuh! (1987) developed a static mechanistic model for turning based on viewing the
three dimensional oblique cutting process in terms of an equivalent two dimensional cutting
force system in the normal plane. The milling relationships for Sabberwal's power and
friction forces (1960) have been used in this normal plane strategy. Kuhl also used the
approach suggested by Subramani, et al. (1987b) in calculating the effective lead angle,
which indicates that the pressure distributed around the tool nose radius is actually

proportional to the chip thickness. In fact, the effective lead angle was first suggested by Fu,
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et al. (1984a) aﬁd Zhang and Kapoor (1985) as a compensation for the effect of the tool nose
radius.~nd a uniform pressure d_jstribution was assurmed. Sutherland, et al. (1988b) modified
the friction force calculation to;; related directly to the projected chip area instead of being
_ proportional to the normal force_:__Modeling the friction force in this manner reduces the error
in the friction force prediction, because it no longer includes noise transmitied from the
normal force prediction. Gustafson (1990) further developed a static model for both sharp
and wom tools. He modified Kuhl's modeling strategy by both introducing the unweighed
effective rake angle parameter and simplifying the chip flow angle calculation using Stabler’s
Rule. Compared to Kuhl's model, Gustafson's predictions of the cutting forces for sharp
tools showed better accuracy. However, the longitudinal force was consistently over-
predicted at higher depths of cut and under-predicted at lower depths. On the other hand, the
radial force errors changed inconsistently. These errors are attributed to a combination of
prediction errors of both specific cutting friction K}, and effective lead angle la,.

Endres, et al. (1990) developed a dynamic modet for the cutting forces by extending
Kuhl's static model to account for the effect of tool and workpiece dynamics on changing the
cutting conditions and tool geometry continuously during the cut. They based the effective
lad angle model on a uniformly distributed friction force. The approach used to determine
the chip load is similar to Kuhl's in dividing the chip area into elements which are presumed
for a specific tool edge profile. The chip load is evaluated using elemental area integrals
with integration limits which are functions of the cutting geometry. The solution to these
integrals as well as the integration limits used are complicated and quite lengthy. This model

was used in the prediction of cutting forces. The tail-stock was modeled as a rigid support

ignoring its flexibility which resulted in over estimation of the steady state force levels.
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. Also, intermittent cutting results showed over prediction of the force overshoots indicating
lack of process damping in the model. This implies the need to include the tool/workpiece

interference mechanism which takes place at the flank face of the tool.

2.2 ASSESSMENT OF WORKPIECE ACCURACY

Due to quality control requirements, workpiece accuracy is assessed by comparing
dimensional measurements to design specifications. Design specifications are usually
represented by both dimensional and geometrical tolerances. In bar turning applications
diameters are often measured in workshop conditions. Measurements are performed both
as post-process inspection and while the workpiece is still on the machine. Measurement is
generally costly and in some cases the costs of part inspection by conventional methods equai
or exceed machining costs. According to Novak (1981), “quality costs” are usually estimated
to be at least 10-15 percent of the product cost; 60-70 percent of which depend on the contro}
of the machining process accuracy. The trend is to bring quality control close to the
machining process by means of on-line dimensional sensing. The full (or partial)
replacement of off-line measurement and statistical quality control with complete on-line part
inspection would greatly reduce "quality costs" and improve process control. The ultimate
goal is the ability to measure and compensate on-line for part errors (either every pass or in
real time) using GAC without a need for post process inspection afterwards. A prerequisite
for the realization of this GAC strategy is a dimensional on-line measurement system. Such
system is required to permit the measurement of workpiece critical dimensions and the

evaluation of its dimensional and geometrical tolerances while cutting. The material
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discussed in this section is divided into two subsections: a) Machining errors and on-line

measurement, and b) coordinate and computational metrology.

2.2.1 MACHINING ERRORS AND ON-LINE MEASUREMENT

The roundness and straightness errors in the production of cylindrical features depend
on the compliance of the head stock, the tail-stock, the carriage and the workpiece. In the
case of turning, the variation in workpiece stiffness due to the chucking jaw arrangement can
cause roundness errors depending on the chucking force and chucking length (Bajpai, 1972,
Rahman and Ito, 1979). This variation in stiffness has directional orientation which depends
on the position of t.he Jaw with respect to the radial component of the cutting force. Also, the
variation in stiffness along the workpiece length (i.e., longitudinal axis) can cause
straightness and cylindricity errors. Therefore, in cylindrical parts, form errors are present
in both longitudinal and radial (lobbing) directions.

In a survey by Wilson (1992) it was shown that for most manufacturing processes,
the dominant lobbing is of low order (two to seven) and the lobe amplitude reduces
dramatically with the number of undulations per revolution. Lobbing with two and three
lobes is commonly seen due to spindle runout and chucking forces, respectively (Rahman
and Ito, 1979). Longitudinal form errors are also of relatively low order and depend greatly
on the length-to-diameter ratio of the workpiece. They can be classified as barrel, hourglass,
banana, undulated, and bell mouth, as shown in Fig. 2.5 (Wilson 1992). In case of turning,
thermal expansicn of the tool generates a bell-mouth shape (e.g., Asao, et al., 1992), while
siructural deflection of the workpiece generates a form error depending on the method of

fixation; for example, a centered workpiece is normally expected to generate a barrel shape.
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The roundness and straightness errors can also be characterized by examining certain
parameters such as the radial cutting forces, the depth of cut, the cutting tool approach angle,
and the overhang length of the part. The radial cutting force has a significant effect on the
geometrical errors of turned workpieces; higher radial cutting forces result in larger
geometrical errors. In general, both straightness and roundness errors increase as the distance
measured from the chuck along the workpiece length is increased.

Surface and form errors of a machined part can be classified by spectral analysis into
three main components: a) surface roughness (high-frequency component); b) waviness
(medium-frequency component); and c) form error (low-frequency component). Surface and
form errors developed in turning have detailed relationships to process parameters, and thus,
their amplitudes could be predicted by mechanistic models.

In another classification the errors encountered in any machining process can be
divided into two main classes. The first includes machine tool errors such as misalignment
of guide-ways and spindle runout. These errors are determined from machine tool
metrology. The second class includes errors inherent in the cutting process such as thermal
expansions, vibrations and structural deflections. These errors can be referred to as “process
errors” and they are usually determined off-line by workpiece metrology.

In-process metrology involves the measurement of workpiece geometry and machine
tool errors, both superimposed on each other. This superposition of errors does not represent
a problem for the "direct measurement" of workpiece diameter. However, it is not always
easy to perform direct diameter measurement, and generally large scale equipment are
required for direct measurement; see for example Novak (1981), Badiv, et al. (1980}, and

Bath and Sharp (1972). On the other hand using “indirect measurement” by evaluating the
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diameter of the workpiece from the “radius change” proved to be simpler in construction and
more feasible; see for example Haibao, et al. (1990), Shiraishi and Sato (1990), Kohno, et
al. (1989), Kim, et al. (1987), Shiraishi (1979), and Shiraishi and Uehara (1979). However,
the major drawback of the radius method is that the measurement depends on the basic
accuracy of the machine tool. In addition, any deflections of the workpiece are
misinterpreted as radius changes. In order to compensate for these effects, Shiraishi (1984)
designed a system based on actuating the sensor itself using several stepping motors to
continuously track the workpiece axis. However, such approach seems impractical due to
its complexity and high cost. In another domain, it was shown by Kakino and Kitazawa
(1978), and Whitehouse (1976), that the radius method can be improved by using a multi-
probe technique (three point method) to separate workpiece surface profile from significant
machine tool errors. This method is based on modeling the cylindrical form using Fourier
series and orthogonal polynomials expansion with respect to a datum line determined by the
method of least squares. Therefore, it is based on a relative evaluation scheme and hence,
it is applicable to the evaluation of form tolerances but is not valid for absolute size
measurement.

Moreover, the literature shows that practically machine tool errors and process errors
rauge on the average between 0.1-3.0 um and 10-70 um (e.g., Moriwaki, et al., 1990),
respectively. Thus, there is at least an order of magnitude difference between both classes,
and separating both errors from in-process measurements would be of more interest to
machine tool metrology.

On-line dimensional sensing requires non-contact measuring methods with high

speed and robustness. In the literature, several types of instruments have been developed
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for on-line measurements, the most promising of which are those based on both pneumatic
and optical sensors. Pneumatic sensors (e.g., Tillen, 1964, Bath and Sharp, 1972) provide
a relatively simple measurement at lower cost. Their primary advantage lies in the
continuous flow of air through the gange head which can be arranged to blow away cutting
fluid and chips. However, the measurement range of pneumatic sensors is typically small.
It is usually limited by the nonlinear behavior expressed by the back pressure over wider
ranges of the measured air gap. Also, pneumatic sensors seem to have very high dimensional
sensitivity, which together with their limited range make Lhe;m more suitable for non-contact
surface roughness measurement. On the other hand, optical sensors exhibit better
performance, compared to other methods, with regard to both resolution and measuring
range. A number of optical sensors were devcibped based on different optical techniques
including light projection, light-spot detection and light sectioning. (A comprehensive
survey of these methods can be found in Shiraishi, 1989.) However, the majority of these
developments were successful only in laboratory setups and under dry cutting conditions.
In fact, no work in the literature have been exclusively directed to solve the problem in the
“wet” cutting environment (i.e., while using a cutting fluid). Shiraishi (1984) developed an
optical sensor which he combined with an air blast system to blow away chips and cutling
fluid. This system was used on a medium bench type lathe. The air blast system worked
well for dry cutting, and seemed sufficient for eliminating sharp disturbances during wet
cutting as well. However, it was concluded that the accuracy of the measurement is
deteriorated during wet cutting due to the scatter of the light through the oil film on the

machined surface.
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The use of a reliable on-line measurement of the machined diameter can be extended

to evaluate the form tolerances of the workpiece. For achieving this goal, it is important to
realize the analogy between on-line measurement on a machine tool and off-line
measurement on a Coordinate Measuring Machine (CMM). The data provided by on-line
measurement is inherently discrete and can be viewed in the three dimensional (3D) space
as the Cartesian coordinates of those points sampled on the machined surface of the
workpiece. In this sense, the analogy depicted above is emphasized; both are Coordinate
Measuring Systems (CMSs) to which "coordinate metrology™ applies. Usually in the case
of on-line measurement, the density of the sampled points can be greatly increased at no
extra cost, unlike the situation with CMMs. Note that despite the fact that the accuracy
provided by a CMM is superior to that of a machine tool-based-measuring system, the latter
can still provide great improvement for on-line process control applications. It also permits
the inspection of 100% of the parts produced at no exira cycle time. However, the evaluation
of dimensional and geometrical tolerances based on coordinate metrology involves different
sources of errors which have to be addressed. These issues are discussed in the following

section.

2.2.2 COORDINATE AND COMPUTATIONAL METROLOGY

The term “Computational Metrology” refers to the study of the effects of data
analysis computations on the performance of measurement systems (Hopp, 1993). It is well
understood that the accuracy of any measuring system depends on the hardware, consisting
of both the machine and the probe. However, in coordinate metrology, the déta analysis

strategy represents another major source of error. The coordinate data has to be analyzed by
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algorithms to create a geometric model, usually called the "substitute geometry”, which
represents the perfect geometric form (line, plane, circle, cylinder, sphere, ... etc.) that best
fits the set of points measured on tl'c part surface. The fitting process is usually viewed as
an optimization problem to find the parameters of substitute geometry that optimize a
particular fitting objective for a given set of points. Different form tolerances are evaluated
using different substitute geometries. The form tolerances are compared with the design
specification for process control. Despite, the obvious benefits of using data analysis
software, computations to convert raw data to final results (called "data reduction”) can be
a major source of error in measuremnent systems. The alert issued by Walker (1988) on using
CMMs to inspect mechanical parts drew both industrial and academic attention to what has
been called a crisis of CMMs. There were "methods divergence" problems in using CMMs
to check the dimensional correctness of parts: different measurement techniques, using the
same data analysis algorithms, resulted in different measurement results; different data
analysis algorithms calculated different measurement results using the same technique. In
the case of CMMs methods divergence due to software problems led to relative errors of up
to 50% in accepting bad parts or rejecting good parts. Feng and Hopp (1991) attributed this
situation to several factors occurring at the same time: conflicting interpretation of the ANSI
Y14.5 National Standard on Dimensioning and Tolerancing (1982) by part designers and part
inspectors; lack of standard measurement practice; and performance problem of CMM
software, due to flaws embedded in the post-inspection data analysis algorithms.

Hopp identified three aspects of computational metrology that are particular to CMSs:
the objective of the computation i.e. (fitting objectives), how these functions are carried out

in software, and how software performance can be tested. Hocken, et al. (1993) presented
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a comprehensive review covering the different sources of errors in measuring systems and
data analysis, and discussed the form and magnitude of the normally encountered machine
and part errors and emphasized the fact that measurement data contain systematic and
pseudo-random errors that ultimately must affect the sampling strategy (i.e., number and
distribution of points) in addition to the algorithm used to process the data. It was concluded
that current inspection techniques, used daily in manufacturing, drastically under-sample
geometric features in the presence of unknown part form and measuring machine errors.

Several possible sampling strategies have been addressed in the literature. These
include uniform sampling, random sampling and stratified sampling. Uniform sampling has
proven to be the most practical for most users Hocken, et al. (1993). Also, Odayappan
(1992) showed using computer simulations that random and stratified sampling have a high
degree of uncertainty and often failed to detect the correct form error. Odayappan's study
resulted in recommendations regarding the acceptable sampling densities for circles in the
presence of form error for different algorithms, however, no explanation was given for the
randomness of the recommended figures. Computer simulations carried out by Babu, et al.
(1993} for cylindrical workpieces using the least squares algorithm showed that the number
of sampled points should be maximized in order to achieve stable results.

The choice of the fitting objective is a major factor in determining the fitting software
performance. Part tolerances are generally interpreted in terms of “extremal fits”. That is
the fitting objective is to find the geometry that fits the extremes of the data: the largest
inscribed, smallest circumscribed, or minimum separation geometry. On the other hand,
measurernent practice most commonly involves averaging fits, typically least-squares. The

most frequently used fitting algorithms are based on the L,-norm: (Gonin and Money, 1989)
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where O<p<e, N is the total number of data points, and ¢, is the smallest residual (i.e.,
distance between the i data point and the considered feature). The best fit feature is the
feature that minimizes the L,-norm. When p=1, the fitting problem is least-sum-of-distances
fitting, a generalization of finding the median of a data set. When p=2, it is total least
squares fitting (called orthogonal distance regression). The limit of L, as p goes to infinity
is the largest magnitude residual, so that the L -norm problem is minimizing the maximum
magnitude residual (i.e., finding the minimum zone fit).

Generally, tl‘le bias and sensitivity errors of the fit will vary with p. This relationship
is shown in Fig. 2.6. Hopp (1993) showed that least square fitting commonly used in
metrology is biased with respect to the extremal fit objectives suggested by tolerancing
theory; on the other hand, extremal fits will propagate more of the point measurement error
than least square fitting. The precise shape of the curves depends on the distribution of the
residuals, the geometry of the particular fitting problem, the configuration of measured
points, and the measurement uncertainty of the points.

It can be concluded from the above discussion that it is still very difficult 1o develop
general guidelines for sample set sufficiency and appropriate data reduction. In fact, it is
common knowledge in practice that information on how a part was manufactured will help
an experienced inspector to do a better job. Despite the inconsistency of this fact with the
process independence principle in tolerancing, it is customary that process knowledge be
used based on spectral analysis in order to determine sampling sufficiency and data reduction

adequacy. Knowledge of the process and its error dynamics can be provided by reliable
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mechanistic process models or in the form of extended empirical data-rich environments

based on non-contact sensing.

2.3 GEOMETRIC CONTROL STRATEGIES

The current state of the art for GAC systems is based on in-process
measurement, on-line error modeling and real-time control. The application of GAC to
manufacturing systems was first suggested by Peklenik (1970). Also, Jona (1971) presented
a visualization of a GAC system applied to the finish turning process. The time lag inherent
in a GAC system due to measurement delay was discussed by those early researchers. An
essential characteristic of a GAC system is thus its predictive ability to ensure the generation
of coptrol commands in advance. This allows the system to overcome the problems
associated with the response time of the controller and providing the proper relative position,
of the tool and workpiece, at the moment actual metal removal takes place. Although, much
research work has been directed towards the development of on-line dimensional
measurement Systems (as mentioned in the previous section), fewer publications have been
dedicated to the development, implementation, and the machine tool controls involved in
GAC systems.

Watanabe and Iwai (1983) developed a GAC system for milling based on indirect
measurement of workpiece dimensional errors using strain gauges attached to the tool holder.
The dimensional and waviness errors of the finished surface are corrected by controlling the
tool path and changing the feed rate, respectively. Another end milling application was

developed by Albrecht and McCabe, et al. (1985) using the light sectioning method to
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monitor the edge of the machined surface and correct the tool path accordingly. More GAC
systems were developed based on the Forecasting Compensatory Control (FCC) technique.
FCC was proposed by Rao and Wu (1982). It was further expanded by Kim, et al. (1986),
and used in developing a GAC system for cylindrical chuck grinding. Several GAC systems
based on FCC were developed later for milling applications (e.g., Parl et al., 1988) and
boring applications (e.g., Kim, et al., 1987). FCC is based on stochastic time series Auto-
Regressive (AR) modeling of the workpiece form error. The AR-model parameters are
updated using on-line measurement of machining errors which allows compensation for not
only deterministic errors but also correlated stochastic errors. Nevertheless, the parameters
of those time series models can hardly be related to the physical parameters of the process.
Wu and Ni (1989) recognized the effects of cutting process and structural dynamics on the
compensation accuracy of FCC and suggested using an additional feedback loop in the
conventional FCC system. This feedback Ioop is based on force measurements and accounts
for the input/output relationships of the process ignored by FCC. The results of their
simulations using the modified control scheme showed an improvement of 34%.

For turning applications, ﬁot much work has been published on developing “real-
time” GAC systems. The work by Wu and Hgboﬁ;h, ;t al. (1986) addressed the problem
during batch production where the compensatory control action is taken between parts based
on procéss intermittent gauging of the machined surface. Shiraishi (1984) developed a GAC
system based on continuous monitoring of the workpiece diameter using an optical
measurement system. A unity gain feedback GAC was used to control the radial position of
the tool using the drive circuit of the NC unit. This made it customary to stop the machine

for a short time (about 2 s) to compensate the error in an off-line fashion. In a theoretical
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study by Lin (1985) the performance of GAC in plunge turning using both Self Tunning
Control (STC) and FCC was compared. It;-wgs' argued that FCC is less effective than STC

in fully tracking the specified output and in stabilizing the system.

2.4 SUMMARY

This chapter presented a review of previous developments in the different areas
related to modeling, on-line sensing and GAC in machining with particular emphasis on
turning applications. The discussion furnished a general background and provided an insight
into the current state of the art for this field of research. It also offered a critical assessment
of the diffefent theoretical and experimental approaches followed and their outcomes. Based
on this critical review, it can be concluded that there are a number of problems that have not
been fully resolved yet, and therefore, require more research work. These problems can be
summarized as follows:

a) Problems in machining systera modeling: A thorough understanding of the
machining process has been elusive for the inconsistencies of experimental findings
caused by different process inputs. Traditional models are deficient in handling
complex tool geometry, wide ranges of cutting conditions and versatility of
tool/workpiece material combinations. In these aspects, and with particular emphasis
on the more popular oblique cutting situation using a multi-edged cutting tool, recent
mechanistic modeling has shown to be more capable and promising. However, there

is a lack of mechanistic models that describe the dynamics of the machining system
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including the tool flank face interference and its influence as a source of process
damping on the machined surface errors.

Problems in on-line measurement: The robustness of on-line sensing against the
severe environment of metal cutting is a major concemn. The introduction of this
technology to the industrial production floor for either fhe implememation of GAC
or just product inspection has been hampered by the uncertainty of its performance
under normal cutting conditions (with the presence of smoke, chips and cutting
fluid). In addition to robustness there are other challenging concerns that have to be
addressed as well, such as, compactness, accessability and closeness to the cutting
point.  Although a number of optical sensors were developed for on-line
measurement of workpiece diameter in turning applications, they have only been
successful in the laboratory for dry cutting conditions. The fact is that the majority
of metal cutting in North America is performed while using a cutting fluid.
Therefore, it is believed that solving the on-line sensing problem in the wet cutting
environment is the key to unlocking the passage towards the industrial floor and
allowing the industry to benefit from such technology.

Problems in control strategies: The predictive ability of the control strategy is
necessary to account for the measurement delay inherent in the GAC system.
However, in order to set up an effective control system valid for a decent range of
cutting conditions, it is important as well to realize the input/output relationships of
the machining process and how does each of the different error components relate to

the controlled inputs of the process. Such relationships can be derived by

mechanistic modeling of the process. The process models can then provide the basis

ey

t



d)

35"
to predict and control the accuracy of the machined surface. In the absence of
appropriate models for machining processes, most of the control strategies of GAC
developed are inadequate in assuring neither the stability of the GAC systemn nor the
convergence of the parameter estimator. A more systematic approach for the design
of the geometric controller is thus still needed.

Problems in conventional CNC machine tool controllers: In order to perform the
real-time compensatory control action as commanded by the GAC controller, the
position of the tool is changed in real-time (i.e.,, while cutting). The current
conventional CNC machine tool controllers are neither flexible nor open enough to
permit altering the position command in real-time. Position commands are normally
preprogrammed in G-code and are interpreted by the machine controller to drive the
servo motor of the respective axis accordingly. This problem forced previous
researchers to employ external actuating devices instead of using the machine tool
servo system, which added more cost and impracticality to the implementation of the

GAC system.

2.5 RESEARCH OBJECTIVES

The main purpose of this work is to improve the accuracy of the turning process in

order to meet tighter tolerances without slowing down productivity. This requires reliable

tools for predicting, measuring and compensating machining errors. The development of

such tools and their integration to implement a GAC system represent the goals of this

research. The research objectives can thus be summarized as follows:
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Develop a mechanistic model which describes the machining system dyr;amics in
turning for the general oblique longitudinal cutting case, while including the effect
of ploughing forces. The model should allow the prediction of cutting forces,
tool/workpiece structural dynamics, and ultimately the machined surface topography
with all structural error dynamics superimposed.

Develop an accurate, reliable and compact on-line measurement system for the
workpiece diameter to operate during cutting while using a cutting fluid. The system
should have the capability of performing adequately and close enough to the cutting
point. Sensor immunity against the severe environment of the production floor can
be provided by using a suitable filtering method and/or fusion of other sensory data.
Design a suitable systematic control strategy which ensures the performance of the
GAC system under a wide range of catting conditions. The control strategy should
provide regulation against both deterministic and stochastic disturbances. This can
be made possible by employing the developed mechanistic process model and using
the provided on-line measurement data in a feedback control loop. The controller
should provide predictive control actions and compensate machining errors by
regulating the position of the tool tip. Also, the control actions should account for
servo dynamics and the other input/output relationships of the machining system

model.
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t, Undeformed Chip Thickness.
1, Deformed Chip Thickness.
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Fig. 2.1 Models of the cutting process.

a) Orthogonal Cutting.
b) Oblique Cutting.
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1, Undeformed Chip Thickness.
t, Deformed Chip Thickness.
¢ Shear Angle.

o Rake Angle.

F Rake Face Friction Force
N Rake Face Normat Force
t Friction Angle

Fy, Shear plane Normal Force
F; Shear plane Shear Force

Fig. 2.2 Force System Acting in Case of Orthogonal Cutting, showing Chip in
Equilibrium Under Action of Equal and Opposite Resultant Force R and R .
(Merchant, 1944)
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CHAPTER 3

MACHINING SYSTEM MODEL DEVELOPMENT

This chapter presents the development and verification of an enhanced dynamic
process model of the machining process (Shawky »nd Elbestawi, 1996a). The model is based
on the mechanistic model structure developed by Endres, et al. (1990). This model structure
is represented by the block diagram shown in Fig. 3.1. The different modules of the model
which are modified and newly developed (in the current work) are indicated on the figure by
the dotted and hatched blocks, respectively. The simulation of machining dynamics is
significantly enhanced by tncorporating a mechanistic ploughing force model which permits
the prediction of cutting process damping. Also, the structural dynamic models of both the
tool and the workpiece are modified by using more realistic boundary conditions based on.
experimental measurements.

The chapter proceeds with a description of the chip load geometry and proposes a
simple method for calculating the chip load area. The chip load area is used in deterining
the cutting forces. Next, the geometry of the tool-workpiece interface along the clearance

face is considered. A new mechanistic approach is introduced for modeling the effect of

42
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| ploughing forces on process damping during longitudinal bar tumning. The approach is based
on the decomposition of ploughing forces iﬁto static and dynamic components. The chapter
then discusses the modeling of tool/workpiece structural dynamics. This is followed by a
description of the surface generation model. The machining system model developed is used
in computer simulations to predict cuiting forces, surface roughness and workpiece form

error. The chapter concludes by experimental verification of the model predictions.

3.1 CHIP LOAD AND CUTTING FORCES

The tool edge profile P(1) can be represented in a plane as shown in Fig. 3.2 by two
lines joined by a circular arc. Such geometric elements are the side cutting edge S(z), end
cutting edge Ef(t), and tool nose arc C(¢). Figure 3.3 shows the chip load A (1) as the area
contained between the three profiles ‘doc’, P(t), and P(:-T), where, ‘doc’ represents the
original work surface to be machined, P(t) represents the tool edge profile at time ¢, T is the
time for one workpiece revolution, and thus P(z-T) represents the tool edge profile of the
previous revolution. A data structure is designed to handle the tool edge profile P(t) based
on its geometrical elements. Using analytical geometry these elements can be defined in the

xy-plane by the following slopes and y-axis intercepts, (refer to Fig. 3.4)

slope; = tan(m/2 - la)

slope, = tan(m - ea)
intercepte() = Yiunw ~ oy * slope 3.1)
intercept (1) = Yumag T Xuze * 1D (ea)

where, la and ea are the lead and end angles of the cutting edge, respectively. LIMI(t) and

LIM?2(t) are the points where the side and end cutting edges join the nose portion of the tool



edge profile, respectively, and their coordinates are given by,

X = x (¢} + (R * cos(la))
}’u,-,”(f) = }’o(f) = (R = sin(la)) ”
X)) = £ - (R = sin(ea)) i (3.2)

Y = 3,0 (R = cos(ea))

where, x, and y, are the coordinates of the nose arc center, while R is the nose radius.

It is essential to determine the time varying chip load configuration according to the
instantaneous and previous values of the time changing cutting conditions and tool geometry.
Endres, et al. (1990) used an integration method based on incorporating integration limits
which are functions of the cutting geometry. In the current work a simpler approach is
proposed based on ;nilizing the two basic area sh'apes shown in Fig. 3.5.‘

Due to the nature of the tool edge profile geometry and the vibrations which may be
encountered during a cut, the chip load configuration may vary. The geometric profiles
which compose the chip load intersect together at some points (for example, like those
marked with squares in Fig. 3.3). By solving the analytical equations of these profiles their
mutual intersection points can be located. These intersections are used to define the chip
load configuration. In this analysis the tool edge profiles of the current and the two previous
workpiece revolutions are considered in order to account for large vibrations. The flow chart
shown in Fig. 3.6 presents the search sequence used in determining the correct intersection
between the tool edge profiles. The knowledge of the intersection point coordinates
completes the description of the chip load geometry. The chip load A (1) is evaluated in a
closed form by addition and subtraction of areas based on the two basic shapes given in Fig.
3.5. The first is the area under a line ‘ab’ and the second is the area under a circular arc

‘oab’; they are referred to by the functions ATRP(line) and AUC(arc), respectively.
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Accordingly, the chip load A (?) is calculated from,

A1) = A(q,.9,) for, gq,=t N q,=T (3.3)

where,

A(q,.9,) =ATRP(E(g,-q,)) +AUC(C(q,-4,)) *ATRP(5(g,-g,)) + »
ATRP(doc) -ATRP(E(q,)) -AUC(C(g,)) -AUC(S(q,)) 34

and in the case of large vibrations (i.e., when a valid intersection is encountered between P(z)

and P(1-2T7)),

Ac(t) = A(QI=I’Q3=2T) - A(Q;=I_T!Q3=T) 3.5

Both functions ATRP( ) and AUC( ) are forced‘_ to return “aull” if the aret;calculated
has a negative sign (i.e., the area element calculated does not exist) which allows the use of
the general solution given by Egs. (3.3-3.5) for different chip load geometry configurations.
This also accounts for the basic non-linearity in the cutting force system (when "air cutting"
occurs) as indicated by Tlusty and Ismail (1981).

The mechanistic structure of the cutting force model is based on proportionality to
the chip load. Tangential and normal cutting forces F{t) and F(t) are determined using the
proportionality constants Ki{t} and K,(t), respectively. The rormal component is further
resolved using the unweighed effective lead angle /a, into the‘longitudina} and radial force
components F,(1) and Fi(t), respectively, as shown in Fig. 3.7. The force equations are given

by,
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Fo(r) = K (1) * A (1)

Fy(n) = Ky(®) ~A ()

F, (¢ = Fy(2) cos(la} (3.6}
Fo(r) = Fy(r)sin(la)) -

K; and K, are empirical in nature aﬁd are known to be dependent on the tool geometry,
cutting resistance and tool-workpiece material combination. They also account for random
excitation due to material hardness inhomogeneity (Zhang and Kapoor, 1991a). The random
excitation is introduced by a normally distributed, zero mean, percent of K and K, variable

called 6, thus

norm?

(1 +8,. YK(D)
(l M 5rmr*.vn)I-{f\’(r)

I

K (1)

K. 3.7)

The values of K;and X, are functions of both the equivalent chip thickness ¢, and cutting
speed V as will be explained later in this chapter. The equations used to determine the

equivalent chip thickness and effective lead angle are given in Appendix B.

3.2 THE PLOUGHING FORCES

The ploughing forces are generated due to the indentation of the tool into the
workpiece material at the clearance face. These forces act on the clearance face of the (ool
in two main directions as shown in Fig. 3.7. P, acts in the direction of Fy, due to the elasto-
plastic deformation and P; acts in the direction of F; due to friction. Wu (1988) gave the

equations for the ploughing Torces as,

PN=fm*v

3.8
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where, v is the total volume of the ploughed material, f,, and u,, are proportionality constants.

3.2.1 DECOMPOSITION OF THE PLOUGHING FORCES

During stable cutting the ploughed volume v, is static and influences the cutting
forces by increasing its mean value. When vibrations are encountered, a dynamic ploughing
force component is generated proportional to a change v, in the indented volume. Thus, both
the total volume v and the corresponding ploughing forces can be decomposed into static and
dynamic components.
3.2.1.1 Static Ploughed Volume: It has been long understood since the early work of
Albrecht (1960} that the small radius of the tool edge causes part of the workpiece material
to be extruded beneath the tool in a loading and unloading cycle (Merwin and Johnson, 1963)
giving rise to a maximum penetration depth £, as shown in Fig. 3.8. Also, it is known that
the ploughing forces depend on the feed; as the feed is increased the area of contact of the
clearance face rises and this influence becomes more significant at larger values of the ratio
of feed f'to depth of cut d (Zorev, 1966). To model this effect mechanistically consider the
plunge cut configuration shown in Fig. 3.9 (and assume first that the tool edge is infinitely
sharp). The tool feed motion and the workpiece surface motion are discretized at points ‘T,
‘T, ...etc. and points ‘W, ‘W, ... etc., respectively. At a starting point in time the tool edge
{at point ‘T,’) will coincide with point ‘W, on the workpiece surface. The machined surface
has a speed V (m/min), and ‘W, will travel to ‘W, while ‘T, will translate to ‘T, with the tool
{eed rate f, (mm/min). This results in penetration of the tool into the newly machined surface
at'W,. Such penetration may also take place at regions ‘W,’, ‘W, ...etc. depending on the

clearance angle, wear land, the ratio of the feed rate to the cutting speed and the diameter of
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the workpiece. Notice that in the case of radial tool feed, the rotary motion of the workpiece
causes the machined surface points to retract away from the tool f}gnliﬂon-lincarly (as they
leave the cutting point ‘7). B

Thus the tool indentation is a summation of two effects that happen simultaneOL;;ly;
the sliding-extrusion effect due to the radius r of the tool edge and the effect of tool feed f

in increasing the clearance face contact. This results in a total indentation depth k, that varies

along the flank length as shown in Fig. 3.10 governed by the equation,

r

*y - R, (1-cos0) + hr'_ - ytany

fi 1000 v
where .
9, = sin*t 24
v (3.9)
hy = (r-—hm)-\/rz-(rsin[i—y,.): ¥ oy < rsinf
h, = h_ ¥ oy 2 rsinp

p = cos"( l--h—'"]

R,, is the workpiece radius, y is the clearance angle and y is the spatial independent variable.
The second term in Eq. (3.9) represents the retraction effect due to workpiece curvature in
the case of radial feed. This term, however. tends to be zero for practical values of R,,. In
the case of longitudinal feed, if the lead angle is zero, the workpiece radius (of curvature) is
effectively infinite. Also, if the lead angle is not zero, then the workpiece radius is
somewhere between R, and infinity. Thus, the retraction term is considered insignificant
and can be safely neglected. The static contact area A, is determined by integrating over the

clearance face contact length L ( ¥ positive h,),
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A, = fh,i/coscb,. dL
L

where,
[z 3.10)
).i +hc-2 (
(i)‘.=[5—2»=sin‘1 L SR vV LsrP
r
¢, =v Y L>rf

#, is the local rotation angle from y domain to L domain. The static indentation volume v,
is then determined by integrating the local contact area A, along the chip contact length [.of

the tool edge profile,
v, = f Asj . -f_ d!c (3.11)

where, the variation of the pressure distribution along the cutting edge proﬁle_.is represented
by a weighing factor taken as the ratio of the local chip thickness 1, to the equivalent chip
thickness t..

3.2.1.2 Dynamic Ploughed Volume: The penetration of the tool presented above is
due to static effects only. However, when machining vibrations are encountered, uﬁdulations
are generated on the machined surface leading to more interaction between the tool clearance
face and the wavy surface. This interaction is of a dynamic nature and causes a change v, in
the static volume v,. The correspond:»:g dynamic change in the area of contact A, (as
indicated in Fig. 3.11) is determined by the dynamic depth of penetration k, which is solely
due to surface undulations. The surface undulations are determined from the workpiece/tool

vibrations encountered during the current and the two previous revolutions of the workpiece.
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Note that if the frequency of surface undulations is high enough, discontinuities in the tool .’
penetration might be encountered.

In an orthogenal cutting process, the surface undulations and the dynamic area of
contact on the clearance face are strictly due to the system vibrations in the feed direction.
Butin the case of a multi-edged cutting tool the surface undulations are due to an interaction
of both longitudinal and radial vibrations and it will depend greatly on the effective lead
angle. For example, in a longitudinal bar turning situation, with an ideal gingle edge tool and
zero lead angle, radial vibrations have no effect on surface undulations. If the lead angle is
increased the ploughing action due to these vibr;'itions will increase. In the current work,
local resultant vibration values ’vib,” are determined at several discrete points along the
cutting edge profile by the projection of both radial and longitudinal vibrations (vibg and vib,,

respectively) on the direction normal to the local lead angle ‘a;’,

vib, = vib, sinla, + vib, cosla, (3.12)

Consequently, the dynamic ploughed volume v, is determined by the integration of local

dynamic contact areas A, along the chip contact length {, (similar to Eq. 3.11 used for v,).

3.2.2 CALIBRATING THE PLOUGHEING MODEL

The separation of ploughing forces from dynamometer force meaéurements has
always been an obstacle in studying the ploughing mechanism. The dynamometer force
measurements inherently include the effect of the static ploughing component v,. This
indicates that the cutting force calibration system of K, and K, already accounts for this

effect and thus the determination of v, is not essential. Moreover, the decomposition of the



total volume presented above reduces the amount of error (due to the estimation of h,)in
determining the dynamic ploughing volume v,. Egs. (3.8) are used to determine the dynamic
ploughing forces by substituting v, for v. However, in order to calibrate this model,
information on the resistance of the workpiece material to tool indentation is required. Such
information is present in the measured data of the normai force.

. =..As opposed to forces on the rake face, forces on the clearance face do not take. part
m the chip formation process and represent a parasitic load on the cutting tool. It has been
concluded by Zorev (1966) that the nature of the forces acting on the rake and flank surfaces
is different so the majority of the cutting parametess influence these forces in a different
manner and o diff'ereni"-'c-le’:grees. Thus, the value of the ratio of these forces may vary over
a wide range. When machining soft materials with a large depth of cut and with a tool
having small wear on the clearance face, the forces on the clearance face are negligibly small
by comparison with the forces on the rake face. On the other hand, when machining hard
materials at small depths of cut with a tool having a large amount of clearance contact, the
forces on the clearance face may exceed the forces on the rake face. The latter case for
example describes quite well the cutting conditions of the hard turning process. In other
words, under controlled cutting conditions the information content about work material
indentation in the dynamometer measured forces (and specially in the normal cutting
component) will exceed that due to chip removal. Accordingly, dynamometer force
measurements for hard turning using ceramic inserts with zero clearance angle were used to
investigate the correlation between the measured cutting forces and the static ploughing
volume v,. The friction conditions on the clearanée face are assumed to be coulombic.

Hence, it has a constant friction coefficient which depends on the softer material (i.e.,
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workpiece material) and a value of 0.4 was estimated (Bailey, 1975). The tool edge radius
was measured using a tool makers microscope, and was found to be 0.02 mm. There is no
straightforward means of measuring thé maximum depth of penetration 4, (and there is also
little information available in the literature), thus an approximate value of 0.006 mm was
chosen as suggested by Thomsen et al, (1962).

As expected, the normal force F,, showed a relatively high correlation with v, in
comparison with the tangential force F;. A multi-linear regression analysis was conducted
to determine a proportionality constant K, that would relate F, to v,. The analysis resulted

in a model for K, with 88.6% R* of the form,

InK, = ay+alnt +a,V+ahV (3.13)

It is concluded that the static plﬁughing effect has a principal contribution to the normal force
component F, for the ranges of cutting conditions used, and that K, as determined by Eq.
(3.13) is a good approximation of f,, which can be used to determine the dynamic ploughing
force using Eq. (3.8). The dependence of f;» on the amount of thermal energy generated at

the shear zone (Wu, 1988) is modeled here by the velocity terms in Eq. (3.13).

3.3 THE STRUCTURAL DYNAMICS

The structural dynamics represent the relationship between the cutting force and the
response of the structure. In this analysis, the dynamics of both the tool and workpiece are
considered, while the remainder of the machine tool structure is assumed rigid. This

assumption is reasonable for the machining of a slender workpiece. In such case, the
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flexibility of the machine tool structure is negligible as compared to that of the cutiing
process components. The tool and workpiece were modeled as continuous beams and there
equations of motion were derived for the appropriate boundary conditions. The forced
response is solved using the principle of mode superposition based on the orthogonality of
the eigen functions. The global coordinates were chosen in the three axes of the cutting force

system.

3.3.1 EXPERIMENTAL SETUP

The machine tool used in this study is a STANDARD MODERN NC17 lathe with
a sixty inch bed and a /0 hp AC induction spindle motor. The lathe is retrofitted with servo
motors on its two axes, that are controlled by a FANUC 3TC digital controller. The lathe
is equipped with a tool-post force dynamometer that uses three triaxial piezoelectric load
cells to measure the three main cutting forces. A slender sﬁaft workpiece made of case
hardened steel AIST 1552 of 60 Rc hardness (refer to Fig. 3.12) is used in the experimental

work.

3.3.2 WORKPIECE DYNAMICS

The workpiece is modeled as a continuous beam with three different sets of boundary
conditions that correspond to three different clamping setups. In case ‘a’ the workpiece has
one end supported by the chuck and the other end free. While, in case ‘b’ the workpiece has
one end supported by the chuck and the other end supported by the .tail stock. Incase ‘c’ the
workpiece is supported between two centers. Endres, et al. (1990) considered the chuck to

be ar: infinitely stiff clamp. A more realistic representation is used in the current work which
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was suggested by Lu and Klamecki (1988) for an onset of chatter detection mode! (for cases
‘a’ and ‘b"). The chuck is modeled by a rotational spring attached to a simple support hinge
as shown in Fig.‘,};:13a. The rotational stiffm'-:ssr;'(r depel;c:is on the clamping torque of the
chuck and the Jaws flexibility, and is found to greatly affect both the eigen values and the
eigen functions of the system. The tail stock is modeled by a translational spring of stiffm::ss
K, as shown in Fig. 3.13b. In the third case, the center on the spindle side is modeled by a
translational spring K, as shown in Fig. 3.13c. For the torsional vibrations, the workpicce is
modeled as a clamped-free cantilever, as shown in Fig. 3.13d.

3.3.231'7':Lateral Vibrations of the Workpiece: ~ The workpiece has flexural vibrations

in both the radial and tangential directions. ‘The equation of motion of flexural vibrations in

each direction is in the general form,

N

2

[El(x).-‘L(;’(éﬁ] s fnn = m(x XD (3.14)
2 A

dx dr

where, El(x) I'exural stiffness of the workpiece, f{x,) distributed force as a function of time,
and m(x) mass per unit length. To solve the eigen value problem, the free vibration
characterized by f{x,1)=0, is considered, in which case the solution of Eq. (3.14) becomes

separable in space and time. Letting,

yix1) = Y{x}.F() (3.15)

and assuming that both the material properties and the cross sectional geometry of the

workpiece are constant with position x, the eigen value problem reduces to

d*Y(x)

.~ Frm -0 (3.16)



55

where,

4 Cl\z m
P . EI: (3.17)
which has the general solution of the form, (Meirovitch, 1986)
Y{x) = C, SinPx + C, cosPx + C, sinhix + C, coshPx (3.18)

By applying the appropriate boundary conditions, the eigen values and the eigen

functions can be determined. The boundary conditions-at the chuck end are:

d?Yi dYi
Y(x) | = 0, E]__(:_) |x=0 = Kr_""('fl | x=0 (3.19}
for cases ‘a’ and ‘b, and
BY 2
i) (f) leo = K, Y | ag Er? Y(f) [0 = 0. (3.20)
dx- _ dx-
" for case ‘c’. The boundary conditions at the other end are:
d?Y(x) d?y
ErfX0y -0, 59y L, (3.21)
x° dx”
for a free end (case ‘a’) where, [ is the length of the workpiece, and
a3y d*v
El (f) et = K YOO |, El (f) | ez = 0, (3.22)
dx* dx~

for a tail stock supported end {(cases ‘4’ and ‘c").

Applying the appropriate boundary conditions yields the characteristi_c determinant,



0 1 0 1 G
-sin B! -cos B! sinh B/ cosh B! C,
) . (3.23)
-cos B! sinP{ coshPl sinhpi C,
-k, EIB -K, EI c,
for case ‘a’,
0 1 0 o c
-sin B/ ~cos Bl sinh B/ cosh B! c
. EIB? EIp? EIp, EB, |7
sinPl + —— { cospl~——sin sinhfi/- h[3! coshfil- hpi
B X, cosP! cosB 3 inf B X coshP/ coshp K sinh B C,
K, -EIB K, EIp <
(3.24)
for case ‘b, and
-EiB*cosBl-Ksinp! EIB*sinpi-Kcosp! Ef’cosh!-KsinhB{ Elp*sinhB!-Kcoshp/) [C,
-EIp? K, EIp?
sin ! cos B/ -sint Bl S -cosh [3[ G
\ 0 1 0 C,
(3.25)

for case ‘¢’. Solving for the eigen values £/ we can get the characteristic frequencies w

from,

w, = @0, |EL (3.26)
ml?

then substituting back in Eq. (3.18) we get the set of eigen functions:
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sinhp,1.A, -sinp z] sinhB 1.4, -sinB /)
Y (x)= i A st 4 ~|.coshP_ - _ ~1.cos
' (x)=C, *IsinBx + lsmﬁ,x+( cosB,-coB,] | coshB,, cosp - cos ;R,"-TJ Bx
where,
El
2 Kﬁ’ .sinP. I + (cosP,{ - cosh B,D]
A = d
El
(2 Kp’ .sinhf [ - (cosB ! - cosh Brl)}
!
3.27)
\
A,sinhf3 [-sinf { AsinhB [-sinf /
Y (x) =C, »{sinB,x +A, sinh L | coshp,x-| =————————|.cosP
,(x)=C, +{sinf,x+A, sin Br-’”[ cosBrI-coshBrlJ coshf, x [ oy —y J cosf x
where, :
3 3
; sin ﬁl.( cosh B/ - EI‘T sinh B! - cosfi + EI? sin ﬁl]
sin 3/ +EB cosPBl| - ! !
A - K, cos ! - cosh Bl
= -
3 3
sinhBl.| coshB{ - EIp sinh Bl - cos i + Elp sin !
: EIp? K, K,
sinh Bl - ——coshB!| +
K, cos B! - cosh B!
(3.28)
and,
Y (x)=C, * _sin B x +E!|33A1 -(cosf x +cosh,x) +(1-2K_A)).sinh Brx]
where,
A - sinhf,{-sinf /
' | sinh,!.(cosB, {-coshB i) +2K_sinh B,/
(3.29)

for cases ‘a’, ‘b’ and ‘c’, respectively, while the constant C, is determined by mass

normalization of the eigen functions; i.e., to satisfy the relation,

L
ffn(x) Yr(x) Y“,(I) dx = 6 r,s = 1r2!"' (3-30)

rs
[¢]
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where &, is the Kronecker delta function.

Since the eigen functions are orthogonal, the displacement of the workpiece as a

L

function of position x can be obtained by superposition of the normalized eigen functions,

thus,

yx) = X Y.(x) 0. () (3.31)
r=1

where 77,(1) is the generalized modal displacement which is governed by the second order

differential equation,
fl,r(t) * 2Cmrﬂr(r) * mrznr(t) = Qr(f) }’=],2.... (3-32)

(which resemble the equation of motion of a damped single-degree-of-freedom system

subjected to external excitation) where Q,(1) is the rth generalized modal force which is

obtained from,

!
Q,.() = ff(x,t) Y, (x) dx r=1,2,.. (3.33)
0

This reduces to
Q. (1) = F(1).Y,(x") (3.34)
in the case of a concentrated single load, where x” is the point of action of the force F(1).

3.3.2.2 Torsional Vibrations of the Workpiece: Similarly the torsional vibrations of the

workpiece (6) are modeled by the following equation of motion,
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& 8(x,1) . 1 3 B(x,1)
dx2 b2 dr?
= {3.35)
where , b = EZ
p

where, G and p are the modulus of rigidity and the material density, respectively. By the

separation of variables, Eq. (3.35) reduces to

d?0(x) . w? 8 (x)
dx® b

= 0 (3.36)

which has a general solution of the form, (Meirovitch, 1986)

0(x) = C, cosff’_;—x : sin¥ (3.37)

The workpiece is assumed completely fixed (i.e., clamped) in the chuck while free at the

other end as shown in Fig. 3.13d. Thus applying the geometric boundary conditions:

d6
0(x) |, =0 =« =0 (3.38)
we get the characteristic equation,
_wl
cos —l;— = 0 (3.39)
which solves for the characteristic frequencies,
rab
(.L)r = 7 r=],3,5.... (3.41)

and the eigen functions are found to be
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8,(x) - sin%—" L (3.41)

The forced response of the torsional vibrations is determined analogously to that of the lateral
vibrations derived above using the principle of modes superposition.

3.3.2.3 Identification of the Boundary Conditions: The identification of the
boundary conditions involved measurements of the static stiffness of the joints (i.e., chuck
and tail-stock). The dynamometer was used to measure a static applied force while a dial
gauge was employed to measure the corresponding deflection. The results obtained
demonstrated that the stiffness of the joints (and hence the eigen values of the structure) are
influenced by the following factors:

a) the clamping torque of the chuck,

b) the axial load applied by the tail-stock,

c) the sequence of clamping the workpiece,

d) the portion of the workpiece length held by the chuck jaws,

e) whether the workpiece had a shoulder bearing against the chuck jaws or not,

Thus, for consistent experimental conditions, the chuck was tightened with /60 N.m
and the tail stock was clamped to apply an axial load of approximately /00 N. Finally, an
HP-modal analyzer (model 3566A) was used to analyze hammer impact test data and the
predicted natural frequencies were verified. The rotatioﬁal and translational stiffnesses were
identified as 26500 N.s.rad"' and 9.5 MN/m, respectively, and the natural f requency of the
first mede for both the free-end and the centered workpieces were 167 Hz and 738 Hz,

respectively.
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3.3.3 TOOL DYNAMICS

Initially the tool holder was modeled as a clamped continuous cantilever beam
(following Endres, et al., 1990). However, for a 25x25 mm? cross-section of a typical tool
holder, with 40 mm overhang the naturai frequencies obtained were too high. Experimental
modal analysis techniques were used to identify the structural dynamic characteris;:ics of the
tool. Interestingly the results revealed that the tool-post dynamics are dominant. The three
transfer functions of the tool post measured in the three global axes (tangential, longitudinal,

and radial) are shown in Fig. 3.14. Two coupled modes can be recognized in each of the

X
%

is used to represent the tool dynamics in each axis, and F represents the cutting force

transfer functions. Therefore, a lumped mass model of the form,

m, 01X € =¢, | [% k -k1

-k Rk

1

+ +

F] 3.42
" (3.42)

0 m,

2| | %2 RIERIRCA e

component in that axis. The dynamic characteristic parameter identified for each axis are

listed in Table 3.1.

Table 3.1 Characteristic Parameters of the Tool Structural Dynamic Model

Direction m = Mass ¢ =Damping | k = Stiffness Frequency
[Kg] [N.s.m™] [MN.m"] [Hz]
Radial 4.74 1425 33.0 420
1.45 578 14.5 504
Longitudinal 3.45 1040 26.9 444
1.68 595 16.8 504
Tangential 2.48 620 18.3 432
3.1 940 28.5 484




3.3.4 STRUCTURAL DISPLACEMENT FEEDBACK
The integrated displacements &) of workpiece/tool dynamics are used to feedback
the instantaneous change in the nominal cutting conditions vector 0,. The updated cutting

conditions vector O(z) is given by, (Endres, et al., 1990)

oe) = 0,- 181 (3.43)

where 77is a 6x/0 non-linear transformation matrix. In the current work, due to the reduction
of the model order for the tooling system structural dynamics, all the tool angle-related terms
in vectors O, and O(t) (namely, lead, end and back rake angles) are eliminated and by effect

the size of the transformation matrix is reduced to 3x8. Hence, Eq. (3.43) is given by,

1. 4 Y
od = _yt: . tan |:ESIH Il#]
wp
I . -1 yw: ,
" Yy - taN [—;Sln {R_] ] R (3.44)
2 wp
o = -3,

8V = y. -J,.+O.R

wp

3.4 MACHINED SURFACE GENERATION

The function of the surface generation model is to keep trace of the tool metion along
the cut during the sirulation and use it to construct the machined surface. In this model the
three elements ‘S’, ‘C” and ‘E’ of the tool edge profile are considered. The workpiece is

assumed stationary, while the tool has two motions. One type of motion is vibratory due to
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system dynamics while the other .is the spiral trajectory of the tool which ref)resents bothﬁthe

workpiece rotation and the longitudinal tool feed. The tool motion is traced by pursuing the

variation in the coordinates of the tool edge profile P(z). These coordinate; are provided
during the simulation by the chip load geometry model and are updated every time step. The
construction of the surface is performed at each time step of the simulation in the two

dimensional xy-plane of the tool edge profile P() as follows: (refer to Fig. 3.15)

a) Determine the elements (S,C,E) which contribute to the surface generation at the
current time step. This is based on a knowledge of the “start point” and “end point”
of the tool edge profile portion which is engaged with the work material.

b) Interpolate 8 intermediate points between the “start” and “end” points along the
portion of the tool edge profile engaged with the work material. The interpolation
is done at equal intervals along the x-axis while the y-coordinates represent the
surface errors.

The two above steps are repeated for » number of times during the simulation, where
n is the number of time steps per one workpiece revolution. This constructs the part of the
surface machined in one workpiece revolution and adds the third dimension along the cutting
speed direction. Reiterating the above procedure for subsequent workpiece revolutions
results in the generation of the whole machined surface.

It should be noted that the methodology explained above allows the generation of the
machined surface topography in 3D without holding the feed, depth of cut or the nose radius
below any limiting values. The simulated surface topographies provide a qualitative
visualization of the mechanism of surface irregularity generation during machining. They

also offer a means to directly and quantitatively evaluate the quality of the machined surface.
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Roughness indices such as Ra and f;éﬁ};:fbiVa]ley caﬁ‘ be determined by assessment of the
y-coordinates of the surface along one of the generators of the cylindrical surface for a small
cut-off length. Similarly, if the whole machined length is considered, this analysis can result
in the longitudinal form error along the workpiece. Also, measurements on single cross--

sections of the workpiece (i.e., in the direction of the cutting velocity) can provide the out-of-

roundness.

3.5 MODEL VERIFICATION

3.5.1 STATICLEVELS OF THE CUTTING FORCES

Experimental cutting force data for turning hard steel using ceramic inserts from
Mohamed (1994) were used to calibrate the models of IFT_;md 1?,'\, . An extensive multi-linear
regression analysis was carried out and resulted in modeis of the form,

C,+Clnr (1)« C, V() + CyIn V(1)

C,+Cslnrt (1) + C, V(r) + C,In V(1) (345)

=3
-
"I.i
—~ —~
-
g S
1|

with correlation coefficients (R*) of 92.7% and 89.2%, respectively. The factorial design
matrix used for model conditioning is given in Table 3.2. The R’ values achieved indicate
good association of the mode] with variations of the data around its mean values. This is
attributed to the predictor variables chosen as well as the accuracy of their prediction. The
dependence »f material cutting resistance on feed and chip load geometry is represented by
the equivalent chip thickness ¢; a decrease in the effective chip thickness results in an
increase of the material cutting resistance. Moreover, the velocily term represents the

softening effect of the work material at higher cutting speeds due to increase in temperature.
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The natural logarithmic transformation is used in Eq. 3.45 to eliminate curvature detected

in the data.
Table 3.2 Factorial Design Matrix for Model Conditioning.
CUTTING CONDITIONS

VARIABLE | LOW LEVEL | HIGH LEVEL UNITS
Speed 90 495 m/min
Feed 0.025 0.15 mm/rev

Depth of Cut 0.1 1.5 mm

Side Rake 0 1.6 deg

The use of weighed versus unweighed effective lead angle in the decomposition of
the normal cutting force was also investigated. The weighed effective lead angle la, showed
better correlation with the measured forces. This resulted in model parameters of higher -
values. thus, indicating better statistical significance of the model within the 95% confidence
interval. However, further analysis of the residuals indicated larger variance. Therefore, the
unweighed effective lead angle was ultimately used.

The cutting conditions and the tool geometries used in the model verification
experiments are listed in Table 3.3a and 3.3b. Figure 3.16 shows a comparison of the cutting
force results: a) predicted by the model, b) measured, and c) predicted using an empirical
model for hard turning by Mohamed, (1994). The results indicate the ability of the model
to closely follow the measured forces for different cutting conditions and demonstrate clearly
the advantage of employing a mechanistic model over an empirical one in predicting the

cutting forces over wide ranges of cutting conditions.



Table 3.3a Force Model Verification Tests.

TEST f d |4 TOOL TEST I d v TOOL
mm/rev | mm m/min mnvrev | mm m/min
1 0.150 1.5 122 1 30 0.075 0.5 90 1
2 0.125 1.5 122 ] 31 0.050 0.5 90 1
3 0.100 1.5 122 1 32 0.025 0.5 90 1
4 0.075 1.5 122 1 33 0.150 0.3 90 |
5 0.150 1.0 122 1 34 0.125 0.3 90 1
6 -9.125 1.0 122 1 35 0.100 0.3 a0 I
7 0.100 1.0 122 I 36 0.025 0.3 90 |
8 0.075 1.0 122 1 37 0.050 0.2 90 |
9 0550 0.5 122 ! 38 0.025 0.2 90 i
10 0.130 0.5 122 1 39 0.075 0.1 90 1
11 0.125 0.5 122 1 40 0.050 0.1 90 1
12 0.100 0.5 122 ] 41 0.100 0.3 90 1
i3 0.073 0.5 122 ] a2 0.050 0.3 457 |
14 0.050 0.5 122 1 43 0.100 0.2 444 2
15 0.025 0.5 122 ] 44 0.050 0.2 4585 |
16 0.150 0.3 122 1 45 0.150 1.0 488 1
17 0.100 0.3 122 i 46 0.150 0.5 495 1
18 0.075 0.3 122 1 47 0.050 0.2 90 [
19 0.050 0.3 122 1 48 0.050 0.3 122 |
20 0.025 0.3 122 1 49 0.075 0.5 203 |
21 0.125 0.2 122 1 50 0.075 0.5 261 4
22 0.075 0.2 122 1 51 0.075 0.3 270 |
23 0.050 0.2 122 1 32 0.075 1.0 272 |
24 0.025 0.2 122 1 33 0.075 u.b 273 1
23 0.075 0.1 122 i 54 0.050 0.5 120 3
26 0.050 0.1 122 1 i 55 0.075 0.5 120 3
27 0.150 0.5 90 1 1l 56 0.075 02 120 3
28 0.125 0.5 90 | ; .i 57 0.075 0.2 120 5
29 0.100 0.3 90 | o

Table 3.3b Tool Geometries Used in Model Verification Cutting Tests.

TOOL GEOMETRY
(Clearance Angle =0 and Back Rake Angle= -6 deg.)
TOOL LEAD ANGLE | SIDE RAKE | NOSE RADIUS
[deg] [deg] [mm]
1 0 0 1.2
2 30 1.6 1.2
3 30 1.6 1.6
4 0 1.6 24
5 30 1.6 32

N
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3.5.2 DYNAMICS OF THE CUTTING SYSTEM

In this section the capabilities ;f the model 1n predicting the dynamic response of the
machining system are determined. The model predictions of the machined surface errors are
investigated and the increase in process damping as a result of including the ploughing force
model is demonstrated. The computer simuiations were performed on a SUN SPARC station
4/330. A Hommel Tester T6D surface measuring machine was used for surface roughness
measurements.
3.5.2.1 Steady State Cutting Forces: The cutting forces vary across the workpiece
length due to the varying stiffness and this variation depends on the boundary conditions of
the system. This is evident in the cutting force data presented in Fig. 3.17. At the start of the
cut {tail-stock end) the force decreases to a minimum then starts increasing again till it
reaches almost a flat maximum at the chuck end, The férces predicted by the model, shown
in the same figure. follow rather closely the measured values. A slight consistent under-
prediction is noticed at the tail-stock end in all three force components. This can be caused
by the increase of the workpiece diameter in that vicinity as shown in Fig. 3.12. Such effect
leads to an in increase in the stiffness of the shaft which is not included in the model.
3.5.2.2 Process Damping: To demonstrate the effect of the ploughing mechanism
on process damping, simulation runs with and without ploughing were performed. Fig. 3.18
presents the lateral ool vibrations induced due to a 3 percent sudden increase in the depth
of cut. From the logarithmic decrement of the dynamic responses shown it can be deduced
that the damping coefficient has increased approximately from ¢=0.04 (the structural

damping) to ¢=0./2 due to cutting process damping.
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Figure 3.19 presents the result of two simulation runs with and without ploughing
showing the effect on the stability limit of the process. The feed and speed used were 0.03
mm/rev and 122 m/min, respectivg:i):s. Without ploughing the dynamic system chattered at
a depth of cut of 2 mm as shown in Plg 3.19a. When the ploughing model was incorporated
both simulation and experimental results agreed and no chatter was detected as shown in Fig.
3.19b indicating that the model with damping is closer to correct than without damping.
3.5.2.3 Surface Roughness: The surface topographies resulting from simulation
runs provide a data base to assess surface roughness indices and form error. For each cut
1000 longitudinal profiles across the workpiece were generated from simulation runs, and
an average Ra was calculated and its standard deviation was determined. A cut-off-length
of 0.36 mm was used. Simulated machined surface topographies are presented in Fig. 3.20a,
b and c for different feeds; 0.05, 0.075 and 0./ mm/rev, respectively. The depth of cut,
cutting velocity and tool nose radius were 0.5 mm, 120 m/min. and 1.6 mm, respectively.

Experimental surface roughness results for hard turning by Elwardani, et al., (1992)
were used for comparison with model predictions. Figure 3.21a presents a comparison
between measured and predicted Ra values for R=/.2 mum. Each of the measured values is
an average of the measurements of three different surface profiles. Both, the measurements
and the simulations took place at approximately 20 mm away from the chuck. The results
show that both experimental and predicted variations of Ra values for different feeds are in
agreement and both show a minimum at an optimal feed of 0.05 mm/rev. However, the ¢o
error bars (shown on the same figure} reveal a rather consistent under-prediction specially
at smaller feeds. This is attributed to a slight underestimation of the variation in the hardness

measurements of the work material. The results given in Fig. 3.21b, present two different
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simulations; the first {marked with ‘0’) represents normal cutting (including random
excitation due to material inhomogeneity), while the second represents cutting without

random excitation (i.e., deterministic portion). The dashed line represents Ra values

lc_;a]cit'lﬁlaled based on the geometry using the formula given by Bbathrrbjrci','-"(]?")?S)

R = ﬂ’i’-}'?_"i =10 [um] (3.46)

where, f and R are in mm/rev and mun. respectively. Interestingly enough, the model
predictions depart away from the results obtained using the latter formula as the feed is
decreased. The difference between Ra values with and without random excitation gives the
random portion of surface roughness. The random portion of Ra is noticed to be much larger
at small feeds and it decreases as feed increases. This explains the large standard deviation
at small feeds that can be recognized in Fig. 3.21a, and confirms that the strength of random
excitation increases as feed decreases. Although good Ra predictions can be made at large
feeds using Eq. (3.46), the results would be rather questionable for small feeds due to the
large additional irregularities introduced by the random excitation mechanism. The results
by Zhang and Kapoor (19%91b) for low carbon steel indicated that the random Ra portion can
reach twice or three times as high as the deterministic Ra. Here, Fig. 3.21b indicates that for
hard turning the latter multiplier can reach a value of /0 for relatively small feeds.

To determine the influence of process damping on the machined surface, the same
cutting conditions of Fig. 3.21a were used with and without the ploughing model for
different cutting locations a'-ng the workpiece length. The results indicated a decrease in

Ra values due to process damping. This decrease is shown in Fig. 3.21c for three different

locations (50 mm, 100 mm. ard 160 mm from the chuck) as a percentage of the Ra
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determined without ploughing. It can be noticed that the effect of process damping on
decreasing the Ra values is more emphasized at locations where the dynamic system is more
flexible and when smaller feeds are used, reaching a maximum of approximately 30 percent
close to the middle of the workpiece. It should be noted that the results considered here are
for stable cuts and thus the excitation encountered is mainly due to the material
inhomogeneity mechanism. The noticed reduction in the influence of process damping on
Ra with increasing the feed is thus due to the corresponding decrease in the strength of the
random excitation mechanism. Process damping is rather governed by the machined surface
undulations. At larger excitations, these undulations exhibit larger amplitudes and hence
process damping is ‘more intensified. In Fig. 3.21c the influence of process damping on the
machined surface during large vibrations due to chatter. Fig. 3.22a and 3.22b show the
surface topographies corresponding to the simulation results in Fig. 3.19a and 3.19b,
respectively. The effect of process damping on the process stability limit is interpreted here
as a significant difference in the appearance of the machined surface and its Ra values due
to chatter marks.

3.5.2.4 Form Error: To determine the surface form error on the machined work
length of 160 mm, several surface profiles were measured with a reading taken every 0.2 nim
giving a total of 200 points per profile. Eleven profiles were used to obtiin the average
surface profile. Figure 3.23 presents a comparison of the average surface profile predicted
by the model with the measured one for a straight cut of d=0.5 mm. f=0.05 mm/rev, V=122
m/min and R=1.6 mm. The form error on the workpiece radius is found to be within 35 pn.

Both measured and predicted surface profiles agree with a maximum deviation of =5 pm at
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the tail-stock erd. .Ihis maximum deviation is located at the ends of the workpiece whére
its cross-section chaﬁges. Such change is not accounted for in the model.

From the dynamics point of view, the form error is seen as a low frequency type error
and it is a superposition of both tool and workpiece deflections. The tool contribution to the
form error throughout the cut is only static while the workpiece contribution is both static
and dynamic. It is that variation in the workpiece stifiuess which causes the curved surface
profile. Thus, a key issu¢ in eliminating the form error would be defining the flexibility of
the workpiece across the cut and compensating for it. It should be noted at this point that
there are other factors such as tool wear and thermal deformations that contribute to the form
errors of the workpiece. In this experiment the effect of tool wear is naturally negligible
while the tool thermal condition was stabilized as much as possible by performing several
cuts with the same tool without allowing it enough time to cool down. Therefore, the form
error due 1o thermal expansion of the tool is minimized in this case. However, in the case
of dry cutting a workpiece of a retatively small length-to-diameter ratio. a model of the tool
thermal expansion would be essential to achieve accurate prediction of the machined surface

form error.

3.6 SUMMARY

A significant enhancement to the prediction of process dynamics in turning was
developed. The interference at the clearance face was modeled mechanistically for a multi-
cdged cutting tool. The cutting process damping is predicted by tracking the dynamic

ploughed volume of the work material. Machined surface undulations are determined based
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on integrated tool/workpiece vibrations in both radial and longitudinal directions. The
ploughing model was calibrated based on static ploughed volume calculations and normal
cutting force measurements. Experimental identification of the system  dynamic
characteristics brought more insight into the influence of workpiece clamping and led to
more realistic boundary conditions, as well as a reduced order model of the tool.

The model was tested through computer simulation of longitudinal turning of slender
hardened steel shafts. By comparison to experimental evidence, the theoretical predictions
showed good agreement with the test results for a wide range of cutting conditions. The
results indicate clearly the effects of including the interference model on machining dynamics
and the improvements in predicting the maciiined surface errors and process stability. The
Ra values demonstrated that including ploughing forces for cutting process damping is not
only important for stability prediction but also necessary for surface roughness prediction
specially in low feed finishiig pass scenarios. It is shown that the magnitude of process
damping is governed by the nature of surface undulations and thus it vari=s with the level of
excitation and the dynamic response of the structure. Also, the study shows that in hard
turning the ratio of deterministic Ra to random Ra can reach /:/0 for relatively small feeds.
This indicates the vital importance of random excitation due to material inhomogeneity.
Additional research will be required to verify the calibration of the ploughing model for

«pplications with larger depths of cut.
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CHAPTER 4

MEASUREMENT SYSTEM DEVELOPMENT

he focus of this chapter is the development of a sensor for on-line measurement
of shaft diameter in bar turning while using a cutting fluid (Shawky and Elbestawi, 1994).
The measurement is intended primarily for the assessment of machining errors which result
from the cutting process itself and not due to machine tool errors. Therefore, a measurement
accuracy of =5 pm (x0.0002") is considered adequate for most practical situations. The
measuring system developed is based on three uitrasonic proximity transducers positioned
around the workpiece. The measurement is performed with respect to an extrinsic datum.
The datumn is taken as the locus formed by the longitudinal motion of the intersection point
of the sensors center lines.

The chapter begins with a general description of the measurement technique. This
is followed by the details of the sensor design, sensor calibration and overall configuration
of the measurement system. Next, an error analysis is presented to resolve the measurement
error introduced due to translation of the workpiece axis of rotation. An algorithm is
proposed to eliminate this error from radius data and provide an absolute measurement of the

workpiece diameter.



4.1 PRINCIPLE OF MEASUREMENT

The measurement principle of the sensor deve]ollned is based on using an ultrasonic
beam as shown in Fig. 4.1. The ultrasonic transducer is simply a piezoelectric crystal that
works as both a transmitter and a receiver. When the piezoelectric crystal is excited by a
suitably tuned electric impulse it vibrates mechanically at its natural frequency (MHz range).
This mechanical ultrasonic wave propagates through the material with the speed of sound.
Every material has its own acoustic impedance and its boundary with another material
represents an interface of acoustical impedance mismatch. Whenever a sound beam reaches
an acoustical impedance mismatch, it divides into two beams: a transmitted and a reflected
beam. The latter is referred to as the “echo” because it returns back and is received by the
transducer. By measuring the time-of-flight elapsed f, for one round trip of the sound wave
and knowing the speed of sound in the material £, the distance traveled P, can be easily

calculated from,

i
Po = & m o @.1)

For example, referring to Fig. 4.1, signals /" and ‘2" are called the front-wall echo and the
back-wall echo, respectively. A measurement of the time-of-flight of the former cun give the
distance between the sensor and the workpiece. While the difference in time between the

front-wall and back-wall echoes gives a direct (caliper) measurement of the workpiece

diameter.



94

4.2 THE SQUIRTER SYSTEM

Air results in high attenuation of the power of high frequency sound waves.
Therefore, air is usually avoided by coupling the probe directly (in contact) to the material
surface using grease, or indirectly (non-contact) by immersing both the transducer and the
object in water (immersion technique) as shown in Fig. 4.1. An alternative version of the
immersion technique is using a squirter system (DeWalle, et al., 1978), which is basically
a nozzle (usually seen in sheet metal rolling mills). The squirter method is an immersion
technique whereby only the transducer is immersed in the coupling fluid. The ultrasonic
transducer is fixed inside the squirter (coaxially) as shown in Fig. 4.2. The coupling fluid
exits from the nozzle tip (which is pointed towards the target) to fill the air gap between the
sensor and the workpiece with column of fluid. A relatively resized miniature squirter
{compared to the ones normally seen in industry) is used in this application and uses the
cutting fluid as its coupling medium to enable incorporating it into a CNC lathe. Care has
been taken in resizing the squirter to achieve a smooth uniform flow in the vicinity in front
of the transducer (i.e., in chamber *2' as illustrated in Fig. 4.2) to minimize turbulence and

eliminate air bubbles which could stop the ultrasonic beam from reaching its target.

4.3 DIRECT VERSUS INDIRECT MEASUREMENT

In the development process of the first sensor prototype, difference in performance
using the two measurement techniques illustrated in Fig. 4.1 (namely, “direct” versus
“indirect” measurement) has been investigated experimentally. Based on the findings of this

study the indirect method using three proximity probes was chosen. Although, using both
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the front-wall and back-wall echoes provides a direct “calliper™ measurement of the shaft

diameter and seems more attractive for a first glance, it suffers accuracy deteriqration due to

the following limitations:

. Unrecoverable measurement error can result if the ultrasonic beam does not pass
through the center of the workpiece due to any sensor/workpiece misalignment which
may result during cutting. This represents the situation of measuring a chord of a
circle rather than measuring its true diameter.

. The attenuation of the ultrasonic signal in the werkpiece material is very high and
mncreases with higher frequencies. (Note that high frequency signals are required for
higher dimensional accuracy.) Such attenuation results in low amplitude (and thus,
low signal to noise ratio) of the back-wall echo and can even lead to a complete loss
of the signal for larger diameters specially in the case of steel workpieces.

. Slight change in the frequency content of the signal from the front-wall to the back-
wall, due to filtration within the workpiece material, causes a dissimilarity in the rise-
time of both signals. This leads to errors in the time-of-flight measurement of the
order of nano-seconds which is intolerable.

. Microstructural variations in steel workpieces from one batch to the next causes
slight but also intolerable variation in the speed of sound which would require 4
different calibration for every material batch.

. Variation of the sound speed in the workpiece material due to temperature changes

during cutting.
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Accordingly, the proximity (indirect) measurement was chosen because of its
independence of the behavior of the ultrasonic signal in the workpiece material, which

simplifies the problem.

4.4 SENSOR DESIGN

The normal sound beam from a planar transducer would suffer beam spreading as
shown in Fig. 4.3a. The four transducers used in this work are identical; /0 MHz natural
frequency, 10 nun diameter piezoelectric “self-focusing” element with 30 mm focal length
which results in a focal diameter of 0.370 mm (according to ASNT, 1991). Focusing is
normally used to concentrate energy from an acoustic beam into a small area as shown in Fig.
4.3b. The focal diameter can be further reduced by either increasing the element diameter
or decreasing the focal length. The range of the proximity sensor is limited to /0 mm which
corresponds to 20 mm range of the workpiece diameter. Such limitation is imposed by two
aspects: first, the iength of the sound beam portion before and after the focal point which has
a uniform beam diameter (refer to Fig. 4.3b); and second, the maxirnum length of the cutting
fluid column ketween the nozzie tip and the workpiece surface which can be kept straight
(note that this is most crucial for a nozzie in the horizontal position where gravity can cause
the fluid column to bend downwards). Figure 4.4 shows the shift of the front surface signal
in the time domain corresponding to changes of 0.025¢ mm (0.001 ™) and 0./016 mm (0.004")

in the sensor proximity from the workpiece.
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4.5 CONFIGURATION OF THE MEASUREMENT SYSTEM
The sensors are incorporated into a LeBlond, 20 ip CNC lathe, retrofitted with a
VME-bus Open Architecture Controller (OAC) hosted on an MC68030. Three sensors are |
positioned at the same cross section around the workpiece and at the angles shown in Fig.
4.5. A rigid fixture is designed:to position the three sensors around the workpiece while
being fixed to the carriage and not in contact with the cross-slide, thus, making the sensors
independent of the radial position of the tool, but still able to travel with the carriage motion
longitudinally along the machine. The fixture of the sensor is designed to enable manual
adjustment of each sensor position individually in three rotations and two translations as
shown in Fig. 4.6. In addition, coarse manual rotation around the machine axis is possible
for setting up each sensor at the required angle as indicated in Fig. 4.5.
The sensors are pointed exactly towards the center line of the machine. This setling
is finely adjusted by using a master bar as a target for the sensors. The master bar has a
calibrated diameter d,, and has been cut carefully on the same machine tool to minimize
workpiece runout. To adjust the sensors in their exact positions, the reflected signal has to
be maximized by tilting each squirter finely back and forth as shown in Fig. 4.7. This
process has to be performed in both longitudinal and transverse planes. If the proximities
of the three sensors from the master bar are P, P, ,, and P,;, then each of the sensors is

away from the center line of the machine by P, P,, and P,,, thus
dnl
P, = = + P (4.2)

where, the suffix "/’ indicates the sensor number. The locus of the longitudinal translation
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of the center of the sensors is taken as an extrinsic daturn for the measurement throughout
this work. This datum may not coincide with the machine axis at some points due to both
spindle runout ahd misalignment in the carriage travel within / pm.

A fourth sensor is used for the calibration of the sound velocity in the cuiting fluid.

This will be explained further in the next section.

4.6 INFLUENCE OF THE CUTTING FLUID

The cutting fluid plays a major role in transmitting the sound waves to the workpiece
surface, and hence_, its condition is crucial to the system performance. The velocity of sound
in the cutting fluid is calibrated using the mechanism shown in Fig. 4.8. A fourth squirter
1s used to calibrate the system using a dial gauge (with a resolution of 2 um/div). The sound
velocity is finely tuned, so that when the siiding block is moved, the measurement indicated
by the ultrasonic sensor is identical to that indicated by the dial gauge.

The velocity calibration for the cutting fluid has been monitored for cutting periods
of one hour long, and no change was observed within an accuracy of 5 um. In addition, an
experiment was carried out to check the change in sound velocity corresponding to a
variation in the cutting fluid temperature within a range of 20-37 °C. Such temperature
fluctuation can very well occur due to seasonal changes in poorly controlled workshop room
temperatures. However, the experiment failed to show any change. This indicated that
practically fluctuations in cutting fluid temperature under normal shop floor conditions are
insignificant within the sensor accuracy.

An efficient filtering system is also used to maintain the integrity of tl:= cutting fluid
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from contamination by metal chips and dust. The pump tank system used has four baffles,
to allow settling down of any suspended particles, in addition to a /50-sieve filter which has

a mesh size of 97 ym and a magnetic core to attract any minute unfiltered metallic particles.

4.7 SIGNAL PROCESSING AND COMPUTER INTERFACING

The signal processing unit is basically a counter which counts the number of clock
ticks between the transmission and the reception of a signal. Refer to the block diagram
shown in Fig. 4.9. The signal level is checked by a comparator set at a threshold level. The
counter circuitry has an oscillator of 400 MHz and serves three channels. Every ten
measurements per channel the counts are averaged to help eliminate the random errors. The
average number of counts is converted into dimensional units (um) with a dead band of 5
pm, representing the sensor accuracy. The data is transferred to the VME-bus system
through a double buffered /6-bit parallel interface. The handshake protocol is handled by
a /6 MHz programmable chip through two handshake lines. The complete cycle time for
three channel measurements including handshaking for data transfer and ten averages per
channel is 2./6 ms. Thus, if a workpiece is running at a cutting speed V, then the

circurnferential distance covered per reading is [, [mm/measurement], where,

I = 14 [m/min]sz) 0.216 [ms] 4.3)

i.e.. at V=110 m/min, | ,=0.4 mm/measurement which is averaged ten times to give a reading
every 4 mm. This in effect approximates the act of a low pass filter for the measurements,

as it averages out only the high frequency components of the out-of-roundness. It should be
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noted that the measurements are inherently digital, and thus the only way to minimize
aliasing effects is to sample as fast as possible. The maximum sampled frequency depends
on the cutting speed and the workpiece diameter. Considering the example given above, if
the workpiece diamet;:r was as small as 30 mm, then frequencies up to nine lobes (which is

relatively high; Wilson, 1992) would not be aliased.

4.8 MISALIGNMENT ERROR ANALYSIS

Having the measurement system based on radius change measurement rather than
direct diameter measurement, makes it sensitive to unwanted and uncontrollable workpiece
axis motions. Such motion can be caused by spindle runout or workpiece-tool system
vibrations resulting in relatively high frequency measurement errors. On the other hand, a
more significant measurement error (specially in the case of slender workpieces) is the
translation of the axis of rotation due 10 structural deflection under the effect of cutting
forces. The amount of deflection depends on the stiffness of both the machine tool clamping
system components and the workpiece. Thus, the magnitude of this translation varies from
one culting tool position to the next along the cutting length. Such effect results in a
relatively large misalignment between the sensor and the generated workpiece surface (i.e.,
axis of rotation) causing a low frequency error in the measurement along the length of the
cut. This type of measurement error is unique because it is only encountered in on-line
measurements when the workpiece is loaded by the cutting tool. The following error analysis
explains the method used to eliminate this error from the measurement .

Ideally, the axis of rotation of the workpiece coincides with the locus of the
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intersection point of the sensor centerlines along the cut. This locus forms the datum for the
measurement. In such ideal situation one sensor is sufficient for measuring the diameter of

the workpiece, as shown in Fig. 4.10, and the absolute diameter 4, , is given by.

d, = 2=P,~P (0)-P (180) @4

wp

where, P, is the calibrated distance from the sensor to the measurement datum, £, (0) and
P,(180) are the sensor proximities from the workpiece measured at /80 ° apart.

In Fig. 4.11, the workpiece cross-section, of radius R, ,, is represented by a circle of

wp?
center ‘m’ concentric with the center of the sensors (i.e.. the measurement datum). The three

proximity measurements on circle ‘1’ would give the true workpiece radius R,, by.

Ry = Py =P 4.5)

However, due to misalignment error the workpiece cross-section of center ‘m’ is displaced
by dx and dy to center ‘1. This results in erroneous measurements r,, r,, and r, with errors
of e, e,. and e, respectively. To correct for these errors. the three points Z,, Z, and Z, which

lie on circle ‘n’ are considered. The xy-coordinates of these three points are determined

from,

x, = r *cosf

.+ sin®, @.6)

b
n

where. &, is the orientation angle of the respective sensor as iflustrated in Fig. 4.11, and

rp = Py - P, (4.7)

where, P, is given from the calibration, and P, is the measured signal. Hence, the xy-
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coordinates of the points Z,, Z, and Z, are used to solve the circle equation given by,

7 3

x>~y +ax+by+c = 0 - {4.8)

and find the constants a. b, and ¢ as follows:

Ay = oxt et o (e (4.9)
A, = (x’ _ 'rz] CAEE D IR (4.10)
Yo T,
2 2 2 2 JJo- v3
A-x = x:‘“ + }'3- - (Xl- + }']") + [ :::.2 - :V]] . A[ (4.11)
— A3
a = zt 4.12)
1
b o= -—1 (A +alx -2
oy A eta ) 4.13)
c = —(.1:[2 + )',3 -ax +by) (4.14)

The workpiece radius is finally determined from,

b (4.15)
2

where, x, and v, are the coordinates of the displaced circle center ‘n’.
In this algorithm it is assumed that the misalignment is much larger in amplitude than
the out-of-roundness of the workpiece. Therefore, it is suitable for slender workpieces which

suffer relatively large translations in their axis of rotation during cutting.



4.9 EXPERIMENTAL RESULTS

The three sensors were positioned in the angular orientations shown in Fig. 4.5 with
G,, 6,, and 8 equal to 268.5, 173.32, and 60.86°, respectively. The performance of the
sensor was first checked for different proximities from the workpiece while it is being rotated
at 500 rpm. The measurements confirmed that the sensor has a stable working range of up
to 10 mm away from the workpiece surface. Beyond this range, the sound beam suffers
scattering which weakens the signal and makes it more vulnerable to disturbances in the
coupling medium.

All cutting tests were performed with the workpiece held between two centers. The
length of cut varied for different experiments, but all the workpieces were AISI 1045 steel,
610 mm (24 in) long. Also, a feed and speed of 151 mm/min and 500 rpm were used in all
the experiments. Figure 4.12a, 4.12b, and 4.12c present the proximity results of the three
sensors measured during cutting using /.27 mm depth of cut. In the figure, two abrupt
changes in the signal levels can be noticed at the start and end of the cut. Further examination
of these abrupt changes (with respect to their amplitudes and the angular orientations of the
sensors) reveals that the workpiece translated in the horizontal plane (inwards) a small
distance dx and in the vertical plane (upwards) a larger distance dy. The resultant of these
two translations points roughly in the direction of the resultant cutting force.

In order to demonstrate the effectiveness of the developed algorithm in canceling the
effect of workpiece translation and accounting for the measurement errors induced, more
experiments were performed. Each experiment includes two measurement passes; one takes

place during the cutting pass while the second follows with the same cutting feed and speed
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but with the tool retracted away from the workpiece. The proximity data captured is then
processed using the algorithm (Egs. 4.6-4.15) to provide the corrected diameter
measurements. The data presented in Figs. 4.13a and 4.13b show the results of two
experiments using two different depths of cut, 1.27 and 0.635 mm, respectively. It can be
observed that the effect of workpiece misalignment is eliminated and that both measurements
during and after the cut are in very good agreement. Figures 4.13a and 4.13_1‘). show a total
diameter variation of 50 and 35 um, respectively, over a cutting length 61’?..279 mm (11 in).

Figure 4.14 presents a comparison of the diameter variation measured off-line using
a CMM with that measured on-line, using the ultrasonic sensor (with 500 rpm, 151 mm/min
feed rate and with no cutting). Both results are in good agreement within a tolerance of Sum.
The repeatability of the measurements was tested by running a number of experiments with
measurements taken during and after the cut for the same surface profile. The results of the
repeatability tests are shown in Fig. 4.15a and 4.15b. Each set of measurements is presented
by a best fit (second order) curve for clarity. The curves marked ‘@’ were measured during
cutting while those marked ‘5° and "¢’ were measured after the cut. It can be seen that the
diameter measurements are repeatable within the proposed accuracy.

In addition to diameter measurement, form tolerances are essential for the assessment
of geometrical accuracy of the machined surface profile. Specifically, “cylindricity” has
always been a very useful geometric parameter because it has the potential for analysis of
total form geometry (Dawson, 1992). On-line measurements obtained during cutting using
the ultrasonic sensor can be transformed to represent the machined surface in 3-dimensional
(3D) coordinates. Fig. 4.16 shows a 3D plot of the workpiece measurements presented in

Fig. 4.13b. For improved visual representation, the two axes representing the workpiece
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radius are scaled down (actual radius minus /9.3 mm). The 3D information can be used to

-

evaluate cylindricity tolerance of the workpiece after each cutting path using a mathematical
model of the workpiece surface. Modeling of the workpiece surface for such application is
usually based on non-linear optimization techniques to fit the data to the minimum tolerance

zone. This work is the subject of the next chapter.

4.10 SUMMARY

An on-line ultrasonic multi-probe system was developed for the absolute
measurement of wo'rk.piece diameter in bar turning while using cutting fluid. The absolute
measurement of the diameter is based on an exirinsic datum represented by the center of the
sensors. An algorithm was developed and used to account for misalignment error due to the
translation of the rotation axis during cutting. The measurement system was tested under real
cutting conditions and the results showed good agreement with off-line measurements using
a CMM. The sensor diameter measurements were found to be accurate within 5 um and

have a stable working range of 20 mm:.
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Fig. 4.4 Shift of the Reflected Signal in the Time Domain
(a) Corresponding to 0.1016 mm (0.004").
(b) Corresponding to 0.0254 mm (0.001").
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SENSOR 2 |

Fig. 4.5 Configuration of the Three Sensors Around the Workpiece.
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Fig. 4.6 Sensor Location Fixture.
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SENSOR 3

Fig. 4.11 Errors due to Rotation Axis Misalignment.
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CHAPTER 5

IN-PROCESS EVALUATION OF GEOMETRICAL
TOLERANCES

he development of an on-line measurement system was presented in the previous
chapter. It was shown that the system is capable of reliably measuring the workpiece
diameter during cutting while using a cutting fluid. A natural extension to such development
is to employ the dimensional measurement gathered by the system in evaluating the
geometrical tolerances of the workpiece. Such process is usually based on non-lineur
optimization techniques to fit the data to a mathematical surface model of the workpiece in
a way to provide the minimum tolerance zone. It is the purpose of this chapter to investigate
the evaluation of workpiece geometrical tolerances in turning using non-contact on-line
measurements with particular emphasis on cylindricity (Shawky and Elbestawi, 1996b). The
analytical formulation of cylindricity error is presented in details. The analysis method is
based on an unconstrained non-linear numerical optimization approach. Two different fitting
functions are compared: the least squares and the minimax fit. The sufficiency of the
sampled data setis investigated. Spectral analysis and ervor separation methods are used to

suppress noise and compensate for sensor misalignment due to workpiece deflection during

117
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cutting. The determination of cylindricity tolerance of the workpiece from given
experimental data is presented and recommendations for the implementation of such system

are given. =

5.1 TOLERANCES OF THE CYLINDRICAL FEATURE

A number of publications in the literawure were dedicated towards the developrr.l.e.:.nt
and comparison of different methods for the evaluation of tolerances of different geometric
features (e.g. Murthy, 1982, and Wang, 1992). The work by EIMaraghy, et al. (1989) was
devoted to the cylindrical feature, and a procedure for evaluating geometric tolerances using
CMM data was presented based on the minimum zone criterion. The cylindrical feature has,
in addition to its size tolerance, several other geometric tolerances. It has form tolerances
(roundness, cylindricity, straightness of the longitudinal surface element and straightness of
the axis), orientation tolerance (perpendicularity). runout tolerance (circular and total runout),
location tolerance (position), and profile tolerance of the longitudinal surface element.

The measurements provided by the non-contact on-line sensor represent radius data
of the discretized points uniformly spaced on a spiral trace surrounding the workpiece as
shown in Fig. 5.1. The pitch of the spiral is equal to the feed of the cutting tool. For the
analysis‘ #aud evaluation of tolerance the 3-dimensional Cartesian coordinates of the
measurement points are extracted from the radius measurements.

The evaluation of runout, position, and profile tolerances is straight forward because
it is based on the nominal center (or axis) position of the circle (or cylinder), rather than the

actual ones. However, the determination of the remaining geometric tolerances as well as



119

the size tolerance require non-linear optimization. Optimization is used to achieve the given
fitting objective by adjusting the positions and orientations of the centers (or axes) of circles
(or cylinders). The complexity and the number of control variables in the optimization
problem vary for different types of tolerances. For example, the evaluation of roundness
tolerance has two ééntrol variables (which are the x- and y- coordinates of the substitute
circle), while for cylindricity tolerance the complexity increases and the control variables are
four (the x and y coordinates of the start and end points of the substitt:te cylinder axis). It
should be noted that the same optimization problem can be formulated differently by

switching from unconstrained to constrained optimization (e.g. Wang, 1992).

N 1
Xlelr ]” (5.1)

where, O<p<e, N is the total number of data points, and ¢, is the smallest residual (i.c.,
distance between the i* data point and the considered feature).

In the current work, the cylindricity tolerance objective is based on minimizing the
L,-norm. Two different fits are used; the least square fit (p=2) and the minimax fit (p=os).
The next subsection presents the formulation of cylindricity tolerance for both fitting

functions in details.

5.2 CYLINDRICITY TOLERANCE FORMULATION

The cylindricity is the tolerance zone bounded by two concentric cylinders with
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minimum separation within which all measurements should lie. The axis AB of the
substitute cylinder shown in Fig. 5.2 can be represented mathematically in the 3-dimensional

Cartesian space (X, y, z) by the following set of linear parametric equations:

x(w) = x, + {(x,-x)u
ey = ¥, = O,-y)u (5.2)
H) =z, + (g,-zJu

where, the parametric variable u is constrained to the parametric interval u € {0,7], and the
suffix ‘a’ and ‘b’ denote the coordinates of the start and the end points p(0) and p(/),

respectively. In vector form, Eqs. (5.2) can be represented by,

pw) = p, + ulp,-p) ¥ ucfol] (5.3)

where,

pn = + }'nj - :rzk

n

(5.4)

11

x, v, z) i j A Jor n=12;

while. /. j. and & are unit vectors in the x, y, z directions, respectively. Note that at «=0 and
u=1 the terminology p(0)=p, and p(1)=p,is used, respectively.

The minimum distance d

i

from a given (measured) point g to the line AB is
determined by finding a vector p-g from the point to the line that is perpendicular to the
tangent vector p“ at p. Mathematically the required conditions for the minimum distance are

expressed as.

dyn = 1P-q] (5.5)



when,

r-q9.p" =0 (5.6)

The tangent vector p* is given by,

u o _ dP(u) '
pr - 25 )

and the vector components are the parametric derivatives:

P dx(i) ,

du

w _ dy(u) .
y —%ﬁ‘—, (5.8)

u _ dZ(“)
du

Thus by determining p“ and substituting in equation (5.6), we get,

= (xq nxa)(xb _xu) * (yq _-vu)(yb -yu) +(:q _za)(:h _:‘u)

(xh “xa)z * (}'b _yu)2 N (:b -zu)z

1

(3.9)

If the four "control variables" x,, ¥,, x,, and y, are represented by the vector b, then
the substitute cylinder changes its location and orientation with the change of b. The fitting
problem is to minimize some objective function with respect to the control variables b. The

objective function used is in the form,

A

$ = I Il (5.10)

1=]

where, 5, represents the same problem as the L -norm given in equation (5.1). The value of
b that minimizes L, (and §,) is called the “L -estimator™ of the feature (Gonin and Money,

1989).



122

For the Jeast square fitting, the sum of the squared distances S, can be formulated as,

N ]
S, = E: | & |”
(5.11)
N
= I g’
i=]
The objective function can be expressed as,
N
F, = min | Z¢} (5.12)
B =1

where, € is a non-linear function of the measured data point ¢ and the point p and is given

by,

& = o x P -0y =G5 - R, (5.13)

~q
and R, is the mean value of the radius measurements.
On the other hand for the two-sided minimax fitting, the value of p approaches e, and
the norm becomes the max absolute distance. The estimator b is then called the two-sided

mintmax fit for the feature. The minimax fit for the cylinder can be expressed as,

F = rrfn ( max |g] ) (5.14)

and € in this case is given by.

Gi = max ( Ri - Rnnm ) - min ( Ri - Rnum ) (5‘15)

(where. R, is the nominal radius) and this form reduces to, (Murthy and Abdin, 1980)



€, = max(R;) - min(R)) (5.16)
Similarly, by following the geometric representation presented above, the size

tolerance and the other geometric tolerances for a cylinder can be formulated.

5.3 OPTIMIZATION ROUTINES

The minimization of the fitting functions under consi'dcration is performed using two
of the unconstrained non-linear optimization routines available in the literature. The
Davidon-Fletcher-Powell (DFP) algorithm (Fox, 1980) is used for the least squares
minimization function (Eq. 5.14). The algorithm requires the ability of computing the

function's gradients, or tne first partial derivatives,

oF

vhj

L

oF

ohy

oF

obj

ox dy dx, dy,,

a Ya

As for the minimax fitting function in Eq. 5.16, the derivatives are not defined.
Therefore, Powell's method of conjugate directions was chosen, and to avoid the chance of
linear dependence buildup the method was modified. This modification is based on
discarding the direction of largest decrease (Press, et al., 1990).

The line minimization steps in both routines are performed by means of inverse
parabolic interpolation using Brent's method (Brent, 1973). in addition to resolve the
problem of having local minima, various starting points are used hased on the “random walk”

method (Fox, 1980).
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5.4 DATA CONDITIONING

In the previous chapter the effect of low frequency misalignment error on diameter
measurement {due to workpiece translation) has been analyzed and a method was developed
to eliminate it from the measurement. When evaluating geometrical tolerances, measurement
errors of relatively higher frequencies (e.g., those due to spindle runout and vibrations) are
also of a concern. Based on a knowledge of the process mechanics and its error dynamics,
spectral analysis and error separation methods are used to provide the appropriate data
conditioning and eliminating the effect of such errors. This is explained in the following
paragraphs.

The block diagram presenied in Fig. 5.3 shows the different steps used in
conditioning the measured signals (P,,. P,, and P,;) in order to eliminate measurement
errors. To eliminate the low frequency axis translation error and determine the radius data
(R)), the algorithm developed in the previous chapter is used. This algorithm tracks the axis
of rotation of the workpiece continuously and accounts for the misalignment due to curvature
of the axis then determines the absolute radius. As explained before, the algorithm is based
on the repetitive fitting of circular cross-sections to the multi-sensor data. Thus, the presence
of out-of-roundness with appreciable amplitudes in the acquired data may result in erroneous
estimation of the axis of rotation. This can be overcome by using two filters: a low pass and
a high pass filter, both with the same cut-off-frequency f, (where, f is set equal to the
rotational speed of the workpiece). In effect, this results in separating the measured signal
into two groups; group-I and group-II with frequencies lower and higher than f,, respectively.

The data in group-I is processed by the low frequency axis-translation algorithm to give
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radius dafa r; with the low frequency form error simerimposed. In group-II there are three
signals of average amplitudes equal to zero and with frequency contents higher than f, Those
signals represent the change in the radius'due to cut-of-roundness (i.e.. high frequency form
error dr)). Such data could be contaminated ;F.;ith high frequency axis translation errors due
to vibrations and spindle runout. The “three point method™ by Whitehouse (1976, sce
Appendix C for more details) can be used to separate the workpiece out-of-roundness from
such errors. This method is based on modeling the circular form using Fourier series and
orthogonal polynomials expansion with respect to a datum line determined by the method
of least squares. The datum line in this case coincides with the zero line due to the high-pass
filtering which preceded the analysis. Finally, the out-of-roundness data dr, is added to r;to
give the total radius measurement R. The latter radius data represent the measurement on
a spiral trace along the workpiece length (z-axis) as shown in Fig. 5.1.

Knowing the tool feed f, the cutting speed and the sampling frequency, the radius
information can be directly converted to cartesian coordinates in the object space as shown
in Fig. 5.1. The next step as shown in Fig. 5.3 is sampling the available data by the specified
number of cross-sections and points per cross-section. This procedure is carried out based
on equidistant sampling for both the cross-sections and the points per cross-section. The
sampled coordinates are used to determine the workpiece tolerances. This will be explained

in the next section.



5.5 EXPERIMENTAL RESULTS AND DISCUSSION

The data analysis and evaluation of cylindricity tolerance were performed on a SUN
SPARC station 4/330. The data was gathered during cutting tests using the same
experimental setup explained in Section 4.8. The cutting conditions used were, 151 mm/min
feed, 500 rpm spindle speed, and 1.27 mm depth of cut. In this experiment three
measurements:were performed; one during the cutting path, and the other two in two separate
paths while the tool was retracted away from the workpiece. Figure 5.4 shows a sample of
the radius results of the three measurements captured for a machining length of 250 mm. The
experimental data captured is used in the following analysis.

The evaluation of the cylindricity tolerance is based on sampled data sets. Several
sets of data are sampled from the same measurement using equidistant sampling and each
set of data has a different number of points. The total number of points is equal to the
product of the number of points per level (i.e., circular cross-section) and the number of
levels along the workpiece length. The number of levels considered in this work are 10, 15,
20. 25,30, 35,40, 44,48, 53,60, 69, 75, 90, 100, 112, 128, 149, 178, 222. Speciral analysis
of the measured data revealed the lack of any frequency content higher than f, that would
correspond to lobbing of the workpiece circular cross-section. Accordingly, all data sets
were sampled using the minimum possible number of points per level (i.e., three points).

Figure 5.5 presents a sample of the cylindricity evaluation results for the two fitting
functions considered; the least squares and the minimax. The corresponding optirnized
control variables b for both fittings are shown in Fig. 5.6a and 5.6b, respectively. The results

of both methods tend to fluctuate considerably when a small number of levels is used. They
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follow an exponentially increasing pattern as shown in Fig. 5.5, until they stabilize at

relatively large level numbers. Level numbers such as 150 and /80 may be considered

v
e,

unfeasible if measurements were to be taken off-line and with a touch probe. "'w‘:\

The true value of cylindricity is considered to be that determined using the maximum
number of levels. A consistent slight over-prediction of less thén 2% of cylindricity
tolerance in the least squares results can be recognized in Fig. 5.5. Over-prediction of least
squares results compared to minimax results is normal and can reach up to 20% (Murthy and
Abdin, 1980). However, in a noisy measurement environment like the wet cutling
application encountered in this work, the presence of data outliers is expected to influence
the accuracy of the minimax solution, most likely by increasing the tolerance value predicted.
Thus, such over-prediction should not be expected to be consistent and this can be observed
in the results shown in Fig. 5.7a, 5.7b and 5.7c. It should be noted that the latter figures
represent the results of the data sets extracted from the radius data given in Fig. 5.4.

By examining Fig. 5.7a, 5.7b, and 5.7¢ individually, it can be recognized that there
is an uncertainty <lpm for number of levels larger than 150 due to the data analysis strateg
used. However, comparing all three results together, it can be seen that there is an
uncertainty < Sum which is directly related to the accuracy limitation of the sensors used.
For the least squares fitting function both algorithms, the DFP and the modified Powell's
method, have been used. In spite of the lengthy function derivutives, the DFP algorithm has
shown faster convergence to the optimal solution. However, no significant difference has
been seen in the results. A comparison of the results is shown in Fig. 5.8.

According to the results presented above, several recommendations can be made for

the development and implementation of on-line measurement systems used for the evaluation



of size and geometric tolerances in bar turning applications:

. Spectral analysis of the process errors and error separation methods provide the
appropriate data conditioning for on-line multi-probe radius measurements with
adequate accuracy.

. Compared with the least squares fit, the minimax fit does not guarantee minimum
zone evaluation in the presence of data outliers which is normally present in such
applications. No appreciable advantage has been seen of one over the other.

. To minimize the uncertainty in tolerance evaluation due to sample size insufficiency,
relatively high number of levels (over one level every 2.5 mm along workpiece
length) should be considered.

. The tolerance function derivatives are quite iengthy specially in the case of
cy-!inld_ricity. However, non-linear optimization based on gradient information has
shown faster convergence. Thus, if minimax fit is to be used, reformulation of the
tolerance function using constrained optimization (Wang, 1992) will be more

beneficial.

5.6 SUMMARY

The implementation of an on-line measurement system for the evaluation of size and
geometrical tolerances was presented. It was shown that the cylindricity tolerance of the
workpiece can be determined successfully within the required accu;'acy using on-line data,
provided that two main conditions are maintained. The first is that appropriate data

conditioning procedures are implemented, and the second is that high density sample data



129
sets are used. Since high speed on-line measurement systems essentially cmploy non-contact
sensing devices, they inherently provide the rich-data environment which fulfills the demand

of large data sets. This maintains the advantages provided by on-line assessment of

workpiece geometry in reducing quality control costs drastically.
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Hreaci
:Difec?.%ﬂ

Tool Foed

Fig. 5.1 The Spiral Trace of Uniformly Spaced Measurement Points Surrounding the
Waorkpiece.

X

Fig. 5.2 Deviation of a Data Point from the Substitute Geometry of the Cylinder.
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Fig. 5.4 On-Line Radius Measurements. (Length of Cur 250 mm, Depth of Cut 0.635
mm, Feed 151 mm/min, and Cutting Speed 500 rpm).
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Fig. 5.6a The Optimized Control Variables for the Least Squares Fit Results Shown

in Fig. 5.5.
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CHAPTER 6

MODEL-BASED PREDICTIVE CONTROL

he previous chapters have discussed the model predictions and on-line
measurements of the machined surface accuracy in bar turning. Both the predictions and the
measurements can be used in a feedback control loop to improve the geometric accuracy of
the workpiece (Shawky and Elbestawi, 1996c). This task is the focus of the current chapter.
The control strategy used is based on modern control theory which makes it customary to
formulate the process model in the state space. The schematic diagram shown in Fig. 6.1
represents the overall configuration of the system. The sensor physically trails the cq_l;_ing
edge by a distance 6. This lag manifests itself as a time delay in the dimcnsio.n-a.xl
measurement. The mechanistic process model is used to predict ahead in time in order to
overcome the time delay in the feedback loop. A Kalman filter is used in a
predictor/corrector fashion based on the dimensional measurement to correct the medel
predictions and to update them with the effect of unmodeled process disturbances such as
tool wear and thermal deflections of the tooling systermn. A Linear Quadratic Gaussian (LQG)
feedback controlier with an integral action is dé,?igned 1o regulate the depth of cut. The

-

controller output is used to govern the position of the tool tip in real-tiiae by commanding
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the same servo motor which is driven by the preprogrammed G-code. This represents a very
important concern for the real-time implementation of a GAC system and will be explained

further in this chapter.

6.1 STATE SP;ACE FORMULATION

The state space formulation of the process model is essential for both the design of
the control system off-line and the prediction of the process states and outputs in real-time.
Accordingly, a lower order model is destrable and becomes more suitable for the real-time
implementation of such control system. The comprehensive dynamic model developed in
Chapter 3 permits the prediction of machined surface errors in bar turning, however, it was
intended primarily for off-line computer simulations. In this section, the model is simplified
and reformulated in the state space to suit the design and implementation of the control
system. The block diagram shown in Fig. 6.2 represents the structure of the machining
system considered. Based on the physical understanding of the process, the function for
which the model is intended, as well as the insight provided by the original simulation
model, the following assumptions are made without sacrificing the accuracy of model
predictions:

a. The contribution of the tangential force to the form error printed on the workpiece
surface is insignificant. Computer simulations using different cutting conditions
showed that this error is less than 0% (refer to Fig. 6.3).

b. The cutting speed V is a constant value. This assﬁmption is valid for most practical

situations because, in addition to the small effect that speed has on the cutting force,
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normally large change in the cutting speed is not required in bar turning for the same
cutting pass.
The cutting forces are given by a linear function of both actual chip thickness h, and

actual depth of cut 4, (within a small working range) given by,

FL = go.\' * gh_\’ hu M gb_\'da
(6.1)

Fr = 8 * 8 by * 844,
where, F, and F ,are the longitudinal and radial curt.ting forces, respectively, while the
g's are regression constants. These constants are determined from simulation runs
by using the original model for different feeds and depths of cut within the required
ranges. The simulation results are then‘.\ introduced to a multi-variable linear
regression routine which determines the constants.

Higher modes of both tool and workpiece are associated with negligible displacement
values.

The time delay term, e, of one workpicce revolution, 7, which is required for the
regenerative feedback loop in the feed direction is adequately given by the second

order Padé appreximation, (Shiraishi, 1991)

}’,}J(S) _l-ays+ b, 5°

Yo (8 1 +a,s + b, 5°

t 0 b 62)
T B

S S

where, s is the Laplace operator and y,, is the tool displacement in feed direction.

The structural dynamics of the tool and workpiece are represented by a lumped mass



systern and a distributed parameter system, respectively, where:

the tool displacement in the radial (deptﬁ of cut) direction y,, is given by,

mzxj';r.r - Crxjrx * Kuyrx = FR

tool displacement in the feed (longitudinal) direction y,, is given by,
my¥o * Gyt Ky, = Fp

and the workpiece displacement in the radial direction y, (1) is given by,

Voo (L) = %:] nx‘(f) . Yxi ()]

fl; + 2 wa. mu'_x, f]x. * mwx,z nx = YI, ([0) . FR
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(6.3)

(6.4)

(6.5)

77 1s the workpiece displacement of the ith mode in the normal coordinates, Y (!} is the ith

mode shape and / is the spatial variable along the workpiece length. (I, is the position of the

cutting edge). In the current study only the first mode of the workpiece is considered, thus

r=1. However, notice that the dependency of y,,. on the tool position along the cutting length

will result in a system matrix that is continuously changing along the cut.

The relationship between the nominal chip thickness ,,,, and the feed fis given by

a first order model. Figure 6.4 shows a comparison of the actual chip thickness build up

(during one revolution T) and the step response of the first order model using several time

~constants. The model with a time constant of 7/2 provides the most acceptable response.

Accordingly, the change in chip thickness is given by,
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X - ' .
P = l[f ’""”’) " (6.6)

In the current work, the tool actuation is performed using the same servo motors
commanded by the preprogrammed G-code (this is explained further in Section 6.5). The

servo motor in the feed (longitudinal) direction was identified as a second order system,

fr2fiof+wlf = ke &F £ (6.7)

where, £, is the commanded feed (mm/rev), while the servo motor in the depth of cut

(radial) direction was identified as a second order system with delay T,. and represented by,

d"u + 2 Cd mu’ d'a - wdz du = kd mdz dc
dd( 5) _ 1 - ao, 3 ) Ta (6.8)
d.(s) 1 - a, S ' P, = 2

where, d_ is the commanded depth of cut (nun).

Both, the primary and regenerative feedback loops are incorporated in the mode] by

making the following substitutions into Eq. (6.1),

d, = di1) -y, () -y, (L)
6.9
hd = hﬂﬂm - yty(t) * l-l}’,_\‘d(f)
Let x be the state vector,
* = ['ri T2 My Xy A5 K Xg &g Xy Xyg Xy Xy Xy x;;]; (6.10)

where, (/) stands for transpose, and the state equations are given by,
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x = f [ mm/revi
x, = X =f

x; = d, [mm]

x, = X = '"

x, = d, [ mm ]

X = h,. [mm]

X = ¥, (m]

. . (6.11)

Xg = X T Yu

Yo 5 Vg

Yo = % T ¥y

x, = ¥, (L) fm]

Xy = X, = ¥,

Ty Ve, [m]
T T

This results in the Multi-Input-Multi-Output (MIMO) state space prdcess model of the form,

.
1t

A, x + B u

6.12
C.x + D u (612)

e
i}

where, 1 1s a four-element input vector and y is a five-element output vector given by,

[4

[fcum Adc I dc_]f

6.13
[Fe FL R, B, Ad]' ©19

=
I

while Ad, represents the cofnmanded change in depth of cut (tool offset). The matrices A,

B..C, and D_are given by,
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o 0o 0 0
kol 0 0 0
o 0o o 0
0 kw? O 0
0 0 0
0 0 0
0 0 0
Y ,gn_ ib; (6.15)

o o0 o0 0
0 o So  En
My My

0 0

8.1 L) &, Y. ()

0 0 0 0
o o Efm  En
m, .,

000g, g, 1000g, 0 -1000g, 0 -1000 g, Y() O 1000 4 g,_ O
000 g, g, 1000g, 0 -1000g, 0 -1000 g,¥() 0 -1000 4 g, O
000-10 1006 0 ©0 0 1000r@H 0 0 0
0000 1 0 0 -1000 0 0 0 1000 O
000 1 0 -1000 0 0 0 -1000r@H 0 0 0
(6.16)

[ 8ox 8},;-

00 g, &,
D.=100 R, 0 (6.17)

00 0 0

00 0 0]
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It can be noticed that Ad, is added to the input vector # and used as the control

variable rather than using 4, directly. The reason for this is to permit the dsﬁt_éffuction of the
control design problem in the standard regulator form rather than being a tracking (servo)
problem. By examining the model matrices, it can be noticed that some of their elements are
functions of the longitudinal tool position. This is due to change in workpiece flexibility
along the cutting length and the dependence of this behavior on the workpiece fixwres (i.e.,
boundary conditions at both ends of the workpiece). Figure 6.5 shows the form error profile
pfe\'dicted for a workpiece supported between two centers.

The state-space formulation presented above shows that in addition to using the depth
of cut, the feed can be used as well for geometric control. However, in the current setup the
lead angle of the cutting edge is zero, thus, resulting in a very low dc-gain between the feed
and the form error. Figure 6.6 shows a comparison of the change in workpiece radius (at mid
span) corresponding to step inputs of 0./ mm and 0./ mm/rev in the depth of cut and feed,
respectively, for a workpiece fixed between two centers. It is clear that using the depth of
cut offset Ad, as the control variable provides less control effort.

Since we are dealing with measurements taken at discrete equispaced intervals of
time 7, it is convenient to discretize the state equation (Eq. 6.12a). By integrating the state
equation (Eq. 6.12a) over the sampling interval kT, to (k+1)T, assuming a zero-order hold
on the inputs and that the elements of A, and B, are constant over the interval, we get the

matrix difference equation,
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X, ®x, + Tu
where, ® = A
i (6.18)
' = B [ T4

T,
c
0

6.2 THE KALMAN FILTER AND STATE PREDICTION

The Kalman Filter (Kaiman, 1960) is an optimal statistical procedure for combining
noisy process measurements with on-line process dynamic models in order to keep the

models tracking the actual process. Given the state and measurement equations by,

X, = @xk+I‘uk+ka

(6.19)

i

kavDux*vk

where, w, and v, are Gaussian white noise vectors with zero mean and with diagonal
covariances R, and R,, respectively. The matrix G is taken equal to J thus, assuming that
the process noise is introduced to the system through the process :nputs; namely feed, depth
of cut and material cutting resistance, For convenience the matrices C. (5x14) and D, (5x4)
are reduced in size to C (1x14) and D (1x4), respectively, to represent one output only; that
is the change in depth of cut 4d..

When the new measurement ym,, , becomes available at time f,.; the state estimates

can be updated via the Kalman Filter given by, (refer to Fig. 6.7)

Fptner = e~ Foy (Omyy = 3) (6.20)

where, K,,, is the steady state Kalman gain computed off-line by solving the recursive matrix
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Riccati equation,
Ky = Py c’ (CP . C' +R)!
Pew = 2P, @' ~GR, G’ 6.21)

Poga= I-K_,ClP

+3k

The Kalman filter provides optimal estimates of the states in a least square sense. When the

state estimate X, at time K7, is available, the prediction for the states at a future point m-

steps ahead, (k+m)T, is given by,

- o -1 Fym -2
Xpewe = Xy + " Ty + O"3Tu,

1

+ .. + q) 1-‘ uk‘_m_z + 1-‘ 'uk-m-l (6-22'}\:

The main tuning parameters of the Kalman Filter are the diagonal elements of the
covariance matrices R, and R,. In the current case, R, is scaler and represents the variance
of the sensor measurements. Therefore, an average value for R, was determined from the
experimental results of the sensor. The diagonal elements of R,, were tuned to filter out the
high frequency measurement noise and provide a rather conservative slow filter. To decrease
the state estimate bias due to slowly changing form errors, the Kalman gain matrix K was
then increased by artificially decreasing the magnitude of the sensor noise covariance R, until
the bias in the predicted output was within the sensor accuracy of 5 um. Another possible
way of removing the offset error is by augmenting the states by a stochastic state to add an
integral action to the filter. Figure 6.8 shows the response of the predicted output to
deterministic disturbances predicted by the model and stochastic disturbances captured by

the measurement system. It can be seen that the output prediction tracks the actual process
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through both disturbances rather closely.

6.3 CONTROLLER DESIGN

The workpiece form error is compensated by regulating the tool position using the
depth of cut offset Ad,. The controller design is based on full state feedback as illustrated
in Fig. 6.9. In order to remove the tracking error between desired and actual tool position.

an intégral action is required in the closed control loop. Thus, the state vector given by Eq.

(6.10) is augmented by a new state variable g where,

t

g = [r-yp)dr (6.23)

4]

This results in a reformulated system of the form,

- - - A0 - B
= A A B v = =
cCo0 D
(6.24)
A x - x
where. z = = v o= u-u,
:2 g - g:-'

and x,. q, and u, are the steady state solution. By discretizing the above state equation (Eq.

6.24). we get.

T = ©z,+ T (6.25)

v = -Lz “ (6.26)
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where, L is the state feed back gain matrix. Partitioning L appropriately yields.

L=[L L] . v=-Lz -L,z, .
u-u =-L(x-x)~L(g-g) (6.27)

The steady state terms must balance each other. Therefore, by replacing g, we get the control

input &, equals,

w = -Lix, -Lyg, = -Lixg - Li[g., +(y "Vl (6.28)

This shows that the control consists of proportional state feedback and integral control of
output error. The optimal state feedback gain matrix L is that which minimizes the quadratic

cost function given by,

J = Z('Qy +v'Rv) (6.29)
where, 0 and R are positive semi-definite weighing matrices. The solution to this problem
is given by the equation, {e.g. Takahashi, 1970)

L, = (R-T's.I)'I"s. & (6.30)

where, §_.is the steady state unique positive definite solution of the associated discrete matrix
Riccai 2quation,

/

S, =&'s,,&-0-'s [kr-Ts ) Ds, & (6.31)

For the current model, there is one control input which is the depth of cut offset thus,

both @ and R are scalars. It is desired to design a controller which would minimize the

i
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workpiece form errors subject to a reasonable constraint on the depth of cut offset. The
weight on the output variance Q was assigned a value of 1. A sﬁitable choice for the -
constraining weight R was then derived in the following manner. Optimai stochastic
controllers were designed for a number of different values of R, and the resulting step
" responses were compared. The value of R and the corresponding controller was chosen as
a rather slow controller. Moreover, this controller is adequate for the form errors
encountered. Figure 6.10 shows the step response of the closed loop. It has the benefit of
integral control in eliminating steady state errors. In addition, the controller has a detuned
transient response to provide more robustness and prevent any overshoot which would

directly cause undercutting.

6.4 TOOL ACTUATION SYSTEM

The geometric controller developed above was implemented on a CNC turret lathe
(Leblond Knight 20 hp). The physical realization of such control system requires two
subsysterns: an on-line measurement system and a tool actuation system. The ultrasonic
measurement system developed in Chapter 4 is used to provide an on-line measurement of
the workpiece diameter. The tool actuation system is described in this section.

The CNC lathe used for the implementation of the developed GAC system is
retrofitted with an Open Architecture Controller (OAC), (Teltz, et al., 1994). The OAC
provides a very powerful platform for the implementation of the GAC system specially with
respect to two main aspects. First, synchronization and update of the model-based control
algorithm with change in the longitudinal position of the tool. This update is necessary for

both feedback and Kalman gain matrices to follow the continuous change in the system
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matrices due to change in workpiece flexibility along the cut. Second, the ability to change
the tool position in rgal-time using the same CNC servo motor (commanded by the G-code)
rather than using an éxtemal actuating device. ﬁ

The OAC is basedon a VME Bus system hosted on an MC68030 witl;a real-time
multi-task operating system (VxWorks). The motion control .is performed using a
Programmable Multi-Axis Controller (PMAC) based on Motorola's DSP56001. PMAC has
adual ported RAM (DPRAM) of 8 Kbytes wilich allows access to specific memory locations,
thus providing the real-time control algorithm with the ability to read or change the different
variables at ;k}_es_;e locations in real-time (i.e., while running CNC programs). Obviously, such
capability ié not possible using conventional machine tool controllers, since it involves
interference with the motion program being exec&fed during the cut.

Consequently, by using the OAC, tool position in the radial (x-) direction can be
manipulated by changing the next x-word in real-time. However, this would require
breaking down the g-code into smaller steps. Also, it should be noted that the G-code is
normally executed by interpreting every two successive lines of the code together in order
to perform blended motion. This makes it customary to account for such effects before
issuing the control commands, znd thus, complicates both the model and the control
algorithm. Therefore, in the current work, a simpler approach is followed. It is based on
manipulating an offset value for the depth of cut direction of the tool. This is performed by
accessing the specific register to which the manual hand wheel override of the machine
control panel writes. The values in this register are recognized by the PID controller (which

closes the position feedback control loop) as changes in the reference (position) signal.

Thus, these changes are performed as offsets to the values assigned by the preprogrammed
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motion program (G-code). The block di;;élfl;am shown in Fig. 6.11 illustrates this position

s
S

offset mechanism. Such’f;osition offsets can be updated every 0.8 ms. However, manipulating

the tool position is physically limited by the bandwidth of the cross-slide servo of 5Hz.

6.5 EVALUATION OF SYSTEM PERFORMANCE

The performance of the proposed GAC system is evaluated using real-time cutting
control experiments. First, identification expé‘riments were performed to determine the
different pa;ameters of the model. These included calibration of the force model, modal
anarly.s_is) of the machine/tool workpiece structure, and identifi'c;ation of the servo system
dynamics using step response tests. The identified model parameters are summarized in
Table 6.1. The experimental conditions used in the real-time control tests are é;plained in
the next subsection, followed by a presentation and discussion of the experimental resulis.

!

" Table 6.1 The Parameters of the Model Identified Experimentally

Parameter Value mﬁ‘l Parameter Value |1l Parameter | Value
e a8 | k| sesvw )] < 0.87
2 9637 Nimm [l m, 989kg [l 40 radsec
2 se.iNmm il  c, ses1Nsm (] K, 1
% 459.04 N K, 950MNm [ili T, 0.01 sec
i 1718.7 N/mm Fﬁi}m& Wy 999 rad/sec 'W“ ¢ 0.7
2y 43953 Nmm |l .. 0025 il « 30 rad/sec
" o12kg [l K 24 MN/m W K 1
Ce sosNsm [f| & 43 MN/m |E!HM




6.5.1 EXPERIMENTAL CONDITIONS

All cutting experiments have been performed with carbide inserts, while using a
cutting fluid and at a cutting speed of 55 m/min. Slender AISI /045 steel shaft workpieces
of 75 mm in diameter and 508 mm long have been used. The:ii'orkpieces have been fixed
between two centers. The model matrices have been updated in a discretql.r fashion every 5
mm of the workpiece length. Consequently, the corresponding Kalman gains K and state
feedback gains L have been determined off-line and saved in a soft form. The longitudinal
position of the cutting edge along the cutting length has been used as an auxiliary
measurement to update both the model and controller using the prescheduled gains. The
distance & between the tool and the vertical plane passing through the center lines of the
sensors was set to a minimum value equal to 0.27 mm. The real-time code has been
optimized for speed. The measurements have been taken at a sampling interval of 8 ms. A
control time step of 40 ms allowed the averaging of five measurements for more robustness.

In order to ensure the accuracy of the time step and synchronization of both control
and measurement on such real-time multi-task operating system, an interrupt service routine
(ISR) has been used. The ISR runs at a high priority level and uses a dedicated uuxilia-.ry
system clock to monitor the specified real-time tasks and give the starting signals (i.c.,
semaphores) for each task at the designated times. A summary of the experimentul

conditions is given in Table 6.2.
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- Table 6.2 Conditions of the Control Cutting Experiments.
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Workpiece: AISI 1045 Steel .
508 mm Length .
75 mm Diameter
Tool: P40 Carbide Insert
0° Approach Angle
-6° Back Rake Angle
0.8 mm Nose Radius
Cutting Speed: 55 m/min
Tool Feed: 0.2/0.3 mm/rev
Depth of Cut: 1.905-3.175 mm -
Sampling Time Step: 8 ms
Control Time Step: 40 ms
Parameters Update: Every 5 mm of workpiece length

ri= B

6.5.2 EXPERIMENTAL RESULTS AND DISCUSSION

Several bar turning experiments were designed and carried out for straight cuts, téper
turning. and other cuts including sudden changes in the depth of cut. The measured form
error after control and the real-time control action of the tool position are presented for each
cutting experiment. The tool compensatory control action also shows the amount of form
error removed using the proposed control system. A closeup photograph showing the cutting
toof and the measurement system during operation is presented in Fig. 6.12.

Figure 6.13 present the performance of the system in straight bar turning for a depth

of cut and feed of 1.905 mm and 0.3 mm/rev, respectively. A total form error of
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approximaiely /40 um, over a machined length of 190 mm, is reduced to within /0 am

accuracy. The figure also shows a continuous ‘decrease in the tool compensatory control

action as the cutting edge traiﬁ;g]s from the tail stock side to the chuci side. The same trend
is observed in Fig. 6.14 which demonstrates the performance of the system in a similar
experiment while using a different feed of 0.2 mm/rev. A total form error of approximately
70 um over a machining length of 97 mm is reduced without any undercut errors.

Figures 6.15 and 6.16 demonstrate the performance of the GAC system during step
changes in the depth of cut. The tool path was planned to create a stepped shaft from a
straight workpiece. In Fig. 6.15, there is one step of 0.762 mm and the feed and exit depth
of cut used were 0.3 mm/rev and 1.905 mm, respectively. While in Fig. 6.16 there are three
steps; two of 0.38/nun and a third one of 0.254 mm. Since the GAC controller is designed
only for the purpose of regulating the error and not for performing the gross motion of the
tool, the steps were included in the CNC motion program. In other words, the tool tip
trajectory required to create the steps is the responsibility of the machine too] motion control
board. On the other hand, information on changing the set point (reference diameter) for the
control algorithm (at éﬁch of the steps) is captured from the G-code while monitoring the
longitudinal tool position. The performances of the system presented in Figs. 6.15 and 6.16
exhibit rather smooth transients at the steps while maintaining the accuracy within the
required limits. Although the first and second steps in Fig. 6.16 are of the same magnitude,
it can be noticed that the second transigm is slightly smaller. This is attributed to the
decrease in workpiece flexibility. .‘

Figure 6.17 demonstrates the results of a taper turning experiment (for a 2 °included

angle taper). The starting depth of cut of 3.775 mm was continuously changed as interpolated
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by the motion control board. By feeding the G-code information to the model, this situation .
represented a cut with a deterministic disturbance. A rather smooth performance of the
control system can be observed in the results .shown. Notice that the continuous decreasc:i
the depth of cut acted in favor of reducing the form error along the machined length.
Figures 6.18 and 6.19 present the results of two straight cuts for a workpiece with an
originally tapered surface. Such situation represents a ::;t}ochastic disturbance to the system
since it is only seen by the on-line measurement and not accounted for in the model. In both
experiments the depth of cuts at both the start and end of the cutiing path were /.905 and
3.301 mm over a machined length of 80 mm while using a feed of 0.3 mm/rev. The resulits

in Fig. 6.19 show the system performance with induced sensor noise. In order to investigate

the system robustness and reliability in the case of noisy measurement, sensor noise was

induced during this experiment by lowering the level of the cutting fluid in the reservoir,
which results in generatirng bubbles in the fluid stream. It can be observed in Fig. 6.19 that
in spite of the noise the output accuracy is still maintained within 70 um.

In order to demonstrate the significance of using the process model predictions to
account for the measurement delay, a control cutting experiment was designed and performed
based on sensor feedback only. The controller used is a simple PID which has a step
response (when no delay is encountered) similar to that of the model based controller (shown
in Fig. 6.10). The results presented in Fig. 6.20 show the performance of the PID controller
in a straight cut experiment for a depth of cut of 7.905 mm and feed of 0.3 mm/rev. The
oscillatory behavior of this controller is clearly due to the feedback delay and it is expected
that the presence of any measured disturbances can easily threaten the stability of the system.

It should be noted that the success of the control experiments is largely due to the
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measurement system developed. However further improvement in enhancing the quality of
the measurement and bringing the sensor closer to the cutting point can cehainly help
increasing the bandwidth of the system. On the other hand the model stabilizes the control
system effectively by accounting for the lag in the feedback loop. It is also believed hat
utilizing the servo loop of the machine tool in perfﬁrming the control actions provides the
system with more practicality and less external hardware as long as it does not limit the speed

of the system response.

6.6 SUMMARY

A model-based GAC system was developed for bar turning. A mechanistic state
space model of the machining system was formulated and used in the design and
implementation of the control system. The model accounts for the machine tool servo
dynamics, tool/workpiece structural dynamics and permits prediction of the cutting forces
and workpiece form error. A Kalman Filter was designed and used to update the model
predictions using on-line measurement of the workpiece diameter. This is essential to
compensate for model missmatch or the occurance of unmodetied disturbances such as
thermal deformation and tool wear. An LQG controller with an integral action was designed
to regulate the depth of cut. The system was implemented on a CNC lathe retrofitted with
an OAC. The robustness of the control system was eva]ﬁated experimentally using different
cutting conditions. It can be concluded from the presented results that the proposed system

is capable of improving the diameteral accuracy of the workpiece by more than 90%.
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Fig. 6.3 The effect of neglecting the Tangential Cutting Force on Model Predictions
of the Workpiece Form Error.
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Fig. 6.5 Predicted Form Error Profile of a Workpiece Supported Between Two
Centers. (Depth of Cut=2.0 mm, Feed=0.3 mm/rev, Cutting Speed=55 m/min.)
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Fig. 6.7 Discrete Kalman Estimator Filter.
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Fig. 6.8 Response of Kalman Filter and Output Prediction of Both Deterministic and

Stochastic Disturbances.
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Fig. 6.12 A Close-Up Photograph Showing the Tool and the Measurement System
during Operation.
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Fig. 6.13 Control System Performance in Straight Bar Turning. (Depth of Cut =
1.905 mm, feed = 0.3 mm/rev, Cutting Speed = 55 m/min)
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Fig. 6.14 Control System Performance in Straight Bar Turning. (Depth of Cut =
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Fig. 6.15 Performance of the Control System during a Step Change of 0.762 mm in
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Fig. 6.18 Control System Performance in Straight Bar Turning Using a Tapered

Workpiece.
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Fig. 6.19 Control System Performance in Straight Bar Turning Using a Tapered
Workpiece and Measurements with Induced Sensor Noise.
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CHAPTER 7

CONCLUSIONS AND RECOMMENDATIONS FOR
FUTURE WORK

The research presented in this dissertation described the developmeﬁl and
_‘:integration of the different subsystems required to implemenrt GAC in bar turning. These
subsystems are: modeling of the machining system, on-line measurement of the workpiece
geometry, tool actuation and predictive control desigﬁ.- This chapter begins with a summary
of the work completed in this study and the main conclusions. Next, an outline of the

primary contributions of the research is presented. Finally, the chapter concludes with

recommendations for future work.

7.1 CONCLUSIONS

A mechanistic model of the machining system in bar turning was developed in
Chapter 3. The simulation of machining dynamics is significantly enhanced by incorporating
a mechanistic ploughing force model which permits the prediction of cutling process
damping. The ploughing forces at the clearance face were decomposed into static and
dynamic components. The static component is due to tool edge radius and tool feed while

the dynamic compenent is due to machined surface undulations. The dynamic component

169
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is re_sponsibie for the process damping and is considered proportional éo the dynamic change
in the volume of ploughed work ma;erial. The volume calculations were developed for a
multi-edg!éd cutting tool where both radial and longitudinal vibrations have to be considered.
Such {:ibrations are the resuiting superposition of both the workpiece and tool displacements.
Experimental modal analysis techniques were used for the identification of the structural
dynamics. The model was further expanded by adding a surface topography generation
module to construct the predicted machined surface. The model was used to predict the
cutting forees, surface topography and form error in slender bar turning. Experimental
results for turning hardened steel with ceramic iriserts were used for model verification.
Next, a novel non-contact system was developed in Chapter 4 which allows on-line
high speed monitoring of the workpiece diameter. It employs three ultrasonic transducers
and provides an absolute diameter measurement. The measurement system has a compact
design and uses the cutting fluid as the coupling medium for transmitting the ultrasonic
waves. The system was incorporated into a CNC lathe. Proximity measurements performed
during real cutting experiments revealed a significant translation in the workpicce axis of
rotation as a result of the dynamic cutting forces. This causes misalignment between the
sensors and the axis of rotation and leads to measurement errors. An algorithin based on
multi-probe measurements was developed to process the radius data and simultancously
compensate for sensor misalignment by tracking the center-line of the workpicce. Sensor
measurements were compared with those obtained from a CMM. The accuracy and
repeatability of the measuring system were tested experimentally under realistic cutting

conditions.
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In Chapter 5, the on-line measurements “were employed to evaluate size and
geometrical tolerances of the workpiece. It was shown that ihe cylindricity tolerance of the
workpiece can be determined successfully within the required accuracy using on-line data,

provided that two main conditions are maintained. The fisst is that appropriate data

. conditioning procedures based on knowledge of the process error dynamics are implemented,

and the second is that high density sample data sets are used. Since the on-line measuréfnent
system essentially employs"hon-contactfhi gh spegd sénsors, it inherentty provides the rich-
data environment to fulfill the demand of large déta sets. This extends the applicability of
the measurement system to provide complete on-line assessment of wérkpiece geometry .and
reduces quality control costs drastically.

In Chapter 6, a model-based predictive controller was designed and implemented to
minimize the form error of the worlipiece in bar turning. The mechanistic model of the
machining system was simplified and reformulated into the state space to permit design and
real-time implementation of the control system. The measurement system was set as close
as possible to the cutting edge (at a distance of 0.27 mm). An optimal regulator with a
Kalman Filter was designed. The on-line measurement of the workpiece diameter is used
through the Kalman Filter to update the model predictions with unmodeled process
disturbances such as tool wear and thermal deflections of the tooling system. The system
was implemented on a CNC lathe retrofitted with an OAC. The output of the geometric
controller was used to govern the position of the tool tip in reai-time by commanding the
same servo motor which is driven by the preprogrammed G-code. The control system was

tested experimentally under different cutting conditions.
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'In summary, from the work presented the following conclusions have been made: '

Application of the developed mechanistic model in bar turning using a multi-edged

~obligue cutting tool provides good predictions of the instantaneous chip load, cutting

forces, workpiece form erroi and machined surface tébograph)' for a wide range of
cutting conditions with minimal modei calibration effort.

Incorporation of the mechanistic tool/workpiece interference model significantly
enhances the prediction of machining dynamics. Including the ploughing forces to
account for process damping is not only important for stability prediction but also
necessary for surface roughness predictions specially in low feed finishing pass -J
scenarios.

Decomposition of the workpiece indented volume into static an’ﬁ . dyramic
components showed the correlation between the static volume and the normal
measured cutting force and the possibility musmg this correlation in calibrating the
ploughing force model mechanistically.

The contribution of process damping to the machining system is governed by the
nature of surface undulations. It varies with the level of excitation as well as the
dynamic response of the structure.

Experimental identification of the dynamic characteristics of the tool/workpiece
dynamic system resulted into more realistic boundary conditions for the workpiece
model and a reduced order model for the tool.

In hard turning the ratio of deterministic Ra to random Ra can reach /:/0 for
relatively small feeds. This greatly emphasizes the importance of the random

excitation mechanism due to material inhomogeneity in predicting the machined
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" Such effect can greatly degrade the accuracy of an on-line measuring system leading’”
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surface iopography.
Although the indirect ultrasonic technique for on-line measurement of workpiece
diameter requires a multi-probe setup, it is more applicable and provides morc
accuracy than the direct (caliper) measurement.
Slender workpieces exhibit a significant translation in their axis of rotation under the
effelc't; of the cutting forces. This causes sensor misalignment that varies in both

magnitude and direction for different cutting conditions and along the cutting iength.

lo serious measurement ermors.

Based on multi-probe measurement, sensor misalignment can be compensated. The
algorithm developed works effectively in eliminating this error and determining the
diameter of the workpiece from three proximity measurements.

Testing the ultrasonic on-line measurement system during realistic cutting conditions
showed the diameter measurements to have an accuracy and working range of 5 um
and 20 mm, respectively. The measurement has a cycle time of 2.3 ms.
Evaluation of workpiece geometrical tolerances based on on-line dimensional
measurement requires appropriate data conditioning and high density sample data
sets. Although, data conditioning based on process knowledgc is inconsistent with
the tolerancing standard, it provides the appropriate conditioning for on-line
measurements.

The tolerance function derivatives are quite lengthy specially in the case of
cylindricity tolerance. However, non-linear optimization based on gradient

information results in faster convergence. Thus, if minimax fit is to be used,
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reformulation of the tolerance gﬁnction using censtrained optimization will be more
beneficial. |

The influcnce of neglecting.ihe tarigential cutting force on model predictions of the
workpiece form er}or is less than 10%. )
Application of the model-based predictive controller to compensate workpiece form
error i bar turning improves the diametral accuracy of the workpiece by more than
90%. Although the success of the control system is greatly due to the sensor
developed, the predictive ability of Fhe controller using the model is essential 10
stabilize the system by compcnsating for the delay in the feedback 1oop.

The OAC is an essential platform for the practical implementation of la GAC system.

It effectively permits the controller to read and change the different parameters of the

machine tool positioning servo loops in real-time.

7.2 CONTRIBUTIONS OF THIS RESEARCH

The contributions of this research effort lie priinarily in the improvement and better

understanding of the machining system accuracy in bar turning gained through the modeling,
on-line measurement and control of the process. It also provides a useful basis for further

development in the area of “Intelligent Machining Systems”. Based on the conclusions

above, the contributions of this research effort can be summarized as follows:

A mechanistic dynamic process model for bar turning has been developed and
enhanced by incorporating the effect of ploughing furces as a source of process

damping through the implementation of a decomposition concept of the ploughing
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forces into static and dynamic components. The model is used as a computer

simuiation to predict cutting forces, workpiece form error and machined surface

topography.
A novel ultr_asénic on-line measurement system has been developed and implemented
to measure the workpiece absolute diameter while turning using a cutting fluid. The
measurement systemn operates reliably during wet cutting and thus has a great
industrial potential. The system can be extended to provide a complete on-line
assessmeat of the werkpiece accuracy and reduce quality control costs signiﬁcéntly.
A new approach of GAC has been proposed using a model-based predictive control
strategy in which on-line measurements are integrated with the predictions of the
mechanistic model using a Kalman fileer. The system has been designed and
implemented to improve the geometric accuracy of the workpiece in bar turning by

regulating the tool position in real-time.

7.3 RECOMMENDATIONS FOR FUTURE WORK

Numerous doors for future research have been opened with this research effort

involving both modeling and experimental work. Future work should be directed towards

the following:

1.

2

Investigation of the proposed method for calibrating the ploughing force model
mechanistically using the correlation between the static ploughed volume and the
normal cutting force in roughing cut scenarios with larger depths of cut.

Extending the developed chip load geometry model to handle the tool edge profile

using more than three geometric elements, This would easily allow the model to



B 176

account for nose wear of the cutting tool.

The addition of flank wear and tool thermal deformation modules to the mechanistic
model structure would certainly extend the accuracy of the model predictions to the
more practical situations where the ideal conditions of tool sharpness and thermal
stability cannot be safely assumed. This would also contribute to a better design arid
more robust performance of the GAC system with smaller Kalman gain and less
reliance on the measurement system. However, care shouid be taken in such
development not to use “difficuit-to-obtain-parameters™ which could complicate the
calibration of the model and decrease its practicality.

Applying the proposed GAC system to compensate for out of roundness errors which
are seen more significantly in machining less rigid workpieces such as hollow shafts,
Using the developed mechanistic model off-line for tool path planning and cutting
condition optimization for the objective of minimizing machining time and surface
errors. This can be beneficial for setups where the implementation of real time
control is not possible.

Extending the application of the proposed GAC system to contoured workpieces and
surfaces with large taper angles, either by modifying the sensor design or actuating
the measurement system.
Extending the application of the proposed GAC system to other machining processes
such as boring, milling and grinding.

Modification of the sensor design to allow on-line measurement of the machined

surface roughness.
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APPENDIX A

RAKE ANGLES IN OBLIQUE CUTTING

n oblique cutting the cutting edge is not normal to the tool direction of motion (as
it is the case in orthogonal cutting). However, it has an inclination angle i, which causes the
chip to flow at an angle 7 relative to the cutting edge as shown in Fig. 2.1b. The inclination
angle i is defined as the angle formed by the cutting edge and a normal to the cutting velocity

vector V as shown in Fig. A.1. The inclination angle is given by,

i = tan”' (tan @, cos la - tan ¢ _sin la) (A1)

where &, and &, are the back rake and side rake angles of the cutting tool, respectively, as
shown in Fig. A.l.

In orthogonal cutting, the rake angle is measured from the tool rake face to a line
perpendicular to the cutting velocity vector. In oblique machining, the problem arises in
choosing the plane in which to measure the rake angle. There are thus three different rake
angles defined for oblique cutting. The velocity rake angle «, is measured in a plane parallel
to the cutting velocity vector and normal to the machined work surface. The normal rake
angle ¢, is measured in a plane normal to the cutting edge of the tool. The effective rake

angle «, is measured in a plane containing the cutting velocity vector and the chip flow
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vector. The three angles are shown in Figs. A.2, A.3 and A.4. The equations for the three

angles are as follows:
@, = tan”' (tan & cos la + tan a, sin la) (A.2)

v

o, = tan”' [(tan « cos la =+ tan e, sin la) cos i] (A.3)

a, = sin”' (sinisinn + cosicos M sin ) (A.4)
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. Velocity rake angle
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Normal rake angle

Lathe jool showing the normal rake angte GEB
and auxiliary views for velotity rake and equivalent
inglination angles

v

A
L7
b
rd
(_ A
Tt
1,7
or
'
t
1
L]
+
1
1
L

B A
a, G
- View loohing
1 to pione AEB
3 View looking

& 1 to plone GEB
G

L
View looking

L toplane ABG

Fig. A.3 Normal Rake Angle. (Kuhl, 1985)



.

Effective rake angle .

Lathe tool showing effective rahe angle AHB
and suiliary views for hasic and functioral angles

TN
A .
A
8 a)
/”B
-
I, | T~
b 0
e
~
! ~ ]
[
[
F .
View {ooking 1 ~a
to plane ABF ' ~.
[
AB K9G

Plon view looking
c in the directionot V

View looking L to plone ABH View looking 1 te plone ABC

Fig. A.4 Effective Rake Angle. (Kuhl, 1985)

193



APPENDIX B )

CALCULATIONS OF EQUIVALENT CHIP
THICKNESS AND EFFECTIVE LEAD ANGLE

B.1 EQUIVALENT CHIP THICKNESS

The equivalent chip thickness is calculated as the ratio of the chip load area A (1) to
the width of cut b(r). The chip load area is calculated as shown in section 3.1. Therefore,
the main concern here is the calculation of the width of cut. The width of cut is taken as the
average of the lengths of profiles P(r) and P(:-T) that are in contact with the chip, /(1) and
I(1-T), respectively. The chip length /() is the algebraic summation of the three elements
Lg(1), Lo(t) and L (1) as shown in Fig. B.1. The three latter elements represent the
contribution of side cutting edge, tool nose radius and end cutting edge to the total to the chip
length /1), respectively. The determination of Ls (1), Lo (1) and Ly (1) is based on the
knowledge of coordinates of the points LIM/ and LIM?2 as defined in section 3.1. Each of
Ly(1) and Lg(t) is calculated as the linear spatial distance between their respective start and

end points, while L (1) is calculated as follows:

Le(y = R (D, - &) (B.1)

where, @, and ¢, are equal to the lead angles at the start and end points of arc 'C’,
respectively, as shown in Fig. B.2. Thus, the width of cut can be calculated from
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Lo(r) + Lo(r) + Lp(t) + Lo(t=T) + Lo(z=T) + Ly (1-T)

B(t) = > (B.2)

Hence, knowing both the chip load and the width of cut, the equivalent chip thickness is

directly calculated from,

(1) = — ) (B.3)

B.2 EFFECTIVE LEAD ANGLE

The nominal lead angle "/a’ is the angle measured between the cutting edge and the
normal to the workpiece axis of rotation. In the case of a multi-edged cutting tool, the local
lead angle ¢ changes along the cutting edge profile as shown in Fig. B.3. On the side cutting
edge ¢=la; along the nose ¢ changes continuously, reaching a maximum of ¢=7/2+ea on
the end cutting edge. The local effective lead angle #, at any point ‘A’ represents the
direction of the normal force Fy at that point measured from a vector parallel to the
workpiece axis of rotation and in a plane normal to the cutting velocity. Applying Stabler's
Rule ( 77=i), the direction of Fy (i.e, i) is defined by the local inclination ang]g i(¢,) and the

local lead angle @, (as shown in Fig. B.4) by the following relation:

tan i(¢)

= + -1
¥(r) = ¢ +tan c0s @ ()

(B4)

The cos @, term transforms the local chip flow direction from the rake face plane into the

plane normal to the cutting velocity, where the friction force is measured (see Fig. B.5).. The
CRE

dependence of the inclination angle on ¢ is known by:
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i(¢) = tan’'(tana, . cosp - tane, . sing) (B.5)

The effective lead angle is a weighed average of the elemental local effective lead angles
Y $). The distribution of the normal force is assumed to follow that of the chip thickness
shown in Fig. B.5. Thus, the values of y{¢) are basically weighed by the corresponding
values of z(¢@). Hence, the generalized formula for determining the effective lead angle may
be written as,

fw(tc) t. (1) dl.
[t i, (B.6)

!

3

la, =

The dependency of tue la, calculation on ¢, requires the knowledge of the local chip
thickness #,(¢) at every increment d¢b. Referring to Fig. B.6, for every increment, the
coordinates of the corresponding points ‘A’ and ‘B’ are determined using the set of
intersection functions. Points ‘A’ and ‘B’ are the intersections of AB with P(z) and P(t-T).
respectively; except for zone ‘Q’, where, ‘B’ is the intersection with the workpiece surface.
Vector AB represents the chip flow direction in a plane perpendicular to the cutting velocity.

Thus, the local value of ¢.{@) is equal to the length AB.
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-APPENDIX C

THE THREE-POINT METHOD

In roundness and spindle error measuring systems there are three errors in total.
These errors are out of roundness of the workpiece, X and Y components (or amplitude and
phase) of the radial error motion of the spindle. All these errors are functions of the angle
of rotation. If three probes are used as shown in Fig. C.1 we get three sets of equations. By
solving the combined equations we are able to determine ali three errors. This method is
called “three-point method” and it can be used for separating spindle error of the machine
from the roundness error of the workpiece, even if the spindle does not repeat.

If the roundness error of the workpiece is expressed as dr(6) and the X and ¥
components of the spindle error motion are x{ §) and y( 6} respectively then three sets of

readings can be acquired from the probes:

5,0 = R, -dr(0) - ¥(0) (C.1)
5,8 = R, -dr(6-¢,) - y(®)cosp, + x(B)sin, (C.2)
5. = Ry -dr(0-¢,) - y(@)cosd, + x(0)sin, (C.3)
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where, R, is the reading of the ith probe (i = I to 3) at the initial position, while roundness

error dr{ 6) and error motion x( &) and ( 8) equal zero. Build a new function,
S ® = §(0) +a,5,(0) +a,S, O (C.4)
After expanding dr{ €) into Fourier series,
dr(® = ry+ Z (A cos kO + B, sin k8) - (C.5)
k=1

substituting into equation C.4 and expressing,

b -a,coskd, + a, coskd, = « (C.6)

a, sink¢, + a, sinkd,

B, (C.7)

we get,

S, @ = *aR, +aR -y (1 ~a,+a) - a,y(B) + B,x(0)

RI
- E (A e, -8B, B)cosk® + (B o +A, B,)sink8] (C.8)
K=2

Selecting ¢; and @, (i = 2 - 3) to make @, = 0, §, = 0 we can make S, (8) independent from
spindle errors x{ &) and ¥(6). S,(6)(i = I - 3) are the acquired measurements. After selecting

a;{i=1-3), Sp{6) can be determined. By expanding S, (8) into Fourier series we get,
5,(0) = 8+ Z (Fcosk® +G,sink0) (C.9)
K=1

where,
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A = e F, B, G, <10
r - - . .
o + By
and,
_ BF-Gl o
B 2. B2 (C.11)
o, - B

Once all A, and B, are determined from Egs. C.10 and C.11, the roundness error dr (6) is -

determined. Error motions x{ &) and y{ 6) can be also determined from Egs. C.1-C.3.

Fig. C.1 The Thres Point Method.



