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ABSTRACT

The value of the time domain simulation technique for power system transient stability analysis can be greatly enhanced if it can indicate the degree of stability by producing a stability index. Often referred to as Energy Margin, the stability index offers additional insight into the transient stability problem being studied, and has the capability of speeding up transient stability limit derivations. Moreover, energy margins also have potential applications in dynamic contingency ranking and screening.

This thesis presents a new method, called the Relevant Fault-on Trajectory (RFT) method, for incorporating energy margin calculations into time domain simulations. The proposed method is based on the determination of the additional energy absorbing capability of the critical generator group, at the instant when the transient kinetic energy injected into this group by the disturbance is fully absorbed. The additional energy absorbing capability is obtained through the simulation of a relevant fault-on trajectory. The RFT method computes energy margins efficiently and reliably for systems exhibiting either plant mode or area mode stability problems.

The practicality of the proposed method has been successfully demonstrated on a 27-generator, an 89-generator, and a 144-generator system. The RFT method has the capability of speeding up transient stability limit derivation by reducing the number of stability runs.
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CHAPTER 1
INTRODUCTION

1.1 INDUSTRY PERSPECTIVE

Secure electricity supply at the lowest possible cost is fundamental to the economy of a nation and to the quality of lives of its citizens. Hence system security analysis becomes a major aspect of power system planning and operation. Insecure system operation may result in catastrophic system wide blackouts and/or equipment damage, while overly secure system operation often leads to higher operating costs.

In North America, where the utility networks are interconnected to form one large power pool, stringent operating security criteria have been established in order to achieve an acceptable level of system security by all utilities. Specifically, a system should be designed and operated in such a way that it can withstand a set of recognized contingencies while achieving satisfactory steady state and dynamic system performance.

Recognizing the importance of power system security, utility companies and research institutes have been devoting a significant amount of resources and effort to improve their security assessment capability. Modern control centers are now equipped with highly sophisticated energy management system (EMS) software with superb security analysis and monitoring capability. These control centers monitor system security on a minute-to-minute basis, allowing system operators to undertake appropriate preventive as well as corrective actions in a
timely and cost effective manner whenever system security is threatened.

Power system security analysis is generally divided into two main areas: static and dynamic security analysis. Static security assessment is primarily concerned with the steady state performance aspects of a power system, such as equipment thermal overloading and post-contingency voltage decline. Dynamic security assessment mainly deals with the stability problems the system can encounter, such as large signal transient stability, small signal dynamic stability, and voltage stability. Static security analysis is accomplished by employing DC and AC load flow solution techniques, which are usually implemented on-line. Dynamic security analysis is usually performed off-line, since it requires advanced analytical tools and is computationally intensive. This thesis is primarily concerned with the transient stability aspect of dynamic security assessment.

Transient stability analysis is a complicated task due to the complexity of the problem being analyzed. Despite the incorporation of effective control aids and special system protection schemes, power transfers in many utility systems today are still severely restricted due to transient stability concerns. This trend is expected to continue as utilities strive to utilize their transmission systems to the maximum capability. Advanced analytical techniques are therefore much needed for fast and accurate transient stability analysis.

To ensure power system transient stability, the present approach is to first identify those transient stability interfaces that may limit system operation, and then conduct off-line studies to derive their maximum transfer capabilities in the form of transient stability limits. System operators have to make sure that power flows over these interfaces do not exceed their pre-determined limits. A
significant number of transient stability simulations are required to derive transient stability limits, due to the large number of system outage conditions and contingencies that need to be considered. The conventional time domain simulation technique is the principal analytical tool for this task.

Off-line transient stability limit derivation has some short-comings. First, because of the relatively long study lead time, transient stability limits can only be provided for a limited set of system conditions. The common practice is to provide stability limit coverage for the normal system and for the system with a single critical transmission element out of service. For forced outage conditions that are beyond the scope of coverage, system operators often have to make their own judgement as to what limits are appropriate. This may result in either insecure or overly secure system operation. Secondly, because the worst scenarios are usually assumed in deriving transient stability limits off-line, these limits are usually conservative and result in higher system operating costs.

Recognizing the short-comings of the existing transient stability limit derivation methodology, power system engineers and researchers have been constantly seeking advanced analytical methods to speed up power system transient stability assessment. The ultimate goal is to provide on-line dynamic security assessment capability to assist system operators in making timely decisions concerning power system security.

1.2 OVERVIEW OF POWER SYSTEM STABILITY

Power system stability can be classified into three types: large signal transient stability, small signal dynamic stability, and voltage stability. The first two types deal primarily with rotor angle stability. Thus, when the system is
unstable, one or more machines lose synchronism. Large signal transient stability deals with the system’s capability to withstand large disturbances such as short circuits on the system. Small signal dynamic stability deals with the system’s capability to withstand small disturbances such as incremental load changes. Voltage stability deals with the system’s capability to maintain pre- and post-contingency voltages within acceptable levels.

A power system consists of synchronous generators connected to numerous loads through a transmission network. Transient instability will occur when there is a lack of synchronizing torque on the system. The time frame of interest is usually less than 10 seconds. Analysis of power system transient stability is accomplished by modelling network devices to any desired level of detail, by a set of non-linear algebraic and differential equations. Power system transient stability can be improved by a number of ways including the following:

- reinforcement of the transmission system
- installation of fast and high gain excitation systems equipped with power system stabilizers
- installation of static var compensators
- installation of series compensators
- application of generation rejection
- application of fast valving techniques
- application of braking resistors
- application of fast breakers

Dynamic instability manifests itself in the form of growing or undamped system oscillations. It will occur when there is a lack of damping torque on the system. For small signal disturbances, the power system model can
be linearized and analyzed by eigenvalue techniques. Small signal stability can be enhanced by reinforcement of the transmission system, installation of properly tuned power system stabilizers, as well as installation of static var compensators.

Power system stability can also be categorized into plant mode and area mode stability, based on the mode of system separation. Plant mode stability is primarily concerned with the ability of one generating plant to remain in synchronism with the rest of the system. Area mode stability deals with the ability of many generating plants to remain transiently stable following a given disturbance.

1.3 **OBJECTIVE OF THE THESIS**

In the planning and operation of power systems, one of the major tasks performed by power engineers is to ensure satisfactory transient stability performance for a set of recognized contingencies. Power system transient stability analysis is accomplished using the conventional time domain simulation technique, which is a highly accurate tool because of its superb and unlimited modelling capability. This analytical tool, however, can only indicate whether the system is stable or unstable, with no information on the degree of stability. Therefore, transient stability limit derivation has to be done by a trial-and-error approach which requires a large number of stability runs. Each transient stability run is computationally time consuming.

Direct methods based on the formulation of an energy function provide an alternative tool for power system transient stability assessment. Still in a developmental stage, they have the much desired capability of producing a
transient stability index which measures the degree of stability. The stability index produced by direct methods is often referred to as Transient Energy Margin or simply Energy Margin. Energy margins provide additional insight into the stability problem being studied. They also have potential applications in fast transient stability limit derivation and dynamic contingency ranking. However, the accuracy, speed, and reliability of direct methods need to be much improved before they can become a practical tool for transient stability limit derivation.

The main objective of this thesis is to develop an effective and efficient analytical method to incorporate energy margin calculation into the conventional time domain simulation technique. The method will be called the Relevant Fault-on Trajectory (RFT) method. This method is a powerful tool since it determines transient stability as accurately as the conventional time domain method, and at the same time provides energy margins which can be used to speed up transient stability limit derivation. Furthermore, the method also has potential applications in dynamic contingency ranking.

To accomplish this objective, various approaches to calculating energy margins by direct methods have been reviewed. Essentially, direct methods compute energy margins through either unstable equilibrium point (UEP) based techniques or fault-on trajectory based techniques. Terms will be explained in Chapter 2. In incorporating energy margin calculation into the conventional time domain simulation technique, the author has decided to explore the fault-on trajectory based techniques since system trajectories are computed in time domain simulations. The proposed method must be reliable, computationally efficient, and reasonably accurate, while retaining the superb modelling capability of the time domain simulation method.
1.4 ORGANIZATION OF THE THESIS

This section presents the organization of the thesis which contains seven chapters. A brief description of the each chapter is provided below:

Chapter 1: Introduction - This chapter first presents an industry perspective on analytical tools for power system transient stability assessment. This is followed by an overview of different types of stability problems, and a brief description of the main objective of this thesis. Finally, the organization of the thesis is presented.

Chapter 2: Review of Analytical Techniques for Transient Stability Assessment - This chapter first describes the conventional time domain simulation technique, highlighting its accuracy and superb dynamic modelling capability. Then it presents an overview of direct methods. Two approaches to calculating energy margins by direct methods are described: the unstable equilibrium point based and fault-on trajectory based approaches. The chapter ends with a summary of the advantages and disadvantages of the two classes of analytical techniques.

Chapter 3: Energy Margins by the RFT Method - This chapter first presents an overview of the Hybrid method, followed by a general description of the proposed RFT method for incorporating energy margin calculation into conventional time domain simulations. The power system model for transient energy analysis is then given, followed by a description of energy margin calculation. Benchmark energy margins are then defined to assess the accuracy of the RFT method. The algorithm for the proposed method is presented next. Finally, test results are provided based on three test systems: the 27-, the 89-, and
the 144-generator system.

Chapter 4: Approximate Group Energy Functions - This chapter investigates an alternative way of calculating the transient energy of the critical generator group, based on approximate group energy functions. The mathematical formulation of approximate group energy functions is described first, followed by a presentation of the modified RFT algorithm. Finally, test results are based on the three test systems.

Chapter 5: Energy Margin Sensitivity and Transient Stability Limit Derivation - This chapter presents the application of first order sensitivity techniques to fast transient stability limit derivation. Derivation of numerical sensitivities of energy margins is described first, followed by a presentation of test results based on the simulation of the 27-generator and the 89-generator systems.

Chapter 6: Dynamic Contingency Ranking - This chapter presents the application of energy margin to dynamic contingency ranking. Based on the 27-generator system, the effectiveness of energy margins on dynamic contingency ranking is demonstrated, using energy margins obtained from the RFT method.

Chapter 7: Conclusions - This chapter first provides a brief summary of the main contributions of the thesis, followed by a presentation of the recommendations for future research work.
CHAPTER 2
REVIEW OF ANALYTICAL TECHNIQUES FOR
TRANSIENT STABILITY ANALYSIS

2.1 INTRODUCTION

Transient stability analysis is a major task in power system planning and operation. Power utilities around the world devote significant amounts of resources to transient stability analysis in order to ensure system dynamic security. The task is becoming increasingly difficult because of the following factors:

(i) Modelling Complexities - To enhance both the steady state and dynamic system performance, modern power systems are equipped with sophisticated devices such as HVDC (High Voltage DC), advanced excitation controls, and FACTS (Flexible AC Transmission System) devices. Accurate modelling of these devices is essential to accurate transient stability simulations.

(ii) Complex Mode of Instability - Because of the interconnected mode of operation, the effects of a major disturbance on one part of an interconnected system can propagate to some other parts of the system, causing system wide power interruptions. Hence the mode of instability can vary from the simple plant mode to the more complex area mode.

(iii) Increasing Network Size - Also as a result of the interconnected mode of operation, a utility often finds it necessary to have a good representation
of its own network as well as that of the external system. This is especially true for those contingencies that have area wide implications. A typical study system may contain hundreds of machines and thousands of buses.

Two classes of analytical methods are currently available for power system transient stability analysis. These are the so-called direct methods and the conventional time domain simulation technique. Both have their strengths and weaknesses. The purpose of this chapter is to present a brief overview of these analytical techniques, and to summarize their capabilities in terms of computational speed, accuracy, and reliability.
2.2 CONVENTIONAL TIME DOMAIN SIMULATION TECHNIQUE

2.2.1 BACKGROUND

The conventional time domain simulation technique for power system transient stability analysis has been extensively developed over the last several decades [28, 36, 62]. With its superb modelling capability, this technique is highly accurate, flexible, and reliable in simulating transient stability problems. Today, all commercial software packages for transient stability analysis are invariably based on this technique.

The time domain simulation technique models the power system by a set of differential and algebraic equations. These equations are solved step by step in the time domain by using appropriate numerical integration and network solution algorithms. Transient stability is determined by monitoring the time trajectories of rotor angles. If one or more rotor angles increase out of bound within the simulation period, then the system is declared transiently unstable. Otherwise, it is declared stable. The time frame for transient stability analysis usually varies from 5 to 10 seconds.

In addition to rotor angles, time domain simulations also provide time trajectories of other system quantities such as bus voltages and line flows. Some of these quantities are necessary for checking other dynamic performance criteria, including those on transient voltage dips and protective relay margins.
2.2.2 POWER SYSTEM MODEL

A power system consists of synchronous generators connected to their loads through a transmission network, as shown in figure 2.1. Transient stability is largely determined by the dynamic performance of the synchronous machines and their auxiliary controls, and the strength of the transmission network. Accurate modelling of these power system elements is essential to transient stability analysis.

![Diagram of Multi-Machine Power System](image)

Figure 2.1: Multi-Machine Power System
2.2.2(a) Synchronous Generator

A synchronous machine is represented by Park's equations [48] in which the stator quantities are transformed into the d- and q- axis of the rotor. Depending on the number of rotor circuits represented, the generator can be modelled to any level of detail. Given below are Park's equations for a typical round rotor generator with two windings on each axis (figure 2.2). Equations for any number of rotor circuits can be defined similarly. All symbols are defined in pages xi to xiii, and expressed in per unit. The per unit system for generator modelling is provided in Appendix I.

![Diagram of Synchronous Generator Model](image)

**Figure 2.2: Two-Axis Generator Model**
(i) Stator equations

Ignoring stator transients and assuming $\omega/\omega_o = 1.0$, the following equations can be obtained by choosing rotor flux linkages as state variables and by eliminating stator fluxes and rotor currents:

\[
e_d = -r_a i_d + [i_q (x''_{as} + x_{as}) - x''_{as} (\frac{\psi_{kq1}}{x_{kq1}} + \frac{\psi_{kq2}}{x_{kq2}})]
\]

(2.1)

\[
e_q = -r_a i_q - [i_d (x''_{sd} + x_{sd}) - x''_{sd} (\frac{\psi_{fd}}{x_{fl}} + \frac{\psi_{kd1}}{x_{kd1}})]
\]

(2.2)

After further simplification,

\[
e_d = -r_a i_d + x''_{q} i_q + E''_d
\]

(2.3)

\[
e_q = -r_a i_q - x''_{d} i_d + E''_q
\]

(2.4)

where:

\[
E''_d = -x''_{as} (\frac{\psi_{kq1}}{x_{kq1}} + \frac{\psi_{kq2}}{x_{kq2}})
\]

(2.5)

\[
E''_q = x''_{sd} (\frac{\psi_{fd}}{x_{fl}} + \frac{\psi_{kd1}}{x_{kd1}})
\]

(2.6)

Usually sub-transient saliency is ignored ($x''_d = x''_q$), then the complex quantity ($E''_d + jE''_q$) is the voltage behind the sub-transient impedance. Equations 2.3 and 2.4 provide an interface between the network equations with the generator differential equations.
(ii) Rotor equations

The rotor flux linkage equations are given below, with "p" standing for the time derivative operator:

\[ p\psi_{fd} = \omega_o [e_{fd} + \frac{r_{fd}}{x_{fl}} (\psi_{sd} - \psi_{fd})] \]  

\[ p\psi_{kd1} = \omega_o \frac{r_{kd1}}{x_{kd1}} (\psi_{sd} - \psi_{kd1}) \]  

\[ p\psi_{kq1} = \omega_o \frac{r_{kq1}}{x_{kq1}} (\psi_{sq} - \psi_{kq1}) \]  

\[ p\psi_{kq2} = \omega_o \frac{r_{kq2}}{x_{kq2}} (\psi_{sq} - \psi_{kq2}) \]

where:

\[ \psi_{sd} = x_{sd}'' (-i_d + \frac{\psi_{fd}}{x_{fl}} + \frac{\psi_{kd1}}{x_{kd1}}) \]

\[ \psi_{sq} = x_{sq}'' (-i_q + \frac{\psi_{kq1}}{x_{kq1}} + \frac{\psi_{kq2}}{x_{kq2}}) \]

\[ \frac{1}{x_{sd}''} = \frac{1}{x_{sd}} + \frac{1}{x_{fl}} + \frac{1}{x_{kd1}} \]

\[ \frac{1}{x_{sq}''} = \frac{1}{x_{sq}} + \frac{1}{x_{kq1}} + \frac{1}{x_{kq2}} \]
For modelling salient pole generators, one rotor circuit on the q-axis is sufficient.

(iii) Mechanical equations

Generator acceleration is described by the following equations:

\[
\dot{\omega} = \frac{\omega^2 [T_m - T_e - K_D \frac{\omega}{\omega_o}]}{M}
\]  

(2.15)

\[
\dot{\omega} = \omega
\]  

(2.16)

where

\[
T_e = \psi_{ad} i_q - \psi_{sq} i_d
\]  

(2.17)

Equation 2.15 is referred to as the swing equation. The rotor speed (ω) is given in radians/second.

(iv) Generator Saturation

Generator saturation can be represented by modifying the mutual reactances \(x_{ad}\) and \(x_{aq}\) which are greatly affected by iron saturation. One saturation factor, \(k_{sat}\), is usually applied to both axes:

\[
x_{ad} = k_{sat} x_{adu}
\]  

(2.18)

\[
x_{aq} = k_{sat} x_{aqu}
\]  

(2.19)
where:

\[ k_{\text{sat}} = \frac{\Psi_a}{\Psi_a + \Psi_I} \]  

(2.20)

\[ \Psi_I = A_{\text{sat}} e^{B_{\text{sat}}(\Psi_a - \Psi_I)} \]  

(2.21)

In per unit values, the air gap flux \( \Psi_a \) is equal to the air gap voltage \( E_a \):

\[ \tilde{E}_a = \tilde{E}_t + (r_a + jX_a)\tilde{I}_t \]  

(2.22)

The quantities \( A_{\text{sat}} \) and \( B_{\text{sat}} \) are obtained by equation (2.21) given any two points on the generator saturation curve as shown in figure 2.3. For salient pole generators, the q-axis saturation is generally neglected.

![Figure 2.3: Generator Saturation Characteristics](image-url)
2.2.2(b) Excitation Systems

Many different types of excitation systems [78] exist on today's power systems, for which differential-algebraic equations can be derived. To illustrate the modelling of excitation systems in transient stability analysis, let us consider a simple static exciter equipped with a $\Delta \omega$ power system stabilizer (PSS) as shown in figure 2.4.

![Diagram of a static exciter with $\Delta \omega$ PSS](image)

Figure 2.4: Static Exciter With $\Delta \omega$ PSS
By assigning state variables $x_1, x_2, x_3$ to the blocks 1, 4, and 5, this simple excitation system can be represented by the following equations:

$$E_{fd} = K_A[V_{ref} - x_1 + v_s]$$  \hspace{1cm} (2.23)

where $E_{fd\text{min}} \leq E_{fd} \leq E_{fd\text{max}}$

$$\dot{x}_1 = [E_t - x_1] / T_R$$  \hspace{1cm} (2.24)

$$\dot{x}_2 = K_s \Delta \dot{\omega} - x_2 / T_w$$  \hspace{1cm} (2.25)

$$\dot{x}_3 = [T_1 \dot{x}_2 + x_2 - x_3] / T_2$$  \hspace{1cm} (2.26)

where $x_3 = v_s$ and $v_{s\text{min}} \leq v_s \leq v_{s\text{max}}$

The relationship between the generator field voltage $e_{fd}$ and the exciter output $E_{fd}$ is:

$$e_{fd} = \frac{r_{fd}}{L_{adu}} E_{fd}$$  \hspace{1cm} (2.27)

2.2.2(c) Axis Transformation

The stator quantities in equations 2.1 to 2.6 are expressed in the individual machine dq frame of reference, which rotates with the rotor. In solving the network equations, the stator quantities are expressed in the common RI (real and imaginary) frame of reference, which rotates at the synchronous speed. In interfacing between the differential equations and the network
equations, it is required to transform these quantities from one frame to the other. The relationship between the two frames of reference is illustrated in figure 2.5, where $\delta$ is the angle between the generator q-axis and the reference axis which is taken as the R-axis of the common RI frame.

![Diagram](image)

**Figure 2.5: Axis Transformation**

Let us assume $(e_d + je_q)$ and $(E_R + jE_l)$ are the stator voltages in the machine dq frame and the common RI frame respectively. Their relationships are given below:
\[ e_d = E_R \sin \delta - E_I \cos \delta \]
\[ e_q = E_I \sin \delta + E_R \cos \delta \]
\[ E_R = e_d \sin \delta + e_q \cos \delta \]
\[ E_I = e_q \sin \delta - e_d \cos \delta \]  (2.28)

Similarly, the internal voltage components \( E''_d \) and \( E''_q \) can be transformed into the common RI frame as follows:

\[ E''_R = E''_d \sin \delta + E''_q \cos \delta \]
\[ E''_I = E''_q \sin \delta - E''_d \cos \delta \]  (2.29)

Ignoring sub-transient saliency, i.e., \( x''_d = x''_q = x'' \), it can be shown that the internal voltage \( (E''_R + jE''_I) \) is the voltage behind the sub-transient impedance \( (r_s + jx'') \).

\[ (E_R + jE_I) = (E''_R + jE''_I) - (I_R + jI_I) (r_s + jx'') \]  (2.30)

Equation (2.30) indicates that the generator can be represented either by Thevenin’s or Norton’s equivalent circuit when solving the network equations.

2.2.2(d) Load Representation

In transient stability analysis, loads are usually represented by static load models based on their voltage dependent characteristics. A widely used static load model is the ZIP (constant impedance, constant current, and constant power) model as given below:
\[ P_L = P_o \left[ a_1 V^2 + a_2 V + a_3 \right] \]
\[ Q_L = Q_o \left[ b_1 V^2 + b_2 V + b_3 \right] \]  

(2.31)

The three components in equation (2.31) represent the constant impedance, constant current, and constant power components respectively. The coefficients \((a_i, b_i)\) represent the proportion of each component.

When modelling parameters are available, bus loads can also be represented as induction motors or synchronous motors. In this case, differential-algebraic equations need to be derived, similar to those developed for synchronous machines (equations 2.1 to 2.17).

2.2.2(e) Network Equations

Synchronous generators in a power system interact with each other through a transmission network. The network equations are formulated by defining the boundary conditions at the generator and load buses at each time step. In forming the network equations, the generators are usually represented by their Norton's equivalent circuits, while the loads are represented by current injections at the load buses (figure 2.6).
Figure 2.6: Generator and Load Representation

The generator and load current injections in figure 2.6 are given as follows:

\[
\bar{I}_g = \frac{(E''_R + jE''_I)}{(r_a + jx'')} \quad (2.32)
\]

\[
\bar{I}_L = -\frac{P_L - jQ_L}{V^*} \quad (2.33)
\]

The network equation in matrix form is defined as:

\[
[I] = [Y][V] \quad (2.34)
\]
where:

\[ Y \] = nodal admittance matrix  
\[ V \] = vector of bus voltages  
\[ I \] = vector of bus current injections

Note that the current vector \( I \) is a function of the state variables \( x \) and the bus voltages \( V \).

### 2.2.3 SOLUTION TECHNIQUES

The power system is now represented by a set of differential and algebraic equations in the following form:

\[
\dot{x} = f(x, V) \tag{2.35}
\]

\[
I(x, V) = YV \tag{2.36}
\]

This set of equations can be solved either by an explicit or implicit integration method in conjunction with a network solution algorithm. Given below are two integration algorithms commonly used.

#### 2.2.3(a) Explicit Integration - Modified Euler Method

The modified Euler method is one of the simplest integration methods that performs well in power system transient stability analysis. The method is basically a predictor-corrector type as described below:
Predictor step:

\[ x_p^{t+1} = x^{t} + f(x^{t}, V^{t})\Delta t \]  \hspace{1cm} (2.37)

\[ YV_p^{t+1} = I(x_p^{t+1}, V^{t}) \]  \hspace{1cm} (2.38)

Corrector step:

\[ x^{t+1} = x^{t} + [f(x^{t}, V^{t}) + f(x_p^{t+1}, V_p^{t+1})] \Delta t / 2 \]  \hspace{1cm} (2.39)

\[ YV^{t+1} = I(x^{t+1}, V_p^{t+1}) \]  \hspace{1cm} (2.40)

Note that equation (2.40) can be solved by LU factorization. In order to ensure numerical stability, the Modified Euler method requires relatively small time steps to be used. Commonly used step sizes vary from 0.004 to 0.008 seconds. Because of the small integration step sizes, the Modified Euler method usually requires more CPU time than other higher order integration methods which permit larger step sizes.

2.2.3(b) Implicit Integration - Trapezoidal Method

Implicit integration techniques have gradually found their way into transient stability programs. Given below is a typical algorithm based on the trapezoidal rule.

After converting the differential equations into algebraic equations using the trapezoidal rule, one can obtain the following:
\[ F(x^{t+1}, V^{t+1}) = x^{t+1} - x^t - \left[ f(x^t, V^t) + f(x^{t+1}, V^{t+1}) \right] \Delta t/2 \quad (2.41) \]

\[ G(x^{t+1}, V^{t+1}) = Y V^{t+1} - I(x^{t+1}, V^{t+1}) \quad (2.42) \]

Equations 2.41 and 2.42 can be solved by applying the iterative Newton-Raphson method:

\[
\begin{bmatrix}
J_1 & J_2 \\
J_3 & J_4
\end{bmatrix}
\begin{bmatrix}
\Delta x \\
\Delta V
\end{bmatrix}
= \begin{bmatrix}
-P \\
-G
\end{bmatrix} \quad (2.43)
\]

where \( J_1, J_2, J_3, \) and \( J_4 \) are the Jacobian matrices:

\[
J_1 = \frac{\partial F}{\partial x} \\
J_2 = \frac{\partial F}{\partial V} \\
J_3 = \frac{\partial G}{\partial x} \\
J_4 = \frac{\partial G}{\partial V} \quad (2.44)
\]

To start the iterative solution process, the starting values of \( x_0 \) are usually based on the Euler method, while the starting values of \( V_0 \) are based on the geometry prediction [36]:
\[ x_{o}^{t+1} = x^t + f(x^t, V^t) \Delta t \tag{2.45} \]

\[ V_{o}^{t+1} = V^t \frac{V^t}{V^{t-1}} \tag{2.46} \]

Implicit integration techniques are numerically stable and allow larger time steps to be used. Typical step sizes vary from 0.01 to 0.02 seconds. Hence time domain simulations based on implicit integration techniques can be several times faster than those using explicit integration methods.

### 2.2.4 MAJOR STEPS OF TRANSIENT STABILITY SIMULATION

The time domain simulation technique solves the transient stability problem by determining the dynamic response of the power system to a disturbance such as a three-phase fault. It involves simulating the fault-on and the post-fault system trajectory in the time domain. Figure 2.7 illustrates the major steps of a typical transient stability simulation [37].

Block 1 reads in four types of input data, i.e., load flow data, generator data, switching data, and program control parameters. The load flow data provides the transmission network as well as generator initial conditions. The generator data includes machine modelling parameters such as reactances and time constants, inertia constants, and generator saturation curves. The switching data specifies where the fault is applied and how it is cleared, along with other switching operations. The program control parameters specify integration step size, length of the simulation period, monitored quantities, etc.

Block 2 represents the initialization step, in which all the state variables
and control signal reference quantities are initialized. Alarm messages will be given if some of the state variables have initial values outside their normal ranges.

Block 3 identifies if there are any changes to the network due to switching operations, such as the application or removal of fault. If such changes are identified, the nodal admittance matrix needs to be updated, which is done in block 4.

Blocks 5, 6, and 7 perform the numerical integration and network solution. These blocks are repeated more than once, depending on the order of the numerical integration method. For example, they will be looped through twice for each time step if the second order Modified Euler method is chosen.
Figure 2.7: Major Steps of Transient Stability Simulation
2.2.5 CONCLUDING REMARKS

The conventional time domain simulation technique solves transient stability problems by simulating system trajectories step by step in the time domain. The method is highly accurate, due to its superb modelling capability. Its major shortcoming is that it only yields a stable-or-unstable answer, with no information provided on the degree of stability. Consequently, transient stability limit derivation based on this technique is essentially a trial-and-error approach requiring a large number of stability runs. If a stability index can also be derived from a time domain simulation, it will not only help engineers to gain additional insight into the stability analysis, but also enable them to speed up the transient stability limit derivation process by applying sensitivity techniques.

Since time domain simulations were considered expensive in the past, they were usually submitted as overnight runs. During that time, the maximum system size was often restricted to less than 1000 buses, and the typical turnaround time was several hours. With the recent advances in computer technology, transient stability simulations can now be performed rapidly during the day time on dedicated workstations for systems containing up to 12,000 buses. Recently, the time domain simulation technique has been considered capable of performing real time transient stability analysis.
2.3 DIRECT METHODS

2.3.1 BACKGROUND

Direct methods, also referred to as energy methods in the literature, provide an alternative approach to power system transient stability analysis. This class of analytical techniques is appealing for two reasons. First, they are potentially fast by avoiding the time domain simulation of post-fault system trajectories. More importantly, they have the ability to provide a transient stability index, called energy margin, for measuring the degree of stability.

Direct methods are based on Lyapunov's second method for stability analysis of non-linear systems. The power system is represented by a vector of state variables \( x \). For a classically represented system, the state variables consist of the rotor angles and speeds. The general procedure of direct methods is to compute the system state at the instant of fault clearing \( (x_{cl}) \), which is the initial state of the system in the post-fault period. If \( x_{cl} \) lies inside the domain of attraction of the post-fault stable equilibrium point, the system is said to be stable. Otherwise, it is declared unstable. The domain of attraction is also called the region of stability, and is approximated by the surface \( \{ x \mid V(x) \leq V_{cr} \} \), where \( V(x) \) is an energy function and \( V_{cr} \) represents the critical energy of the post-fault system. The stability region for a SMIB system is illustrated in figure 2.8. The most critical step in direct transient stability assessment is the determination of the region of stability. Energy margin \( (\Delta V) \) is defined as \( V_{cr} - V(x_{cl}) \). A positive energy margin indicates the system is stable, while a negative energy margin indicates an unstable system.
Figure 2.8: Region of Stability

When first introduced [14,41,73], direct methods were considered too conservative for any practical use. The conservativeness was due to two main reasons. First, the stability region computed was too pessimistic as will be explained later. Secondly, the use of the primitive classical generator model also contributed to conservativeness of the earlier attempts.

Over the last two decades, direct methods have drawn much attention of the power industry again. Significant advances have been made to improve their practicality for power system transient stability analysis. Some of the recent developments include:

- the development of the PEBS concept and its application in estimating the stability region [4,29],
- the development of the controlling or relevant UEP concept which takes into account the fault location [4],

- the appropriate accounting of transient kinetic energy that contributes to system separation [17],

- the development and application of Individual Machine Energy Functions and Group Energy Functions [68],

- the use of structure preserving network models for large scale system applications [1,2],

- the enhancement of the modelling capability of direct methods [23,47,58],

- the theoretical characterization of the boundary of the stability region [9], which subsequently led to the development of advanced solution algorithms for UEP computations [10],

- the rigorous testing and evaluation of direct methods using practical utility systems [7,44].
2.3.2 MATHEMATICAL FORMULATION

Given an n-generator system, the dynamic equations for machine \( i \) in the synchronous frame of reference are given as follows:

\[
\delta_i = \omega_i \tag{2.47}
\]

\[
M_i \dot{\omega}_i = P_{mi} - P_{ei} \tag{2.48}
\]

In transient energy function analysis, the centre of inertia (COI) frame of reference is usually used, which has the advantage of removing the change in energy associated with the motion of the system center of inertia. The COI frame of reference is defined as:

\[
\delta_o = \frac{1}{M_T} \sum_{i=1}^{n} M_i \delta_i \tag{2.49}
\]

\[
\omega_o = \frac{1}{M_T} \sum_{i=1}^{n} M_i \omega_i \tag{2.50}
\]

where:

\[ M_T = \sum_{i=1}^{n} M_i \]

After transforming the rotor angles and speeds from the synchronous frame into the COI frame, the swing equations become:

\[ \theta_i = \delta_i - \delta_o \]
\[ \ddot{\omega}_i = \omega_i - \omega_o \]

\[ M_i \ddot{\omega} = P_{mi} - P_{ei} - \frac{M_i}{M_T} P_{coi} \]  
(2.51)

Where:

\[ P_{coi} = \sum_{i=1}^{n} (P_{mi} - P_{ei}) \]  
(2.52)

For the n-generator system, the transient energy function (TEF) is defined for the post-fault system as the sum of n integrals over the path from \( \theta^* \) to \( \theta \), where \( \theta^* \) is the post-fault stable equilibrium point (SEP):

\[ V = \sum_{i=1}^{n} \int_{\theta_i^*}^{\theta_i} [M_i \ddot{\omega}_i - (P_{mi} - P_{ei} - \frac{M_i}{M_T} P_{coi})] \, d\theta_i \]
\[ = \frac{1}{2} \sum_{i=1}^{n} M_i \dot{\omega}_i^2 - \sum_{i=1}^{n} \int_{\theta_i^*}^{\theta_i} (P_{mi} - P_{ei} - \frac{M_i}{M_T} P_{coi}) \, d\theta_i \]  
(2.53)

The TEF \( (V) \) has two components, namely the transient kinetic energy \( (V_{ke}) \) and potential energy \( (V_{pe}) \). The former is a function of rotor speeds, while the latter is a function of rotor angles.

\[ V = V_{ke} + V_{pe} \]  
(2.54)

\[ V_{ke} = \sum_{i=1}^{n} \frac{1}{2} M_i \dot{\omega}_i^2 \]  
(2.55)

\[ V_{pe} = -\sum_{i=1}^{n} \int_{\theta_i^*}^{\theta_i} (P_{mi} - P_{ei} - \frac{M_i}{M_T} P_{coi}) \, d\theta_i \]  
(2.56)
where $\theta^*$ is the post-fault SEP. Note that equation 2.56 applies to all power system models. The transient kinetic energy in equation (2.55) represents the total kinetic energy of the system. The units are given as follows:

- **Angle** [radians]
- **Speed** [radians/sec]
- **Power** [per unit]
- **Energy** [per unit power x radians]

The portion of $V_{ke}$ that contributes to system separation is identified as the corrected kinetic energy $V_{ke}^e$ [17]. When the system goes unstable, its generators separate into two groups: the group of the critical machines whose rotor angles increase indefinitely, and the rest of the system. Let $N_a$ represent the index group of the critical machines and $N_b$ the rest of the system. Given by equation (2.57), the corrected kinetic energy is represented by the transient kinetic energy of an equivalent SMIB system, with the equivalent machine representing the group of the critical machines.

\[
V_{ke}^e = \frac{1}{2} M_{eq} \omega_{eq}^2
\]

(2.57)

where:

\[
M_{eq} = \frac{M_a M_b}{M_a + M_b}
\]

\[
M_a = \sum_{i \in N_a} M_i, \quad M_b = \sum_{i \in N_b} M_i
\]

\[
\omega_{eq} = \omega_a - \omega_b
\]
\[ \omega_a = \sum_{i \in N_a} \frac{M_i \omega_i}{M_a} \]

\[ \omega_b = \sum_{i \in N_b} \frac{M_i \omega_i}{M_b} \]

A disturbance such as a three-phase fault injects transient energy into the system causing it to depart from its stable equilibrium point. After fault removal, the post-fault system possess a certain amount of energy absorbing capability referred to as the critical energy \( V_c \). The system will be stable if the post-fault system can completely absorb the transient energy injected by the disturbance. The energy margin, which defines the degree of stability, is the difference between the critical energy of the post-fault system and the transient energy at fault clearing:

\[ \Delta V = V_c - V_d(\omega^d, \theta^d) \]  \hspace{1cm} (2.58)  

\[ \text{2.3.3 REGION OF STABILITY} \]

Direct methods of transient stability analysis seek to characterize the initial conditions of post-fault system trajectories, i.e., system conditions at fault clearing, that converge back to the post-fault SEP. The set of such initial conditions comprises the region of stability. Hence direct methods solve the transient stability problem by checking whether the state of the system at fault clearing lies inside the stability region, which is approximated by the set \( \{x | V(x) \} \).
$\leq V_{cr}$}. Correct evaluation of $V_{cr}$ is most important in direct transient stability analysis. There are two general approaches to computing $V_{cr}$, the controlling UEP and the PEBS approach.

2.3.3(a) Controlling UEP Approach

Let us consider an n-generator system represented by classical models and constant impedance loads. The swing equations with rotor angles and speeds in the COI frame are represented by equation (2.51). The equilibrium points of the system are obtained by setting the derivatives to zero:

$$\dot{\theta}_i = \omega_i = 0$$  \hspace{1cm} (2.59)

$$M_i \ddot{\omega}_i = P_{mi} - P_{ei} - \frac{M_i}{M_t} P_{coi} = f_i = 0$$  \hspace{1cm} (2.60)

Each solution to this set of equations represents an equilibrium point $(\theta^p, \omega^p)$. At these equilibrium points, the rotor speeds are zero ($\omega^p=0$), and therefore only the rotor angles $\theta^p$ need be considered. The equilibrium point at which the transient potential energy $V_{pe}$ is at a global minimum is called the stable equilibrium point $\theta^s$. All other equilibrium points are unstable equilibrium points $(\theta^u)$, at which $V_{pe}$ is at a local maximum along a certain direction. Some of the unstable equilibrium points $(\theta^u)$ lie on the boundary of the PEBS.

For a given disturbance, the critically stable system trajectory, when projected onto the potential energy surface in the angle space, approaches one of the UEP's on the PEBS. This UEP is called the controlling or relevant UEP $(\theta^{csep})$. A good approximation of the region of stability is given by $\{ (\theta, \omega) |$
\( V(\theta, \sigma) \leq V(\theta^{\text{sep}}, 0) = V_{cr} \) as shown in figure 2.8. Note that \( V(\theta^{\text{sep}}, 0) = V_{pc}(\theta^{\text{sep}}) \). The controlling UEP is usually obtained by solving the following optimization problem:

\[
\min \; F = \sum_{i=1}^{n} f_i^2(\theta) \tag{2.61}
\]

Numerical techniques for solving equation (2.61) include the Corrected Gauss-Newton method, and the second order Newton method. These methods require a good starting point in order to converge to the correct UEP. Under stressed system conditions or when the mode of instability is complex, the controlling UEP becomes very time consuming and difficult to obtain [7,44].

The controlling UEP is closely related to the mode of instability (MOI) which describes the pattern of system separation. If a generator tends to separate from the rest of the system for a given disturbance, its angle at the controlling UEP solution will have a large value usually greater than 90°. This machine is also referred to as an advanced or critical machine in the literature.

In the early days [14], the region of stability was estimated using the UEP that gives the smallest \( V_{cr} \), i.e., the so-called closest UEP method. The closest UEP does not reflect the correct mode of instability, hence resulting in very pessimistic transient stability assessment.

2.3.3(b) The PEBS Approach

It has been mentioned that at an unstable equilibrium point, the potential energy \( V_{pc} \) is at a local maximum. This observation motivated Kakimoto et al
[29] to develop the PEBS method for estimating $V_{cr}$.

Consider a 3-generator system whose potential energy as a function of the rotor angles is given in figure 2.9. Again, the potential energy is at a local maximum at each UEP on the potential energy surface along a certain direction. Kakimoto et al proposed to construct a Potential Energy Boundary Surface by connecting all the $V_{pe}$ maxima through the ridge of the potential energy surface as shown in figure 2.9. Note that along the direction orthogonal to the PEBS, $V_{pe}$ reaches a local maximum at the PEBS crossing.

An algorithm for the PEBS method of determining $V_{cr}$ is summarized below:

Step 1: For a given disturbance, simulate the fault-on trajectory $(\theta(t), \omega(t))$.

Step 2: Along the fault-on trajectory $\theta(t)$ projected onto the potential energy surface in the angle space, identify the point $\theta^{pop}$ at which $V_{pe}$ reaches its first peak.

Step 3: The region of stability is approximated locally by the surface:

\[ \{ (\theta, \omega) \mid V(\theta, \omega) \leq V_{pe}(\theta^{pop}) \} . \]
2.3.3(c) The Exit Point Method

The Exit Point method is also called the Boundary of Stability Region Based Controlling Unstable Equilibrium Point (BCU) method. It is essentially a combination of the PEBS and the controlling UEP method. Chiang et al [9] characterizes the PEBS as the stability region boundary of an associated gradient system in the angle space:

\[ \dot{\theta}_i = -\frac{\partial V_{pe}}{\partial \theta_i}, \quad i=1,n \quad (2.62) \]

Note that if \((\theta^{eq})\) is an equilibrium point of the gradient system, then
$(\theta^{\text{ep}},0)$ is an equilibrium point of the original power system. The stability region boundary of the gradient system is the union of all the stable manifolds of the equilibrium points on the stability region boundary. The stable manifold of an equilibrium point $x^{\text{ep}}$ is defined as follows:

$$W^s(x^{\text{ep}}) = \{x \mid x(t) \to x^{\text{ep}} \text{ as } t \to \infty\}$$

Based on this, Chiang et al [10] proposed the BCU method to compute the controlling UEP of the original power system, via the computation of the controlling UEP of the associated gradient system. The algorithm for the BCU method is briefly summarized below:

- **Step 1:** Simulate the fault-on trajectory and, along the projected fault-on trajectory, determine the point $\theta^{\text{ep}}$ at which $V_x$ reaches its first maximum, i.e., the PEBS crossing point.

- **Step 2:** With $\theta^{\text{ep}}$ as the initial conditions, simulate the associated gradient system described by equation 2.62, until the point $\theta^{\text{Fmin}}$ is reached at which the following quantity reaches its first minimum:

$$\sum_{i=1}^{n} |f_i(\Omega)|$$

- **Step 3:** Use $\theta^{\text{Fmin}}$ as the starting point to solve for the controlling UEP (equation 2.61), using any optimization technique.

After extensive testing by Ontario Hydro [44], the BCU method is
considered the best method for computing controlling UEP's.

2.3.4 INCORPORATION OF EXCITER EFFECTS

Significant efforts [23,44,47,58] have been made to extend direct methods to include the effects of excitation control systems, which are vital to transient stability assessment. Earlier approaches [59] attempted to formulate energy functions based on a full set of state variables. These approaches were considered impractical for multi-machine system applications, since such energy functions are difficult to obtain and calculation of their UEP's is computationally inhibitive. A practical approach was proposed by Sasaki [56] who incorporated the flux decay model into the transient energy function analysis. Instead of adding more state variables into the energy function, Sasaki retained the form of the energy function for the classical generator model, but treated generator internal voltages as varying parameters. This approach has been adopted by other researchers [4,23].

Another approach is to completely avoid the derivation of a closed form energy function, and to rely on a numerical energy function whose evaluation involves path integration. This approach involves time domain simulation, and is adopted by the RFT method.

2.3.4(a) Extension of the PEBS Approach

Athay et al [4] first attempted to incorporate excitation systems into the PEBS method. They proposed to compute the potential energy along the fault-on trajectory through numerical integration. Let us consider an n-generator system, with each generator represented by a two-axis transient model. Its field voltage
varies according to the dynamics of the excitation system. The power system is described by the following equations:

\[ \dot{\delta} = \omega \]  \hspace{1cm} (2.63)

\[ M \dot{\omega} = f(\delta, x, y) \]  \hspace{1cm} (2.64)

\[ \dot{x} = g(\delta, x, y) \]  \hspace{1cm} (2.65)

\[ 0 = h(\delta, x, y) \]  \hspace{1cm} (2.66)

where:

\[ x = \text{vector of state variables other than } \omega \text{ and } \delta \]

\[ y = \text{vector of algebraic variables } (i_d, i_q, e_d, e_q) \]

For a given disturbance, simulating equations 2.63 to 2.66 in the time domain produces the fault-on trajectory. The potential energy along the fault-on trajectory can be evaluated by integrating the following equation:

\[ \dot{V}_{pe} = -\sum_{i=1}^{n} (\omega - \omega_{coi}) f_i(\delta, x, y^*) \]  \hspace{1cm} (2.67)

where \( y^* \) is computed based on the post-fault Y-matrix:

\[ 0 = h(\delta, x, y^*) \]  \hspace{1cm} (2.68)

The first \( V_{pe} \) peak along the fault-on trajectory is taken as the critical energy \( V_{cr} \). This approach does not yield satisfactory results, due to the effects of fast dynamics [58]. Sauer et al. proposed to separate the state variables \( x \) into two groups, \( x_1 \) and \( x_2 \). The first group contains the state variables associated with
fast dynamics, which should be computed using the post-fault Y-matrix. The potential energy along the fault-on trajectory is then evaluated by integrating the following equation:

\[
\dot{V}_{pe} = -\sum_{i=1}^{n} (\omega_i - \omega_{COI}) f_i(\delta, x_i^*, x_2, y^*)
\]  (2.69)

where \( x_i^* \) is computed based on \( y^* \):

\[
x_i^* = g_i(\delta, x_1^*, x_2, y^*)
\]  (2.70)

2.3.4(b) Extension of the Exit Point Method

Using the parameter variation approach, Fouad et al [23, 44] extended the controlling UEP approach to include the effects of excitation controls in transient energy function analysis. A two-axis transient generator model and a simplified exciter model with one gain and one time constant were tested. In the transient generator model, the internal voltage is represented by two components, \( E'_d \) and \( E'_q \), which are state variables. One significant observation reported was that when the post-fault system trajectory approaches the boundary of the stability region, the time derivatives of the state variables associated with the generator fluxes and exciter controls do not vanish. Hence, they proposed to replace the controlling UEP with the peak point \( x^{bp} \) of the critically stable trajectory. The peak point is defined as the point at which the critically stable trajectory is closest to the stability region boundary. The biggest task is then to compute \( x^{bp} \), which is similar to the calculation of the controlling UEP. In estimating the peak point \( x^{bp} \), not only the rotor angles, but also the \( E'_d \) and \( E'_q \) components of the internal voltages of the detailed machines need to be obtained.
\[ x^{pp} = \begin{bmatrix} E^{pp}_d \\ E^{pp}_q \\ \theta^{pp} \end{bmatrix} \]

In [44], the BCU method described earlier was modified to compute the peak point. Given the system state at fault clearing \( x^{cl} \), and the peak point \( x^{pp} \) of the critically stable trajectory, the energy margin is defined as:

\[ \Delta V = V_{pe}\bigg|_{x^{pp}}^{x^{cl}} - \frac{1}{2} M_{eq} \omega_{eq}^2 \]  

(2.71)

where \( V_{pe} \) is obtained by:

\[ V_{pe} = \sum_{i=1}^{n} \int_{\theta_i^{cl}}^{\theta_i^{pp}} [P_{mi} - P_{ei} - \frac{M_i}{M_T} P_{col}] d\theta_i \]  

(2.72)

A closed form expression for \( V_{pe} \) is given in [23], by making linear angle trajectory approximation and treating \( E'_d \) and \( E'_q \) as constants:

\[ E'_d = \frac{(E'_d^{cl} + E'_d^{pp})}{2} \]  

(2.73)

\[ E'_q = E'_q^{pp} \]  

(2.74)
2.3.5 CONCLUDING REMARKS

Direct methods based on the controlling UEP approach and the sustained fault approach have been presented in this section. The most appealing feature of direct methods is its capability to produce energy margins which indicate the degree of stability. Furthermore, direct methods are potentially faster than the conventional time domain simulation technique in evaluating power system transient stability. Despite significant advances made in the last two decades to improve the practicality of direct methods, further enhancements are required to improve their accuracy and reliability, before they can find more general use in the industry. Their main application so far has been limited to dynamic contingency screening.

Between the two classes of direct methods, the sustained fault approach is computationally faster but produces less accurate results than the controlling UEP approach. Test results to date [63] indicate that transient stability limits derived by the sustained fault approach, even for plant mode systems classically represented, can have an error as large as 15%, when compared to those derived based on conventional time domain simulations. Transient stability limits derived by the controlling UEP approach are usually within 5% of those based on time domain simulations [7,44,63]. However, the controlling UEP approach occasionally encounters solution divergence problems, especially when analysing stressed systems or systems of complex modes of instability. In summary, direct methods have potential applications in both on-line and off-line transient stability limit derivation, once their speed, accuracy, and reliability have been improved and successfully demonstrated.
2.4 CONCLUSIONS

Two classes of analytical tools for power system transient stability analysis have been presented in this chapter: the conventional time domain simulation technique and the so-called direct methods. Direct methods are considered as emerging tools, having the advantage of producing energy margins which indicate the degree of stability. Further enhancements are needed in order to improve their accuracy, speed, and reliability, before they can become a production tool for power system transient stability analysis.

The conventional time domain simulation technique is the principal tool for transient stability analysis in the power industry. This technique is flexible, reliable, and highly accurate due to its superb power system modelling capability. In addition to indicating whether a given system is stable or unstable, it also provides time responses of the system quantities which are required for checking other dynamic performance criteria such as relay margins and transient voltage dips. Its major shortcoming, however, is the lack of information on the degree of stability. Transient stability limit derivation based on this technique has to be accomplished through a trial and error approach, which requires many stability runs. Each run is computationally expensive. Furthermore, the lack of energy margin information makes this tool inefficient for dynamic contingency ranking.

The main objective of this thesis is to combine the strengths of the time domain simulation technique and direct methods in one tool, by incorporating energy margin calculation into the former. Energy margin provides additional insight into the stability analysis. Its main application is to speed up the overall transient stability limit derivation process by reducing the number of stability runs. Direct methods offer two general approaches to energy margin calculation:
the controlling UEP approach and the sustained fault approach. Although the controlling UEP approach is more accurate, it requires significantly more CPU time and occasionally encounters solution divergence problems.

In incorporating energy margin calculation into the conventional time domain simulation technique, the author's judgement is that only approximate energy margins are required. Unlike direct methods in which energy margins are used to determine whether the system is stable or unstable, the conventional time domain simulation technique can accurately determine the transient stability of the system, even without any energy margin information. When the time domain simulation method is used, energy margins are additional output quantities which serve as trend indicators and can be used to speed up transient stability limit derivation by reducing the number of stability runs. Therefore, the sustained fault approach has been adopted for incorporating energy margin calculation into the conventional time domain simulation technique, which already has the capability of simulating sustained faults. Other advantages of the sustained fault approach are that it is relatively fast, and does not encounter solution divergence problems.
CHAPTER 3
ENERGY MARGINS BY THE RFT METHOD

3.1 INTRODUCTION

Both the conventional time domain simulation technique and direct methods for power system transient stability analysis have been reviewed in the previous chapter. Because of its accuracy, flexibility, and reliability, the time domain simulation method is the principal tool for transient stability assessment in the power industry. Recently, its computational speed has been much improved by the incorporation of implicit integration techniques such as the trapezoidal method [36,38].

The main disadvantage of the conventional time domain simulation method is its inability to provide any information on the degree of stability. As a result, transient stability limit derivation can only be accomplished via a trial and error approach, which is not only tedious but also requires a large number of stability runs. In addition, the lack of information on the degree of stability also makes the conventional time domain method inefficient for dynamic contingency ranking and screening.

Direct methods based on transient energy analysis, on the other hand, have the appealing feature of providing energy margins which indicate the degree of stability. These methods, however, are still at a developmental stage. Additional research efforts are needed to improve their accuracy and reliability before they receive widespread use in the industry. At the present time, their
main application is primarily restricted to fast contingency screening.

Since both the conventional time domain technique and direct methods have their strengths and weaknesses, it is highly desirable to combine their strengths in one tool, which is the main objective of this thesis. This chapter presents a new analytical technique, named as the Relevant Fault-on Trajectory (RFT) method, for incorporating energy margin calculation into conventional time domain simulations. The development of the RFT method is based on a combination of the Hybrid method [43], the PEBS method, and the analysis of the transient energy associated with the critical generator group. Energy margins not only provide additional insight into the stability analysis, but also have the capability of speeding up transient stability limit derivation by reducing the number of stability runs. By indicating the degree of stability, they also have potential applications in dynamic contingency ranking. Fast transient stability limit derivation is essential to on-line dynamic security assessment, which is the main objective of many current research and development activities in the power industry [12, 27, 33, 42].
3.2 REVIEW OF THE HYBRID METHOD

Recognizing the shortcomings of direct methods, Maria, Tang, and Kim proposed the Hybrid method to derive energy margins by combining conventional time domain simulation with transient energy analysis. Since its publication, the Hybrid method has received favourable comments from research and utility engineers [42, 52]. Its algorithm is briefly reviewed in this section.

For a classically represented system, the Hybrid method first simulates the trajectories of rotor angles and speeds for the first swing period by performing a conventional time domain simulation. Projecting the rotor angle trajectories onto a potential energy surface in the angle space provides a system trajectory on this potential energy surface. A system trajectory for a stable 3-generator system is given in figure 3.1, which shows three local potential energy peaks along the first swing trajectory. Figure 3.1 also shows the PEBS which represents the boundary of the region of stability of the post-fault SEP. Let \( \Delta V_{pe}^i \) represent the potential energy difference (equation 2.56) between the \( i^{th} \) local PE peak and the PEBS along a linear ray passing through the fault clearing state (\( \theta^b \)) and the \( i^{th} \) PE peak (\( \theta^{prep} \)). The Hybrid method defines the energy margin (\( \Delta V \)) for a stable case as follows:

\[
\Delta V = \min \{ \Delta V_{pe}^i, \ i \in S_p \}
\]

where \( S_p \) represents the index set of the local PE peaks along the post-fault system trajectory. The local PE peak which yields the minimum \( \Delta V_{pe}^i \) is called the dominant PE peak. Energy margin defined in this manner represents the proximity of the dominant PE peak to the PEBS along a specific linear ray.
Figure 3.1: Hybrid Method: $\Delta V$ for a Stable Case

If the system is unstable as indicated by extremely large rotor angles, the system trajectory on the potential energy surface will cross the PEBS. The Hybrid method defines the energy margin for an unstable case as the minimum corrected kinetic energy (equation 2.57) along the post-fault trajectory (figure 3.2). The minimum corrected kinetic energy ($\text{min } V_{ke}$) represents the portion of the transient kinetic energy, injected into the critical machines by the disturbance, that the post-fault system fails to absorb.

When detailed generator models are represented, the Hybrid method simulates the system trajectory based on the detailed models. Along this trajectory, the local PE peaks are identified in the usual manner. However, before line searches are performed to detect the PEBS, the detailed generators are
converted into their equivalent classical representations using the generator conditions at the local PE peaks. In so doing, the TEF developed for the classical generator model (equation 2.56) is still applicable for potential energy calculation.

![Image of a graph showing potential energy over time](image)

**Figure 3.2: Hybrid Method: ΔV for an Unstable Case**

The Hybrid method has one major shortcoming [44] in that the energy margins so produced may not be monotonically decreasing as system conditions are increasingly stressed. This is due to the fact that as system conditions are varied, usually through some changes in the generation dispatch, some local PE peaks that existed previously may disappear while new PE peaks may arise. Consequently, different dominant PE peaks may be chosen to define energy margins in different cases, resulting in discontinuities in the energy margins vs interface flow relationship. Such discontinuities make it difficult if not impossible to apply sensitivity techniques to speed up transient stability limit derivation.
The RFT method remedies the shortcoming of the Hybrid method. By using the corrected kinetic energy to identify the dominant PE peak, the RFT method eliminates the energy margin discontinuity problem, since the local PE peaks due to inter-machine oscillations among the critical generators are eliminated. The RFT method retains the Hybrid approach in computing energy margins for unstable cases, which simply involves corrected kinetic energy calculation for a given mode of instability. For stable cases, the RFT method computes energy margins by determining the additional energy absorbing capability of the critical generators, after they have fully absorbed the transient kinetic energy injected into them by the disturbance. The determination of the additional energy absorbing capability of the critical generators is accomplished through the simulation of a sustained fault, as described in the next section.
3.3 GENERAL DESCRIPTION OF THE RFT METHOD

Let us first review the basic mechanism of power system transient instability. The occurrence of a fault on a power system injects transient energy into the machines, causing them to deviate from their equilibrium positions. When the fault is cleared just beyond the critical clearing time, the group of unstable machines forms a critical generator group. In [17], Fouad et al identified that the transient kinetic energy associated with the critical generator group ($V_{ke}^{FP}$) is directly responsible for system separation. In the literature, the transient kinetic energy is also referred to as the corrected kinetic energy ($V_{ke}^c$). This is represented by the transient kinetic energy associated with an equivalent SMIB system as described by equation (2.57). In [68], Vittal identified that the critical generator group in the post-fault period has a finite amount of energy absorbing capability, which can be estimated by simulating a sustained or long duration fault in the time domain. Transient stability is maintained if the transient kinetic energy injected into the critical generator group by the disturbance is less than the post-fault energy absorbing capability of this group.

The RFT method computes energy margins by analysing the transient energy of the critical generator group and adopts the two-stage approach of the Hybrid method. For a given contingency, the first stage is to perform a conventional time domain simulation from which the transient stability of the system is accurately determined. If the system is unstable, $V_{ke}^{FP}$ will not reach zero in the post-fault period during the simulation of the first swing transient. The unabsorbed portion of $V_{ke}^{FP}$ provides a good measure of how unstable the system is. The Hybrid method uses it to define energy margins for unstable cases, so does the RFT method.
If the system is stable, $V_{ke}^{rtp}$ will reach zero some time after fault removal. A second stage will be initiated to determine the energy margin for a stable case. While simulating the first swing transient in stage 1, the RFT method identifies the time instant, $t^{kmin}$, when the transient kinetic energy of the critical generator group reaches a minimum of zero. Note that the potential energy of the critical generator group reaches a maximum at the same time. The energy margin for a stable case is determined by the amount of additional energy absorbing capability that the critical generator group has at the time of $t^{kmin}$.

In order to determine the additional energy absorbing capability of the critical group at time $t^{kmin}$, a sustained fault approach similar to the PEBS method is adopted for stage 2 of the RFT method. After restoring the system conditions at $t^{kmin}$, a sustained fault is applied which causes the critical machines to advance further and eventually separate from the rest of the system. The maximum potential energy gained by the critical generator group along the fault-on trajectory represents the additional energy absorbing capability of the critical group at time $t^{kmin}$.

Figure 3.3 shows the potential energy of the critical generator group during the first swing transient (stage 1), and along the fault-on trajectory (stage 2). At time $t^{kmin}$, the transient kinetic energy injected into the critical generator group is completely converted so that its potential energy reaches a peak. This is the PE peak along the post-fault system trajectory as simulated in stage 1. Starting with the system conditions at time $t^{kmin}$, a fault-on trajectory is simulated in stage 2, along which the critical generator group reaches another PE peak (at time $t^{f}$). The maximum potential energy gained by the critical generator group along the fault-on trajectory represents the energy margin, as shown in figure 3.3.
Figure 3.3: PE of the Critical Group in Stages 1 and 2

Two factors are critical to energy margin calculation by the RFT method. First, the identification of the critical machines must be accurate, based on the mode of instability associated with the disturbance. The RFT method relies on the user to supply the MOI, assuming that he or she is familiar with the test system. Secondly, the fault-on trajectory must be a relevant one, implying that the system separation pattern at time $t^*$ along the fault-on trajectory must agree with that of the critically unstable system trajectory. For most systems, a relevant fault-on trajectory can be obtained easily by applying a sustained three-phase fault at the original fault location. For complex area mode systems where many machines within a large geographical area lose synchronism, it is recommended to apply simultaneous faults at two or more locations in order to severely disturb the whole set of critical machines to produce a relevant fault-on trajectory with the desired system separation pattern.
The computing requirements of the RFT method largely depend on the time domain simulation periods of the two stages. The simulation of stage 1 depends on the duration of the first swing period of the test system, which usually varies from two to five seconds. The stage 2 simulation period is short relative to that of stage 1, and depends on when the potential energy of the critical generator group reaches a peak along the fault-on trajectory - typically less than half a second.

3.4 MATHEMATICAL FORMULATION

3.4.1 Power System Model

For an n-generator system, the swing equations are repeated below:

\[ \dot{\delta}_i = \omega_i \]  
\[ M_i \dot{\omega}_i = P_{mi} - P_{ei} \]

(3.1)  
(3.2)

where:

\( \delta_i \) = rotor angle of machine i in the synchronous frame of reference
\( \omega_i \) = rotor speed of machine i
\( P_{mi} \) = mechanical input of machine i
\( P_{ei} \) = electrical output of machine i
\( M_i \) = inertia of machine i (2H)

Note that equation (3.2) applies to any generator model. Equations (3.1) and (3.2) together with other differential and algebraic equations can be put into the general form:
\[ \dot{x} = g(x, y) \]  
(3.3) 

\[ 0 = h(x, y) \]  
(3.4) 

where:

\[ x = \text{vector of state variables} \]
\[ y = \text{vector algebraic variables} \]

Equation (3.3) describes the dynamic models while equation (3.4) describes the network and generator interface equations. A conventional time domain simulation program solves these two sets of equations through step-by-step integration in the time domain as described in section 2.1. The network equations for the fault-on and post-fault periods depend on the fault-on and post-fault admittance matrices respectively.

### 3.4.2 Transient Energy of the Critical Generator Group

The transient energy associated with the critical generator group can be represented by the transient energy of an equivalent SMIB system [19, 51, 74]. An alternative way of computing this energy based on Individual Machine Energy Functions will be presented in the next chapter. Let us divide the \( n \) machines of the system into two groups. Group \( K \) consists of the critical machines that tend to go unstable, while Group \( S \) contains the rest of the machines. The swing equations for each group of machines are:

\[ M_k \dot{\omega}_k = P_{m_k} - P_{c_k}, \quad k \in K \]  
(3.5) 

\[ M_l \dot{\omega}_l = P_{m_l} - P_{c_l}, \quad l \in S \]  
(3.6) 

The center of inertia (COI) for each generator group is defined as:
\[ \delta_{\text{COLK}} = \frac{1}{M_{\text{TK}}} \sum_{k \in K} M_k \delta_k, \quad M_{\text{TK}} = \sum_{k \in K} M_k \] (3.7)

\[ \delta_{\text{COLS}} = \frac{1}{M_{\text{TS}}} \sum_{i \in S} M_i \delta_i, \quad M_{\text{TS}} = \sum_{i \in S} M_i \] (3.8)

Summing the swing equations for each group, we obtain:

\[ M_{\text{TK}} \ddot{\delta}_{\text{COLK}} = \sum_{k \in K} P_{m_k} - \sum_{k \in K} P_{e_k} \] (3.9)

\[ M_{\text{TS}} \ddot{\delta}_{\text{COLS}} = \sum_{i \in S} P_{m_i} - \sum_{i \in S} P_{e_i} \] (3.10)

Equations (3.9) and (3.10) can be combined to yield the swing equation for an equivalent SMIB system:

\[ M_{\text{eq}} \ddot{\delta}_{\text{eq}} = P_{m_{\text{eq}}} - P_{e_{\text{eq}}} \] (3.11)

where:

\[ \delta_{\text{eq}} = \delta_{\text{COLK}} - \delta_{\text{COLS}} \] (3.12)

\[ M_{\text{eq}} = \frac{M_{\text{TK}} M_{\text{TS}}}{M_{\text{TK}} + M_{\text{TS}}} \] (3.13)

\[ P_{m_{\text{eq}}} = \left( M_{\text{TS}} \sum_{k \in K} P_{m_k} - M_{\text{TK}} \sum_{i \in S} P_{m_i} \right) / (M_{\text{TK}} + M_{\text{TS}}) \] (3.14)

\[ P_{e_{\text{eq}}} = \left( M_{\text{TS}} \sum_{i \in S} P_{e_i} - M_{\text{TK}} \sum_{k \in K} P_{e_k} \right) / (M_{\text{TK}} + M_{\text{TS}}) \] (3.15)

At each time step of a time domain simulation, the quantities associated with the equivalent machine (\( \delta_{\text{eq}}, P_{m_{\text{eq}}, P_{e_{\text{eq}}} } \) can be computed based on the quantities associated with each individual machine using equations (3.12) to (3.15). Using the approach as described in section 2.3.2, a transient energy
function for the equivalent SMIB system can be defined, with the machine representing the critical generator group:

\[ V^{\text{eq}} = V_{ke}^{\text{eq}} + V_{pe}^{\text{eq}} \]  \hspace{1cm} (3.16)

Between any two time instants \( t_1 \) and \( t_2 \) along a system trajectory, the potential and kinetic energy components of the critical generator group (i.e., the equivalent machine) are given below:

\[ V_{pe}^{\text{eq}} = \int_{\delta_{eq}^1}^{\delta_{eq}^2} (P_{eq} - P_{meq}) \, d\delta_{eq} \]  \hspace{1cm} (3.17)

\[ V_{ke}^{\text{eq}} = \frac{1}{2} M_{eq} (\omega_{eq}^2 - \omega_{o_1}^2)^2 \]  \hspace{1cm} (3.18)

where:

\[ \omega_{eq} = \omega_{COLK} - \omega_{COLS} \]  \hspace{1cm} (3.19)

\[ \omega_{COLK} = \sum_{k \in K} \frac{M_k \omega_k}{M_{TK}}, \quad \omega_{COLS} = \sum_{l \in S} \frac{M_l \omega_l}{M_{TS}} \]  \hspace{1cm} (3.20)

To evaluate the potential energy of the critical generator group along a system trajectory, the terms \( P_{eq} \) and \( \delta_{eq} \) can be computed using equations (3.15) and (3.12) respectively at each time step. Note that \( P_{eq} \) must be computed using the post-fault admittance matrix.
3.5 ENERGY MARGIN CALCULATION

Energy margin (ΔV) provides a quantitative measure of how stable or unstable the system is for a given disturbance. If the system is stable, ΔV indicates how far the system is from being unstable. If the system is unstable, ΔV indicates how far the system is from being stable. This section first presents the procedure of energy margin calculation for a classical model of a single-machine-infinite-bus (SMIB) system. Such a model neglects saliency. This procedure is then extended to compute energy margin for detailed generator representation. Finally, a procedure for computing energy margins for multimachine systems is provided.

3.5.1 THE SMIB SYSTEM - CLASSICAL GENERATOR MODEL

Figure 3.4 shows the post-fault power-angle curve for a SMIB system whose generator is represented by a constant voltage E' behind the transient reactance. In this figure, it is assumed that the generator electrical power output is zero while the fault is on. The initial rotor angle is δ° and the mechanical power input is P_m. A fault is applied at time t^f causing the rotor to accelerate. The fault is cleared at time t^c, and the corresponding rotor angle is δ^c. If the fault clearing time t^c is less than the critical clearing time (cct), the rotor will advance to a peak angle of δ^p and then retreat. The longer the fault clearing time, the larger the peak angle.

In figure 3.4, the post-fault power-angle curve intersects with the horizontal line P_e=P_m at two locations, δ^p and δ^u, which represent the SEP and UEP of the post-fault system respectively. The post-fault SEP represents the state into which the system will eventually settle, provided there is enough damping on
Figure 3.4: Power-Angle Curve for a Classical SMIB System

Let us now consider how the energy margins for stable cases can be computed for the SMIB system by the RFT method. The generator power-angle trajectory a-b-c-d-e-f in figure 3.4 is provided from the time domain simulation of the first swing transient during stage 1. Point f corresponds to the time instant of $t_{\text{emin}}$ when the transient kinetic energy of the machine reaches a minimum of zero. Area abcd represents the transient kinetic energy injected into the machine by the fault, which is then converted into potential energy represented by area defg after fault removal. For the classical generator model, these two areas are
equal and the total energy of the post-fault system \((V_{pe} + V_{ke})\) is constant. The energy margin for this case is represented by area fgh, which can be evaluated by simulating a fault-on trajectory in stage 2, starting with the system conditions at point f. Along this fault-on trajectory, the rotor angle will advance from \(\delta^p\) to \(\delta^o\), thus providing the trajectory f-h for energy margin calculation as given by equation 3.21 below:

\[
\Delta V = \Delta V_{pe} \bigg|_{\delta^p}^{\delta^o} = -\int (T_{me} - P_e) d\delta
\]  

3.21

Note that in equation 3.21, \(P_e\) must be computed using the post-fault admittance matrix.

3.5.2 THE SMIB SYSTEM - DETAILED GENERATOR MODEL

In modern power systems, generators are equipped with effective excitation controls for transient stability enhancement. For these machines, the classical generator model is no longer adequate and detailed representations for generators and excitation systems are required. The energy margin calculation procedure described in the previous section for the classical SMIB system can be easily extended to accommodate these representations. With the effects of field forcing included, the generator internal voltage becomes a variable. Similarly, the mechanical power input \((P_m)\) will also become a variable if a turbine/speed governor model is represented. For transient stability analysis, however, the speed governor control can usually be neglected because of its relatively large time constants.

For a classical generator, the generator electrical power is a function of
the rotor angle only, \( P_e = P_e(\delta) \), so that different fault clearing times still result in the same post-fault power-angle curve (figure 3.5). When the generator and its excitation control are represented in detail, the generator electrical power is a function of the rotor angle as well as other state variables, \( P_e = P_e(\delta, x) \). As a result, different fault clearing times will result in different post-fault power-angle trajectories (figure 3.6), even for the same pre-fault conditions. It implies that the potential energy between two rotor angle positions is now trajectory dependent.

To calculate the energy margin for a fault clearing time of \( t^c \), which has a clearing angle of \( \delta^c \) as shown in figure 3.5, one needs to compute the potential energy along the trajectory e-f. For a classical generator, the rotor angle at point f represents the UEP (\( \delta^c \)). However, the concept of UEP for a detailed generator model with excitation control represented is not yet well understood. In developing the RFT method, the author has proposed to compute area efg by simulating a sustained fault based on an equivalent classical generator model, which has worked well for the Hybrid method. The conversion of a detailed generator model into its equivalent classical representation is given by equation 3.22:

\[
\mathbf{E}' = \mathbf{E}_t + \frac{\mathbf{S}_g^*}{\mathbf{E}_t^*} (r_a + j x''') \tag{3.22}
\]

where:
- \( \mathbf{E}_t \) = terminal voltage of the detailed generator
- \( \mathbf{S}_g \) = complex power output of the detailed generator
- \( \mathbf{E}' \) = internal voltage of the equivalent classical model

Along the fault-on trajectory from point e to point f, the potential energy of the generator reaches a peak at point f.
Figure 3.5: Power-Angle Trajectories for a Classical SMIB System

Figure 3.6: Power Angle Trajectories for a Detailed SMIB System
3.5.3 EXTENSION TO MULTI-MACHINE SYSTEMS

A realistic power system consists of a large number of generators and loads connected through a transmission network. The behaviour of one machine can influence some others through the transmission system. Depending on the fault locations, many different modes of instability exist, representing different system separation patterns. This sub-section describes how the two-stage RFT method computes energy margins for multi-machine systems.

For a given disturbance, a conventional time domain simulation of the first swing transient is first performed in stage 1 to determine whether the system is stable or unstable. Within the same run, the transient kinetic energy of the critical generator group ($V_{ke}^{ep}$) is computed at each time step. If the system is stable, $V_{ke}^{ep}$ will reach zero some time after the fault is cleared, indicating that the transient kinetic energy directly responsible for system separation is fully absorbed. This time instant is designated as $t^{kemin}$. To calculate the energy margin for a stable case, stage 2 is initiated which simulates a fault-on trajectory starting with the system conditions at time $t^{kemin}$. If detailed generators are present, they will be converted into their equivalent classical models using equation (3.24) based on the generator conditions at time $t^{kemin}$. Along this fault-on trajectory, the potential energy of the critical generator group increases until it reaches a peak at time $t^p$. The energy margin is defined as the potential energy gained by the critical generator group between $t^{kemin}$ and $t^p$, which can be evaluated using equation (3.17).
3.6 BENCHMARK ENERGY MARGINS

In order to assess the accuracy of the RFT method, it is required to establish benchmarks against which the energy margins produced by the RFT method can be compared. The energy margin produced by the RFT method for an unstable case represents the portion of the transient kinetic energy, injected into the critical generator group by the disturbance, that fails to be absorbed in the post-fault period. This energy margin is considered very accurate. It is the energy margins for stable cases that need to be assessed in order to determine the accuracy of the RFT method. Benchmark energy margins for stable cases can be conveniently established using transient kinetic energies associated with critical fault clearing times, as described below.

For a given disturbance cleared at time $t^i$, let $V_{ke}^{sp}(t^i)$ represent the transient kinetic energy injected into the critical generator group by the disturbance. Furthermore, let $V_{ke}^{sp}(cct)$ represent the transient kinetic energy injected into the critical group by the disturbance which is critically cleared. The difference between these two kinetic energy quantities provide a benchmark energy margin ($\Delta V_{BM}$) for the disturbance under consideration:

$$\Delta V_{BM} = V_{ke}^{sp}(cct) - V_{ke}^{sp}(t^i)$$

(3.23)

Figure 3.7 illustrates the benchmark energy margin for a single-machine-infinite-bus system with the machine represented in full detail. The transient kinetic energy injected into the machine by the disturbance cleared at time $t^i$ is represented by area abcd. When the disturbance is critically cleared, the injected transient kinetic energy is given by area abc'd'. Therefore, the benchmark energy margin is represented by the area cc'd'd'. Alternatively, the benchmark
energy margin is represented by the quantity (area d'e'f' - area def) from the potential energy viewpoint.

Figure 3.7: Benchmark Energy Margin
3.7 PROPOSED ALGORITHM

This section briefly summarizes the implementation of the two-stage RFT method for energy margin calculation. The first stage is identical to a conventional time domain simulation, with the addition of transient kinetic energy calculation. The second stage is the simulation of a relevant fault-on trajectory, along which potential energy of the critical generator group is evaluated. The algorithm for the RFT method is given below:

(a) First Stage: Time Domain Simulation of the First Swing Transient

1. Simulate the disturbance by performing a conventional time domain simulation with the switching events specified. A simulation period of 2 to 5 seconds is usually required to cover the first swing transient. At each time step, compute the transient kinetic energy of the critical generator group ($V_{ke}^{gp}$).

2. Along the post-fault system trajectory, determine the time ($t_{konmin}^{gp}$) when $V_{ke}^{gp}$ reaches a global minimum. Save the system conditions at time $t_{konmin}^{gp}$.

3. If the system is unstable, one or more rotor angles will become infinitely large. The time domain simulation is terminated as soon as one of the rotor angles exceeds 360°. The energy margin is defined as the negative of the minimum $V_{ke}^{gp}$ along the post-fault trajectory.

4. If the system is stable, initiate stage 2 for energy margin calculation.
(b) Second Stage: Simulation of the Fault-on Trajectory

1. Restore the system conditions at time $t_{\text{emin}}$, and convert all detailed generators into their equivalent classical models. Initialize the energy margin as zero and compute $\delta_{eq}(t)$, $P_{m_{eq}}(t)$, and $P_{e_{eq}}(t)$, using equations (3.12), (3.14) and (3.15).

2. Apply a 3ϕ fault at one (or more) location for one time step. The fault location(s) is chosen in such a way that the fault-on trajectory will have the same system separation pattern as that of the critically unstable system trajectory.

3. Compute $\delta_{eq}(t+\Delta t)$ by numerical integration. Compute $P_{e_{eq}}(t+\Delta t)$ using the post-fault Y-matrix.

4. Compute $\Delta V_{pe_{eq}}$ between $t$ and $t+\Delta t$ using the trapezoidal rule:

$$
\Delta V_{pe_{eq}}(t, t+\Delta t) = \frac{[P_{e_{eq}}(t)-P_{m_{eq}}(t)+P_{e_{eq}}(t+\Delta t)-P_{m_{eq}}(t+\Delta t)] \times [\delta_{eq}(t+\Delta t)-\delta_{eq}(t)]}{2}
$$

(3.24)

5. Increment the energy margin by $\Delta V_{pe_{eq}}(t, t+\Delta t)$.

6. Repeat steps 2 to 5 until the energy margin reaches a peak. This condition is detected by $\Delta V_{pe}(t, t+\Delta t)$ being less than or equal to zero, which terminates the second stage.

Figures 3.8 and 3.9 illustrate respectively the simplified flow charts for stages 1 and 2 of the RFT method.
Figure 3.8: Stage 1 of the RFT Method
Stage 2

Restore system conditions at \( t \).
Save post-fault Y-matrix.
Produce and save fault-on Y-matrix.
Set \( \Delta V = 0 \)

Compute \( P_{meq}^t, P_{eq}^t, \delta_{eq}^t \)

Retrieve fault-on [Y]
Compute \( dx/dt \)
Integrate to get \( x \)
Solve network

\( t_n = t + \Delta t \)

Retrieve Post-fault [Y]
Compute \( P_{meq}^{tn}, P_{eq}^{tn}, \delta_{eq}^{tn} \)
Compute \( \Delta V_{pe}(t, t + \Delta t) \)
\( \Delta V = \Delta V + \Delta V_{pe}(t, t + \Delta t) \)

\( \Delta V_{pe}(t, t + \Delta t) \leq 0 \)

Figure 3.9: Stage 2 of the RFT Method
3.8 TEST RESULTS

Three Ontario Hydro test systems have been used to demonstrate the accuracy and practicality of the RFT method: the 27-generator, and the 89-generator, and the 144-generator system. These test systems were chosen to assess the capability of the RFT method in analysing power systems of different modelling details and of different modes of instability. The 27-generator system exhibits plant mode instability phenomenon, while the 144-generator system exhibits simple area mode instability. The 89-generator system displays complex area mode instability.

For each RFT simulation, stage 1 was performed using the production tool of Ontario Hydro for transient stability analysis, with the incorporation of transient kinetic energy calculation. A prototype program has been developed to perform stage 2, which is essentially another time domain simulation but involving classical generator models only. This prototype program uses the modified Euler method to perform numerical integration. The simulation of the fault-on trajectory in stage 2 requires both the faulted and the post-fault admittance matrices, with the latter required for potential energy calculation.

3.8.1 The 27-Generator System

3.8.1(a) System Description

The 27-generator system was developed to analyze the Bruce system of Ontario Hydro, which was presented in [64]. The Bruce generating station has eight nuclear units with a total capacity of approximately 6500 MW. Its generation is delivered to remote load centers via four 500 kV lines and six 230
kV lines as shown in figure 3.10. These ten circuits constitute a stability interface, known as FABC (Flow Away From Bruce), for which transient stability limits are derived.

![Diagram of the Bruce System](image)

**Figure 3.10: The Bruce System**

In this study, all Bruce machines were in service and one of the 500 kV circuits (circuit 2) was out of service for maintenance. The Bruce machines were modelled as round rotor generators with their excitation systems fully represented as given in Appendix 2. For this test system, fifteen machines were modelled in full detail, while eight machines were modelled as classical generators. The remaining four machines were represented as infinite buses. Loads were represented as constant impedances.
The contingency simulated was the loss of the 500 kV circuits 1 and 3, through simultaneous phase-to-ground faults near Bruce. For this contingency, the Bruce machines constitute the critical generator group. When the system becomes unstable, the eight Bruce machines will separate from the rest of the system. A relevant fault-on trajectory was easily obtained by applying a sustained three-phase 500 kV fault near Bruce.

3.8.1(b) Test Results

A study was performed to derive the transient stability limit for the stability interface as defined earlier. Sixteen test cases were prepared with the interface flow varying from 4500 to 6000 MW. The RFT method was applied to calculate energy margins for these test cases.

The rotor angle plots of the Bruce machines as computed in stage 1 of the RFT simulations are shown in figures 3.11 and 3.12. This illustrates the mode of instability of the Bruce system. Only three of the eight Bruce machines are shown in these figures, since the remaining Bruce machines are of similar behaviour. Figure 3.11 corresponds to the marginally stable case, in which the Bruce machines are severely disturbed but still remain in synchronism with the rest of the system. Figure 3.12 corresponds to the marginally unstable case, in which the Bruce machines separate from the rest of the system.

Figures 3.13 and 3.14 shows the behaviour of the one of the Bruce machines as the interface flow is increasingly stressed. Figure 3.13 shows six stable cases (cases 4 to 9), while figure 3.14 shows six unstable cases (cases 10 to 15). Note that from the rotor angle trajectories, one cannot derive any quantitative measure of the degree of stability.
The internal voltages of three Bruce machines for the marginally unstable case are given in figure 3.15, which shows that as the Bruce machines are pulling away from the rest of the system, during time period from about 0.5 to 2 seconds, the internal voltages of the Bruce machines remain relatively flat. This observation provides a justification for using equivalent classical models when simulating the fault-on trajectory in stage 2 of the RFT method.

The plots of $V_{ke}^{gr}$ as computed in stage 1 of the RFT simulations for six stable cases (cases 4 to 9) and six unstable cases (cases 10 to 15) are shown in figures 3.16 and 3.17 respectively. Figure 3.16 shows that $V_{ke}^{gr}$ continues to increase after the fault is removed, due to the line switching which also injects transient kinetic energy into the critical machines. Note that when the system is stable, $V_{ke}^{gr}$ will reach a minimum of zero some time after the fault is cleared. At this time instant (designated as $t_{emin}$), the transient kinetic energy injected by the disturbance is fully absorbed. System conditions at this time instant are saved for energy margin calculation to be done in stage 2. If the system is unstable, $V_{ke}^{gr}$ will not reach zero in the post-fault period as shown in figure 3.17. The RFT method defines the energy margin for an unstable case as the minimum of $V_{ke}^{gr}$ along the post-fault trajectory.

Energy margins obtained by the RFT method ($\Delta V^{RFT}$) are tabulated in table 3.1, along with the benchmark energy margins ($\Delta V^{BM}$) obtained from critical clearing time studies. The derivation of benchmark energy margins has been described in section 3.6. The stability results obtained from conventional time domain simulations (CTDS) are also provided in table 3.1. Note that a conventional time domain simulation can only tell whether the system is stable or unstable, with no information on the degree of stability.
Figure 3.11: Stable Case - Critical and Non-Critical Machines

Figure 3.12: Unstable Case - Critical and Non-Critical Machines
Figure 3.13: Stable Cases - Rotor Angle Plots of Bruce G5

Figure 3.14: Unstable Cases - Rotor Angle Plots of Bruce G5
Figure 3.15: Marginally Unstable Case - $|E^n|$ of Bruce G1, G3, G5
Figure 3.16: $V_{ke}^{EP}$ for Stable Cases

Figure 3.17: $V_{ke}^{EP}$ for Unstable Cases
Table 3.1: Energy Margins for the Bruce System

<table>
<thead>
<tr>
<th>Case</th>
<th>Flow (MW)</th>
<th>$\Delta V^{RPT}$ (pu)</th>
<th>$\Delta V^{BM}$ (pu)</th>
<th>CTDS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4500</td>
<td>5.311</td>
<td>5.775</td>
<td>stable</td>
</tr>
<tr>
<td>2</td>
<td>4600</td>
<td>4.551</td>
<td>5.269</td>
<td>stable</td>
</tr>
<tr>
<td>3</td>
<td>4700</td>
<td>3.839</td>
<td>4.706</td>
<td>stable</td>
</tr>
<tr>
<td>4</td>
<td>4800</td>
<td>3.189</td>
<td>4.136</td>
<td>stable</td>
</tr>
<tr>
<td>5</td>
<td>4900</td>
<td>2.575</td>
<td>3.407</td>
<td>stable</td>
</tr>
<tr>
<td>6</td>
<td>5000</td>
<td>2.012</td>
<td>2.815</td>
<td>stable</td>
</tr>
<tr>
<td>7</td>
<td>5100</td>
<td>1.481</td>
<td>2.085</td>
<td>stable</td>
</tr>
<tr>
<td>8</td>
<td>5200</td>
<td>0.979</td>
<td>1.421</td>
<td>stable</td>
</tr>
<tr>
<td>9</td>
<td>5300</td>
<td>0.459</td>
<td>0.447</td>
<td>stable</td>
</tr>
<tr>
<td>10</td>
<td>5400</td>
<td>-0.222</td>
<td>-0.222</td>
<td>unstable</td>
</tr>
<tr>
<td>11</td>
<td>5500</td>
<td>-1.218</td>
<td>-1.218</td>
<td>unstable</td>
</tr>
<tr>
<td>12</td>
<td>5600</td>
<td>-2.376</td>
<td>-2.376</td>
<td>unstable</td>
</tr>
<tr>
<td>13</td>
<td>5700</td>
<td>-3.524</td>
<td>-3.524</td>
<td>unstable</td>
</tr>
<tr>
<td>14</td>
<td>5800</td>
<td>-4.557</td>
<td>-4.557</td>
<td>unstable</td>
</tr>
<tr>
<td>15</td>
<td>5900</td>
<td>-5.497</td>
<td>-5.497</td>
<td>unstable</td>
</tr>
<tr>
<td>16</td>
<td>6000</td>
<td>undefined</td>
<td>undefined</td>
<td>unstable</td>
</tr>
</tbody>
</table>
3.8.1(c) Discussion

(i) Accuracy

Let us first consider the accuracy of transient stability limit derivation by the RFT method. As shown in table 3.1, the RFT method yields a transient stability limit of 5300 MW for the stability interface, as would be produced by the conventional time domain simulation method. For each simulation, the RFT method determines the transient stability of the test system in exactly the same way as the conventional time domain simulation method does. Therefore, the two methods would result in the same transient stability limit.

The advantage of the RFT method is its ability to provide energy margins for indicating the degree of stability. These energy margins can be used to speed up transient stability limit derivation by reducing the number of stability runs. The energy margins obtained from the RFT method for the Bruce system are plotted in figure 3.18, which shows that the energy margin decreases monotonically (and almost linearly) as the interface flow increases. Such energy margin vs interface flow relationship is highly desirable, allowing fast transient stability limit derivation through application of sensitivity techniques. More discussion on sensitivity analysis will be provided in chapter 5.

When the interface flow is at or above 6000 MW (case 16), its energy margin is undefined. This is because the system is so stressed that the critical generator group virtually has no energy absorbing capability in the post-fault period. An undefined energy margin can also be useful in speeding up transient stability limit derivation. When the system is so unstable that its energy margin cannot be defined, one can justify to reduce the interface flow by a larger
decrement in submitting the next run, while deriving the transient stability limit.

![Graph: Energy Margin vs Interface Flow](image)

**Figure 3.18: Energy Margin vs Interface Flow**

Table 3.1 also provides a comparison of the energy margins computed by the RFT method ($\Delta V^{RFT}$) with the benchmark energy margins ($\Delta V^{BM}$). As described in section 3.6, the benchmark energy margin for a given fault is defined as the difference between $V_e^{sp}(cct)$ and $V_e^{sp}(t^f)$. The first quantity is the maximum transient kinetic energy associated with the critical generator group when the fault is critically cleared. The second quantity represents the maximum transient kinetic energy gained by the critical generator group, when the fault is normally cleared. Table 3.1 shows that the energy margins obtained from the RFT method are only approximate, when compared to the benchmark energy margins. However, this is not considered as a disadvantage, since the approximate energy margins can also contribute significantly to the speeding up of transient stability limit derivation, as will be discussed in chapter 5.
(ii) Computing Requirements

Similar to the conventional time domain simulation method, the computing requirements of the RFT method are directly proportional to the length of the time domain simulation period, the numerical integration technique chosen, and the integration step size. In comparing the RFT method with the conventional time domain method in terms of computing requirements, it is assumed that both methods employ the same numerical integration technique and the same integration step size.

The RFT method consists of two stages in computing energy margins. The first stage is equivalent to a conventional time domain simulation of the first swing transient, but with transient kinetic energy calculation included. The computing effort for kinetic energy calculation is very small, compared to the simulation of the first swing transient, which requires step by step solution of the differential and algebraic equations describing the power system dynamics. The second stage involves potential energy calculation along a fault-on trajectory. For an unstable case, the RFT method only requires the first stage, and its computing requirements are approximately 0.5% higher than those of the conventional time domain simulation technique, due to the additional kinetic energy calculation.

For a stable case, the RFT method requires both stages 1 and 2 in order to compute an energy margin. Therefore, it actually requires slightly more CPU time than the conventional time domain simulation technique because of the additional energy margin calculation being done in stage 2. For the stable cases of the Bruce system, table 3.2 summarizes the computing requirements of the RFT method in terms of the time domain simulation periods. In table 3.2, $T_i^1$
Table 3.2: Simulation Periods for Stages 1 and 2

<table>
<thead>
<tr>
<th>Case</th>
<th>$T^1_r(s)$</th>
<th>$T^2_r(s)$</th>
<th>$T_{total}^r(s)$</th>
<th>$T_r(s)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.0</td>
<td>0.305</td>
<td>3.305</td>
<td>3.0</td>
</tr>
<tr>
<td>2</td>
<td>3.0</td>
<td>0.285</td>
<td>3.285</td>
<td>3.0</td>
</tr>
<tr>
<td>3</td>
<td>3.0</td>
<td>0.270</td>
<td>3.270</td>
<td>3.0</td>
</tr>
<tr>
<td>4</td>
<td>3.0</td>
<td>0.250</td>
<td>3.250</td>
<td>3.0</td>
</tr>
<tr>
<td>5</td>
<td>3.0</td>
<td>0.235</td>
<td>3.235</td>
<td>3.0</td>
</tr>
<tr>
<td>6</td>
<td>3.0</td>
<td>0.215</td>
<td>3.215</td>
<td>3.0</td>
</tr>
<tr>
<td>7</td>
<td>3.0</td>
<td>0.195</td>
<td>3.195</td>
<td>3.0</td>
</tr>
<tr>
<td>8</td>
<td>3.0</td>
<td>0.170</td>
<td>3.170</td>
<td>3.0</td>
</tr>
<tr>
<td>9</td>
<td>3.0</td>
<td>0.135</td>
<td>3.135</td>
<td>3.0</td>
</tr>
</tbody>
</table>

and $T^r_{ii}$ represent the time domain simulation periods for stages 1 and 2 respectively. The simulation periods for conventional time domain (CTD) simulations are also provided for comparison. Table 3.2 assumes that the first swing period for the Bruce system is about three seconds, as shown by the rotor angle plot of one of the Bruce machines in figure 3.11. The simulation period for the second stage ($T^r_{ii}$) of the RFT method depends on how stable the system is. The more stable the system is, the longer the fault-on trajectory is required before the potential energy of the critical generator group reaches a maximum. Usually, $T^r_{ii}$ is less than 10% of the first swing period as shown in table 3.2.
3.8.2 The 144-Generator System

3.8.2(a) System Description

Containing 144 generators, the second test system was chosen to evaluate the capability of the RFT method in computing energy margins for simple area mode systems involving the stability of a few generating plants located close to each other. This test system was presented in [44] and was used to study the transient stability of five hydraulic stations along the Moose River in Northern Ontario. The Moose River generation is delivered to remote load centers over a long 500 kV transmission path (figure 3.19). The contingency studied was the loss of circuit 2 through a three-phase fault. For this test system, the five hydraulic stations were represented in detail while the rest of the machines were classically represented. All loads were represented as constant impedance loads.

Figure 3.19: The Moose River System
3.8.2(b) Test Results

A study was made to determine the transient stability limit of the Moose River generation for the given contingency. Seven test cases were prepared, with the Moose River generation varying from 500 MW to 850 MW. Energy margins were computed for these test cases using the RFT method.

The rotor angle plots of the generators at the five hydraulic stations for the marginally stable and unstable cases are given in figure 3.20 and 3.21 respectively. When the system goes unstable, the machines at these five hydraulic stations form the critical generator group and separate from the rest of the system as one coherent group, as shown in figure 3.21. This mode of instability is considered as simple area mode, since only several generating plants lose synchronism with the rest of the system. A relevant fault-on trajectory was easily obtained by applying a sustained three-phase fault at the original fault location.

Figures 3.22 and 3.23 show the behaviour of one of the critical generators (Kipling Unit 1) as the Moose River generation increases. Figure 2.22 shows five stable cases (case 1 to 5), while figure 3.23 shows three unstable cases (cases 6 to 8). Although rotor angle plots indicate whether the system is stable or unstable, they do not provide any quantitative measure of the degree of stability.

The internal voltages of the generators at the five Moose River plants are given in figure 3.24 for the marginally unstable case. This figure shows that as the critical generators are pulling away from the rest of the system, during the time period between 0.5 and 1 second, their internal voltages are relatively flat.
The plots of $V_{ke}^{sp}$ for the stable and unstable cases are shown in figure 3.25 and 3.26 respectively. These figures also show that due to the effects of line switching, $V_{ke}^{sp}$ continues to increase for a little longer after the fault is removed. As shown in figure 3.25, $V_{ke}^{sp}$ reaches a minimum of zero some time after the fault is cleared. For unstable cases, $V_{ke}^{sp}$ does not reach zero in the post-fault period, as shown in figure 3.26.

The energy margins are tabulated in table 3.3, together with the benchmark energy margins based on critical clearing time studies. Stability results obtained from conventional time domain simulations are also provided in table 3.3.

<table>
<thead>
<tr>
<th>Case</th>
<th>Moose River Gen. (MW)</th>
<th>$\Delta V_{RFT}^{pu}$</th>
<th>$\Delta V_{BM}^{pu}$</th>
<th>CTDS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>500</td>
<td>3.018</td>
<td>3.578</td>
<td>stable</td>
</tr>
<tr>
<td>2</td>
<td>550</td>
<td>2.088</td>
<td>2.843</td>
<td>stable</td>
</tr>
<tr>
<td>3</td>
<td>600</td>
<td>1.307</td>
<td>1.975</td>
<td>stable</td>
</tr>
<tr>
<td>4</td>
<td>650</td>
<td>0.666</td>
<td>0.963</td>
<td>stable</td>
</tr>
<tr>
<td>5</td>
<td>700</td>
<td>0.088</td>
<td>0.132</td>
<td>stable</td>
</tr>
<tr>
<td>6</td>
<td>750</td>
<td>-0.641</td>
<td>-0.641</td>
<td>unstable</td>
</tr>
<tr>
<td>7</td>
<td>800</td>
<td>-1.049</td>
<td>-1.049</td>
<td>unstable</td>
</tr>
<tr>
<td>8</td>
<td>850</td>
<td>Undefined</td>
<td>Undefined</td>
<td>unstable</td>
</tr>
</tbody>
</table>

Table 3.3: Energy Margins for the Moose River System
Figure 3.20: Stable Case - Critical and Non-Critical Machines

Figure 3.21: Unstable Case - Critical and Non-Critical Machines
Figure 3.22: Stable Cases - Rotor Angle Plots of Kipling G1

Figure 3.23: Unstable Cases - Rotor Angle Plots of Kipling G1
Figure 3.24: Marginally Unstable Case - $|E''|$ of Moose River Machines
Figure 3.25: $V_{ke}^{ERP}$ for Stable Cases

Figure 3.26: $V_{ke}^{ERP}$ for Unstable Cases
3.8.2 (c) Discussion

(i) Accuracy

As shown in table 3.3, the RFT method yields a transient stability limit of 700 MW for the Moose river generation, as would be produced by conventional time domain simulations. Note that in deriving transient stability limits, the RFT method produces the same limits as the conventional time domain simulation method does. Figure 3.27 plots the energy margins vs the Moose River generation, which shows almost a linear relationship. Such energy margin

![Figure 3.27: Energy Margin vs Moose River Generation](image)
behaviour allows fast transient stability limit derivation through application of numerical sensitivity techniques, as will be discussed in chapter 5. Similar to the Bruce system, table 3.3 shows that when the Moose River generation is increased to or above 850 MW, the RFT method fails to produce an energy margin. Table 3.3 also shows that the energy margins calculated by the RFT method are only approximate, when compared to the benchmark energy margins.

(ii) Computing Requirements

As previously discussed, the computing requirements of the RFT method for unstable cases are almost the same as those of the conventional time domain simulation technique. For stable cases, the computing requirements of the RFT method mainly depend on the time domain simulation period of stage 1. The simulation periods for the two stages of the RFT method are given in table 3.4. The Moose River system requires two seconds of time domain simulation to cover the first swing period, as shown by the rotor angle plot of one of the Moose River machines (figure 3.15). Table 3.4 shows that the energy margin calculation performed in stage 2 of the RFT method requires a relatively small amount of computing effort, when compared to that of stage 1. For a very stable case (case 1), energy margin calculation in stage 2 only requires approximately 0.3 seconds of time domain simulation, compared to the 2 seconds required for the simulation of the first swing period.
Table 3.4: Simulation Periods of the RFT Method

<table>
<thead>
<tr>
<th>Case</th>
<th>T\textsubscript{r}^1(s)</th>
<th>T\textsubscript{r}^2(s)</th>
<th>T\textsubscript{r}\textsubscript{total}(s)</th>
<th>T\textsubscript{r} (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.0</td>
<td>0.27</td>
<td>2.27</td>
<td>2.0</td>
</tr>
<tr>
<td>2</td>
<td>2.0</td>
<td>0.23</td>
<td>2.23</td>
<td>2.0</td>
</tr>
<tr>
<td>3</td>
<td>2.0</td>
<td>0.19</td>
<td>2.29</td>
<td>2.0</td>
</tr>
<tr>
<td>4</td>
<td>2.0</td>
<td>0.15</td>
<td>2.25</td>
<td>2.0</td>
</tr>
<tr>
<td>5</td>
<td>2.0</td>
<td>0.09</td>
<td>2.09</td>
<td>2.0</td>
</tr>
</tbody>
</table>

3.8.3 The 89-Generator System

3.8.3(a) System Description

The third test system was chosen to evaluate the capability of the RFT method in computing energy margins for the 1987 Southwestern Ontario (SWO) system which exhibited very complex area mode instability. Since 1988, this mode of instability has been virtually eliminated because of the additional 500 kV transmission lines installed in this area. Part of the old Southwestern Ontario system is shown in figure 3.28. This test system has also been reported in [42]. It was obtained through a dynamic reduction of a 4000 bus base case representing the eastern portion of the North American power grid. The test system contains 89 generators, many of which are dynamic equivalents. The mode of instability
for this test system is quite complex, with the critical generator group consisting of 40 machines spread over a large geographic area.

Figure 3.28: The Southwestern Ontario System
3.8.3(b) Test Results

A study was made to determine the transient stability limit of a major generating station (Plant A) within Southwestern Ontario. Eight test cases were created by varying the power output at plant A. The most critical contingency for area mode instability was the loss of one of the two 500 kV lines carrying the generation out of plant A, through a 3-phase fault. The test system was represented by classical generator models and constant impedance loads. The main purpose of this test system is to investigate the effects of complex mode of instability on energy margin calculation by the RFT method.

The rotor angle plots of some of the critical and non-critical machines are given in figures 3.29 and 3.30. The mode of instability of this test system is quite complex, with the critical generator group consisting of 40 machines. Figures 3.29 and 3.30 shows that there is a significant amount of inter-machine oscillations among the critical generators.

In calculating energy margins for this test system by the RFT method, the most difficult step was to obtain a relevant fault-on trajectory due to the large number of critical machines spread over a large geographical area. Applying a sustained fault at the original fault location caused a few machines near the fault to go unstable very rapidly, before other critical machines which are far away from the fault got a chance to accelerate. After some investigation, the best results were obtained by applying simultaneous faults at two major transmission interfaces that separate the critical machines from their neighbouring areas. When the system goes unstable, the bus voltages at these two interfaces collapse, as shown in figure 3.31.
The plot of $V_{ke}^{sp}$ for the stable and unstable cases are shown in figures 3.32 and 3.33 respectively. Figure 3.32 illustrates that when the system is stable, $V_{ke}^{sp}$ reaches a minimum of zero some time after the fault is cleared. If the system is unstable, $V_{ke}^{sp}$ will not reach zero in the post-fault period, as shown in figure 3.33.

The energy margins calculated by the RFT method are given in table 3.5, along with the benchmark energy margins. Stability results obtained from conventional time domain simulations are also provided in table 3.5.

### Table 3.5: Energy Margins for the SWO System

<table>
<thead>
<tr>
<th>Case</th>
<th>Plant A (MW)</th>
<th>$\Delta V^{RFT}$ (pu)</th>
<th>$\Delta V^{BM}$ (pu)</th>
<th>CTDS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3800</td>
<td>1.213</td>
<td>1.791</td>
<td>stable</td>
</tr>
<tr>
<td>2</td>
<td>3900</td>
<td>1.010</td>
<td>1.316</td>
<td>stable</td>
</tr>
<tr>
<td>3</td>
<td>4000</td>
<td>0.711</td>
<td>0.817</td>
<td>stable</td>
</tr>
<tr>
<td>4</td>
<td>4100</td>
<td>0.000</td>
<td>0.281</td>
<td>stable</td>
</tr>
<tr>
<td>5</td>
<td>4200</td>
<td>-0.100</td>
<td>-0.100</td>
<td>unstable</td>
</tr>
<tr>
<td>6</td>
<td>4300</td>
<td>-0.542</td>
<td>-0.542</td>
<td>unstable</td>
</tr>
<tr>
<td>7</td>
<td>4400</td>
<td>-2.027</td>
<td>-2.027</td>
<td>unstable</td>
</tr>
<tr>
<td>8</td>
<td>4500</td>
<td>-4.540</td>
<td>-4.540</td>
<td>unstable</td>
</tr>
<tr>
<td>9</td>
<td>4600</td>
<td>Undefined</td>
<td>Undefined</td>
<td>unstable</td>
</tr>
</tbody>
</table>
Figure 3.29: Unstable Case - Critical and Non-Critical Machines

Figure 3.30: Unstable Case - Critical and Non-Critical Machines (cont'd)
Figure 3.31: Unstable Case - Bus Voltages at Key Interfaces
Figure 3.32: $V_{ke,FP}$ for Stable Cases

Figure 3.33: $V_{ke,FP}$ for Unstable Cases
3.8.3(c) Discussion

(i) Accuracy

As shown in table 3.5, the RFT method produced a transient stability limit of 4100 MW for the plant A output. Figure 3.34 plots the energy margins as a function of the plant A output, which displays a high degree of non-linearity. In deriving transient stability limits based on energy margins and their sensitivities, a highly non-linear energy margin behaviour would make this task more difficult. Under this circumstance, energy margins may not be useful in speeding up transient stability limit derivation. Table 3.5 also indicates that the energy margins produced by the RFT method are only approximate, when compared to the benchmark energy margins.

![Graph showing energy margin vs plant A output](image)

**Figure 3.34: Energy Margin vs Plant A Output**
(ii) Computing Requirements

For this test system, the first swing period requires about 5 seconds to simulate, as shown by the rotor angle plot of one of the plant A machines (figure 3.35). The entire first swing period has to be simulated in stage 1 of the RFT method. Table 3.8 presents the simulation periods for stages 1 and 2 of the RFT runs. The simulation periods for conventional time domain simulations are also provided for comparison. Table 3.6 shows that for this test system, the additional computing effort for energy margin calculation performed in stage 2 of the RFT method is relatively small, less than 5% of that required for simulating the first swing period.

<table>
<thead>
<tr>
<th>Case</th>
<th>$T_r^1$ (s)</th>
<th>$T_r^{II}$ (s)</th>
<th>$T_r^{total}$ (s)</th>
<th>$T$ (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5.0</td>
<td>0.235</td>
<td>5.235</td>
<td>5.0</td>
</tr>
<tr>
<td>2</td>
<td>5.0</td>
<td>0.223</td>
<td>5.223</td>
<td>5.0</td>
</tr>
<tr>
<td>3</td>
<td>5.0</td>
<td>0.220</td>
<td>5.220</td>
<td>5.0</td>
</tr>
<tr>
<td>4</td>
<td>5.0</td>
<td>0.000</td>
<td>5.000</td>
<td>5.0</td>
</tr>
</tbody>
</table>
Figure 3.35: The 89-Generator System: Rotor Angle Plot
3.9 CONCLUSIONS

The conventional time domain simulation technique is the principal tool for power system transient stability analysis. This technique is accurate, flexible, and reliable, and has superb power system modelling capability. Its major shortcoming is its inability to produce any information on the degree of stability. To overcome this shortcoming, a new analytical method, referred to as the Relevant Fault-on Trajectory (RFT) method, has been developed to incorporate energy margin calculations into conventional time domain simulations. Energy margins produced by the RFT method have the capability to speed up transient stability limit derivation by reducing the number of stability runs.

The development of the RFT method is essentially based on a combination of the Hybrid method, the PEBS method, and the analysis of the transient energy of the critical generator group. The RFT method adopts a two-stage approach for computing energy margins. The first stage is basically equivalent to a conventional time domain simulation, with the incorporation of transient kinetic energy calculation. The main purpose of stage 1 is to determine whether the system is stable or unstable, and to identify the time instant \( t^{\text{tin}} \) when the transient kinetic energy of the critical generator group reaches a minimum in the post-fault period.

If the system is unstable, the RFT method defines the energy margin as the minimum transient kinetic energy of the critical generator group along the post-fault trajectory simulated in stage 1. For a stable case, the RFT method requires simulation of a relevant fault-on trajectory in stage 2, starting with the system conditions at time \( t^{\text{tin}} \). The maximum potential energy gained by the critical generator group along the relevant fault-on trajectory is then used to
define the energy margin.

The RFT method is reliable and has the same modelling capability as the conventional time domain simulation technique. It can be used to compute energy margins for both plant mode and area mode systems. Its practicality and usefulness has been successfully demonstrated on three Ontario Hydro test systems: the 27-generator Bruce system, and the 144-generator Moose River system, and the 89-generator Southwestern Ontario system. In terms of determining whether the system is stable or unstable, the RFT method has the same accuracy as the conventional time domain simulation technique. Hence the two methods will yield the same results in deriving transient stability limits. Test results indicate that the energy margins obtained by the RFT method are only approximate when compared to the benchmark energy margins derived based on critical clearing time studies. However, this is not viewed as a disadvantage, since approximate energy margins also have the capability to speed up transient stability limit derivation by reducing the number of stability runs.

The RFT method is computationally efficient. For computing energy margins for unstable cases, the RFT method essentially requires the same computational effort as that of the conventional time domain simulation method. For stable cases, the RFT method requires slightly higher computational effort than the conventional time domain simulation technique. The amount of the additional computing effort is usually less than 10% of that required for the simulation of the first swing period.
CHAPTER 4
APPROXIMATE GROUP ENERGY FUNCTIONS

4.1 INTRODUCTION

The RFT method adopts a two-stage approach to compute energy margins for stable cases. The first stage is to perform a conventional time domain simulation of the first swing transient to determine the stability of the system, and to identify the system conditions at which the transient kinetic energy of the critical generator group ($V_{ke}^{ep}$) reaches a minimum of zero after fault removal. Starting with these conditions, a relevant fault-on trajectory is simulated in the second stage. Energy margin is defined as the potential energy gained by the critical generator group along this relevant fault-on trajectory. As described in section 3.4.2, the transient energy of the critical generator group is represented by the transient energy associated with an equivalent SMIB system in the previous chapter, with the equivalent machine representing the critical generator group. This transient energy is associated with the motion of the COI of the critical generator group, swinging against the COI of the rest of the machines. The equivalent SMIB representation has the desirable effect of filtering out the inter-machine oscillations among the critical generators. This chapter investigates an alternative way of computing the transient energy of the critical generator group.

In [68], Vittal proposed the application of individual machine energy functions and group energy functions for direct transient stability assessment. This is based on the observation that when a system becomes unstable, one or more machines separate from the rest of the system. Hence direct transient
stability assessment can be made by determining the transient energy of a machine (or group of machines) injected by the disturbance, and the post-fault energy absorbing capability of this machine (or group of machines). As a result of Vittal's work, and the work of Fouad [17], the RFT method presented in the previous chapter computes energy margins based on the transient energy of the critical generator group. However, the accounting of the transient energy for the critical group in the previous chapter is different from that presented in [68].

In [68], the group energy function for a critical generator group has two components, the transient kinetic energy and potential energy. The transient kinetic energy component is based on the formation of an equivalent SMIB system, hence identical to that used in the previous chapter. The potential energy component of the group energy function, however, is defined as the sum of the potential energies of the critical machines, minus the potential energy due to the power flows among the critical machines (ΔPE). The physical assumption is that there is no transfer of energy among the critical machines.

The purpose of this chapter is to investigate the accuracy and effectiveness of energy margin calculation by the RFT method, using approximate group energy functions (AGEF) which have the ΔPE term retained, for a reason to be explained in the next section. The three test systems presented in the previous chapter are also used in this investigation. The mathematical formulation of approximate group energy functions is given in section 4.2, and a modified RFT algorithm for energy margin calculation using AGEF is provided in section 4.3. Test results are presented in section 4.4, while section 4.5 provides a brief summary of the conclusions.
4.2 MATHEMATICAL FORMULATION

Let us consider an n-generator system represented by classical generator models and constant impedance loads. After reducing the Y-matrix to the generator internal nodes, the swing equation for machine i is given below:

\[
M_i \dot{\omega}_i = P_i - P_{el} - \frac{M_i}{M_T} P_{col}
\]

(4.1)

where:

\[
\dot{\theta}_i = \tau_i
\]

(4.2)

\[
P_{el} = \sum_{j=1}^{j \neq i} \left( C_{ij} \sin \theta_{ij} + D_{ij} \cos \theta_{ij} \right), \quad \theta_{ij} = \theta_i - \theta_j
\]

(4.3)

\[
P_i = P_{mi} - E_i^2 G_{ii}
\]

(4.4)

\[
P_{col} = \sum_{i=1}^{n} \left( P_i - P_{el} \right)
\]

(4.5)

\[
C_{ij} = E_i E_j B_{ij}, \quad D_{ij} = E_i E_j G_{ij}
\]

(4.6)

\(P_{mi}, P_{el}\) = mechanical power input and electrical power output of machine i

\(E_i\) = internal voltage of machine i

\(M_i\) = moment of inertia of machine i

\(\theta_i, \omega_i\) = rotor angle and speed of machine i in the COI frame of reference

\(G_u\) = driving point conductance

\(G_{ij}\) = transfer conductance in the reduced Y-matrix

\(B_{ij}\) = transfer susceptance in the reduced Y-matrix

In [68], the individual machine energy function for machine i is given as:
\[ V_i = \frac{1}{2} m_{e_i} \dot{\omega}_{i}^2 - P_i (\theta_i - \theta_i^*) + \sum_{j \in K}^{6_i} C_{ij} \int \sin \theta_{ij} \, d\theta_i \]
\[ + \sum_{j \in S}^{6_i} D_{ij} \int \cos \theta_{ij} \, d\theta_i + \frac{m_i}{m_T} \int P_{\text{COI}} \, d\theta_i \]  
\text{(4.7)}

Let \( K \) represent the index set of the critical machines and \( S \) represent the index set of the remaining machines. The group energy function for the critical generator group is defined below [68]:

\[ V_{\text{GERF}} = V_{\text{ke}}^{\text{GERF}} + V_{\text{pe}}^{\text{GERF}} \]  
\text{(4.8)}

The kinetic energy component \( (V_{\text{ke}}^{\text{GERF}}) \) in equation (4.8) is the same as that associated with an equivalent SMIB system as described by equation (2.57). The potential energy component \( (V_{\text{pe}}^{\text{GERF}}) \) is defined based on individual machine energy functions as shown below:

\[ V_{\text{pe}}^{\text{GERF}} = - \sum_{i \in K} P_i (\theta_i - \theta_i^*) + \sum_{i \in K} \sum_{j \in S}^{6_i} C_{ij} \int \sin \theta_{ij} \, d\theta_i \]
\[ + \sum_{j \in S}^{6_i} D_{ij} \int \cos \theta_{ij} \, d\theta_i \]  
\text{(4.9)}

The potential energy of the critical generator group described above is the sum of the potential energies of the critical machines, minus a component \( (\Delta \text{PE}) \) due to the power flows among the critical machines:

\[ V_{\text{pe}}^{\text{GERF}} = \sum_{i \in K} V_{\text{pe},i} - \Delta \text{PE} \]  
\text{(4.10)}

The reduced \( Y \)-matrix formulation is only computationally efficient for transient stability analysis of relatively small systems with constant impedance.
loads. For most practical systems, a structure preserving model for network representation is preferred which is based on a sparse Y-matrix. For such network representation, the calculation of $\Delta PE$ in equation 4.10 poses a problem, since it requires the reduced Y-matrix. In this chapter, an approximate group energy function is formulated and tested, assuming the effect of $\Delta PE$ is small and negligible. This assumption is reasonable when the critical machines swing coherently during the first swing period. The approximate group energy function is defined below:

$$V^{\text{AGEF}} = V_{k0}^{\text{AGEF}} + V_{pe}^{\text{AGEF}}$$

(4.11)

$$V_{k0}^{\text{AGEF}} = V_{k0}^{\text{GEF}}$$

(4.12)

$$V_{pe}^{\text{AGEF}} = \sum_{i \in K} \int_{e_i^l}^{e_i^u} (P_{mi} - P_{ei} - \frac{M_i}{M_T} P_{coli}) \, d\theta_i$$

(4.13)

Note that equation (4.13) can accommodate any generator and exciter models.
4.3 ENERGY MARGIN CALCULATION

The two-stage RFT method presented in the previous chapter can be easily modified to accommodate the use of $V_{pe}^{AGEF}$ for energy margin calculation. The modified algorithm is briefly described below:

(a) First Stage: Time Domain Simulation of the First Swing Transient

1. Simulate the disturbance by performing a conventional time domain simulation with the switching events specified. At each time step, compute $V_{ke}^{sumK}$ and $V_{ke}^{AGEF}$. The former is used to identify the time instant at which the potential energy $V_{pe}^{AGEF}$ reaches a peak along the post-fault trajectory, while the latter is used to define the energy margin in case the system is unstable.

$$V_{ke}^{sumK} = \frac{1}{2} \sum_{i \in K} M_i \omega_i^2 \tag{4.14}$$

2. Along the post-fault system trajectory, determine the global minimum of $V_{ke}^{sumK}$ and of $V_{ke}^{AGEF}$. Save the system conditions at the time $V_{ke}^{sumK}$ reaches its global minimum.

3. If the system is unstable, the energy margin is represented by the global minimum of $V_{ke}^{AGEF}$

$$\Delta V = - \text{minimum } V_{ke}^{AGEF} \tag{4.15}$$

5. If the system is stable, initiate stage 2 for energy margin calculation.
(b) Second Stage: Simulation of the Fault-on Trajectory

1. Restore system conditions at the time $V_{k_0}^{\text{sum}K}$ reaches a global minimum. Convert all detailed machines into their equivalent classical models. Initialize energy margin as zero.

2. Apply a 3-phase fault at one (or more) location for one time step. Compute $\theta^{i+\Delta t}$ by performing numerical integration.

3. Compute generator electrical powers ($P_{el}^{i+\Delta t}$) using the post-fault admittance matrix. Compute the change in $V_{pe}^{\text{AGEF}}$ over this time step using equations 4.16 and 4.17. Increment energy margin by this amount.

$$f_i = P_{mi} - P_{el} - \frac{M_i}{M_T} P_{COI} \quad (4.16)$$

$$\Delta V_{pe}^{\text{AGEF}} = \sum_{i \in K} \frac{1}{2} (f_i^{i+\Delta t} + f_i^*) (\theta_i^* - \theta_i^{i+\Delta t}) \quad (4.17)$$

4. Repeat steps 2 and 3 until the energy margin reaches a peak along the fault-on trajectory. This condition is detected by $\Delta V_{pe}^{\text{AGEF}} = 0$, which terminates the second stage.
4.4 TEST RESULTS

Energy margins have been re-calculated for the three test systems presented in chapter 3 using approximate group energy functions ($\Delta^{\text{AGEF}}$). This section compares the results to those obtained based on the formation of equivalent SMIB system ($\Delta V^{\text{smib}}$).

4.4.1 The 27-Generator System

The Bruce system is a typical plant mode stability systems, with the eight machines within the generating complex swinging coherently. The energy margins were re-calculated for the nine stable cases using approximate group energy functions, and are tabulated in table 4.1.

<table>
<thead>
<tr>
<th>Case</th>
<th>Flow (MW)</th>
<th>$\Delta V^{\text{AGEF}}$ (pu)</th>
<th>$\Delta V^{\text{SMIB}}$ (pu)</th>
<th>$\Delta V^{\text{SM}}$ (pu)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4500</td>
<td>5.998</td>
<td>5.311</td>
<td>5.775</td>
</tr>
<tr>
<td>2</td>
<td>4600</td>
<td>5.122</td>
<td>4.551</td>
<td>5.269</td>
</tr>
<tr>
<td>3</td>
<td>4700</td>
<td>4.303</td>
<td>3.839</td>
<td>4.706</td>
</tr>
<tr>
<td>4</td>
<td>4800</td>
<td>3.558</td>
<td>3.189</td>
<td>4.136</td>
</tr>
<tr>
<td>5</td>
<td>4900</td>
<td>2.861</td>
<td>2.575</td>
<td>3.407</td>
</tr>
<tr>
<td>6</td>
<td>5000</td>
<td>2.224</td>
<td>2.012</td>
<td>2.815</td>
</tr>
<tr>
<td>7</td>
<td>5100</td>
<td>1.630</td>
<td>1.481</td>
<td>2.085</td>
</tr>
<tr>
<td>8</td>
<td>5200</td>
<td>1.074</td>
<td>0.979</td>
<td>1.421</td>
</tr>
<tr>
<td>9</td>
<td>5300</td>
<td>0.489</td>
<td>0.459</td>
<td>0.447</td>
</tr>
</tbody>
</table>

Table 4.1: Energy Margins for the 27-Generator System
Table 4.1 shows that the two sets of energy margins (ΔV^A\text{GEF} and ΔV^S\text{MIB}) are similar, with ΔV^A\text{GEF} being slightly higher. This is expected as the approximate group energy function contains a small portion of potential energy due to the power flows among the critical machines.

The duration of the fault-on trajectory (T_s) as simulated in the second stage of the RFT method provides a good indication of the computing effort for energy margin calculation. In this regard, both ΔV^A\text{GEF} and ΔV^S\text{MIB} require approximately the same amount of CPU time to compute, as shown in table 4.2.

<table>
<thead>
<tr>
<th>Case</th>
<th>Flow (MW)</th>
<th>T_s^{A\text{GEF}} (s)</th>
<th>T_s^{S\text{MIB}} (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4500</td>
<td>0.315</td>
<td>0.305</td>
</tr>
<tr>
<td>2</td>
<td>4600</td>
<td>0.295</td>
<td>0.285</td>
</tr>
<tr>
<td>3</td>
<td>4700</td>
<td>0.280</td>
<td>0.270</td>
</tr>
<tr>
<td>4</td>
<td>4800</td>
<td>0.260</td>
<td>0.250</td>
</tr>
<tr>
<td>5</td>
<td>4900</td>
<td>0.240</td>
<td>0.235</td>
</tr>
<tr>
<td>6</td>
<td>5000</td>
<td>0.220</td>
<td>0.215</td>
</tr>
<tr>
<td>7</td>
<td>5100</td>
<td>0.200</td>
<td>0.195</td>
</tr>
<tr>
<td>8</td>
<td>5200</td>
<td>0.175</td>
<td>0.170</td>
</tr>
<tr>
<td>9</td>
<td>5300</td>
<td>0.135</td>
<td>0.135</td>
</tr>
</tbody>
</table>

Table 4.2: Duration of Fault-on Simulation
4.4.2 The 144-Generator System

In this test system, the critical machines are from the Moose River generating plants which swing as a coherent group. Energy margins were re-calculated for the five stable cases and presented in table 5.3, which also indicates that the two sets of energy margins ($\Delta V_{\text{AGEF}}$ and $\Delta V_{\text{SMIB}}$) are similar, with $\Delta V_{\text{AGEF}}$ being slightly higher. Table 4.4 shows that both $\Delta V_{\text{AGEF}}$ and $\Delta V_{\text{SMIB}}$ require approximately the same amount of cpu time to compute.

<table>
<thead>
<tr>
<th>Case</th>
<th>Flow (MW)</th>
<th>$\Delta V_{\text{AGEF}}$ (pu)</th>
<th>$\Delta V_{\text{SMIB}}$ (pu)</th>
<th>$\Delta V_{\text{BM}}$ (pu)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>500</td>
<td>3.161</td>
<td>3.018</td>
<td>3.578</td>
</tr>
<tr>
<td>2</td>
<td>550</td>
<td>2.262</td>
<td>2.088</td>
<td>2.843</td>
</tr>
<tr>
<td>3</td>
<td>600</td>
<td>1.502</td>
<td>1.307</td>
<td>1.975</td>
</tr>
<tr>
<td>4</td>
<td>650</td>
<td>0.825</td>
<td>0.666</td>
<td>0.963</td>
</tr>
<tr>
<td>5</td>
<td>700</td>
<td>0.140</td>
<td>0.088</td>
<td>0.132</td>
</tr>
</tbody>
</table>

Table 4.2: Duration of Fault-on Simulation

<table>
<thead>
<tr>
<th>Case</th>
<th>Flow (MW)</th>
<th>$T_{\text{AGEF}}$ (s)</th>
<th>$T_{\text{SMIB}}$ (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>500</td>
<td>3.161</td>
<td>3.018</td>
</tr>
<tr>
<td>2</td>
<td>550</td>
<td>2.262</td>
<td>2.088</td>
</tr>
<tr>
<td>3</td>
<td>600</td>
<td>1.502</td>
<td>1.307</td>
</tr>
<tr>
<td>4</td>
<td>650</td>
<td>0.825</td>
<td>0.666</td>
</tr>
<tr>
<td>5</td>
<td>700</td>
<td>0.140</td>
<td>0.088</td>
</tr>
</tbody>
</table>
4.4.3 The 89-Generator System

The third test system is the 89-generator system as presented in section 3.8.3, which displays a very complex mode of instability. When the system loses stability, there are 40 machines separating from the rest of the system. However, the 40 critical machines are spread over a large geographical area and do not swing as one coherent group, resulting in a substantial amount of power flowing among them.

Figure 4.1 shows two potential energy trajectories during the first swing transient. The first one represents the potential energy of the critical generator

![Graph showing two potential energy trajectories](image)

**Figure 4.1: Potential Energy Behaviour of the Critical Generator Group**
group calculated based on an approximate group energy function ($V_{pe}^{AGF}$). For the sake of comparison, the potential energy of the critical generator group computed based on the formation of an equivalent SMIB system is also shown ($V_{pe}^{SMIB}$). As indicated by figure 4.1, the $V_{pe}^{AGF}$ trajectory contains a substantial amount of inter-machine oscillation, which is undesirable. The marginally stable case (case 4) is simulated again, with the potential energy of the critical generator group obtained from an approximate group energy function. For this marginally stable system, the energy margin based on $V_{pe}^{AGF}$ is about 2.8 p.u., much greater than the benchmark value of 0.281 p.u. as given in table 3.3.

4.5 CONCLUSIONS

The RFT method computes energy margins for stable cases based on the energy absorbing capability of the critical generator group, along a relevant fault-on trajectory. In the previous chapter, the transient energy of the critical generator group was obtained by forming an equivalent SMIB system. In this chapter, an alternative way of obtaining potential energy for the critical generator group has been investigated, by using individual machine energy functions.

Based on the work of Vittal [68], the potential energy of the critical generator group can be defined as the sum of the potential energies of the individual machines, minus a component ($\Delta PE$) due to the power flows among the internal nodes of the critical machines. The physical assumption is that there is no energy transfer among the critical machines. This $\Delta PE$ component can be easily obtained when the test system is represented by a reduced $Y$-matrix. For most practical systems which require sparse matrix representation, this $\Delta PE$ component is not available.
Therefore, in this chapter, an approximate group energy function is formulated, by summing the individual machine energy functions of the critical machines while retaining the $\Delta PE$ component. Energy margins have been computed for two test systems both exhibiting group instability. It is concluded that when the critical machines are coherent, having little or no inter-machine oscillation, the energy margins obtained based on approximate group energy functions are very close to those obtained using the transient energy associated with an equivalent SMIB system. However, when the inter-machine oscillation among the critical generators is significant, the use of approximate group energy functions could result in significant errors in energy margin calculation.

In terms of CPU time, the computing requirements of the second stage are solely dominated by the time domain simulation of the fault-on trajectory, and are not affected by how the potential energy of critical generated group is computed. Therefore, except for systems whose critical machines belong to one coherent group, it is recommended to compute the potential energy of the critical generator group based on the formation of an equivalent SMIB system.
CHAPTER 5
ENERGY MARGIN SENSITIVITY
AND TRANSIENT STABILITY LIMIT DERIVATION

5.1 INTRODUCTION

The RFT method for incorporating energy margin calculation into the conventional time domain simulation technique has been presented in chapter 3. The most important application of energy margin is to speed up transient stability limit derivation. Power system operators ensure transient stability by making sure that the power flows on all stability interfaces are below their pre-determined limits. These transient stability limits are usually derived off-line by performing conventional time domain simulations.

Transient stability limit derivation by the conventional time domain simulation technique is accomplished through a trial and error approach. To derive the transient stability limit for a given interface, an engineer usually starts with an initial estimate of the limit. The flow level is then perturbed by equal increments, with a transient stability run submitted for each flow level until a marginally stable case is obtained. Deriving limits in this manner usually results in a large number of stability runs, hence requiring a significant amount of computing resources.

Power engineers will benefit significantly from a faster transient stability limit derivation process in a number of ways. First, they can analyze more operating scenarios than they would have with a slower process, thus
resulting in less conservative limits being produced, which in turn lead to reduced system operating costs. Secondly, they can respond faster to sudden system changes such as forced outages or during system restoration from a major blackout, hence improving the level of system security. Finally, it will make on-line transient stability limit derivation closer to reality, which has the capability of providing accurate limits very quickly for all system conditions.

Research efforts have been made to speed up transient stability limit derivation by making use of energy margins. In [15] and [69], fast transient stability limit derivation for classically represented systems using linearized energy margin vs interface flow relationship. In these attempts, the sensitivities of energy margin w.r.t. a change in system parameter were obtained numerically through small perturbations. Analytical derivation of first order energy margin sensitivities for classical systems were proposed in [71]. This chapter presents fast derivation of approximate transient stability limits by applying first order energy margin sensitivities, which are obtained numerically based on the RFT method. Test results are based on the 27-generator and the 89-generator system.
5.2 TRANSIENT STABILITY LIMITS BY FIRST ORDER ΔV SENSITIVITIES

For a given interface, let us assume that the energy margin (ΔV) is a function of the interface flow (F):

\[ \Delta V = f(F) \]  \hspace{1cm} (5.1)

Let us further assume that for a given interface flow \( F^o \), the corresponding energy margin is \( \Delta V^o \). By perturbing the interface from \( F^o \) to \( F^1 \), a new energy margin is \( \Delta V^1 \) is obtained. The first order sensitivity of \( \Delta V \) with respect to \( F \) (\( \Delta V/\Delta F \)) is given below:

\[ S = \frac{\Delta(\Delta V)}{\Delta F} = \frac{\Delta V^1 - \Delta V^o}{F^1 - F^o} \]  \hspace{1cm} (5.2)

An estimate of the transient stability limit (\( F_{\text{lim}} \)) for the interface can be derived by assuming linear energy margin vs interface flow relationship as shown in figure 5.1. Hence,

\[ F_{\text{lim}} = F^o - \frac{\Delta V^o}{S} \]  \hspace{1cm} (5.3)

or alternatively,

\[ F_{\text{lim}} = F^1 - \frac{\Delta V^1}{S} \]  \hspace{1cm} (5.4)

For a radial system, the interface flow (F) usually represents the output of a generating plant. In this case, the sensitivity factor (S) is equivalent to
\( \Delta(\Delta V)/\Delta G \), where \( \Delta G \) represents the change in the plant output. While the interface flow is being increased or decreased by a small perturbation, generation at a remote machine with large inertia is usually adjusted to maintain the generator-load balance.

![Figure 5.1: Stability Limit by Sensitivity Analysis](image)

Figure 5.1: Stability Limit by Sensitivity Analysis
5.3 TEST RESULTS

The 27-generator and the 89-generator systems are used to demonstrate fast derivation of approximate transient stability limits by applying first order ΔV sensitivities. Calculation results are summarized in table 5.1. The 27-generator system shows simple plant mode stability phenomenon, while the 89-generator system displays complex area mode stability phenomenon. All energy margins presented in this section are derived from the RFT method.

5.3.1 The 27-Generator System

For this test system, the stability interface carries the power output from the Bruce generating station to remote load centers. The most critical contingency is the loss of circuits 1 and 2 through simultaneous phase to ground faults. Energy margins for fifteen different interface flow levels have been presented in table 3.2. The transient stability limit has been fine-tuned to 5350 MW, at a tolerance of 50 MW. Two scenarios have been considered with different initial flow levels.

5.3.1(a) Scenario 1

The initial interface flow was 4700 MW, and the system was stable at this flow level with an energy margin of 3.839 pu. The interface flow was then perturbed by an increment of 100 MW, causing the energy margin to decrease to 3.189 pu. The first order sensitivity of the energy margin w.r.t the interface flow was -0.65 pu/100 MW. Note that two energy margin calculations were required to produce this numerical sensitivity factor, meaning two transient stability runs are required. Applying this sensitivity at the flow level of 4700 MW produced
a transient stability limit of 5290 MW, resulting in an error of approximately 60 MW on the conservative side. Using the conventional trial and error approach and assuming the initial flow is raised at equal increments of 100 MW, one would require eight transient stability runs to obtain the limit. Hence for this scenario, applying first order ΔV sensitivities can save six transient stability runs, speeding up the limit derivation by a factor of 4.

5.3.1(b) Scenario 2

In this scenario, the initial interface flow was 5900 MW and the system was unstable with an energy margin of -5.497 pu. Perturbing the interface flow by 100 MW produced an energy margin sensitivity of -0.94 pu/100 MW. Based on this sensitivity, the transient stability limit was found to be 5315 MW, with an error of 35 MW on the conservative side. The conventional trial and error approach would require seven transient stability runs to obtain the limit, starting with an initial flow of 5900 MW and assuming the flow is decreased by equal decrements of 100 MW. Hence for this scenario, applying ΔV sensitivities can save five transient stability runs and speed up the limit derivation by a factor of 3.5.

5.3.2 The 89-Generator System

For this test system, the transient stability limit of a major generating station has been derived previously based on the conventional trial and error approach. The results have been presented in table 3.7 of chapter 3. The transient stability limit was found to be 4100 MW, at a tolerance of 50 MW. Again, two scenarios are considered for the investigation of fast transient stability limit derivation by applying first order ΔV sensitivities.
5.3.2(a) Scenario 1

The initial plant output was 3800 MW, and the system was stable with an energy margin of 1.213 pu. The plant output was then increased by 100 MW, resulting in an energy margin of 1.010 pu. Therefore the first order sensitivity of energy margin w.r.t. a change in the plant output was -0.2 pu/100 MW. Applying this sensitivity factor at the flow level of 3900 MW produced an approximate limit of 4398 MW, which has an error of 298 MW. Note that derivation of this approximate limit only requires two stability runs, compared to five required by the conventional trial and error approach.

5.3.2(b) Scenario 2

In this scenario, the initial plant output was 4500 MW and the system was unstable with an energy margin of -4.54pu. Reducing the plant output by 100 MW increases the energy margin to -2.027 pu, yielding a sensitivity factor of -0.25 pu/100 MW. Based on this sensitivity, an approximate limit of 4319 MW was obtained, which has an error of 219 MW. Again, only two stability runs are required to derive an approximate limit while five runs are required based on the conventional trial and error approach.
### Table 5.1: Transient Stability Limits by Sensitivity Analysis

<table>
<thead>
<tr>
<th></th>
<th>27-Gen System</th>
<th>89-Gen System</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Study 1</td>
<td>Study 2</td>
</tr>
<tr>
<td>$F^o$ (MW)</td>
<td>4700</td>
<td>5900</td>
</tr>
<tr>
<td>$\Delta V^o$ (pu)</td>
<td>3.839</td>
<td>-5.497</td>
</tr>
<tr>
<td>$F^1$ (MW)</td>
<td>4800</td>
<td>5800</td>
</tr>
<tr>
<td>$\Delta V_1$ (MW)</td>
<td>3.189</td>
<td>-4.557</td>
</tr>
<tr>
<td>$S$ (pu)</td>
<td>-0.0065</td>
<td>-0.0094</td>
</tr>
<tr>
<td>$F^{\text{sin}}$ (MW)</td>
<td>5290</td>
<td>5315</td>
</tr>
<tr>
<td>Error(MW)</td>
<td>60</td>
<td>35</td>
</tr>
</tbody>
</table>

### 5.4 CONCLUSIONS

Derivation of transient stability limits by conventional time domain simulations has been considered as a tedious and time consuming process. This is partly due to the fact that the conventional time domain simulation technique only yields a yes-or-no answer, providing no information on the degree of stability. Using this tool, power engineers have to rely on a trial and error approach in deriving transient stability limits, resulting in many stability runs. The limit derivation process can be significantly improved by incorporating energy margin calculation into time domain simulations. In this chapter, it has been demonstrated that energy margins obtained from the RFT method, together with their first order numerical sensitivities, can potentially speed up transient
stability limit derivation by a factor of two or more.

Test results indicate that deriving limits by applying first order sensitivities obtained from just two stability runs may not always yield reasonably accurate results. For practical applications, an efficient scheme for transient stability limit derivation needs to be developed, taking advantage of the nature of the test system, the knowledge that has been already gained on the system, and the energy margin information obtained from the RFT method. The advantage of the RFT method is that it retains the same accuracy of the conventional time domain simulation technique, while at the same time reduces the number of stability runs required for transient stability limit derivation.

An efficient transient stability limit derivation process enables more operating scenarios to be analyzed, hence resulting in less conservative limits. It also enables power engineers to respond more quickly to sudden changes in the power system. Finally, it makes on-line transient stability limit derivation closer to reality, which has the benefit of providing limits under all operating conditions.
CHAPTER 6
DYNAMIC CONTINGENCY RANKING

6.1 INTRODUCTION

Dynamic contingency ranking is a major aspect of power system transient stability assessment. For a given stability interface, there could be many credible contingencies for which the power system must be able to withstand. Fast and accurate transient stability limit derivation is only meaningful if the most critical contingency can be correctly and efficiently identified.

Dynamic contingency ranking from conventional time domain simulations is very difficult due to the lack of information on the degree of stability. An engineer may resort to studying several potentially harmful contingencies, in order to ensure that he or she has not missed the most critical one. This approach often leads to a large number of transient stability runs being submitted.

A major application of energy margin is in dynamic contingency ranking. In [57], dynamic contingency ranking was achieved using normalized energy margins. In [7], approximate transient stability limits were derived from energy margins and their sensitivities, which were then used to perform contingency ranking. The purpose of this chapter is to demonstrate the usefulness of energy margins obtained from the RFT method in dynamic contingency ranking.
6.2 SYSTEM DESCRIPTION

Let us consider the 27-generator test system again (figure 6.1), which was presented in section 3.8.2. In this test system, the output from the Bruce generating station is delivered to remote load centers through four 500 kV lines and six 230 kV lines, which comprise the stability interface. In this test, all transmission lines are in service. Of the large number of credible contingencies for this test system, a total of five 500 kV contingencies have been identified as potentially harmful. A study was made to rank these five contingencies based on the energy margins obtained from the RFT method. The five potentially harmful contingencies are given in table 6.1.

<table>
<thead>
<tr>
<th>Cont. #</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Simultaneous phase-to-ground faults, loss of circuits 1 and 2</td>
</tr>
<tr>
<td>2</td>
<td>Simultaneous phase-to-ground faults, loss of circuits 3 and 4</td>
</tr>
<tr>
<td>3</td>
<td>Simultaneous phase-to-ground faults, loss of circuits 1 and 3</td>
</tr>
<tr>
<td>4</td>
<td>three-phase fault, loss of circuit 1</td>
</tr>
<tr>
<td>5</td>
<td>three-phase fault, loss of circuit 3</td>
</tr>
</tbody>
</table>

Table 6.1: Description of Potentially Harmful Contingencies
Figure 6.1: Critical Lines of the 27-Generator System
6.3 TEST RESULTS

Two load flow base cases were created to evaluate the effectiveness of energy margins obtained from the RFT method in dynamic contingency ranking. The stability interface flows in these two cases were set to 5500 MW and 6000 MW respectively. For each load flow base case, energy margins were calculated for the five contingencies, using the RFT method. Table 6.2 presents the energy margins calculated at these two flow levels.

Table 6.2: Dynamic Contingency Ranking

<table>
<thead>
<tr>
<th>Cont #</th>
<th>ΔV(pu) at 5500 MW</th>
<th>ΔV(pu) at 6000 MW</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5.105</td>
<td>2.387</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>14.49</td>
<td>9.93</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>15.77</td>
<td>11.45</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>23.50</td>
<td>18.12</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>31.83</td>
<td>24.94</td>
<td>5</td>
</tr>
</tbody>
</table>

Let us first examine the energy margins corresponding to 5500 MW flow level. Using energy margin as the index for indicating the severity of transient stability, contingency 1 (loss of circuits 1 & 2) was found to be most critical, followed by contingencies 2 and 3 which are about the same in terms of severity. Contingency 5 (loss of circuit 3) was least critical. The ranking of the five contingencies is given in the last column of table 6.2. The contingency
ranking based on energy margins agrees well with the transient stability limits derived by running conventional time domain simulations. In these simulations, contingency 1 produced the lowest transient stability limit for the stability interface, while contingency 5 gave the highest limit. Table 6.2 indicates that the energy margins calculated at the 6000 MW flow level also result in the same ranking.

6.4 CONCLUSIONS

Although being accurate, the conventional time domain simulation technique is an inefficient tool for dynamic contingency ranking, due to the lack of information on the degree of stability. This shortcoming can be remedied by the incorporation of energy margin calculation. This chapter has demonstrated the capability of energy margins, obtained from the RFT method, in performing dynamic contingency ranking. Accurate contingency ranking allows engineers to ignore many less critical contingencies and to just analyze the critical ones in deriving transient stability limits. Hence a significant number of transient stability runs can be saved.
CHAPTER 7
CONCLUSIONS

7.1 SUMMARY

Transient stability analysis is an important aspect of power system planning and operation, which requires adherence to a set of stringent operating security guidelines. This task is becoming increasingly difficult due to the increased complexity and size of interconnected power systems. There is now a greater need for better analytical tools for fast and accurate transient stability assessment. The conventional time domain simulation technique is considered inadequate to meet all user needs, and new tools like the so-called direct methods are emerging.

The mode of power system operation is constantly changing. The electricity market is now getting more competitive, moving towards a new trend in favour of providing open transmission access to all customers and producers. This new trend requires power system operation to be much more flexible and accommodating, hence imposing additional requirements on power system security analysis. The effectiveness of the conventional trial and error approach of deriving off-line transient stability limits needs to be improved. Power utilities require system operating security limits to be more adaptive to system changes, and this can be achieved by providing fast transient stability derivation capability.

The main objective of this thesis is to enhance the capability of the conventional time domain simulation technique, by the incorporation of energy
margin calculation. Energy margin provides additional insight into the stability problem being studied, and has important applications in fast transient stability limit derivation and dynamic contingency ranking. Both of these applications are essential to on-line transient stability assessment.

To achieve the objective of the thesis, both the conventional time domain simulation method and the so-called direct methods of transient stability analysis have been reviewed, and their strengths and weaknesses compared. The literature on direct methods provides a rich collection of tools for producing transient stability indices. In this research, various techniques for computing energy margins have been studied and analyzed. A new analytical technique, named the Relevant Fault-on Trajectory (RFT) method, has been developed for incorporating energy margin calculation into the conventional time domain simulation method.

The RFT method is essentially a variation of the Potential Energy Boundary Surface (PEBS) method, based on a two-stage approach. To compute an energy margin for a stable case, the first stage is to identify along the post-fault trajectory the time instant when the transient kinetic energy of the critical generator is fully absorbed. This transient kinetic energy is injected by the disturbance. The second stage is to determine at this time instant, the additional energy absorbing capability of the critical generator group along a relevant fault-on trajectory. For an unstable case, the RFT method computes an energy margin by determining how much transient kinetic energy of the critical generator group fails to be absorbed in the post-fault period.

During the development of the RFT method, two methods of computing the transient energy of a critical generator group have been investigated. The
first method is based on the transient energy associated with an equivalent single-machine-infinite-bus system. The second method is based on approximate group energy functions which are obtained from individual machine energy functions. Test results have indicated that the first method can be applied to all systems, while the second method is only recommended for systems in which the critical machines belong to the same coherent group.

The RFT method has been successfully applied to realistic utility systems containing up to 1153 buses and 144 generators. Its capability of analysing systems of different modes of instability and of different levels of modelling details has been demonstrated. The RFT method is computationally efficient. For computing energy margins for unstable cases, the RFT method essentially requires the same computing effort as that of the conventional time domain simulation technique. For stable cases, the RFT method requires slightly more computing effort than the conventional time domain simulation technique. The amount of the additional computing effort is usually less than 10% of that required for the simulation of the first swing period.

In terms of determining whether the system is stable or unstable, the RFT method has the same accuracy as the conventional time domain simulation technique. Hence the two methods will yield the same results in deriving transient stability limits. Test results indicate that energy margins obtained by the RFT method are only approximate when compared to the benchmark energy margins derived based on critical clearing time studies. However, this is not viewed as a disadvantage, since approximate energy margins also have the capability to speed up transient stability limit derivation by reducing the number of stability runs.
The conventional time domain simulation technique is an inefficient tool for dynamic contingency ranking, and this shortcoming can be remedied by the incorporation of energy margin calculation. This thesis has successfully demonstrated the effectiveness of dynamic contingency ranking using energy margins obtained from the RFT method.

The following are the main contributions of the thesis:

- A new analytical technique, the Relevant Fault-On Trajectory (RFT) method, has been developed to incorporate energy margin calculation into the conventional time domain simulation technique for power system transient stability analysis. This method computes approximate energy margins efficiently and reliably for power systems of different modes of instability and of different levels of modelling details.

- The RFT method retains the accuracy, flexibility, and reliability of the conventional time domain simulation technique, and at the same time extends its capability and usefulness by providing approximate energy margins as additional output quantities.

- The effectiveness of the RFT method has been demonstrated on realistic power system models containing over a thousand buses and a hundred generators.

- The RFT algorithm is simple, and can be easily incorporated into any production grade time domain simulation program for practical applications.

- The RFT method speeds up the conventional trial and error approach of transient stability limit derivation, by reducing the number of stability runs. It
has been demonstrated that energy margins and their sensitivities can speed up transient stability limit derivation by a factor of two or more.

- A faster transient stability limit derivation process enables power engineers and system operators to respond more quickly to sudden system changes with preventive or corrective actions. In addition, it paves the way for the derivation of on-line transient stability limits. This would make power system operation more secure and more flexible at reduced operating costs.

- The RFT method enables the conventional time domain simulation technique to become more efficient in ranking contingencies for transient stability studies. Energy margins obtained from the RFT method indicate the relative degree of stability and provide a means to rank the severity of contingencies.

- The RFT method provides new practical applications for transient energy analysis, which up to now has drawn the attention of mainly power system researchers. Its combination of the conventional time domain simulation technique and transient energy analysis is capable of setting a new trend in the power industry. With the RFT method, power engineers will start examining the transient energy behaviour of their systems.

7.2 SUGGESTIONS FOR FUTURE WORK

To enhance the steady state and dynamic system performance, modern power systems contain complex elements such as HVDC and flexible AC transmission devices. Their impacts on the critical energies of post-fault systems are yet to be explored, in order to produce meaningful energy margins. Further testing of the RFT method on a variety of utility systems with complex devices
is recommended, so that a better understanding of the method itself and the transient energy behaviour of such systems can be obtained.

For a given power system, correct identification of the mode of instability is essential to the success of the RFT method. The current implementation relies on the user to supply, as part of the input data, the mode of instability and the fault location(s) for the simulation of the relevant fault-on trajectory. This information requires the user to be knowledgeable about the system under study. For more general use and especially for on-line applications, an efficient methodology needs to be developed for providing this information. Pursuit of previous research efforts in this area [5,47,76] can be of help.

Power systems are complex and highly non-linear systems. Applying first order energy margin sensitivities may not always result in the fastest way of deriving transient stability limits. An efficient methodology for fast transient stability limit derivation can be developed, based on expert system techniques, energy margins and their sensitivities. The power industry in North America is being de-regulated and open transmission access is likely to be the mode of operation in the near future. A fast, efficient, and highly accurate transient stability limit derivation process will enable power system operators to cope with the ever changing operating environment in a secure and cost effective manner.
APPENDIX 1: PER UNIT SYSTEM FOR SYNCHRONOUS MACHINE MODELLING

The synchronous generator equations given in Chapter 2 are expressed in the d-q frame of reference. A three-phase synchronous generator has three stator windings and a number of rotor windings. The rotor windings are symmetrical with respect to the magnetic axis of the rotor. For expressing the rotor quantities, a d-q frame of reference can be conveniently defined with the d-axis (direct axis) aligned with the magnetic axis of the rotor and the q-axis (quadrature axis) lagging the d-axis by 90 degrees. Furthermore, to simplify the calculation of generator performance, the phase quantities are transformed into the d-q frame of reference by using Park’s transformation. This is analogous to referring the secondary side quantities of a transformer to the primary side.

In expressing and solving synchronous generator equations, a per unit system is devised to normalize system variables, in order to minimize computational efforts. The base values are chosen in such a way that the principle variables are equal to 1 pu under rated conditions. This appendix provides the base values of the per unit system.

**Stator Base Quantities:**

3-phase $VA_{\text{base}} = \text{rating of machine}(VA)$

$e_{s,\text{base}} = \text{peak phase-neutral rated voltage}(V)$
\[ f_{\text{base}} = \text{rated frequency (Hz)} \]

\[ i_{s,\text{base}} = \text{peak line current} = \frac{3\text{-phase } V A_{\text{base}}}{\frac{3}{2} e_{s,\text{base}}} \text{ (A)} \]

\[ Z_{s,\text{base}} = \frac{e_{s,\text{base}}}{i_{s,\text{base}}} \text{ (}\Omega\text{)} \]

\[ \omega_{\text{base}} = 2\pi f_{\text{base}} \text{ (elect. rad/s)} \]

\[ \omega_{m,\text{base}} = \omega_{\text{base}} \frac{2}{N_p} \text{ (mech. rad/s)} \]

\[ L_{s,\text{base}} = \frac{Z_{s,\text{base}}}{\omega_{\text{base}}} \text{ (H)} \]

\[ \psi_{\text{base}} = L_{s,\text{base}} i_{s,\text{base}} \text{ (Wb-turns)} \]

**Rotor Base Quantities:**

\[ i_{d,\text{base}} = \frac{L_{ad}}{L_{afd}} \text{ } i_{s,\text{base}} \text{ (A)} \]

\[ i_{k,\text{base}} = \frac{L_{ad}}{L_{akd}} \text{ } i_{s,\text{base}} \text{ (A)} \]
\[ i_{kq,\text{base}} = \frac{L_{aq}}{L_{akq}} i_{k,\text{base}} \quad (A) \]

\[ e_{fd,\text{base}} = \frac{3\text{-phase } VA_{\text{base}}}{i_{fd,\text{base}}} \quad (V) \]

\[ Z_{fd,\text{base}} = \frac{e_{fd,\text{base}}}{i_{fd,\text{base}}} = \frac{3\text{-phase } VA_{\text{base}}}{i_{fd,\text{base}}^2} \quad (A) \]

\[ Z_{kd,\text{base}} = \frac{3\text{-phase } VA_{\text{base}}}{i_{kd,\text{base}}} (\Omega) \]

\[ Z_{kq,\text{base}} = \frac{3\text{-phase } VA_{\text{base}}}{i_{kq,\text{base}}} (\Omega) \]

\[ L_{fd,\text{base}} = \frac{Z_{fd,\text{base}}}{\omega_{\text{base}}} (H) \]

\[ L_{kd,\text{base}} = \frac{Z_{kd,\text{base}}}{\omega_{\text{base}}} (H) \]

\[ L_{kq,\text{base}} = \frac{Z_{kq,\text{base}}}{\omega_{\text{base}}} (H) \]

\[ T_{\text{base}} = \frac{3\text{-phase } VA_{\text{base}}}{\omega_{m,\text{base}}} (N\cdot m) \]
APPENDIX 2: DYNAMIC DATA FOR BRUCE G1-G8

Bruce G1 to G4

Generator Data:

MVA base = 889.
H = 6.47 pu
x_i = 0.22 pu
x_d = 1.75 pu
x_q = 1.72 pu
x^'_{d} = 0.427 pu
x^'_{q} = 0.65 pu
x^{''}_{d} = 0.265 pu
x^{''}_{q} = 0.265 pu
T^'_{do} = 8.5 s
T^{''}_{do} = 0.037 s
T^'_{d0} = 1.24 s
T^{''}_{d0} = 0.074 s
A_{sat} = 0.02015
B_{sat} = 11.7747

Exciter Data (Figure A2.1):

K_A = 185.
T_A = 0.
T_C = 1.0
T_B = 1.0
K_F = 0.
T_p = 0.
T_{Pl} = 0.
T_{P2} = 0.
V_{RMAX} = 8.86
V_{RMIN} = -7.0
E_{TV} = 1.0
K_C = 0.077
E_{TMIN} = 0.25
\[ K_{iFL} = 4.54 \]
\[ I_{FLMT} = 4.40 \]
\[ T_R = 0.015 \]
\[ R_C = 0 \]
\[ X_C = 0 \]
\[ K_{ETL} = 17.0 \]
\[ T_{L1} = 0.025 \]
\[ T_{L2} = 1.2125 \]
\[ E_{TLMT} = 1.0750 \]
\[ LIMOUT = 0 \]
\[ V_{IMAX} = 0 \]
\[ V_{IMIN} = 0 \]
\[ V_{TMAX} = 1.1 \]
\[ V_{TMIN} = 1.09 \]
\[ V_{OMX} = 0.8 \]
\[ V_{OMN} = -0.308 \]
\[ ACON = 5000 \]
\[ BCON = 5.0 \]
\[ V_{SMA} = 0.2 \]
\[ V_{SMA} = -0.066 \]

**Stabilizer Data (Figure A2.1):**

\[ KS = 20. \]
\[ TS = 10. \]
\[ T1 = 1.013 \]
\[ T2 = 1.013 \]
\[ T3 = 0.113 \]
\[ T4 = 0.013 \]
Bruce G5 to G8

Generator Data:

MVA base  = 1025.
H         = 5.32 pu
x_l       = 0.2135 pu
x_d       = 1.943 pu
x_q       = 1.815 pu
x'_d      = 0.368 pu
x'_q      = 0.587 pu
x"_d      = 0.277 pu
x"_q      = 0.277 pu
T"_do     = 10.04 s
T"_do     = 0.033 s
T'_qo     = 0.431 s
T"'_qo    = 0.0582 s
A_sat     = 0.01443
B_sat     = 9.6276

Exciter Data (Figure A2.2):

K_A       = 200.
T_A       = 0.
T_C       = 1.0
T_B       = 1.0
K_F       = 0.
T_F       = 0.
T_F1      = 0.
T_F2      = 0.
V_{RMAX}  = 8.86
V_{RMIN}  = -7.0
E_{TV}    = 1.0
K_C       = 0.077
E_{TMIN}  = 0.25
K_{FL}    = 4.54
I_{FLMT}  = 4.40
T_R       = 0.015
$R_C = 0.$

$X_C = 0.$

$K_{ETL} = 17.0$

$T_{L1} = 0.025$

$T_{L2} = 1.2125$

$E_{TLMT} = 1.0750$

$LIMOUT = 0.$

$V_{DMAX} = 0.$

$V_{DMIN} = 0.$

$V_{TMAX} = 1.1$

$V_{TMN} = 1.09$

$V_{OMX} = 0.8$

$V_{OMN} = -0.308$

$ACON = 5000.$

$BCON = 5.0$

$V_{SMAX} = 0.2$

$V_{SMN} = -0.066$

**Stabilizer Data (Figure A2.1):**

$KS = 20.$

$TS = 10.$

$T1 = 0.08$

$T2 = 0.029$

$T3 = 0.08$

$T4 = 0.029$
Figure A2.1: Excitation System - Bruce G1 to G4
Figure A2.2: Excitation System - Bruce G5 to G8
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