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SYNAPTIC PLASTICITY IN THE ENTORHINAL CORTEX



ABSTRACT

The entorhinat cortex is reciprocally connected with both neocortical
sensory areas and the hippocampal formation, and is thougiit to play a pivotal
role in learning and memory. Changes in synaptic strength are thought to
provide the major neurophysiological basis for memory formation, but little is
known about synaptic plasticity in the entorhinal cortex. The objectives of this
research were to provide a basis for the interpretation of evoked potentials
recorded from the entorhinal cortex following pyriform (primary olfactory) cortex
stimulation in vivo, and to determine the conditions under which synaptic
enhancements in this pathway may occur and COntribute to lasting changes in
the processing of olfactory information. The synaptic currents which generate
field potentials ‘in the entorhinal cortex following pyriform cortex and medial
septal stimulation were first localized to the superficial layers of the entorhinal
cortex using current source density analysis techniques in the anesthetized rat.
This allowed changes in the strength of these synaptic inpuis to be monitored in
the awake rat by measuring evoked field potential amplitudes at a single cortical
depth. Long-term synaptic potentiation (LTP) in this pathway was reliably
induéed following stimulation of the pyriform cortex with either epileptogenic
stimuli, or with prolonged subconvulsive nigh-frequency trains. Further,
stimulation which results in short-term frequency potentiation effects, was found
to increase the amount of LTP induced. Concurrent stimulation of the medial

septum at a frequency similar to that of the endogenous theta rhythm also
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resulted in a cooperative enhancement of the LTP produced. Computational
modelling techniques were then used to formalize the heterosynaptic
contribution of frequency potentiating medial septal inputs to Hebbian synaptic
modification in entorhinal cortex. These results indicate that the frequency of
rhythmic activity in sensory afferents and the activity of the medial septum may

_ play critical roles in the regulation of synaptic plasticity in the entorhinal cortex.
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CHAPTER 1
GENERAL INTRODUCTION

1.1 CORTICO-H!IPPOCAMPAL INTERACTIONS IN MEMORY FORMATION.

Both the neocortex and the hippocampal formation, an allocortical
temporal lobe structure, appear to play important roles in learning and memory
in the mammalian brain. The putative roles of these structures in memory
formation are described below, and the contribution of the entorhinal cortex,
which is reciprocally connected with the neocortex and hippocampal formation,
is discussed in the following section.

The Role of the Hippocampus. The most striking evidence that the

hippocampal region is critical to long-term memory formation was obtained in
neuropsychological studies of human patients suffering bilateral lesions of the
hippocampus and related inferior temporal lobe cortical structures (Scoville &
Milner, 1957; Penfield & Milner, 1958). These patients displayed both
retrograde and anterograde amnesia. Retrograde amnesia was expressed as
an inability to recall memories formed over roughly a three year period prior to
surgery, and anterograde amnesia as an inability to form new memories
accessible to conscious retrieval after the lesion. The severity of the memory
impairments were positively related to the extent of the hippocampal removal.
While the patients could acquire new motor skills, and their intellectual and
technical abilities were relatively unaffected, patients with these lesions could not

maintain a conscious recollection of events experienced after the lesion for more
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than a period of a few minutes (Scoville & Milner, 1957; Penfield & Milner, 1958;
Corkin, 1968). These results suggest that the hippocampus is critical for the
processing of memories that are normally accessible to conscious recollection
(Press et all.‘, 1989; Squire, 1992). Similar impairments have also been observed
more recently in a patient suffering selective cell loss in the CA1 region of the
hippocampus following a period of ischemia (Zola-Morgan et al., 1986).

These findings sparked a great interest in the role of the hippocampus
in memory formation, and the use of animal models to further analyze deficits in
memory performance following lesions of the hippocampal region (Mishkin,
1978). A common test used to assess memory in monkeys is the delayed
nonmatching to sample test. In this task, the animal is first shown an object (the
sample), and after a variable delay, the monkey is shown the same object paired
with a second object. The monkey's task is to remember the sample for the
duration of the delay, and then to obtain a food reward by choosing the novel
object. At delays of only seconds between the sample and the test both contral
animals and animals with lesions to the hippocampal region perform correctly
on about 90% of trials. However, at delays longer than 10 min, animals with
damage restricted to the hippocampus, dentate gyrus and subiculum are
impaired in this task (Zola-Morgan & Squire, 1986; Squire & Zola-Morgan, 1991;
Clower et al., 1991; Zola-Morgan et al., 1992).

Hippocampal damage also results in memory impairments in other
animals, and memory for spatial location is particularly affected in rats following
hippocampal lesions. For example, memory for the location of a hidden
platform is severely impaired in rats with hippocampal lesions in the Morris

water maze task (Morris et al., 1982). In this task animals are placed ina
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circular pool of opaque water at stérting points which vary over successive trials,
and the latency for the rat to escape the water by finding a submerged platiorm
is recorded. While control animals can use available extramaze spatial cues to
learn a representation of the location of the hidden platform, rats with bilateral
hippocampal lesions perform poorly on this task (Morris et al., 1982). Rats with
hippocampal lesions are also impaired on the radial arm maze task in which the
animal must visit multiple arms of a dry maze in order to obtain food rewards.
Because animals must remember which arms have already been visited in order
to complete a given trial efficiently, the impairments in this task which follow
hippocampal damage suggest that a form of short-term, “working memory" is
mediated in part by the hippocampus (Olton et al., 1979; Oiton & Feustle,
1981). Memory impairments in rats following hippocampal damage are not
strictly spatial, however, since impairments are also observed in the ability to
remember discriminations between simultaneously presented odours following
fornix transections which disrupt hippccampal functioning (Eichenbaum et al.,
1988).

The behavioural impairments which follow hippocampal lesions in
experimental animals suggest that hippocampus contributes to the formation of
lasting memories which require maintained representations of stimuli and the
associations between them (O’Keefe & Nadel, 1979; Sutherland & Rudy, 1989,
Squire & Zola-Morgan, 1991; Eichenbaum, 1992; Eichenbaum et al., 1892).
The preservation of perception and short-term memory in humans following
hippocampal damage (Scoville & Milner, 1957, Penfield & Milner, 1958), and the
good performance of lesioned animals at short delays in the delayed
nonmatching to sample task (Zola-Morgan & Squire, 1986), suggest that some

other site in the brain must support perception and short-term memory.



Further, because retrograde amnesia following hippocampai damage in
humans has a limited extent, up to about 3 years, before the lesion (Scoville &
Milner, 1957), the hippocampus appears to be neither the permanent site of
.Iong-term memory storage, nor a structure required for the retrieval of long-term
memory.

Cortico-Hippocampal Interactions. Access to sensory input and
complexity in neural circuitry have made the neocortex the putative site for
perception, short-term memaory, and the storage of long-term memories.
Various neocortical areas were targeted by Lashley (1950) in an attempt to
localize the storage site of memories learned in visual discrimination and maze
learning tasks in rats. The approach was to first train the animals on one of a
variety of tasks, perform a lesion of a particular cortical area, and then to re-test
the animal's performance on the same task. Cortical ablations did result in
memory impairments, but the degree of the impairment depended not on the
precise location of the lesion, but on its size (Lashley, 1950). Lashley’s
observations led to the conclusion that while limited regions of the cortex may
be necessary for the acquisition and retention of a given task, the memory for
the task is distributed throughout the cortical region. While the aim of these
studies was the localization of the memory trace, or engram, the general
conclusion which resulted was the principle of equipotentiality. This principle
suggests that there is a functional equivalence of cortical tissue within a given
region, and that memories have widespread or redundant representations in the
cortex. The notion that long-term memory is stored in the neocortex is also
consistent with the retrograde amnesia observed in the advanced stages of
Alzheimer's Disease which is correlated with diffuse neuronal damage in

neocortical areas (Terry & Davies, 1980).



The involvement of the hippocampus in memory formation, and the
apparent role of the neocortex in the storage of long-term memory, has ledto a
number of theories regarding the ways that these structures may interact during
learning and memory. Because hippocampal damage results in deficits in the
ability to form and maintain new associations between environmental stimuli and
events (Sutherland & Rudy, 1989; Squire & Zola-Morgan, 1991; Eichenbaum,
1992: Eichenbaum et al., 1992), it has usually been proposed that the
hippocampus first combines distinct sensory features of environmental stimuli
and events arriving from different cortical regions. Following the association or
integration of these memory components by the hippocampus, the
representation is then stored more permanently in the cortical regions which first
supplied the sensory input.

An early view of this type was held by Marr {1971) who proposed that
the hippocampus was responsible for forming associations between separate
sensory inputs, and for the instantaneous but temporary storage of new
information. By providing a temporary store for memory, the hippocampus
could reduce the computational demands on the neocortex by transferring
representations back to the cortex only if the information was later determined to
be appropriate for long-term storage (Marr, 1971). This general idea of the
hippocampus as a short-term store which can hold representations for later
storage in the neocortex is a view still maintained by more recent authors
(Eichembaum & Otto, 1992; Squire & Zola-Morgan, 1991).

Teyler and DiScenna (1986) proposed that the hippocampus forms an
integrated representation of a sensory event by creating an index of the cortical
areas which are activated during the initial sensory input. Through projections

from the hippocampus to the neocortex, the reactivation of a given hippocampal
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index would lead to an appropriate spatio-temporal patiern of cortical activation,
and the recall of the memory associated with the index. Similarly, recognition
memory could result from the partial activation of some of the neural
components of the hippocampal index by sensory input sharing some
characteristics with the stored information. The index could then become fully
activated through intrinsic hippocampal connections, and to lead to the
stimulation of the cortical areas ;associated with the memory. While, in this
theory, the hippocampus serves a critical role in recall and recognition, the
associations between components of a memory which give it meaning are
thought to be mediated by cortico-cortical connections linking the separate
cortical areas. In addition, the repeated activation of a hippocampal index could
lead to a strengthening of the connections between cortical areas so that the
functions served by the index would become redundant to the linkages
provided by the cortico-cortical connections. In this way, the storage and
retrieval of memory could eventually become independent of the hippocampus
(Teyler & DiScenna, 1986; Rolls, 1989).

Theories of this type explain why hippocampal damage results in only
partial retrograde amnesia for memory. Because the hippocampus is thought to
contribute to the reactivation of memories which are not yet fully consolidated in
neocortical areas, damage to the hippocampus will interfere with the recall of
recent memories, but not memories from the distant past. The most striking
case of amnesia following bilateral hippocampal lesions, reported by Scoville
and Milner (1957), showed global retrograde amnesia extending 19 months
prior to surgery, and partial amnesia for up to 3 years. The period during which
memory is consolidated in cortical areas may be shorter in the monkey since

memories initially depending on the functioning of the hippocampal formation



gradually become insensitive to hippocampal damage over a period of weeks
(Zola-Morgan & Squire, 1990). However, the time required for a memory to be
consolidated may be reduced to the extent that circuitry supporting its storage
in the neocortex is frequently reactivated (Teyler & DiScenna, 1986). Features of
cortico-hippocampal interactions in memory function, then, are generally
thought to include (1), a role for the hippocampus in the fast acquisition of
associational information through a binding or indexing of discrete cortical
components of sensory representations, (2), hippocampal mechanisms which
maintain and retrieve recently formed memories through access to cortical
memory elements, and (3) the eventual storage of memories in diffuse regions
of the neocortex and their retrieval by mechanisms extrinsic to the
hippocampus, likely through cortico-cortical associational pathways.

Because of the importance of the interactions between the
hippocampus and the neocortex in memory formation, the cortical areas which
likely mediate these interactions are of great theoretical interest. Memory
studies in monkeys using the delayed nonmatching to sample test have
indicated that inferotemporal cortical areas which link the neocortex and
hippocampus (Witter et al., 1989), may contribute just as critically to the
formation of long-term memory as does the hippocampus (Squire & Zola-
Morgan, 1991). Early studies of the memory impairments in monkeys which
follow hippocampal lesions indicated that the deficits were greatly exacerbated
when the lesions included the amygdala, another subcortical temporal lobe
structure (Mishkin, 1978). Direct surgical excision of these regions, however,
also removed portions of the surrounding cortical areas, including the
entorhinal, perirhinal, and parahippocampal cortices. More selective surgical

techniques have recently been used to show that lesions restricted to the



hippocampus and amygdala do not result in impairments greater than those
observed in animals with restricted hippocampal lesions alone (Zola-Morgan et
al., 1989a). Further, only mild deficits in performance in a delayed nonmatching
to sample test are observed following combined hippocampal and amygdalar
lesions in rats (Mumby et al., 1992). However, when hippocampal lesions in
monkeys are extended to include portions of the perirhinal, parahippocampal,
and entorhinal cortices while sparing the amygdala, the memory impairments
are just as severe as those which follow combined, unrestricted lesions of the
hippocampus and the amygdala (Clower et al., 1990). Further, lesions which
damage only the perirhinal and parahippocampal cortices without lesioning the
hippocampus, entorhinal cortex or amygdala, result in impairments similar to
animals with the more widespread damage (Zola-Morgan et al., 1989b). These
results indicate that the extrahippocampal cortical areas in the temporal lobe
may not only contribute to learning and memory by mediating communication
between the neocortex and the hippocampus, but may also serve mnemonic

furictions additional to those supported by the hippocampus.

1.2 THE ENTORHINAL CORTEX AND MEMORY.

Inputs from widespread cortical regions reach the hippocampal
formation through the perirhinal, parahippocampal and entorhinal cortices of the
temporal lobe (Witter et al., 1989). The inputs to the hippocamal formation from
the perirhinal and parahippocampal areas are not direct, however, and are
mediated by synaptic connections in the entorhinal cortex. The entorhinal
cortex is therefore anatomically well-positioned to play a pivotal role in the

integration of multimodal sensory representations thought to be carried out by



the hippocampal formation. Further, because much of the output of the
hippocarnpal formation reaches neocortical areas via the entorhinal cortex, this
structure could also contribute to the way in which long-term memory is stored
in the neocortex.

Anatomical Connections of the Entorhinal Cortex. The entorhinal

cortex (Brodmann's area 28), is a 6-layered mesocortical region positioned on
the caudo-ventral surface of the temporal iobe. The layering of the entorhinal
cortex is similar to that of the neocortex but it has an additional cell-sparse layer
called the lamina dessicans which partitions the superficial and deep layers.
The medial and lateral portions of the entorhinal cortex can be differentiated
both on cytoarchitectonic grounds and by the connections these regions have
with the hippocampus and neocortical regions (Witter, 1993; Witter et al., 1989).
Layer | is the most superficial layer and is composed primarily of
axonal fibers and very few cell bodies. Layer Il contains the most densely-
packed celis in the entorhinal cortex and contains mostly stellate cells, although
pyramidal and other non-pyramidal neurons are also present (Germroth et al.,
1988; Lingenho! & Finch, 1991). The celis of layer |l tend to be grouped in small
clusters or islands in the lateral entorhinal area, but the neurons in the medial
entorhinal area are less densely packed and do not cluster distinctly. Layer lilis
relatively thick, contains mostly loosely packed pyramidal neurons, and is
separated from the deep layers of the entorhinal cortex by the lamina dessicans.
Layer IV is a thin layer of large, scatiered pyramidal neurons while layer V is
thicker and contains smaller pyramidal cells. Layer VI is the deepest layer and
contains polymorphic non-pyramidal cells (Kohler, 1986; Amaral et al., 1987,
Lingenhol & Finch, 1991). Intrinsic axonal projections originating in the

superficial layers within both the medial and lateral entorhinal cortex tend to
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project along the cortical plane, while axons of deep entorhinal cortex neurons
have widespread termination fields in both deep and superficial layers (Kohler,
1986, 1988).

i) Recibréca[ Connections with Cortical Areas. The entorhinal cortex

receives inputs from both cortical and subcortical areas, and in turn,
reciprocates many of these projections (Kosel et al., 1982; Van Hossen, 1982;
Swanson & Kohler, 1986; Witter et al., 1989, Lopes da Silva, 1990). The
greatest amount of anatomical evidence for cortical projections to the entorhinal
cortex has come from studies of the cat and monkey, but extensive projections
have also been observed in the rat.

The perirhinal cortex receives inputs from widespread sensory cortical
areas, and in turn, provides a large input to the superficial layers of the
entorhinal cortex. These inputs are reciprocated by projections from layers 1I-IV
of the entorhinal cortex {(Van Hoesen & Pandya, 1975; Insausti et al., 1987;
Witter et al., 1989, 1993; Lopes da Silva et al., 1990). Projections from
multimodal association areas in the superior temporal lobe to the entorhinal
cortex have also been described for the monkey (Amaral, 1983, Insausti et al.,
1987). While many sensory inputs to the entorhinal cortex are mediated by the
perirhinal cortex, the superficial layers of the entorhinal cortex also receive
inputs from the pyriform cortex, and these inputs are reciprocated by
projections from layers -1V (Kretteck & Price, 1977; DeOlmos et al., 1978;
Wyss, 1981; Room et al., 1984).

Reciprocal connections are also formed with limbic cortical areas
which project to the deep layers of the entorhinal cortex. These areas include
the agranular insular cortex, the retrosplenial cortex (Deacon et al,, 1983; Wyss

& Van Groen, 1992), and the infralimbic cortex (White et al., 1990). Subcortical
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inputs to the entorhinal cortex include projections from the thalamic nucleus
reuniens (Wouterlood et al., 1990), the medial septum (Alonso & Kohler, 1984),
the amygdala (Insausti et al., 1987) and brainstem nuclei (Krettek & Price, 1977,
Beckstead, 1978; Witter et al., 1989).

i} Reciprocal Connegions-"With the Hippocampal Formation, The

entorhinal cortex is also closely linked anatomically to the hippocampal
formation (Amaral & Witter, 1889). The hippocampus itself is an allocortical
structure containing a principal cell layer of pyramidal neurons with extensive
dendritic arbour. The hippocampus is composed of areas CA1-CA4, with areas
CA3 and CA1 being the largest and the most widely studied. The hippocampal
formation contains the dentate gyrus, the hippocampal gyrus, and the subicular
complex which are linked by a series of intrinsic excitatory projections (Rawlins
& Green, 1977: Amaral & Witter, 1989). Axons of granule cells, the principal
cells of the dentate gyrus, project to area CA3 of the hippocampus. CA3
pyramidal neurons form recurrent excitatory connections within CA3 and project
to area CA1 via the Schaffer coliateral system (Ishizuka et al., 1990). The final
major intrinsic pathway of the hippocampal formation is the projection from CA1
pyramidal neurons to the subicular complex (Amaral et al., 1991). This general
organization is maintained along the entire longitudinal (septo-temporal) axis of
the hippocampal formation so that transverse cross-sections of the hippocampal
formation display this same general pattern of connectivity. With the exception
of the dentate gyrus to CAS projection, a considerable divergence of these
intrinsic pathways along the longitudinal axis of the hippocampal formation is
also observed (Amaral & Witter, 1989).

The input from entorhinal cortex to the hippocampal formation is

carried by the perforant path which contains mainly fibers of layer |l stellate cells,
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but also layer | non-stellate cells, and layer Il pyramidal cells (Steward &
Scoville, 1976; Germroth, 1989, 1991). Cells in the lateral portions of both the
medial and lateral entorhinal area project more strongly to the dorsal aspect of
the hippocampus, while the ventral hippocampal formation tends to receive
more inputs from the medial entorhinal cortex (Witter & Groenewegen, 1984;
Amaral & Witter 1989). Layer Il entorhinal cortex neurons reach the dentaie
gyrus, areas CA3 and CA1, while layer iIl neurons terminate exclusively in area
CA1 and the subiculum (Steward & Scoville, 1976; Witter, 1993). The dendritic
termination fields within separate divisions of the hippocampal formation differ
for the cells of the medial and the lateral entorhinal areas. Perforant path inputs
from the medial entorhinal cortex terminate in the middle one third of the
molecular layer of the dentate gyrus and the stratum lacunosum-moleculare of
the CA3 and CA1 fields. In contrast, the lateral entorhinal area projects to the
outer one third of these dendritic regions (Van Hoesen & Pandya, 1975).

The inputs to the hippocampal formation are reciprocated by
projections from area CA1 and the subicular complex to both the medial and
lateral entorhinal areas. The CA1 projections terminate in the deep layers of the
entorhinal cortex, particularly in layer IV (Swanson & Cowan, 1977; Beckstead,
1978; Room & Goenewegen, 1986). Both deep and superficial layers are
reached by the subicular complex, but the patterns of termination differ for each
component of the subicular complex. The subiculum itself terminates in all
layers of the entorhinal cortex with particularly prominent projections to layer v
of the medial entorhinal area (Sorensen & Shipley, 1979; Kohler, 1985). The
presubiculum projects preferentially to the medial entorhinal area, terminating in
all superficial layers (Kohler, 1984, 1985; Caballero-Bleda & Witter, 1993). The

projections from the parasubiculum reach both the medial and lateral entorhinal
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areas but the terminations are mostly restricted to layer II, with some terminals in
layer Il {Kohler, 1985; Van Groen & Wyss, 1990; Caballero-Bleda & Witter,
1993).

Anatomical data therefore indicate that the entorhinal cortex is
reciprocally connected both with neocortical areas and with the hippocampal
formation. In this way, the entorhinal cortex is both the major source of sensory
input to the hippocampus and mediates much of the output of the hippocampal
formation to cortical areas. In addition to these anatomical considerations, a
variety of behaviourai results have suggested that the entorhinal cortex
contributes to learning and memory processes.

Entorhinal Cortex involvement in Memory. Studies of the effects of

lesions in both man and animals have provided most of the data indicating that
the entorhinal cortex is involved in learning and memory. Damage to the
entorhinal cortex necessarily interferes with input and output pathways of the
hippocampus, however, so that the memory impairments that result from
entorhinal cortex lesions may result from disrupted functioning of the entorhinal
cortex, the hippocampus, or of both. However, there are some suggestive
correlates between entorhinal cortex damage and human dementia, and some
animal studies which point to differences in the contributions of the entorhinal
cortex and the hippocampus to learning and memory.

Dementias in man associated with memory impairments are well
correlated with entorhinal cortex damage. Although Alzheimer’s disease results
in widespread degeneration of neocortical areas and of neuromodulatory
systems, the entorhinal cortex is invariantly affected and is the most severely
damaged cortical site (Van Hoesen et al., 1991). In fully developed Alzheimer's

disease, damage to the entorhinal cortex is often apparent upon simple visual
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inspection of the surface of the brain. Further, entorhinal cortex damage occurs
very early in the disease, so that this damage may underiie early-developing
memory impairments which include confusion and the inability to recall daily
events (Jellinger et al., 1991; Van Hoesen et al., 1991). Entorhinal cortex
damage also correlates better with the psychological status of aged and
Parkinsonian patients than does hippocampal and neocortical damage
(Jellinger et al., 1991). Damage in the entorhinal cortex can be specific to
certain cell layers. In senile dementia, Down’s syndrome, Parkinson’s disease,
and Alzheimer’s disease, layer Il is most strongly affected (Braak, 1990; Jellinger
et al,, 1991). In brains of patients with Alzheimer's disease, neurofibrillary
tangles are consistently observed in layers |l and [V and are observed less often
in layers Ill, V, and VI (Hyman e't al., 1986; Van Hoesen, 1991). In addition,
neurofibrillary tangles appear in the dentate gyrus of brains of Alzheimer's
patients in the terminal areas of the perforant path (Hyman et al., 1986).

Lesions of the entorhinal cortex in experimental animals are associated
with memory deficits but it is unclear to what extent these deficits are due to an
interruption of hippocampal inputs. For example, entorhinal cortex lesions have
usually been performed in studies of olfactory learning in order to determine the
effects of deafferenting the hippocampus. The results of damage to either the
entorhinal cortex or the hippocampal system on odour discrimination have been
interesting in that, depending on the demands of the task, odour discrimination
can be either impaired or facilitated (Gauthier & Soumireu-Mourat, 1981;
Eichenbaum, 1892). When animals must discrimin_ate between two
simultaneously presented stimuli, fornix lesions or entorhinal cortex lesions
impair performance (Eichenbaum et al., 1988). However, when the animal must

discriminate between sequentially presented stimuli, performance can be
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enhanced following these lesions (Eichenbaum et al., 1988; Otto &
Eichenbaum, 1991). Further, in entorhinal cortex lesioned animals, there are no
retention deficits up to 65 days after learning (Otto et al., 1991). Concurrent
discrimination, but not sequential discrimination, is also impaired in the visual
modality following entorhinal or hippocampal lesions in monkeys (Moss et al.,
1881). The deficits in concurrent discrimination may be due to a disruption of
hippocampal formation-dependent memory processes required to construct
representations of the relationships between stimuli, and to make a response
choice based on these representations. Successive discriminations do not
require simultaneous comparisons, and could be mediated by an
extrahippocampal system capable of associating individual stimuli with an
appropriate response choice. The facilitation of learning the successive
discrimination tasks in animals with hippocampal or entorhinal cortex damage
may be due to a tendency of intact animals to use the hippocampal-based
memory system which may be less efficient than an extrahippocampal system
for this task (Otto et al., 1991). This extrahippocampal system cannot involve
the entorhinal cortex, however, since entorhinal cortex lesions do not impair
successive discrimination performance. In addition to impairments in
concurrent discrimination, olfactory learning in rats is impaired following lesions
to the entorhinal cortex at long delays in an odour-guided delayed nonmatching
to sample task (Otto & Eichenbaum, 1992). These lesions also included
portions of the perirhinal cortex, and a comparison of performance deficits
following restricted entorhinal cortex and hippocampal lesions has not been
made.

Studies of performance on the delayed nonmatching to sample task in

monkeys indicate that damage to the entorhinal cortex does not add as much to
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the impairments which follow hippocampal formation damage as does damage
to the perirhinal and parahippocampal cortices. The deficits observed in
animals which either receive restricted hippocampal lesions, or lesions which
also include the entorhinal cortex, are similar (Squire & Zola-Morgan, 1991;
Clower et al., 1991). In addition, the spatial learning deficits in the Morris water
maze task which follow entorhinal cortex lesions are similar to those which also
follow damage to the hippocampal formation (Schénk & Morris, 1985). Knife-
cuts of the perforant path also disrupt learning in the water maze (Skelton &
McNamara, 1992), suggesting that the inputs to the hippocampus rather than
independent processing within the entorhinal cortex itself is critical for this task.
While animals with entorhinal cortex damage or knife cuts do show some
improvement with continued training, this appears to be due to the development
of procedural swimming strategies for finding the platform, rather than the
learning of the spatial location of the platform (Schenk & Morris, 1985; Skelton &
McNamara, 1992). Animals with entorhinal cortex jesions are also just as
impaired as animals with hippocampal damage when tested on a short-term
radial arm maze spatial location recognition task in which the animal must
determine which of two arms was not just previously visited (Johnson & Kesner,
1994). Entorhinal cortex lesions also impair simple alternation in a T-maze
(Loesche & Steward, 1977, Ramirez & Stein, 1984), and the ability to use short-
term recollection of a cue to guide performance in a T-maze (Steward, 1981).
The deficits in these tasks may also be due to reduced input to the
hippocampus since recovery of alternation performance after unilateral lesions
is correlated with reinnervation of the hippocampus by the contralateral

entorhina! cortex (Loesche & Steward, 1977).
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Animals with entorhinal cortex lesions are also impaired on the radial
arm maze task which is thought to measure spatial working memory (Jarrard et
al., 1984; Rasmussen et al,, 1989; Johnson & Kesner, 1994). In this task, the
animals are impaired in the use of the location of extra-maze cues to distinguish
which arms have aiready been visited. The idea that these impairments are due
to an interruption of hippocampal inputs is supported by the finding that
entorhinal cortex lesions which spare the superficial layers do not interfere with
performance (Bouffart & Jarrard, 1988). This further suggests that the deep
layers of the entorhinal cortex, and the hippocampl efferents which project tc
these layers, do not contribute significantly to the performance of this task.

The similarities in the deficits in the previously mentioned tasks which
follow entorhinal cortex or hippocampal damage could be due to factors
including 1) the dependence of the hippocampal férmation on inputs from the
entorhinal cortex, 2) a close functional relationship between the memory
processes mediated by both structures, or 3) a dependence of the memory
processes supported by the entorhinal cortex on further processing by the
hippocampus. There are some data, however, which indicate that the entorhinal
cortex lesions can result in a somewnhat different pattern of impairment in radial
arm maze tasks than is observed following hippocampal formation lesions. The
data come from cued versions of the radial arm maze in which the goal arms are
distinguished not by their spatial location, but by a discriminative stimulus or
cue. As indicated above, both hippocampal and entorhinal cortex lesions result
in deficits in the performance of the place version of the task. However,
performance in cued versions of the task tends to be more affected by
entorhinal cortex lesions than by damage to the hippocampal formation (Jarrard

et al., 1984; Rasmussen et al., 1989; Johnson & Kesner, 1994). This suggests
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that the entorhinal cortex may support some types of non-spatial memory
independently' of the hippocampus. Further, Kesner's lab (Johnson & Kesner,
1994) has also shown that while hippocampal lesioned animals were able to
solve a spatial location matching to sample task in the radial arm maze, animals
with entorhinal cortex lesions were unable to learn the task. They interpreted
these results to suggest that entorhinal cortex may be essential for guiding the
selection of a simple spatial strategy for solving the task.

The most convincing evidence for different roles of the entorhinal
cortex and the hippocampus in learning has come from studies in which either
drug infusions or electrical stimulation have been applied to these structures at
various times following passive and active avoidance training (Gauthier et al.,
1982 Ferreira et al., 1992; Izquierdo et al., 1993). Deficits in passive avoidance
in the mouse, and passive and active avoidance in the rat are observed
following entorhinal cortex lesions (Entigh, 1971; Thompson, 1976; Gauthier &
Soumireu-Mourat, 1981). Retention of passive avoidance is atso inhibited
following infusions into the entorhinal cortex or the hippocampus which either
block NMDA receptor mediated glutaminergic transmission, or which enhance
GABA.-meditated inhibition with the drug muscimol. The timing of drug
injections plays a critical role, however. When the drugs are infused into the
hippocampus shortly after training there is an amnestic effect for habituation
and step-down passive avoidance tasks when the animals are tested 18 hr later
(Izquerdo et al., 1992). In contrast, when infused into the entorhinal cortex,
amnestic effects are observed if the drug is applied 90 or 180 min after training,
but not when given 0 or 360 min after training (Ferreira et al., 1992). Further,
bilateral electrical stimulation of the entorhinal cortex in the mouse delivered 30

min after training, but not 30 sec or 3 hr, greatly improves 24 hr retention of
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operant conditioning for food reward (Gauthier et al., 1982). Retention of a
passive avoidance task 24 hr after training, however, is impaired when
prolonged stimulation is delivered to the entorhinal cortex just after training, but
is not impaired by similar stimulation during training (Collier & Routtenberg, )
1978). In both the pharmacological and the electrical stimulation studies the
experimental manipulation was effective when applied to the entorhinal cortex at
some time after training, but not during or just after training. Taken together,
these results suggest a role for the entorhinal cortex in the late consolidation of
some types of memories, while the hippocampus has more immediate
contributions.

Because of the close anatomical links between the entorhinal cortex
and the hippocampus, the separate contributions of the entorhinal cortex to the
interactions between the hippocampus and cortical areas in memory processes
have been difficult to determine. Damage to either the hippocampus or the
entorhinal cortex is associated with deficits in tasks which require the integration
of sensory information and comparisons between multiple stimuli so that both
structures are necessary for the performance of these tasks. The entorhinal
cortex does appear to contribute, however, to the consolidation of some skills
(lzquierdo et al., 1992; Ferreira et al., 1992) and to tasks requiring simple
mnemonic functions (Johnson & Kesner, 1994; Jarrard et al., 1984), perhaps by
partially integrating discrete cortical inputs. [t is unknown to what extent such a
function could contribute to further processing by the hippocampus. As
described below, the main neurophysiological mechanism thought to mediate
the formation of new memories is the modification of the strength of synaptic
connections between neurons. A series of experiments described in this thesis

was designed to further our understanding of the physiological mechanisms
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which control synaptic plasticity in the entorhinal cortex, and the conditions
under which the entorhinal cortex may contribute to learning-related synaptic

modifications.

1.3 MEMORY AND SYNAPTIC PLASTICITY

Hebbian Cell Assemblies, The most important theoretical framework

for the understanding of how neuronal tissue can serve to represent and store
information for later use was provided by Hebb in 1949. Central to his theory
was that a percept or memory could be instantiated in the pattern of activation
within a neuronal "cell assembly" (Hebb, 1949). A given cell assembly was
proposed to comprise a very large number of neurons within a given cortical
region. A given percept or memory was proposed to result from a specific
temporal pattern of activiation within a cell assembly resulting from the pattern of
sensory inputs and the synaptic connections between cell assembly elements.
The same neurons could participate in multiple cell assembilies, and assemblies
representing different elementary perceptual components could be linked
together to form more complex multimodal percepts. A transient temporal
pattern of sequential activation within a series of cell assemblies could therefore
represent complex aspects of the environment.

In Hebb's theory, if the synaptic connections between neurons
activated by the initial perception of a stimulus were strengthened, a new cell
assembly could be formed to represent that stimuius. If enhancements also
occurred in the synaptic connections between separate celi assemblies
representing different aspects of a sensory scene, then more complex neural

representations would be formed. By virtue of strengthened connections
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between different cell assembies, recall of a complex memory could then occur
from the partial activation of some of its components. A second contribution to
the development of this theory was Hebb's proposal of a physiclogical
mechanism through which new cell assemblies could be formed during
learning. He proposed that a new cell assembly could develop if the
connections between its elements were strengthened by their repeated co-
activation during and just after the initial perceptual experience. Therefore, to
the extent that a given cell was abie to repeatedly or consistently take part in
activating another cell, the efficacy of that cell in firing the other cell would be
enhanced. This mechanism of activity-dependent synaptic strengthening which
depends on the temporal coincidence of activity in both pre- and post-synaptic
cells, and which relies only on locally available information, has become known
as the Hebbian synapse (Hebb, 1949; Brown et al., 1990).

The study of the behaviour of real cell assemblies in the mammalian
nervous system has been limited by the techniques which are available to
monitor the activity in large numbers of neurons. Single neuron recording
techniques are seldom able to simultaneously record the activities of more than
six or eight neurons, and electroencephalographic measures of field electrical
activity, even within restricted brain regions, lack the spatial resolution
necessary to 1solate a given cell assembly, One way to study the potential ways
in which cell assemblies may represent and store information is to construct
computational models which incorporate model neurons with modifiable
Hebbian synaptic connections (McCielland & Rummelhart, 1986).

There have been two major physiological approaches to the study of
the mechanisms of cell assembly formation. One approach has been to

examine changes in synaptic efficacy in identifiable neurons which accompany
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forms of learning in simple, invertebrate nervous systems (Castellucci et al.,
1978). The second approach, used here, has been to examine experimentally-
induced changes in synaptic strength in complex nervous systems using model
phenomena that possess characteristics similar to those of the Hebbian
synapse. The most commonly used medei is long-term synaptic potentiation
(LTP), and the study of this phenomenon in a variety of neural pathways in the
mammalian nervous system has provided some insights into the rules which
may govern learning and memory processes in higher animals.

Long-Term Potentiation. Physiological evidence for the type of activity-

dependent synaptic strengthening which could take part in the process of cell
assembly formation described by Hebb was first reported in 1973 by Bliss and
Lomo in the anesthetized rabbit. A companion paper described similar synaptic
enhancements in the unanesthetized preparation (Bliss & Gardner-Medwin,
1973). The authors found that intense stimulation of the perforant pathway
projection from the entorhinal cortex to the dentate gyrus could result in a long-
term increase in the amplitude of post-synaptic responses evoked by single test-
stimulations of the pathway. The strengthening, or potentiation, of the
responses lasted between 30 min to 10 hr in the anesthetized preparation, and
for up to 3 days in the unanesthetized preparation. Because these effects were
much longer-lasting than other previously reported synaptic facilitation effects,
the phenomenon was termed long-term synaptic potentiation (LTP). The
discovery of LTP was significant because the duration of the effect suggested
that LTP could reflect mechanisms which also support long term information
storage. Later studies demonstrated that some LTP effects can last many

weeks in the chronic preparation (Racine et al., 1983; Abraham et al., 1993).
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A great deal of subsequent research on LTP focussed on the intrinsic
pathways of the hippocampal formation, partly because of interest in the role of
the hippocampus in memory, and partly because of the relative simplicity of
hippocampal circuitry which makes this structure amenable to experimental
analysis (Teyler & DiScenna, 1987; Bliss & Collingridge, 1993). LTP effects are
not restricted to the hippocampal formation, however, and have been observed
in a variety of limbic and neocortical regions (Racine et al., 1983, 1985b; Artola
& Singer, 1987; Kirkwood & Bear, 1994). Further, while the long-lasting nature
of LTP satisfies one of the first requirements of a memory processing
mechanism, a number of other theoretically attractive properties of LTP have
been demonstrated (Teyler & DiScenna, 1984; Bliss & Collingridge, 1993;
Maren & Baudry, 1995). LTP can be induced rapidly using physiologically
realistic stimulation parameters which result in levels of neuronal activation
similar to those which may be present during learning and memory (Larson &
Lynch, 1986; Larson et al., 1986; Ross & Dunwiddie, 1986, Buzsaki, 1989). For
example, LTP may be induced with only 5 stimulation pulses in "primed-burst’
stimulation protocols when a single pulse precedes a four-pulse, high-frequency
train (Ross & Dunwiddie, 1986). LTP also demonstrates input-specificity, that is,
only the inputs which are simultaneously activated during stimulation are
potentiated and synapses which are not active during intense stimulation are
not enhanced (Andersen et al., 1977). This is an attractive property since the
brain's storage capacity should be much greater if the elementary unit of
information storage is the modification of the strength of individual synapses
rather than modification of the excitability of whole neurons.

LTP induction is also characterized by cooperativity between inputs.

While low-intensity trains which stimulate a relatively small number of inputs may
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not induce LTP, the same temporal parameters of stimulation applied to alarger
number of inputs can be sufficient (McNaughton et al., 1978). The induction of
LTP therefore requires the cooperative effects of the activation of multiple inputs
to the same post-synaptic cells. A related characteristic of LTP induction is
associativity in which coop;?%‘iive interactions between separate input pathways
can contribute to the induction of LTP. Associative LTP can be demonstrated by
showing that, while stimulation of a "weak" input alone is not sufficient to induce
LTP, the concurrent stimulation of the weak input with a strong input results in
the strengthening of the weak input pathway (McNaughton et al., 1978; Levy &
Steward, 1979; Barrionuevo & Brown, 1983). In the hippocampus, associative
LTP has been observed during combined stimulation of subcomponents of the
Schaffer collateral/commissural inputs to area CA1 (Barrionuevo & Brown, 1983;
Kelso & Brown, 1986). Similarly, in the dentate gyrus, interactions between the
medial and lateral portions of the perforant path (McNaughton et al., 1978) and
between inputs from the ipsilateral and contralateral entorhinal cortex (Levy &
Steward, 1979, 1983) produce associative enhancements in_gfanuIe cell
synaptic responses to the weak inputs.

The cellular and molecular mechanisms which mediate the induction
of LTP have received much attention in an attempt to better understand the
conditions which may govern synaptic plasticity (Madison et al., 1991; Malenka
& Nicoll, 1993; McNaughton, 1993). The induction of LTP in the dentate gyrus
and area CA1 of the hippocampus has both been found to be dependent on the
activation of the N-methyl-D-aspartate (NMDA) glutamate receptor (Collingridge
& Bliss, 1987: Zalutsky & Nicoll, 1990; Colino & Malenka, 1993). Other
receptors for glutamate include the a-amino-3-hydroxy-5-methyl-4-

isoxazolepropionate {AMPA), kainate, and metabotropic receptor subtypes. The
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NMDA receptor is unique because the opening of its associated ionophore
which is permeable to Na*, K*, and Ca®" ions is dependent both on binding of
giutamate and on post-synaptic depolarization (Ascher & Nowak, 1987). If
glutamate is bound to the receptor in the absence of post-synaptic
depolarization, the ion channel remains blocked by Mg®* ions. Glutamate
binding in the presence of post-synaptic depolarization which removes the Mg**
block, however, results in the opening of the channel. The entry of Ca®* into the
post-synaptic cell through the NMDA receptor associated ionophore is thought
to be the trigger for the induction of LTP through the activation of Ca®*-
dependent kinases (Malenka, 1994; Bliss & Coliingﬁdge, 1993). Because the
activation of the NMDA receptor requiras both neurotransmitter binding and
high levels of post-synaptic depolarization, NMDA receptor activation provides a
Hebbian mechanism for synaptic change which is dependent on both pre- and
post-synaptic activity. The expression of increased post-synaptic responses is
largely due to increased AMPA receptor-mediated responses although whether
the synaptic modifications are pre- or post-synaptic or both is unresolved
(McNaughton, 1993). While the NMDA receptor appears to be necessary for
LTP induction in most sites, including coriical pathways outside the
hippocampal formation (Artola & Singer, 1987; Alonso et al., 1990; Kirkwook &
Bear, 1994), some pathways demonstrate LTP that does not require the NMDA
receptor, notably the mossy fiber projection from the dentate gyrus to the CA3
region of the hippocampus (Johnston et al., 1992).

Although there has been considerable progress in understanding the
celiufar mechanisms which mediate the induction of LTP, conclusive evidence
linking LTP to processes of learning and memeory has been more difficult to

obtain (Teyler & DiScenna, 1984; Racine & Kairiss, 1887; Maren & Baudry,
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1995; Izquierdo & Medina, 1995). Some correlations between LTP and memory
have been drawn, however, and there have been studies demonstrating
interactions between learning and hippocampal LTP. The most intuitive
approach has been to seek the spontaneous occurrence of LTP-like effects in
the hippocampus during the performance of spatial learning tasks which require
hippocam;)éi functioning. While studies of this nature can be confounded by
increases in post-synaptic responses due to motor activity and elevated brain
temperature (Moser et al., 1993), a recent study has indicated that synaptic
enhancements during exploratory learning can be measured even when the
effects of temperature and movement are removed (Moser et al.,, 1994). Inan
alternative approach, attempts have been made to block the occurrence of
learning-related synaptic modification by saturating LTP with electrical
stimulation prior to training. The expectation is the induction of LTP could
interfere with plasticity required during learning, and thereby impair
performance. In accord with the presumed functioning of the hippocampus in
the learning but not the storage of spatial memory it has been found that the
induction of LTP in perforant path-dentate gyrus synapses impairs acquisition of
spatial memory, but not in the retention of well-learned spatial memory
(McNaughton et al., 1986). More recent studies, however, have failed to show
similar effects of LTP saturation on:_spatia! learning (Robinson, 1992; Sutherland
et al,, 1993). |

Correlations have also been shown between the time-courses of the
decay of LTP, and the forgetting of learned information. In aged animals, LTP in
perforant path-dentate gyrus synapses decays more rapidly than in young
animals, in parallel with the more rapid forgetting df a spatial task in older

animals (Barnes 1979). Further, when high-frequency stimulation of the
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perforant path is paired with foot-shock and is used as a conditioned stimulus
for the suppression of lsver pressing, a linear relationship is found between the
decay of LTP and the forgetting of the learned association (Doyere & Laroche,
1992).

If LTP reflects mechanisms similar to those which take place during
learning-related synaptic plasticity, then experimental manipulations that block
LTP induction should also block learning and memory. Accordingly, the NMDA
receptor antagonist D-2-amino-5-phosphonopentancate (APS) blocks spatial
learning in the water maze when administered intraventricularly at doses similar
to those which block LTP induction in the dentate gyrus (Morris et al., 1986;
Morris, 1989; Davis et al., 1992). Similarly, mice in which the functioning of the
NMDA receptor is disrupted by the absence of one of its subunits show
impaired spatial learning and reduced LTP in area CA1 (Sakimura et al., 1995).
‘Although these correlations are suggestive, it cannot be known to what extent
the manipulations interfered with normally-occurring neuronal processes other
than synaptic plasticity which may aiso be critical for memory formation.

The differences in the stimulation parameters which are required to
induce LTP in the hippocampus and the neocortex are consistent with the
different roles that plasticity may play in these sites during learning and memory.
While the hippocampus is thought to rapidly acquire new information, the
neocortex is thought to mediate the storage of information over a longer time
period (Teyler & DiScenna, 1986; Rolls, 1989; Squire & Zola-Morgan, 1991;
Eichenbaum et al., 1992). Accordingly, while hippocampal LT® in chronic
preparations is rapidly induced by a single series of high-frequency trains, L.TP
in cortical afferents is not inducible on a single day even for a wide range of

stimulus parameters (Racine et al., 1994). However, LTP can be reliably
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induced in the neocortex of the awake rat when multiple stimulation sessions
are spaced over 5 or more days (Racine et al., 1995b). This pattern of
stimulation may mimic more closely the gradual transfer of representations for
storage in the neocortex thought to occur during memory consolidation.

The resistance of the cortex to the rapid induction of LTP may be due
to a greater relative contribution of inhibitory activity in the neocortex as
compared to the hippocampus. Because post-synaptic depolarization is
dependent on the balance of excitatory and inhibitory inputs, the concurrent
activaticn of inhibitory systems during high-frequency stimulation may reduce
post-synaptic depolarization and the degree of NMDA receptor-mediated Ca™
influx. Although LTP effects in in vitro neocortical slice preparations have been
observed frequently, these effects are routinely induced in the presence of
agents which reduce GABA-mediated inhibition (e.g., Artola & Singer, 1987,
Alonso et al., 1990). A striking exception to this has been demonstrated
recently in the in vitro visual cortex slice preparation (Kirkwood & Bear, 1994).
While the authors found that stimulation of deep white matter inputs 1o the
cortex was not sufficient to induce LTP except in the presence of a GABA.
antagonism, they demonstrated that stimulation of layer IV does resultin a
lasting potentiation of responses in layer |ll, even in the absence of anti-
inhibitory agents. It was proposed that inhibitory circuitry in layer IV usually acts
to restrict the depolarization caused by white matter stimulation and that this
inhibitory circuitry is bypassed by direct stimulation of layer IV so that LTP may
be induced in the absence of pharmacological antagonism of GABAergic
transmission (Kirkwood & Bear, 1994).

The strong role that inhibition appears to play in the gating of LTP in

the neocortex suggests that inhibitory systems may normally serve to modulate
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the induction of synaptic plasticity. The processes which may reduce inhibition
in cortical areas during learning and memory are upknown. However, a variety
of studies have shown that LTP in hippocampal and cortical regions can be
enhanced by neuromodulatory agents, and by patterns of activation similar to
those which occur naturally during periods of learning. These neuromodulatory
and temporal factors, discussed below, may therefore contribute to learning-

related synaptic plasticity by reducing the effects of neuronal inhibition.

1.4 NEUROMODULATORY AND TEMPORAL FACTORS AFFECTING LTP
INDUCTION.

Neuromodulatory Systems. The activation of neuromodulatory

systems during the occurrence of environmentally significant events may serve
to enhance learning-related synaptic plasticity. Fof example, in the
hippocampal indexing theory of Teyler and DiScenna {1986) neuromodulatory
inputs activated during experience were postulated to determine whether or not
LTP processes in the hippocampal formation would incorporate the incoming
array of cortical activation into a hippocampal index. While multiple
neuromodulatory systems, with variable contributions in different brain regions,
are likely to contribute to memory processes, the effects on LTP of
noradrenergic, dopaminergic, and cholinergic systems have been studied most
extensively.

Dopaminergic modulation of LTP effects has been of interest because
of the role that dopamine has been thought to play in reward and reinforcement
(Wise, 1989). Systemic administration of the dopaminergic antagonist

haloperidol in awake rabbits blocks the induction of LTP in the dentate gyrus,
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but does not affect previously induced LTP (Jibiki et al., 1993). Further,
dopamine release in the hippocampus is increased during high-frequency
stimulation (Frey et al., 1990), and the presence of dopamine receptor
antagonists, although not affecting the initial induction of LTP, resuits in a more
rapid decay of LTP in area CA1 in vitro over a period of 2-3 hr (Frey et al., 1990;
1991). While some of the blocking of LTP by dopaminergic antagonists may be
due to the inhibition of Ca**-dependent kinases by these drugs (Dunwiddie et
al., 1982; Mody et al., 1984), Frey et al. (1990) have shown that the blocking
effect induced in CA1 by domperidone is reversed by the presence of the
dopamine agonist apomorphine, suggesting that the effects of domperidone on
LTP are mediated by an attenuation of dopaminergic transmission.

Noradrenergic systems which have been linked fo learning and
memory processes have also been shown to affect LTP in the hippocampus
(Izquierdo et al., 1992, 1985; Hopkins & Johnston, 1984). Noradrenaline
release in the hippocampus, induced either iontophoretically or by locus
coeruleus stimulation, produces a facilitation of responses in the dentate gyrus
for up to 11 hrin vivo (Neuman & Harley, 1983; Harley & Milway, 1986) and
these effects appear to be mediated by the beta receptor subtype (Lacaille &
Harley, 1985). In area CA3 of the hippocampus, LTF effects were targer and
longer-lasting in the presence of noradrenaline, and noradrenaline enabled the
induction of LTP in response to trains that were otherwise ineffective in inducing
LTP (Hopkins & Johnston, 1984).

The contribution of cholinergic systems to synaptic plasticity is of
particular interest with respect to the role of the entorhinal cortex in learning and
memory because the entorhinal cortex receives a large cholinergic projection

from the medial septum (Alonso & Kohler, 1984; Gaykema et al., 1990). In
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separate studies, cholinergic drugs have been shown to affect both LTP
induction and memory processes. Muscarine (1 uM), which alone doses not
affect either evoked EPSPs or cell firing, does facilitate the induction of LTP in
the dentate gyrus (Burgard & Sarvey, 1990). The M, receptor antagonist
pirenzepine blocks the facilitation, suggesting that this form of modulation is
mediated by the M, receptor subtype (Burgard & Sarvey, 1990). Stimulation of
the medial septum has also been shown to enhance LTP in the dentate gyrus
induced by tetanizating the perforant path (Robinson & Racine, 1982; Robinson,
1986). LTP induction is also facilitated in area CA1 of the hippocampus by the
muscarinic agonist carbachol (Blitzer et al., 1990), perhaps through the selective
enhancement of NMDA-receptor-mediated currents {Markram & Segal, 1990).
While cholinergic neuromodulation may affect plasticity in the entorhinal cortex
and cortico-hippocampal interactions during memory formation, the effects of
medial septal stimulation or cholinergic drugs on LTP in the entorhinal cortex
has not been examined.

Anticholinergic drugs resuit in memory impairments in both man and
animals and generally interfere with the initial acquisition of information, but not
with subsequent recall. The administration of the cholinergic antagonist
scopolamine in human subjects does not impair immediate recall or the recall of
previously learned information, but does impair declarative memory when
administered during acquisition (Drachman & Leavitt, 1974; Crow et al., 1975;
Petersen, 1977, Flicker et al., 1990). Similarly, the administration of the
cholirergic antagonist atropine to monkeys impairs performance of a visual,
delayed non-matching to sample task at long intervals (Penetar & McDonough,
1983). Further, in a version of the task in which sample stimuli are first

presented sequentially, and performance is tested in a subsequent test period,
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scopolamine impairs performance when administered prior io the acquisition
phase, but not when administered after the acquisition phase and prior the
testing phase (Aigner et al., 1991).

Memory in both the radial arm maze and the water maze tasks is also
impaired by anticholinergic drugs. In the radial arm maze, the performance of
animals receiving scopolamine is impaired relative to controls over 15 days of
training, but the same animals show improvements when trained later in the
absence of scopolamine (Stevens, 1981; Watts et al., 1981; Rauch & Raskin,
1984). Morris water maze performance is also impaired following injections of
scopolamine (Sutherland et al., 1982: McNamara & Skelton, 1992) or the M,
receptor antagonist pirenzepine (Hagan et al., 1987). Although the performance
of rats treated with atropine does improve, the improvements appear to be due
to the adoption of swimming strategies similar to those used by blind rats and
by rats that are tested with & new platform location on each trial (Sutherland et
al., 1982). Atropine also impairs spatial navigation in a dry maze in which rats
must search for buried food, although performance was enhanced in both this
task and in the water maze by priming animals with experience of the motor
demands of the task (Whishaw, 1989). The impairments observed in the Morris
water maze, and the finding that animals that use non-spatial strategies in the
radial arm maze are less affected by scopolamine treatment, suggests that
some of the effect of anticholinergic treatments may be to affect spatial learning,
a memory function associated with the hippocampal formation and related
structures (Watts et al., 1981).

The effects of anticholinergics on maze tasks may be due to a
disruption of activity in cholinergic projections from the medial septum to the

hippocampus and entorhinal cortex (Kesner, 1988: 1zquierdo, 1989; Hasselmo,



33

1995). Radial arm maze performance is impaired by reversible inactivation of
the medial septum while a simpler, non-spatial goal cue recognition task is less
affected by this treatment (Mizumori et al., 1990). Similar to the impairments
which follow small dorsal hippocampal lesions, in a version of the radial arm
maze task in which the animal must remember the location of the arms it visited
during a study phase, small medial septal lesions impair memory for arms
visited early in the study phase, but memory for the most recently visited arm is
unaffected (Kesner et al., 1988). This suggests that the medial septum may act
in concert with the hippocampus in the longer-term storage of spatial
information (Gray & McNaughton, 1982). Medial septal lesions aiso impair
spatial learning in the Morris water maze, but do not affect the ability of animals
to find the platform based on a local goal cue (Kelsey & Landry, 1988). Further,
cholinergic effects on water maze performance are more likely to be mediated
by the medial septumn than by the nucleus basalis cholinergic cell group since
lesions of the medial septum and diagonal band impair performance (Hagan et
al., 1988; Marston et al., 1993), while nucleus basalis lesions do not (Hagan et
al., 1988).

The disruptions in maze performance caused by medial septal lesions
also correlate with reductions in cholinergic markers. Medial septal lesions
which disrupt radial arm maze and Morris water maze performance also reduce
cholinergic staining in the entorhinal cortex and the hippocampus (Mitchell et
al., 1982; Miyamoto et al., 1987). Further, learning rate in the Morris water maze
is reduced when the GABA, agonist, muscimol, is infused into the medial
septum at doses which also significantly reduce high-affinity choline uptake in
the hippocampus (Brioni et al., 1990). Recovery of function in the radial arm

maze following septal lesions occurs only in animals in which there were



residual septohippocampal projections staining for aceltylcholinesterase
(Crutcher et al., 1983). While this suggests that chuolinergic projections to the
hippocampus are critical for this task, this study did not assess the correlation of
residual cholinergic staining in the entorhinal cortex with performance.

Olfactory learning in rats is also impaired by scopolamine, although
whether these effects are due to blocking cholinergic efferents from the medial
septum has not been determined. Scopolamine impairs performance in &
delayed match to sample task in which the animal must determine which arm of
a T-maze contains a previously presented odour (Ravel et al., 1992).
Scopolamine alsd reduces both habituation to odours, and the recognition of
novel odours as measured by time spent sniffing (Hunter & Murray, 1989).
Scopolamine attenuates habituation to the odour of juvenile conspecifics at 20
min inter-trial intervals {Soffie & Lamberty, 1988), and animals treated with
arecoline, a cholinergic agonist, show a maintained habituation at 2 hr intervals
which is not shown by control animals (Perio et al., 1989). This latter,
enhancing effect of arecoline on memory is reversed by scopolamine and the
habituation is not observed when novel rats are presented in the second trial.
This suggests that the effect of arecoline is cholinergically mediated, and not
due to non-specific behavioural impairments (Perio et al., 1989).

Temporal Processing and Oscillatory Activity. Oscillatory dynamics in

populations of cells are striking features of neuronal activity which are refiected
in electroencephalographic (EEG) recordings from brain regions including the
entorhinal cortex and hippocampal formation. Neuronal osciliations are
remarkable because they reflect not only the synchronization of massive
numbers of cells, but also ordered temporal patterns of activation. These

activities can result from the intrinsic membrane properties of neurons, and from
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network interactions among populations of neurons (Freeman, 1978; Steriade et
al., 1990; Lopes da Silva, 1991; Klink & Alonso, 1993). The temporal
summation of EPSPs associated with oscillatory synchronization of neuronal
inputs may contribute to Hebbian learning by enhancing levels of post-synaptic
depolarization. Further, Singer (1993) has proposed that oscillatory activity may
serve to increase the specificity with which use-dependent synaptic
modifications occur. Because temporal correlations between inputs are critical
to Hebbian synaptic modification, the determination of which synapses will be
modified may be controlled by the phase of the oscillation at which different
inputs arrive (Singer, 1993). Oscillatory activity may also contribute to the
integration of the different elements of sensory stimuli into coherent perceptual
representations. In the visual cortex, neurons fire at a frequency near 40 Hz in
the gamma-frequency band, and correlations between the firing of units
corresponding to separate aspects of visual stimuli increase with the perceptual
integrity of the stimulus (Bressler, 1989; Gray & Singer, 1989; Gray, 1994}). This
suggests that gamma oscillations may serve to temporally "bind" elementary

neuronal representations of stimulus elements.

i) Frequency Potentiation. The phenomenon of frequency potentiation
has been used to show that rhythmic activity of afferents can contribute to the
enhancement of the amplitudes of post-synaptic responses in a frequency-
dependent manner. Frequency potentiation is a short-term enhancement in the
amplitude of neuronal responses occurring when the low-frequency stimulation
evoking the responses is applied within a given frequency range (Anderson &
Lomo, 1967, 1968; Deadwyler et al., 1975; Creager et al., 1980; Nickell &
Shipley, 1988). Because frequency potentiation tends to be optimal for

somewhat different frequencies in different neuronal pathways, the
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phenomenon suggests that different pathways may be preferentially responsive
to different frequencies of spontaneous oscillatory activity. The first report of
frequency potentiation following stimulation of intrinsic hippocampal pathways
was provided by Andersen and Lomo in 1967. The authors observed frequency
potentiation effects in the commissural and mossy fiber inputs to the CA3
region, and in the commissural and Schaffer collateral inputs to the CA1 region
of the hippocampus. The stimulation was typically applied at a frequency of 10
Hz for 5 to 10 sec. The effects decayed within several hundred msec after
termination of the train. It was also found that stimulation at 6 Hz or less
resulted in maintained expression of IPSPs which appeared to impede the
expression of frequency potentiation, while stimulation frequencies higher than
15 Hz tended to result in large but short-lived enhancements which rapidly
became depressed with continued stimulation (Andersen & Lomo, 1967).

L ater studies demonstrated frequency potentiation effects throughout
the hippocampal formation. Frequency potentiation can be evoked by
stimulation of the perforant path and commissural inputs to the dentate gvrus
(Bliss & Gardner-Medwin, 1973; Dudek et al. 1976; Krug et al., 1985: Munoz et
al., 1991), mossy fiber inputs to CA3 (Yamamoto, 1972; MacVicar & Ducek,
1979), and the Schaffer collateral inputs to CA1 (Schwartzkroin, 1975; Creager
et al., 1980; Pitler & Landfield, 1987). However, although frequency potentiation
has been shown to be a common property of synapses onto principal cells of
the hippocampal formation, and appears to coincide with reduced inhibition
(Ancersen & Lomo, 1968), very littte is known about the underlying celiular
mechanisms.

Frequency potentiation effects are also observed in structures in the

olfactory system and in non-olfactory inputs to the entorhinal cortex. Field
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responses generated in the granule cell layer of the olfactory bulb by stimulation
of the horizontal limb of the diagonal band are enhanced after about 14 sec of
stimulation at 10 Hz (Nickell & Shipley, 1988). Frequencies as low as 5 Hz can
then maintain the potentiation but responses to single pulses decay within
about 3 to 4 sec after the end of the train. The potentiated field potentials are
associated with enhanced activity in inhibitory neurons and are associated with
. _reduction in the activity of the principal output neurons of the olfactory bulb, the
mitral cells {Nickell & Shipley, 1988). The pyramidal cells of the pyriform cortex
show frequency potentiation in response to lateral olfactory tract and intrinsic
associational fiber stimulation (Hasselmo & Bower, 1990; Mokrushin &
Emel'yanov, 1991). While 10 Hz lateral olfactory tract stimulation, and 20 Hz
associational fiber stimulation have been shown to be sufficient for frequency
potentiation in this site, the precise frequency tuning of the effects have not
been determined. Amygdalar and hippocampal inputs to the entorhinal cortex
support frequency potentiation (Deadwyler, 1975; Racine & Milgram, 1983,
Finch et al., 1986; Jones & Heinemann, 1991), as do inputs to the entorhinal
cortex from the subicular complex of the hippocampal formation (Shipley, 1975;
Jones, 1987; Cabaliero-Bleda & Whitter, 1993). Effective frequencies range
between about 5 to 15 Hz, although frequencies as low as 2.5 Hz applied to the
subiculum can induce frequency potentiation in the slice preparation (Jones &
Heinemann, 1991). The precise frequency response characteristics of these
different inputs to the entorhinal cortex have not been well described and
differences across laboratories in the preparations .used make comparisons of
the results for different pathways difficult.

i) Theta Activity. Another clue to the sort of temporal activity which

may be important for learning-related synaptic plasticity is the occurrence of
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rhythmic slow activity, also called the theta rhythm, in EEG recordings during
periods of movement and learning (Vanderwolf, 1988, 1992; Bland & Colom,
1993). The theta rhythm is a large amplitude, near-sinusoidal oscillation with a
frequency near 8 Hz in chronic preparations observed in the hippocampal
formation, entorhinal cortex, and the septum (Gree.n & Arduini, 1954; Adey et
al., 1957; Mitchell & Rank, 1980; Bland, 1986; Alonso & Garcia-Austt, 1987a&b;
Bland & Colom, 1993). Rhythmic slow activity in these sites can be
distinguished, both behaviourally and pharmacologically, into type | and type |l
theta (Vanderwolf, 1969; Bland, 1986). Type | theta is atropine-resistant while
type |l theta is abolished by the administration of atropine (Kramis et al., 1975).
Type | theta is observed during ambulatory movement, the manipulation of
objects, movement and shifts of posture, while type Il theta is observed during
periods of immobility. While the cellular generators of the theta rhythm have
been localized to the principal cells of the entorhinal cortex and hippocampus,
the intrinsic membrane properties and network interactions which initiate and
maintain theta activity have not been well established. |

The relationship of theta activity to the neﬁral mechanisms of learning
and memory are not well-understood. One possibility is that theta can serve 1o
rhythmically synchronize neural activity so that inputs to cell groups in the
hippocampal formation, if occurring at an appropriate phase relationship to
theta, arrive concurrently with large levels of activation. The presence of
background levels of depolarization has been shown experimentally to be
important for LTP induction (Alonso et al., 1990; Morris et al., 1890; Singer &
Artola, 1991; Fox & Daw, 1993). Although the amplitude of electrically-evoked
responses in the dentate gyrus and hippocampus tend to be smalier during

theta activity while animals are running or active (Winson & Azbug, 1978;
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Buzsaki et al., 1981; Hargreaves et al., 1990), a number of studies have
suggested that the phase of theta activity during which afferent inputs arrive
may affect their efficacy in producing a post-synaptic response. Buzsaki et al.
(1981) found that the size of evoked cell discharge in the dentate gyrus during
running varied with the phase of the theta rhythm, and was greatest during the
negative phase recorded in the dentate gyrus molecular layer. Further,
behavioural studies have indicated that animals time the sampling of sensory
stimuli in order to maintain a consistent phase relationship between the
sampling and the phase of theta activity. During operant conditioning tasks rats
are more likely to depress a bar at a particular phase of the theta rhythm (Buno
& Velluti, 1977; Semba & Komisaruk, 1978}, and the movement of rats’ vibrissae
during exploratory snifiing is also synchronized with theta activity (Komisaruk,
1970). Macrides et al. (1982) measured theta activity in the hippocampus and
monitored sniffing with sensors in the nasal cavity during an odour
discrimination task. They found that animals sniffed so as to maintain a
consistent latency between a particular phase of theta and the onset of the
sniffing cycle. Further, this latency relationship was strongest during the initial
acquisition of the odour discrimination task.

Because entorhinal cortex and hippocampal theta activity is thought to
be dependent in part on cholinergic projections from the medial septum
(Mitchell et al., 1982; Bland, 1986; Stewart & Fox, 1990; Konopacki et al., 1992),
one explanation of the deficits in learning which follow anticholinergic drug
treatments is an associated disruption of theta activity. Similarly, the learning
deficits which follow medial septal lesions may also result from disrupted theta
activity (Green & Arduini, 1954). While drug treatments and lesions may result

in a general disruption of entorhinal cortex and hippocampal functioning, rather
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than a specific impairment in Iea;ning-related synaptic plasticity, some
correlations have been drawn between learning impairments and manipulations
of the sebtum which affect theta activity. While large lesions of the medial
septum disrupt both theta activity and spatial learning, smalier lesions which do
not disrupt theta also do not result in spatial memory impairment (Winson,
1978). In a study employing reversible inactivation of the medial septum by
local injection of the local anesthetic tetracaine, both theta rhythm disruption
and impairments in radial arm maze perfermance were observed (Mizumori et
al., 1990). Performance deficits occurred only when the medial septum was
inactivated during study and test phases, but not when it was inactivated during
an intervening delay period. An additional study (Mitchell et al., 1982) found a
correlation between deficits in radial arm maze performance resulting from
medial septal lesions and reductions in theta activity and cholinergic staining in
the entorhinal cortex and hippocampus.

Phase-locking sensory inputs with theta activity may serve some
computational purpose (Komisaruk, 1970, Macrides et al., 1982; Singer, 1993),
perhaps by cooperatively enhancing the amplitude of post-synaptic responses
associated with sensory inputs leading to an increase in the likelihood of
Hebbian synaptic modifications. In accord with the notion that theta activity may
contribute to synaptic plasticity (Lynch et al., 1990), LTP in the CA1 field of the
hippocampus (Larson et al., 1986), and in the dentate gyrus (Greenstein et al.,
1988) is induced most effectively when the trains used to induce LTP are
delivered at theta frequencies. While studies of the relationship of theta activity
to learning and memory have focussed aimost exclusively on the hippocampal
theta rhythm, little is known about the contribution of theta activity in the

entorhinal cortex to synaptic plasticity. Theta activity is generated by superficial
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neurons in the entorhinal cortex (Alonso & Garcia-Austt, 1987a), and is also
dependent in part on medial septal inputs (Mitchell et al., 1982; Konopacki &
Golebiewsci, 1992; Konopacki et al., 1992). While a number of studies have
shown that theta-related stimulation parameters are particularly effective in the
induction of LTP in the hippocampus, similar studies in the entorhinal cortex .
have not been performed, and the contribution of the medial septum to the

control of plasticity in the entorhinal cortex has also not been assessed.

1.5 SYNAPTIC PLASTICITY IN OLFACTORY INPUTS TO THE ENTORHINAL
CORTEX.

In the series of studies reported in the following chapters, changes in
synaptic strength in olfactory inputs from the pyriform cortex to the entorhinal
cortex have been examined in an investigation of temporal and
neuromodulatory factors which control synaptic plasticity in this pathway. While
the computational role of synaptic plasticity in the entorhinal cortex during
memory formation is unknown, it is of great theoretical interest given the pivotal
role this structure is thought to play in mediating interactions between
hippocampal and neocortical areas. Synaptic plasticity in sensory afferents to
the entorhinal cortex could contribute significantly to the alteration of processing
of sensory inputs by the entorhinal cortex and the hippocampal formation. One
possibility is that plasticity in synaptic inputs from the pyriform cortex could
contribute to the storage of olfactory representations in the entorhinal cortex. It
has been suggested that the pyriform cortex supports a form of associative
memory mediated by extensive recurrent excitatory connections between the

principal cells of this region (Hasselmo & Bower, 1993; Barkai et al., 1994).
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Although the entorhinal cortex does not contain similarly extensive recurrent
excitatory connections, cells in the superficial layers do display considerable
axonal arbourizations (Kohler, 1986; Lingenhohl & Finch, 1991) which could
contribute to the recruitment of restricted populations of entorhinal cortex
neurons into stimulus-specific patterns of neurcnal activity. Further, because
the entorhinal cortex is a major site of convergence for sensory inputs from
multiple modalities, plasticity in its afferent and intrinsic synapses may
contribute, along with the hippocampal formation, to the formation of coherent
multimodal sensory representations.

Synaptic enhancements in sensory afferents to the entorhinal cortex
could also play a role during learning by enhancing the transmission of sensory
representations from cortical areas to the hippocampal formation. A long-term,
activity-dependent synaptic enhancement in inputs from a cortical area which is
involved in the representation of a particular sensory stimulus could lead to a
selective increase in the response of neurons in the entorhinal cortex to that
stimulus. In turn, because sensory inputs primarily terminate in the superficial
layers of the entorhinal cortex which contain the cells of origin of the perforant
path (Room et al., 1984; Lopes da Silva et al., 1990; Witter et al., 1993),
plasticity in these afferents could lead to an increase in the degree to which the
representations they carry reach the hippocampus, In addition, if the entorhinal
cortex also performs the sort of multimodal associative memory function
mentioned above, the representations reaching the hippocampus may also
contain related, associational information.

Behavioural studies have not clearly defined the mnemonic functions
performed by the entorhinal cortex, and the coding and processing of neuronal

representations by the entorhinal cortex are not amenable to direct physiological
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examination. However, an understanding of the factors which affect
experimentally-induced synaptic plasticity in its sensory inputs might provide
some insights into the mechanisms which control the processing of sensory
stimuli by the entorhinal cortex during learning and memary. In the following
experiments, the inputs from the pyriform cortex to the entorhinal cortex were
selected for study. This pathway provides an attractive model for plasticity in
sensory inputs to the entorhinal cortex for a number of reasons. Anatomical
and behavioural data suggests that the entorhinal cortex, in association with the
hippocampus, is likely to contribute significantly to olfactory learning. Lesions of
either the hippocampus or entorhinal cortex block olfactory learning (Gauthier &
Soumireu-Mourat, 1981; Eichenbaum et al., 1988; Otto et al., 1991;
Eichenbaum, 1992; Otto & Eichenbaum, 1992), and the acquisition but not the
retention of olfactory discriminations is blocked by interrupting olfactory
projections to the hippocampus (Staubli et al., 1984, 1986). Further, the
pyriform cortex input to the entorhinal cortex is not-only one of its largest inputs,
but in contrast to other inputs from perirhinal and neocortical associational
areas, it carries putatively unimodal sensory information (Witter et al., 1989,
Lopes da Silva et al., 1990). This allows a less ambiguous interpretation of the
types of sensory information that could be affected by plasticity in this pathway
during learning and memory. Further, although the pyriform cortex input has
been less well characterized anatomically than other links in the olfactory
system, some anatomical data do exist to aid in the interpretation of
electrophysiological recordings from this pathway (Kretteck & Price, 1977,
Beckstead, 1978; Boeijinga et al., 1982; Luskin & Price, 1983; Room et al.,
1984),
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The olfactory system is unique in that it is the only sensory modality
which projects to cortical areas without passing through the thalamus. Afferents
from receptors in the olfactory mucosa project to the olfactory bulb where they
terminate on mitral cells from which the lateral olfactory tract originates
(Shepherd, 1972). The lateral olfactory tract runs caudally on the ventro-lateral
surface of the brain, projecting to the pyriform cortex which also lies on the
ventrolateral surface of the brain, subjacent to the rhinal fissure. Lateral
olfactory tract projections terminate in layer la of the pyriform cortex onto the
apical dendrites of the densely packed layer I pyramidal neurons (Carmichael et
al., 1994). Within the pyriform cortex, pyramidal neurons which receive lateral
olfactory tract input project recurrent excitatory connections onto the dendrites
of other pyramidal neurons in layer ib (Haberly & Price, 1978, Luskin & Price,
1983: Haberly & Bower, 1984). Offactory bulb afferents Also project more
caudally to the three most superficial layers of the lateral entorhinal area, and a
smaller projection reaches the medial entorhinal area (Kerr & Dennis, 1972,
Kosel et al., 1981; Wouterlood & Nederlof, 1983, Schwedtfeger et al., 1990).

The large projection from layers |l and lll of the pyriform cortex to the
entorhinal cortex terminate exclusively in the superficial layers. The lateral
entorhinal area receives inputs from both fayers Il and IIl of the pyriform cortex,
while inputs to the medial entorhinal cortex arise mainly from layer Il (Kretteck &
Price, 1977; Beckstead, 1978; Room et al,, 1934). Most fibers terminate in layer
| of both the lateral and medial entorhinal cortex (Beckstead, 1978), and smaller
numbers of fibers reach layer 1l, and tayer Il of the lateral entorhinal area (Luskin
& Price, 1983; Room et al., 1984; Bosijinga et al., 1982).

Factors Which May Affect Plasticity of Olfactory Inguts. There have

been two reports of long-term potentiation effects in pyriform cortex inputs to the
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entorhinal cortex in in vitro preparations. LTP effects were observed in both the
isolated guinea-pig brain (Alonso et al., 1990; de Curtis & Liinas, 1993), and in
the rat entorhinal cortex slice preparation {Alonso et al., 1990). In both
preparations the induction and expression of LTP was NMDA-dependent. In the
slice preparation, both Hebbian and non-Hebbian LTP were induced, gither by
stimulating synaptic inputs, or by rhythmic post-synaptic depolarization with no
presynaptic stimulation, respectively (Alonso et al., 1990). While LTP effects
lasted for hours in these preparations, it is not known if this pathway supports
synaptic enhancements that are as long-lasting as LTP effects in the
hippocampal formation which can last for weeks tc menths in chronic
preparations. In chronically prepared animals, howaver, LTP in this pathway
has not beén readily induced. Racine etal,, (1 983) attempted the induction of
LTPin 5 animais but reported the successful induction of LTP in only one of
these as measured 24 hr after train delivery.

The apparent resistance of this pathway to the induction of LTP in
chronically prepared animals may be due to the strong inhibitory circuitry in the
entorhinal cortex which exerts a tight contro! over the excitability of entorhinal
cortex neurons (Finch & Babb, 1980; Colino & Fernandez de Molina, 1986a&wb;
Finch et al., 1988; Jones & Heinemann, 1991; Jones, 1993). LTP in in vitro
preparations may be a more reliable due to reduced inhibition. In the slice
preparation, picrotoxin was used to reduce GABA.-mediated inhibition (Alonso
et al., 1990), and some reduction in inhibitory activity is also likely to have
occurred in the isolated in vitro guinea-pig brain preparation (de Curtis et al.,
1993). Inhibitory activity in the entorhinal cortex which is strongest in the
superficial layers may, therefore, play a significant role both in restricting

plasticity in sensory afferents, and in gating the normal transmission of sensory
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input to the hippocampal formation (Jones, 1993). Jones (1987, 1993) and
others (Shipley 1975; Finch et al., 1986; Caballero-Bleda & Witter, 1993),
however, have reported results which indicate that there is a shift in the balance
of excitation and inhibition during appropriate frequencies of input to the
entorhinal cortex. Responses of superficial entorhi.nal cortex neurons can be
enhanced when inputs are stimulated at frequencies between 2.5 and 10 Hz.
Lower frequencies of stimulation are ineffective in producing these frequency
potentiation effects, and the frequencies which are effective are similar to the
frequency of theta activity expressed in the slice and acute preparations used
(Konopacki & Golebiewski, 1992). Because plasticity in pyriform cortex inputs
are dependent on levels of post-synaptic depolarization and NMDA receptor
activation (Alonso et al., 1990; de Curtis & Llinas, 1993) these results suggest
that the temporal pattern of background activity occurring in this pathway may
be critical for LTP induction in chronic preparations in which inhibitory
mechanisms are intact. Further, an examination of the optimal frequencies of
stimulation for frequency potentiation effects in this pathway might suggest
which frequencies of spontaneous input contribute to learning-related synaptic
plasticity most strongly.

The types of stimulation sufficient to induce and enhance synaptic
plasticity in the olfactory inputs to the entorhinal cortex were examined in a
number of the experiments reported here. It had previously been demonstrated
that 400 Hz, 8-pulse trains are insufficient for the reliable induction of LTP in
chroric animals (Racirié. et al., 1983), so longer, 16-pulse 400 Hz trains were
used in the present study in order to provide a more intense drive at excitatory
synapses. The contribution of frequency potentiating stimuli to the induction of

LTP was assessed by delivering high-frequency trains during the application of
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frequency potentiating stimuli. Because the medial septum contributes
significantly to the temporal nature of neuronal activity in the entorhinal cortex,
and may therefore affect the susceptibility of entorhinal cortex synapses to LTP
induction (Mitchell et al., 1982; Lynch et al., 1990; de Curtis & Llinas, 1993), the
effects of theta-frequency stimulation of the medial septum on LTP in entorhinal
cortex afferents were also assessed. Previous in vitro studies have shown that
theta-frequency stimulation is sufficient for the induction of LTP in the pyriform
cortex inputs to the entorhinal cortex (Alonso et al., 1990, de Curtis & Llinas,
1993), but whether the medial septum may contribute heterosynaptically to
similar effects and provide a‘neural system which may control plasticity in the
pyriform to entorhinal cortex pathway has not been assessed.

Determination of the stimulation parameters sufficient to induce
plasticity in the entorhinal cortex under conditions in which normal inhibitory
mechanisms are present requires the use of a chronic experimental preparation.
The chronic implantation of field electrodes to monitor synaptic strength has a
number of advantages for the study of the factors which may influence plasticity
in this pathway. First, normal neuromodulatory and inhibitory processes remain
intact so that there is a greater likelihood that some of the same mechanisms
which support observed experimental effects could also contribute to learning-
related synaptic plasticity. Second, neuromodulatory systems in areas of the
brain which are not preserved in slice preparations may be selectively activated
to test their effects on normal and potentiated synaptic transmission. Third,
chronic preparations allow an assessment of the durability of LTP effects
because reliable recordings can be obtained for months after the induction of

LTP.
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Electrophysiological recordings from chronically-implanted electrodes
monitor the electrica! field around the electrode which reflects the spatial and
temporal summation of electric currents generated by synaptic activity. When
an afferént pathway is stimulated, field activity can sum temporally to result in a
discrete, evoked field potential, the amplitude of which can be used as an index
of the strength of the connectivity in the synapses mediating the response.
Because field potentials can be affected by activity of currents generated some
distance from the electrode, the mapping of a particular evoked field potential
onto a particular synaptic population depends in part on a knowledge of the
anatomy and physiology of the pathway under study. While the pyriform cortex
projection to the entorhinal cortex has been characterized well anatomically in a
number of species including the rat (Luskin & Price, 1983; Room et al., 1984), in
vivo physiological studies of this projection have béen conducted almost
exclusively in the cat and the use of chronic preparations to examine this system
in the rat has remained undeveloped (Van Groen et al., 1987; Boeljinga & Van
Groen, 1984). Similarly, while the medial septal projection to the hippocampal
formation has been well-characterized both anatomically and physiologically
(Andersen et al., 1961; Mosko et al., 1973; Chandler & Crutcher, 1983;
McNaughton & Mitter, 1984; Amaral & Kurz, 1985; Robinson & Racine, 1986),
the anatomy of the septal projection to the entorhinal cortex has been weli-
described more recently (Alonso & Kohler, 1984; insausti et al., 1987, Gaykema
et al., 1990), and there is no available information on its physiological properties
for any species.

The first experiments, reported in Chapter 2, were conducted to
provide a sound interpretive basis for the analysis of field potentials in the

entorhinal cortex following stimulation of either the pyriform cortex or the medial
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septum. The technique of current source density analysis (Haberly & Shepherd,
1973: Nicholson & Freeman, 1975; Mitzdorf, 1985) was used to spatially localize
the synaptic currents in the entorhinal cortex which result from electrical
stimulation of the two input pathways, and the resuits were compared to the
known anatornical distribution of the terminations of these pathways. This
analysis allowed changes in field potentials recorded from chronically-implanted
electrodes to be interpreted in terms of changes in the efficacy of identified
synaptic populations.

Additional preliminary experiments were required to determine the
optimal frequencies for frequency potentiation effects in pyriform cortex afferents
to the entorhinal cortex because one of the hypotheses to be tested in later
experiments was that frequency potentiation could contribute to the induction of
LTP. In addition to the measurement of frequency potentiation in pyriform
cortex inputs, the effect of low-frequency stimulation of the medial septal
projection was also assessed to determine if frequency potentiation might occur
in response to theta-frequency stimulation. The neural mechanisms which
mediate frequency potentiation have been studied most extensively in peripheral
nervous system preparations and little is known about the mechanisms which
lead to frequency potentiation at central synapses (Magelby, 1973a; Magselby &
Zengel, 1982; Magelby, 1987; Applegate & Landfield, 1988; Zucker, 1989; Hess
& Kuhnt, 1992; Landfield, 1993). Therefore, a series of paired-pulse tests
(Racine & Milgram, 1983) were used to examine the time course of facilitatory
and inhibitory mechanisms in the entorhinal cortex which follow pyriform cortex
and medial septal stimulation and which may also contribute to frequency

potentiation effects.
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The final chapter of the thesis reports the application of computational
modelling techniques to the formalization of one set of neural mechanisms
which could result in synaptic frequehcy potentiation, and to the simulation of
the cooperative LTP effects in the entorhinal cortex. in addition to providing an
explicit, quantitative description of neuronal mechanisms proposed to mediate
experimentally observed phenomena, this approach allows an exploration of the
possible forms which representations of sensory information may take in neural
networks, a line of inquiry not possible with the sole use of current

neurophysiological methods.
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CHAPTER 2
SPATIAL DISTRIBUTION OF SYNAPTIC CURRENTS IN THE ENTORHINAL
CORTEX FOLLOWING PYRIFORM CORTEX AND MEDIAL SEPTAL
STIMULATION.

Available anatomical data describing the projections from the pyriform
cortex to the entorhinal cortex comes primarily from work on the cat (Kretteck &
Price, 1977; Boeijinga et al., 1982; Room et al., 1984), but these projections
have also been observed in the monkey (Van Hoesen et al., 1972; Van Hoesen
& Pandya, 1975) and in the rat (Beckstead, 1978; Kretteck & Price, 1977; Luskin
& Price, 1983). Using horseradish peroxidase injections in the lateral and
medial entorhinal areas, Beckstead {1978) found retrograde cell labelling in the
pyriform cortex only after lateral entorhinal area injections, suggesting that the
pyriform cortex projects most strongly to the lateral division of the entorhinal
cortex. However, a pyriform cortex projection to the medial entorhinal area in
the rat has also been described by Room et al. (1984) using *H-leucine
anterograde tracing methods. They found that the lateral entorhinal cortex
receives inputs from neurons in layers Il and [l of the pyriform cortex, and that
the medial entorhinal cortex receives a somewhat less dense projection from
cells in layer || (Room et al., 1984).

The inputs from the pyriform cortex terminate exclusively in the three
most superficial layers of the entorhinal cortex. The inputs to layer | of the
medial and lateral eritorhinal areas are the most prominent (Beckstead, 1978),

but somewhat lower fibre densities are aiso observed in layers |l and IIt of the
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lateral entorhinal cortex (Luskin & Price, 1983; Room et al., 1984), and in layer Il
of the medial entorhinal cortex (Boeijinga et al., 1982).

Extracellulary-recorded field potentials in the entorhinal cortex evoked
by stimulating pyriform cortex inputs have been described for the cat (Van
Groen et al., 1987; Boeijinga & Van Groen, 1984), and in the isolated guinea pig
brain in vitro (Alonso et al., 1990; de Curtis & LIinaé, 1993), but there are no
reports for the rat. In the isolated guinea pig brain (de Curtis et al., 1991, 1994)
a negative field potential is evoked at the surface of the entorhinal cortex by
pyriform cortex stimulation, and there is a simultaneous depolarization of layer ||
entorhinal cortex neurons (de Curtis & Llinas, 1993). Because excitatory
synaptic transmission results in a local region of negativity outside the neuronal
membrane due to the net flow of positive current into the post-synaptic cell, this
field potential component is consistent with the dendritic activation of many
neurons in the superficial layers of entorhinal cortex. The field potential is
almost completely abolished by perfusion with 8-cynano-7-nitroquinoxaline-2,3-
dione (CNQX, a non-NMDA glutamate receptor antagonist), indicating that
much of the response is mediated by glutaminergic neurotransmission. The
application of the NMDA receptor antagonist 2-amino-5-phosphonovalerate (AP-
5) results in a much smaller attenuation of field responses (about 10%) which is
most pronounced during the later phases of intraceliular EPSPs. These resuits
suggest that the early and the late phases of the evoked field potentials are
respectively mediated primarily by non-NMDA, and NMDA glutamate receptors
on layer Il neurons (de Curtis & Llinas, 1593).

In the cat, stimulation of the anterior pyriform cortex also results in a
surface negative field potential which reverses in polarity near layer li (Boeijinga

& Van Groen, 1984). Posterior pyriform cortex stimulation, however, results in a
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surface positive field potential which also reverses near layer Il and is
attributable to synaptic activation of dendritic processes in layer lll. Both
anterior and posterior pyriform cortex stimulation results in unit responses
primarily in layers | and Il. Although stimulation of these regions results in field
potentials in both the lateral and medial entorhinal areas, the evoked potentials
are strongest in the lateral entorhinal area (Boeijinga & Van Groen, 1984).

Current source density (CSD) analysis has been used to study the
synaptic inputs to the éntorhinal cortex from the olfactory bulb and pyriform
cortex in the cat (Van Groen et al., 1987). CSD analysis is a method for spatially
localizing the membrane current sources and sinks which result f_r_gm evoked
neuronal activity in lammellar cortical tissue (Haberly & Shepherd, 1 973;
Nicholson & Freeman, 1975; Mitzdorf, 1985). Experimentally, the one-
dimensiona! CSD is obtained by recording evoked field potentials at intervals
spanning the depth of a cortical structure, and by then calculating the second
derivative of the measured voltage gradient (Freeman & Nicholson, 1975;
Rodriguez & Haberly, 1989; Ketchum & Haberly, 1993a). In this way, the
membrane currents responsible for components of the evoked potentials may
be localized in order to provide greater insight into the functional properties of
cortical synaptic transmission in vivo. CSD analysis has been used to examine
the activation of intrinsic circuitry in the pyriform cortex following stimulation of
olfactory bulb efferents (Haberly & Shepherd, 19783; Rodriguez & Haberly, 1989,
Ketchum & Haberly, 1993a8b), and has been used to study hippocampal long-
term potentiation (Taube & Schwartzkroin, 1988; Leung et al., 1992) and the
sources of theta activity (Buzsaki et al., 1986; Brankack et al., 1983).

The study by Van Groen et al. (1987) indicated that both olfactory bulb

and pyriform cortex stimulation in the cat results in an early current sink in the
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superficial layers of the ventrolateral entorhinal cortex which first develops in
layer | before reaching layer Il. Their results are consistent with the activation of |
dendritic processes of layer 1l neurons and a resulting depolarization of cell |
bodies in layer Ii. Further, shortly after the layer Il sink, there was a large
reduction in [ayer Il unit activity, and the delivery of two pulses at a 40 msec
interpulse interval resulted in a paired-pulse depression effect. These
observations suggest that, in addition to the activation of pr'i'ncipai neurons,
pyriform cortex stimulation also results in the activation of inhibitory
mechanisms.

While the above studies have provided a considerable amount of
information about the synaptic responses in the entorhinal cortex induced by
the stimulation of olfactory structures, there is no report of the analyses of field
potentials in the entorhinal cortex of the rat following pyriform cortex stimulation.
Similar data and analyses are nseded for the rat because of possible species
differences in the physiology of this pathway, and because of the usefulness of
this species in the experimental study of olfactory learning and synaptic
plasticity. Therefore, in the present study, CSD analysis of field potentials in the
entorhinal cortex following pyriform cortex stimulation was performed in order to
gain insight into the evoked synaptic events, and to facilitate the interpretation of
components of field potentials recorded at single depths in chronically-prepared
animals.

In these same experiments, medial septal inputs to the entorhinal
cortex were also stimulated to provide field potentials which were also analyzed
using CSD techniques. Both cholinergic and non-cholinergic efferents from the
medial septum project to the entorhinal cortex via the dorsal fornix and the

fimbria (Segal, 1977; Alonso & Kohler, 1984; Insausti et al,, 1987; Gaykema et
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al., 1990). Lateral aspects of the medial septum project heavily to the medial
entorhinal cortex while cells in the medial aspect innervate more lateral parts of
the entorhinal cortex (Gaykema et al., 1990). Septal inputs terminate most
heavily in layer Il and IV of the medial and lateral entorhinal areas, and also
terminate in layer lll to a lesser degree (Alonso & Kohler, 1984; Witter et al,,
1989; Gaykema et al., 1990). .

The medial septal area is of intzrest with respect to neuromodutation
and temporal processing in the entorhinal cortex, in part, because of its
contributions to oscillatory activity in the hippocampus. Cholinergic and non-
cholinergic medial septal and diagonal band fibers project to the dentate gyrus
and the CA fields of the hippocampal formation (Mosko et al., 1973; Chandler &
Crutcher, 1983; McNaughton & Miller, 1984), and these projections are thought
to contribute to the hippocampal theta rhythm (Green & Arduini, 1954; Petsche
et al., 1962; Stewart & Fox, 1990; Bland & Colom, 1993). Some cells in the
medial septum and nucteus of the diagonal band fire bursts in phase with the
hippocampal theta rhythm, and maintain their rhythmic bursting even after
fimbrial connections with the hippocampus are cut {Petsche et al., 1962;
McLennan & Miller, 1976). In the entorhinal cortex; theta-frequency activity
reverses in phase between the superficial and deep layers (Mitchell & Ranck,
1980; Alonso & Garcia-Austt, 1987a) indicating that this activity is not voiume
conducted from the hippocampus. The entorhinal cortex also é:ontains neurons
in layers Il and il which fire aither rhythmically or non-rhythmically with a
constant phase-relationship to the theta rhythm (Alonso & Gércia-Austt, 1987b).
The superficial layers of the entorhinal cortex therefore both receive septal
inputs and contain neurons which are the source of entorhinal cortex theta

activity. Lesions of the medial sepium block theta activity in both the
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hippocampus and in the entorhinal cortex (Green & Arduini, 1954; Mitchell et al.,
1992), and carbachol induces theta-like activity in hippocampal (Konopacki et
al., 1987) and entorhinal cortex slices (Konopacki & Golebiewsci, 1992;
Konopacki et al., 1992). These similarities further suggest that cholinergic
efferents from the septum contribute to theta-frequency activity in both the
"hippocampa[ formation and the entorhinal cortex.

Although some studies have described field responses in the
hippocampus following septal stimulation, there have been no reports
describing entorhinal cortex responses to septal stimulation. Field potentials in
the dentate gyrus following medial septal stimulation have been reported by
some authors as being rather weak, but the same stimulation can result in
strong facilitatory effects on field potentials evoked a short time later by
stimulation of the perforant path (Alvarez-Leefmans & Gardner-Medwin, 1975;
Fantie & Goddard, 1982). Other researchers have reported stronger field
potentials, and similar facilitation effects which appear to result from the
activation of granule cell neurons near their soma (Andersen et al., 1961;
Robingon & Racine, 1982; McNaughton & Miller, 1984).

In order to facilitate the study of medial septal projections to the
entorhinal cortex using field potential recording techniques in chronic animals,
CSD analysis was used in the present study to localize the synaptic populations
in the entorhinal cortex activated by medial septal s_timulation. Further, because
both pyriform cortex and medial septal inputs have been shown anatomically to
terminate in the superficial layers of the entorhinal cortex, it was of interest to
determine to what degree electrophysiologically localized synaptic evints might
also overlap near the same neuronal populations. Evoked field potential

recordings for CSD analysis were therefore obtained in response to separate
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stimulations of the pyriform cortex and the medial septum in the same animals.
in addition, the synaptic events associated with short-term facilitation in these :
input pathways were examined by delivering pairs of pulségjét an éiﬁterpulse
interval which leads to a facilitation of the evoked potentials. Some of these

results have been reported in abstract form (Chapman & Racine, 1995a).

METHODS

Surgery. Adult male Long Evans hooded rats were anesthetized with
urethare (1.5 g/kg, i.p.) and placed in a stereotaxic frame with bregma and
lambda on the horizontal plane. The temperature of the animal was monitored
with a rectal probe, and kept within 36.5 to 37.5°C during the course of the
experiment by adjusting a heating lamp. Bipolar twisted wire teflon-coated
stainless steel stimulating electrodes were lowered into the right pyriform cortex
(3.6 mm posterior and 6.5 mm lateral to bregma, and 0.5 mm above the base of
the brain), and the right medial septum (0.2 mm anterior, 0-0.2 mm lateral and
6.0 mm ventral to bregma). One tip of each of the bipolar stimulating electrodes
extended 0.5 mm beyond the other. The stereotaxic instrument was grounded,
and a stainless steel jeweler's screw placed above the left frontal cortex served
as a reference electrode.

Monopolar recording electrodes were stainless steel 00 insect pins
insulated with Epoxylite with a flat exposed tip 40 to 60 um in diameter. In three
animals, teflon-coated tungsten wire electrodes cut blunt to a diameter of 50 to
80 um were used. In order to record field potentials at multiple intervals in the
plane perpendicular to the surface of the medial entorhinal cortex, the

electrodes were placed in a Narishige mechanical micromanipulator and
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advanced on the saggital plane 5.2 mm lateral to the midline at an angle 40°
above horizontal. This angle of electrode penetration was used by Mitchell and
Ranck (1980) and by Alonso and Garcia-Austt (1987a) in a study of phase
reversals in theta-frequency activity across lamina in the rat entorhinal cortex.
Interaural coordinates for thé surface of the entorhinal cortex were 0.2 mm
anterior to the interaural line, 5.2 mm lateral to the midline (ipsilateral to the
stimulating electrodes), and 2.6 mm dorsal to the interaural line. Warmed
mineral oil was applied to the exposed cortex following electrode penetration tb
prevent drying. Although glass electrodes are preferable to metal electrodes
because of their reduced junctional capacitance and better response 1o high-
frequency potential changes, stiff insect pin electrodes were used in this
experiment to limit bending of the electrode over the approximately 12 mm
trajectory to the entorhinal cortex.

Stimulation and Recording. Electrical stimuli were generated with a

Grass S88 stimulator, and photoelectric stimulus isolation units (Grass SIUEB)
were used to deliver 0.1 msec biphasic constant current pulses to the pyriform
cortex and medial septum. Evoked field potentials were analog filtered (.3 Hz
high-pass, and 3 kHz low-pass at half-amplitude), énd amplified using a Grass
(Model 12) amplifier. Evoked field potentials were digitized at 10 kHz with a 12-
bit A/D board and stored on computer hard disk.

The recording electrode was stowly advanced to the superficial layers
of the entorhinal cortex, and the vertical positions of the pyriform cortex and
medial septum electrodes were then adjusted to optimize the current thresholds
for low-intensity test-pulses delivered at 0.1 Hz. Test-pulse intensities were then
adjusted to levels which evoked entorhinal cortex responses approximately 75%

of the asymptotic response amplitude. Test-pulse intensities ranged between
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475 and 725 pA for pyriform cortex sites, and between 500 and 1000 uA for
medial septal sites. The recording electrode was again slowly advanced while
monitoring responses evoked by pyriform cortex stimulation until the electrode
was prevented from advancing by contact wiih the skuli underlying the surface
of the entorhinal cortex. A 20 min period preceded subseguent testing. In most
experiments, evoked field potentials were recorded at each of 41 depths spaced
at 50 um intervals as the recording electrode was retracted to a 2.0 mm distance
from the surface of the cortex. When tungsten electrodes were used, however,
the electrodes were not first placed at the surface, and field potentials were
recarded as the electrode was advancead from a coordinate 2.0 mm distant frcm
brain surface. This prevented damage to these more fragile electrodes prior to
recording which could occur during surface determination.

During experiments with the first few animals it was found that when
two identi:al pulses were delivered to either the pyriform cortex or medial
septum at an interpulse interval of 70 msec, the response evoked by the second
puilse was enhanced relative to that evoked by the first pulse. Field potentials
were therefore recorded in response to paired-pulse stimulation of either the
pyriform cortex or the medial septum at each recording depth to characterize
synaptic events associated with the facilitation effects. Ten paired-pulse
responses were recorded at each depth, one every ten sec, and later averaged.

Polysynaptic evoked potentials are less reliably evoked than
monosynaptic responses due to variability in monosynaptically-induced firing,
and in a resulting variability in the summation of disynaptic responses (Berry &
Pentreath, 1976). Polysynaptic responses therefore tend to fail at frequencies of
stimulation above 50 Hz, while monosynaptic responses usually follow

frequencies closer to 100 Hz or more. In order to test whether the evoked
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responses in the etorhinal cortex are due to monosynaptic connections from
the pyriform cortex, frequency of following tests were conducted in three
animals (after depth recordings) by delivering 1.0 sec trains of stimulation
':"‘:bu!ses at frequencies between 60 and 125 Hz. In one animal (#4), responses
to five trains at each stimulation frequency were recorded at a depth of 250 um
and averaged at each frequency. Frequency of following tests were
inconclusive for medial septal evoked responses due to the presence of large
field components not generated in the entorhinal cortex (see below).

Histology After recordings were completed, anodal current (50 4A)
was passed through the recording electrode relative to the right stereotaxic
earbar for 15 sec. The location of the resulting iron deposits was later identified
using the Prussian Blue reaction to confirm the depths at which recordings were
obtained. In some animals, current was also passed between the tips of each
bipolar stimulating electrode to aid in the localization of placements in the
pyriform cortex and medial septum. Animals were perfused through the heart
with 0.9% saline followed by a 10% formalin solution, and the brains were
removed and stored in a solution of 20% glucose in 10% formalin. Brains were
usually divided on the coronal plane so that coronal sections containing the
stimulating electrodes tracks, and saggital sections containing the recording
electrode tracks could be obtained. In a few early animals, all electrode
locations were examined on saggital sections. The frozen, 40 um thick sections
were cut using a cryostat and placed on gelatin-coated slides for staining.
Following the Prussian blue reaction (5% KFeCN in 1% HCI), sections were
counterstained with Neutral red. Locations of stimulating electrodes were
plotted on sections taken from the Atlas of Paxinos and Watson (1986). Light

photomicrographs of recording electrode tracks were obtained with a Zeiss
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Axioskop microscope using a green interference filter and 400 ASA black and
white print film.

Current Source Density Analysis, Extraceliularly-recorded field

potentials result from the volume averaging of many small membrane currents
resuiting from neurona! activity. The éktracel!ularly recorded field potential (@) is
related to the membrane current (I, in units A/cm®) by the equation
tn= Vo -V¢p (1)

where o is a tensor describing the conductivity of the extracellular
space, and V is a divergence operation which determines the rate of change in
the potential and conductivity gradients per unit volume for all coordinates in
extracellular space (Nicholson & Freeman, 1975; Mitzdorf, 1985). |.is negative
for current sinks, and positive for sources. The validity of this equation depends
on the assumptions that the electrical field in the extracellular space obeys
Ohm’s law, and is quasistatic (i.e. negligibly affected by capacitive, inductive,
and magnetic effects of membrane currents) for physiologically relevant
frequencies (=0-1 kHz, Mitzdorf, 1985). Error induced on the basis of these
assumptions is estimated to be less than 10% (Nicholson & Freeman, 1975;
Mitzdorf, 1985; Holsheimer, 1987).

In laminar structures which are isotropic (conductivity is not different in
different directions), and homogeneous (o does not vary with position) so that
there is negligible current flow in the planes perpendicular to the recording
track, and an invariant conductivity gradient in the directions perpendicular to
the lamina, a one-dimensional CSD can be computed by

lm = -{0: - d2p/dz?) (2)
where z is the direction perpendicular to the cortical plane (Mitzdorf, 1985).

Because the potential gradient is proportional to the amount of current flow by
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Ohm’s law (V=1-R), changes in the potential gradient at a given point indicate a
change in the amount of membrane current flow. The second derivative of the
voltage gradient (d2¢/dz?) therefore reflects the location of induced membrane
currents, and is employed alone to calculate the CSD when gradients in
conductivity (o) are likely negligible (Rodriguez & Haberly, 1989; Van Goen et
al., 1987; Leung et al., 1992; Ketchum & Haberly, 1993a).

Because the second derivative greatly exaggerates high-frequency
noise it is a conventional practice to perform a preliminary smoothing of the
evoked potentials in the spatial dimension (e.g., Rodriguez & Haberly, 1989). In
the present study, high-frequency noise component conii‘i;butions to the depth
profiles with periods of less than 250 um were digifa!ly smoothed at each time
point by convolving the data with weights derived from a Blackman window.
Smoothing at this frequency did not mask nor alter the location of consistently
observed sink-source distributions. The second derivative of the smoothed
evoked potentials was computed with respect to cortical depth for all sampled
time points to yield an estimate of the CSD by differentiating a polynomial
interpolated through the data points. Because the conductivity of the entorhinal
cortex is unknown, data were expressed in arbitrary units. CSD analysis results

were displayed using both three-dimensional and topographical plots.

RESULTS

Experiments were performed on 18 a_nima!s.. Data from three animals
were excluded from analysis because of excessive variability in field potential
recordings during the course of the experiments, Reliable evoked potentials

and CSD results indicating sink-source pairs in the entorhinal cortex were
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obtained in all of the 15 remaining cases for pyriform cortex stimulation, butin
only 9 cases for medial septal stimulation. More reliable resuits for medial septal
stimulation were oﬁ%éined in the later experiments once the field potential
component corresponding to an induced entorhinal cortex sink was identified,
and maximized during stimulating electrode placement.

Stimulation and Recording Sites. The positions of the tips of the

effective stimulating electrodes are indicated in Figure 2.1. The stimulation sites
which evoked current sinks in the entorhinal cortex were closely associated with
the medial septum. However, the high stimulation currents needed to evoke
septo-entorhinal evoked potentials suggest that currents from the medial
septum electrodes may have spread ventrally to activate the nucleus of the
diagonal band, and caudally to low threshold substrates in the anterior
commissure and/or the fornix-fimbria. The positions of the pyriform cortex
stimulating electrodes were distributed to some extent in the rostrocaudal and
mediolateral directions, but all electrodes were positioned near the dense layer
of pyramidal cells in layer ll, and in most cases the bipolar stimulating electrode
tips straddled the pyramidal cells.

Figure 2.24 shows the locations of the recording electrode trajectories
on tracings of representative saggital sections. Electrode tracks typically
passed through the caudal hippocampal formation, including the subiculum,
prior to entering the ventral aspect of the medial entorhinal cortex which is
approximately 950 um thick at these coordinates. A photomicrograph of an
electrode track through the entorhinal cortex illustrating the layering of the
entorhinal cortex in these sites is also shown in Figure 2.28. Electrode
penetrations were nearly perpendicular to the surface of the cortex, and the

recording sites which extended 2.0 mm from the cartical surface included the
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subicular region, molecular layer of the dentate gyrus, and sometimes the
granule cell layer of the dentate gyrus.

Pvriform Cortex Stimulation: Field Potentials. Field potentials evoked

in the superficial layers of the entorhinal cortex by p'yrifqrm cortex stimulation
éontajned a prominent negative deflection. The superficial negativity was cle_arly
observed to follow pulse train frequencies of 80 Hz, consistent with a
monosynaptic response (Figure 2.3). Because of stimulus artifacts and a
merging of consecutively-evoked field potentials during 90 Hz and 100 Hz pulse
trains, individual responses were less apparent except for relatively discrete
negative deflections which were observed at appropriate latencies after the last
pulse in the trains. Similar deflections were not observed following the 125 Hz
train, suggesting a failure of the synaptic response between frequencies of 100
and 125 Hz (Figure 2.3).

An example of field potentials recorded at 50 um intervals to a depth of
2.0 mm below the cortical surface is shown in Figure 2.4 (where, for clarity, only
the response to the first pulse is shown). in all animals, the surface-negative
component was maximal in layers | and |l, at depths between 150 to 350 pm
below the surface, and averaged 0.55 mV in amplitude (range 0.16 to 1.1 mV).
Onset latencies averaged 10.4 msec (range 6 to 15 msec), and the mean
latency to peak was 18.4 (range 16.5 to 23 msec). This field potential
component tended to reverse to a positive deflection as the recording electrode
was moved from the superficial [ayers to the deeper layers (Figures 2.4 & 2.5).

A second negative-going potential was sometimes superimposed on
the positivity in the deep layers of the entorhinal cortex, and when observed (12
of 15 cases), it tended to become stronger in the molecular layer of the dentate

gyrus (Figure 2.5). There was considerable variability in the latency of this field
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potential component relative to that of the negativity in entorhinal cortex layers |
and Il (range -3.0 to 3.5 msec). |

Paired-pulse testihg in all animals, in which two identical stimulation
pulses were delivered at an interval of 70 msec, resulted in responses to the
second fjﬁ[se which were enhanced com;:;ared to the responses evoked by the
first pulse. The peak amplitude of the superficial negativity was enhanced by
146% on average (range 112 to 174%), corhpared to the response evoked by
the first pulse. The negativity recorded in the dentate gyrus was also enhanced,
and usually doubled in amplitude.

Following the surface negative component, at latencies greater than 25
msec, the pyriform cortex response usually displayed a weaker, and more long-
lasting surface positive component. This component reversed at depths
between 450 and 550 um into a negative deflection recorded in the deep layers
of the entorhinal cortex.

Pvriform Cortex Stimulation: CSD Analysis. The results of CSD

analyses of field potentials evoked in the entorhinal cortex by pyriform cortex
stimulation were remarkably consistent across animals. The typical CSD profile
included a superficial sink-deep source configuration which peaked around .18
msec. This was followed at longer latencies by a deeper sink accompanied by a
source in the superficial layers. The CSD results for the field potential data of
Figure 2.4 are shown in Figure 2.6, and the corresponding data for the double-
pulse results of Figure 2.5 are shown i Figure 2.7.. In addition, because the
depths and latencies of the sink-scurce distributions were very similar across
animals, it was possible to average the CSD results. The average was derived
from individual CSD plots normalized to the amplitude of the superficial sink,

which afforded a more equal weighting of the individual results (Figure 2.8).
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The spatial peak in the superficial sink ranged between 250 and 350
um below the cortical surface, corresponding to layer |l and the superficial parts
of layer lll. This was somewhat deeper than the depths at which the maximal
field potentials were recorded. The associated current source was centered
about 750 um deep in layers V and VI. The onset- and peak latencies of the
superficial sink corresponded ve::y closely to those of the surface negativity in
field potential recordings. Animals showing the shortest field potential onset
latencies also tended to display an earlier, more superficial sink near the border
between layer | and || (eg Figures 2.4 and 2.6). This small sink was
associated with a weak source in layer |ll, and merged with the larger sink in
layer II. This result, obsérved in 7 of the 15 cases, is expressed in the averaged
CSD topographical rlot as a slightly descending sink that precedes the
development of the main superficial sink (Figure 2.8).

At depths near 1.8 mm below the cortical surface in the dentate
molecular layer, an early current sink was observed in 11 cases. The meari -
latency to peak for this sink was 1;7.6 msec and it was associated with a
negativity superimposed on the positive field potentials recorded at these
depths. The relationship between the sink and the deep negativity in the field
notentials can be seen in the results for animal #8 which are shown in Figures
2.5and 2.7. The negative deflection, while decaying gradualiy through the
subiculum, was strongest at the deep;est recording sites, and the resulting sink
was centered in the outer regions of the dentate molecular layer (Figures 2.7 &
2.8). The responses to the second pulse of the stimulation pulse-pairs were
enhanced for both the superficial sink-source pair, and for the deep sink-source
pair when it was observed, in accord with the enhanced negativities observed in

the field potentials.
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A long-latency sink-source pair was observed in 12 of 15 experiments.
The late sink peaked in layers IV and V of the entorhinal cortex, and typically
had an onset latency near 30 msec, and a latency to peak of ’c’égween 45 and 50
msec (Figure 2.8). The current source associaied with the sink was centered in
layer |I, at a depth 50 um more superficial than the early sink. This late sink-
source pair was not markedly enhanced by paired-pulse stimulation at the inter-

pulse interval used.

Medial Septal Stimulation; Field Potentials. The field potentials evoked
by stimulation of the medial septum were more variable in morphology
compared to those evoked by pyriform cortex stimulation, and there were five
field potential components observed in most animals. The five components
varied in amplitude with recordiné depth, but not all displayed reversals in
polarity.

The earliest component observed was deep-positive, brief, and was
typically observed at latencies of 2 to 4 msec. This spike-like component,
observed in 10 of 15 cases {e.g.s Figures 2.9 & 2.10), was largest in the
molecular layer of the dentate gyrus, and sometimes appeared to reverse into a
slight negative deflection near the hippocampal fissure.

A longer-duration positive component, peaking at latencies of 5to 8
msec was observed in all animais, and followed the offset of the early spike-like
component when present. The positive component was usually maximal in the
molecular layer of the dentate gyrus, decreasing steadily in amplitude towards
the cortical surface (e.qg., Figure 2.9), and in some animals toward the granule
cell layer (e.g., Figure 2.10).

A negative compornient, peaking with a mean latency of 15.6 msec, was

observed at the deepest recording sites. The amplitude of the negativity was
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always greatest near the dentate gyrus except for three animals in which the
negativity was reduced over the last few hundred um as the recording electrode
passed into the granule cell layer. Figure 2.9 illustrates a case in which the
negativity was reduced at depth between 1750 ym and 2000 um below the
surface, and Figure 2.10 illustrates the more typical result.

The weakest of the field potential components was a surface positive
component which peaked at latencies near 20 msec and reversed into a shallow
negative deflections at depth of roughly 300 to 350 um (Figures 2.9 and 2.10).
This component was less reliable than the earlier components, and was clearly
discriminable in only 6 animals. After reversal, this negative deflection tended to
merge with the stronger negativity described above.

The longest latency component was surface negative, reversed, in the
deeper layers of the entorhinal cortex, and peaked at a mean latency of 29.3
msec (Figures 2.9 & 2.10, arrows). Although a clear surface negativity was
observed in only 5 cases, a deep positivity peaking at this latency was observed
in 4 additional cases. When observed, the shallow surface negativity peaked at
a mean depth of 230 um in layer ll, and reversed at depths of approximately 350
um in the superficial region of layer IIl. Both the surface negativity and the deep
positivity had post-stimulus offset latencies near 50 msec.

Paired-pulse stimulation tended to enhance all components in the field
potentials, but the effect on the early spike-like component was small (Figure
2.10). The distinctness of the two longest-latency components in the field
potentials was often greatly enhanced in response to the second pulse
compared to rather weak initial responses.

Medial Septal Stimulation: CSD Analysis. CSD analysis of entorhinal

cortex field potentials following medial septal stimulation indicated clear sink-
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source distributions in the entorhinal cortex of only 9 of 15 animals. inthe
remaining cases, observed sink-source pairs were restricted to regions outside
the entorhinal cortex. Because the sink-source distributions in the subiculum
and dentate gyrus are weil-represented by animals in which sinks were also
observed in the entorhinal cortex, and because septal stimulating electrodes in
these animals were better placed, only the CSD results for experiments in which
entorhinal cortex sinks were observed are reported here. In these nine animals,
the CSD resuits were sufficiently similar to allow averaging of the profiles which
were normalized to the amplitude of the superficial sink.

The entorhinal cortex sink evoked by medial septal stimulation had
mean onset- and peak latencies of 14.1 and 30.3 msec, respectively. The sink
began in superficial portions of layer lIl, and then rose into layer Il near the
border with layer ill (Figure 2.13). This sink peaked in layer || at a depth of 350
um, 50 um deeper, on average, than the superficia! sink induced by pyriform
cortex stimulation. The current source associated with the sink was located in
layers V and VI. The superficial sink evoked by septal stimulation corresponded
to the late, surface negative component in the field potentials which occurred at
the same latency and reversed at depths near 350 um (Figures 2.11 & 2.12).

The superficial sink evoked by septal stimulation was often preceded
by a shallow source at similar depths (Figure 2.11). The field potential correlate
of this source was the weak, surface positive component. Both this source and
following sink were enhanced by paired-pulse stimulation (Figures 2.12 & 2.13).
The current source was more clearly localized to deep layer Il following paired-
pulse stimulation. Similarly, paired-pulse stimulation resulted in focussing of the
peak of the superficial sink to more intermediate regions of layer Ili, and its

onset became associated with a brief current source in layer 1 (Figure 2.13).
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Short-latency current sources and sinks in the subiculum and
hippocampal formation corresponded to the early spike-like, deep positive, and
deep negative components of the field potentials observed at theée depths. The
spike-like component in the field potentials corresponded to a current sink of
the same latency and duration at a depth of 1400 to 1700 um which was
accompanied by a current source close to the dentate gyrus granule cell layer.
Following the spike, a strong current sink developed in the dentate molecular
layer near the hippocampal fissure. This component, which peaked at a mean
latency of 15.6 msec, cérr.ésponded to the strong deep negative component of
the field potentials (Figure 2.13). The prominent deep positive-going
component in the field potentials was not associated with marked effects in the
CSD results. The only CSD correlate observed at similar latencies was a small
current source at a depth of 1300 to 1500 um. This source was more prolonged
than the deep positive component, and was associated with a current sink in the
subicular-angular bundle region, 900 to 1200 um below the cortical surface.
This source was observed in 7 of the 9 animals (see Figure 2.12 for one
exception). After a single stimulation pulse, the peak latency of the sink tended
to match that of the deeper source, but after the second stimulation pulse it

tended to precede this source (Figure 2.13).



Figure 2.1
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Figure 2.1. The locations of stimulating electrodes aimed at the medial septum
(MS) and pyriform cortex (PY) are shown on representative coronal sections
taken from the atlas of Paxinos and Watson (1986).









Figure 2.2
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Figure 2.2. A, The 2.0 mm trajectories of recording electrodes through the
entorhinal cortex are indicated on camera lucida tracings of representative
saggital sections. Solid lines indicate tracks from which field potentials evoked
by both pyriform cortex and medial septal stimulation were recorded. Dashed
lines indicate tracks from which only pyriform cortex-evoked field potentials
were recorded. Dotted lines indicate tracks from which representative
recodings shown in subsequent figures were obtained. Subsequent figures
based on responses only to the first stimulation pulse were based on data
obtained from the more dorsal of these tracks. B, Photomicrograph of a
representative saggital section. Cortical divisions and layers are indicated
schematically to the right.
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Figure 2.3
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Figure 2.3. Frequency of following test for field potentials recorded in the
entorhinal cortex following pyriform cortex stimulation. Stimulation trains at the
indicated frequencies were 1.0 sec in duration. Recordings were made at a
depth of 250 um (Animal #4). Individual responses to each stimula