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ABSTRACT = B

A flow configuration capable of exciting and interacting with the acoustic plane
2 - .
waves modes of a piping system is examined both experimentally and theoretically. .The

acoustic source is generated by placing two standard geometry orifice plates in the flow. ‘

~e

Strong acoustic pressures exceeding 125 dB inside the pipe are generated with the orifice " -

plate separation distance small (<2%) in comparison to the wavelength of the lowest

~ frequency excited. The acoustic source is shown to excite those modes possessing an acoustic

- — -

pressure'node (acoustic velocity anti-node) at or near the source location. The S-trouhal
number based on mean orifice velocity and orifice plate separation x%nges from 0.5t0 1.0, and .
is sensitive to cavity diameter. Flow visualization photographs examining the fluid
mechanics of the phenomenon are provided. The pﬁotographs reveal the presence of an
oscillating shear layer near the upstream orifice plate, and subsequent roll up into a large
scale vortex and propagation to the downstream orifice plate. The effect of mean turbulence
levels at the upstream separation plane on the fluid dvnamics a.nd coupled acoustic
production is studied.

An acoustic model of the piping system is developed using the 4 pole method. ':l‘he
acoustic model, as well as th‘; ;odelling procedures, are examined and tested in detail. A
theoretical model of the coupled fluid/acoustic oscillator is dex:eloped by combining published
characteristics of separated inviscid sheared flows with the developed acoustic model. The

theoretical model predictions compare favorably, both qualitatively, and quantitatively with

the experimental results. .
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CHAPTER 1

- THESIS OUTLINE

1.0 Introduction - -

Significant problems m the field of flow induced vibrétions (FIV) have been
examined by industry and academic investigators alike. Traditionally, FIV research was’
li}nited to the aeroelastic problem of classical flutter and divergence'of aircraft wings. More
recently, however, the field has expanded to encompass problems ranging from the vibration
of hydraulic gate valves to the strumming and singing of overhead bower transmission lines.
Unquestionably, the nuclear power industry has provided many interesting and importani
FIV problems, and has been a major contributor (and benef:';ciar_v) of conferences conc.erned |
solely with the field of flow induced vibrations [1.1,1.2,1.3].

Coupled fluid/elastic vibration is not restricted to problen;gz involving structural
motion. Dynamic fluid pressures, and periodic fluid oscillations can arise through the
interaction of the flow with the acoustic field. In low damping situations the coincidence of
the acoustic resonating frequency with a'structural natural frequency can cause significant
structural vibration. Without structural motion, operator annoyvance and fatigue may still be
a concern if only a small fraction of the available flow dynamic head is converted to acoustic
energy.

\

The work presented in this thesis is part of an on going study investigating the
fluid mecﬁanics. acoustic source characteristics, and fluid/acoustic interaction of a ﬂov‘q/—
excited resonance. A flow geometry is examined both experimentally and theoretically which _

generates a periodic fluid oscillation inherently coupled with a strong acoustic resonance ina

pipeline. ¢ Low frequency dynamic pressures can be produced where the characteristic



dimen;iox:x of the flow geometry is much smaller than the wavelengt.h of the.frequencies
excited. The i:qssibility for low fréquency acoustic production makes this phenomenon a
potential problem for inducing structural-%ibrﬁtiﬁn. Included in rt.he goals of the research
_ program, and the work presented in this thesis is the desire to provide ;u_rther insight 'mt.

resonators of this type, and lead to the development of design guidelines for resonance

avoidance. : .

1.2 Thesis overview
~5
Figure 1.1 summarizes the areas of work and the organization of the research

presented in this thesis. The phenomenon under investigation couples the fluid motiqen with
the pipe line acoustics to generate & strong acous;t‘?ic resonance. For this reason measurements
and theoretical model developments separating the piping acoustic contributions and fluid
mechanics are required.

In chapter 2 a literature review of previeus experimental and theoretical work
examining the generation of sound in ducts and pipes ié presented. Asp';cts of a flow geometry
capable of exciting the plane wz;ve modes of a piping system wlhic.h have not been fully
investigated by previous research are identified. The experimental facility designed and built
by the author f;)r the work presented in this thesis is aescribed. Thi-s facility was designed to
allow several fundamental aspects of the flow excited resonance to be e&lc.'amined. These
include identification of thg basic acoustic source characteristics, as well as examination of
the effect of cavity geometry on the frequency/v;zlocity relationship. Also included are the
results of‘a study examining the effect of mean turbulence on the acoustic production, as well

as photographs from a flow visualization study identifying the main features of the fluid

dynamics.
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In c'l;apt.er 3, fundamental measurement techniques necessary for accurate acoustic
modelling of the source environment are examined. A novel measurement technique suitable
for source impedance identification is also developed. Theﬁt}fxsibiliiy of using a two channel
FFT analyser and correspondingly two passes of data acqui;idop in conjunction with the
source imped;nce identification r.nethod is tested in detail. )

An acoustic model of th'e piping system, incorporating model parameters obtai.ned
using the techniques presented in chapter 3 is developed in chapter 4. Detailed experimental
testing of the model development is made which examines both the modelling approach as
well as the required measurements. An acoustic signature analysis is identified and applied
to the phenomenon under study. |

In chapter 5 the developed acoustic model is utilized to generate a self-excited
model of the coupled fluid/acoustic system. The predicted results and general cl.'laracteri'stics .
are compared with the measurements of c};apter 2.

Proposals for future work as well as a detailed chapter wise summary of the results
and major contributions of the individual areas of study are provided in chapter 6. Also

included is a general discussion of the phenomenon under study, as well as conclusions

regarding the general applicability of the theoretical model for use in design.



CHAPTER2

FUNDAMENTAL: EXPERIMENTAL MEASUREMENTS

20 lNTRODUCTION B e == s
Significant structural pipeline vxbratmn can be mduced by plane wave: acoustic °
_ resonance inside the pipe as expenenced, for example, by Ontano Hydro in the main steam
" line at their Bruce Nuclear Power 'Station. The details of this problem were ,summanzcd by :
Hartlén and Jaster at Karlsruhe 1979 {2.1]. The acoustic source, initially ['orcmg a reduct:on
from 791 MW to 625 VIW demonstrated a constant Strouhal number dependency between
. reactor load (flow velocity) and a;oustxc frequency. Qualitatively, the acoustic source i
displayed many of the characteristics tyﬁically associated with a cavity type reso}mnce, ie a
strong periodic fluid os;:i_llation ;'einforced by ‘a local acoustic resonance. Howe.vAer, the very

low frequency generation and interaction with the piping plane wave acoustic modes,

combined with the difficulty in identifying both the location of the acoustic source within the -

. —

main steam pipe line, ar\}'eli as the appropriate solution (either structural modification or-.
flow modification) demonétrgtec_i the need for further study. This chapter presents experi-
mental results"of a fundamental study to examine the generation of plane wave acoustic
resonance in pipelines. A flow field is generated which interacts strongly with the
longitudinal acoustic modes of the piping system. This interaction generatefaﬁ}acoustic
- source capable of producing .very low frequency sound necessary for significant structural

excitation of piping loops.  * - -



o1 Selectidp of écoustic source
v : " The generation of flow induced noise in pipelines (ducting systems) can be broadly
categorized as: broad band noise sources which excite (with-out Ifeed'back) the plane wave
niodes, pure tone sburces which interact primarily with local or cross modes to produce a lock-
‘in phenomenon, and ﬁna‘lly puré tone sources which interact with the 10ngitud§nal modes of
. the piping system ax;zd also produce lock-in (signifying strong acoustic feedback). | Itv is

v

primarily the second two categories which display highly organized fluid motions and ¢an

generate the significant ﬂuctﬁating pressures necessary to cause rapid structural failures.

Early ;c;erimemal results by Parker [2.2,2.3,2.4] illustrated the possible
excitation of ducting cross n;odes by vortex shedding from a flat pl;te. gumpsty and ...
Whitehead [2.5] examined the effect of wake length organization by forcing the trailing edge

.'of the plate to vibrate. Archibald [2.6] examined tf?e effectAof sound on the vortex production
to.develop a linear feedback type r:nodel to account for the main characteristics of the self
excitation. Welsh and Stol;.es [2.?] have.provided clear flow visualization pictures illustrating
fhe convection of large scale vortices from the t’:.';ziling\eage of these type configurations. A
su'cc-essful modelling of the soupd_ production process was achieved in‘_[2.7}. which utiiized the <

" formulation by Howe [2.8]. Essentially this formulation is‘ based on the rate at which the flow

does work on the acoustic field, wl‘;ich 1s gi.ven by:

‘ 4
P=-p J‘[{mk‘v),-u’}dv [2.1]

where:’
P = work rate
W = vortigity
v = incompressible velocity :
u = acoustic px;rticle velocity

{ .

p = airdensity/ ' : .

j\



5

Equation 2.1 implies that no work is done on the acoustic field if the mean

convective path of the fluid disturbances are parallel to the acoustic field.

The generation of strong acoustic resonance by flow past cavities is another

potential source of noise in ducting systéms. Earlier ﬁork by Rossiter [2.9] utilized an
acoustic feedback model to explain the strong cavity oscillations. Rossiter proposed that the
cavity tones were a result of the convection of vortices shed periodically from the upstream lip
of the ga\;ity. Upon impingement (interaction) with the downstream edge, acoustic pulses

were generated which led in turn to the shedding of new vortices from the upstream lip. A

semi-empirical model was proposed which controlled the necessary time of the feedback -

required for the stable oscillations.

éilanin and Covert [2.10] improved on the basic approach of Rossiter by relating
the instabilities of the free shear layer present in the system to the production of sound. In
this model the amplitude of the acoustic disturbances were scaled to the fluctuating mass
addition into the cavity. The acoustic &;haracteris:ics of the cavity beneath the shear layer
were modelled in detail, providing the mechanism in which the pressure pulées generated
downstream could influence the shear layer at the shear point. A similar approach was used

by Elder [2.11] to model the depth mode resonance of flow past a deep cavity. In this instance

the shear layer instability equations developed by Michalke [2.12] for an inviscid shear layer

were combined with the 1 dimensional impedance characteristics of a closed organ pipe.

Again the'shear layer was influenced only at the shear point. Measurement of the shear layer

motion indicated better correlation of the results near the separation point than near the

- impingement location.

Tam and Block (2.13] analyzed in detailed the influence of sound on the instability
waves of a shear layer in order to predict the reIationship'.'Bétween resonant frequencieg and

velocity over a cavity. In this model a line source was assumed along the downstream edge of

-

_——



the cavity without examining the details in which the sound was produced. Detailed

Schlieren photographs by Keller and Escudier [2.14] for a variety‘of-' cavity configurations

show the control of large scale eddy structures by the wave field within the cavity for high

Mach number and high frequency oscillations. Nelson et al [2.15,2.16] examined-in detail'the

flow acoustic interaction for a classical Hemholtz resonator configuration excited by grazing

flow by utilizing both flow visualization and laser'doppler anemometry. Here the details of

the source generation could be examined by calculation of the Reynolds shear stress over the

resonator mouth. The photographs clearly show large scale vortices shed periodically from
the upstream edge. The vox:tiées were convected to the downstream edge of the cavity at a
uniform velocity, at which point the méan speed of the vortices doubled. S;gniﬁcant
conclusions regarding the mechanism for energy conversion were made, including the
generation of a source/sink pair whose difference accounted for the net flow of acoustic energy

to the far field.

Common to all of the described resonant systems and models is the presence of an .

hydrodynamically unstable shear layer. The characteristics of impinging shear layers has
been summarized by Rockwell [2.17]. The seqdence of events described by Rockwell

necessary for the oscillations to be self-sustained intlude:

(a) Impingement of organized"vorti‘city fluctuations resulting in an upstream

influence,
(b) Conversion of the resulting disturbance to a velocity (and displacement)

fluctuation in the vicinity of the separation point,

~

(@ Initia] exponential amplik':cation of this disturbance by the shear layer as it is
convected downstream.

{d) - Saturation in the growth of the shear layer resulting in a transfer of energy to

harmonies of the fundamental frequency.



The generation of an organized shear layer oscillation is not :jgs;trit;ted to ;ituations
with acoustic reinforced only. In a review pa&ltﬂxwell and Naudascher [2.181~summa'rize
the unstable flow past cavities into: fluid dynamie, fluid resonant,and fluid elastic
oscillations. The conceptual model t:or these situation remain the same. A disturbance at the
shear point is selectively amplified by -the unstable sheaf layer. The_ convection and

N

jmpingement of the larger scale disturbance on the dowﬁétream edge in turn effects the
upstream shear sensitive poiﬁt. In the absencgféast;c or acoustic viSrations the feed back
is solely through incompressible me;ans The resulting velocity/frequency charact.enstms of
the oscillation will be primarily determined by the shear layer 4nphﬁcat10n characteristics
and the dimensions of the cavity. In the case of fluid elastic oscillations, the impingement of
the travelling disturbance excites the local structural environment. The‘ response and
corresponding feedback in the form of a relative displacement to the shear sensitive point will
be frequency erendent. The frequency dep-enc.ient response is also present when t.he’wiron-
ment is excited acoustically. - Thus, for fluid resonant and fluid elastic oscillations, the
characteristics of the resulting oscillations will depend on the amplification characteristics of
‘the shear layer and the frequency response characteristics of_.tche vibrating system {either
-acoustie or structural).

T“hé excitation of duc‘t. crosé modes by vortex.shedding, or cavity modes by a shear
layer oscillati;m {s generally associated with frequencies much higher than those.necessary to
interact significantly with the structural medes of a piping system. The generation of lower
frequency resonance, where the basic process of the systt;rn (shear 1gyer oscilIatigx;::\s) interact
with the plane wave (longitudinal) modes of the piping system has received considerably less

attention in_ the literature. Rockwell and Schachenmann [2.19,2.20] and Schachenmann and

Rockweil [2.21] have experimentally investigated in detail a resonator of this type. The.

experiments utilized an axisymmetric cavity placed at the end of & pipe. They were able to



-"a

10

measure the relative amplitude of the hydrodynamic to acoustic wave amplitude at

: s
separation. The clear difference {a factor of 3) in the ratios at resonance was associated with

the "Q factor” of each mode. This "Q factor” is, of couise a measure of damping related to both
the flow and frequency dependent impedanc;e of the syste}rn. Other important observatip:is
made {rom the measurements include the clear phése c'l.i.ﬁ'erence of (2 pi n) at resonance
Eetween the separation point and the impingement location. As well, the exponential growth
predicted using inviscid‘theory for axisymmetric jets by Plaschko [2.22] is not seen over the
entire cavity length. The maximum measured disturbance amplification was in the orcier of
3. This reduction in expecteé amplification is attributed to the large disturbances and the
associated saturation at the shear point. Although the general proces;s and sequence of events
necessary for the sustained oscillation to occur are well understood, the details of the sound
production were not investigated in {4.20-4.21].

Nomoto and Culick [4.23] examined the basic characteristic of an acoustic
resonator similar to that studied .in §1.19-4.21]. The cavity was ge?terated by plaéing two
closely spaced baffles in the duct. However, by placing the resonator inside the duct and not
at or near the end of the piping system, they were unable tt; excite all resonant duct
frequencies. A flow visualization study'indicated the_presence of an integral number of
vortices between the b'afﬂes. The résulting velocity,cavity separation,frequency data were
analyzed by plotting a stabilit_v.zone diagram.

Clearly Rockwell and Schachenmann [4.19-4.21] and Nomoto and Culick [4.23]
were investigating the same basic resonator. However, the results of [4.23] indicate that the
shear layer oscillation and roll up is not solely dependent on the damping fa-ctor of each
acoustic mode. In this chapter, the results of an experimental study investigating further

aspects of the resonator examined in [4.19-4.21] and [4.23] are presented. In particular, the

experimental program identifies the infiluence of the piping acoustics, the resonator location
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within the piping éyst.em. and the mean turbulence levels on the fluid mechanics and
associated acoustic production of the source. )

-

22 Experimental Facility

Fi@ 2.1 presents a schematic diagram cﬁ' the rig constructed ;peciﬁcally_ for this
investigation. The entrance bellxﬁoﬁth is designed to reduce entrance flow noise to the rig
without significantly altering the open end impedar;ce values in the frequency range studied.
The plenum is lined with acoustic foam and is bafﬂf.;d to reduce blower noise transmitted
upst'.reamkto the test section. Experiments were conducted to measure the acoustic transfer

. C
function between microphones located at the blower entrance, and 15 cm upstream of the

[}

plenum entrance. Despite modifications to the internal baffle arrangements which reduced
transmitted blower noise, peaks in spectrum of the microphone mounted in the test section
existed. These peaks were situated at freciuencies correspondin_g to the‘ blade pass frequency
of the blower (4 times ti:xe rpm) and thefirst few harmonics. The sound pressure level of these
peaks were several orlders of magnitudé below those produced by the acoustic source.
However, in order. to eliminate any influence of this sound on the acoustic source under
investigation, the experiments were conducted at frequencies far removed from the blower
noise. A dissip-:tive muffler was desié‘ned and constructed (at the expense of significant
:pressure drop.) which virtually eliminated any blower exhaust noise {from entering the test
section via the upstream bellmouth. The muffler exhausted 6utside of the building. This not
only removed the smoke particles generated during the flow visualization study, but it also
helped to m-aintain a constant room temperature. The blower itselfis a pos_itive displacement
multi-vane type blower providing a high suction head,with reduced acoustic pressure pulses.

The test section consists of flanged acryvlic sections allowing the position of the acoustic source

to be moved along the pipe at roughly 1 m intervals. The overall length of the pipe in these
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exp;:riments was restricted to 9m. This length effectively separates-the blower noise
generated at the hlade pass frequencies, from the piping acoustu: modes excxted by the
resonator. Thzs clear separatxon of frequenmes removes the need for.a more compl:cnted
experimental rig or data acquisition procedure necessary to reduce the backgroundonoise.
levels in the acoustic measurements. The flow velocity was measured upstream of the
singularity using hotwire anemometry. The acoustic response can be measured at 4 locations
in the rig simultaneously using 4 flush mounted B@K 6 mm microphones. Two channels of
time domain information ¢an be analyzed on line using a Nicolet 660b FFT analyzer and then
down loaded to a VAX 730 for subsequent manipulation. When m;)re than 2 channels of
simultaneous information is required, a multi channel A to D board driven by the Vax 730.
can be used. A relatively large pipe diameter was chosen for the test section to facilitate
detailed velocity measurements across the section, as well as improve the resolution of the
flow visualization pictures. Two orifice plates-were used to generate the cavity resonator as
shown in figure 2.2. Essentially this is the classic "bird call" acoustic source referred to by

Rayleigh [2.24].

2.3 Basic Source Characteristics

Figure 2.3 presents a typical plot of measured acoustic frequency versus mean

orifice velocity, where the orifice velocity. is calculated using the measured upstream

centerline velocity and the orifice to pipe area ratio (vall:e 3.93). This experiment was
conducted with a total pipe length of 8.04m, cavity length of 4.32 cm, with the upstream
orifice located 4.06 m downstream of the entrance bellmouth. Several basic characteristics of
the resonator are illustrated in this plot. Ffrst, —t-he-presence of a very strong lock-on
phenomenon is clearly seen, ie., for a wide range of velocities the pure tone generated is

centered about a unique frequency. The largest excursion from the frequency of maximum

—_

’

. . . /
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output is approximately 2 Hz from the velocity of ﬁrs.t occﬁrrence, un_til the resonator jpmps to

a different plane wave mode. The possibility of multiple frequency output is alse illustrated
. . * -

in this plot. Howeviar, this usually occurs at or near the points of frequency jumping where

the acoustic output is reduced. ’

By shifting the singularity throughout the test section it was possible to determine
the basic dipole nature of the acoustic source. Figures 2.4 present the frequency velocity plot
with the identical cavity geometry located at two other positions. in the pipe. F‘igures' 2.5
present plots of the computed acoustic‘ mode éhapes corresponding to the resonating

| frequencies of figures 2.3 and 2.4. The resonant frequencies and corresponding moﬁe shapes
were calculated assuming an open pipe of length 8.04 m, and perfect open ehd boundary
conditioné. it .is clear from examination of the resonating frequencies and location of the
double orifice cavity within-the rig that the source interacts and excites the modes possessing
a pressure node (particle ;el.ocity‘ anti-node) at o;' near the double oriﬁce. res;onator. For the
particula.ar casé presented i-n figure 2.3, positioning the source nominally at the centre of the
test section, located it at a pressur.e node or anfinode for all resonant frequencies. Thus, the
even valued sequence of resonating modes (6,8,10..) are those preferred by a.dipole type
source. The deviation from this sequence at frequencies less th;an 125 Hz, or at 402 Hz (mode
1‘9) will be discussed in chap}er 5. | |
The sound pressure levels measu:;ed just outside of the bellmouth entrance
(nominally a pressure node at all frequencies) varied from 90 dBA at the lowest sounding
lfrequency of 125 Hz, to 115 dBA at the higher frequencies. Tl;xe peak RMS sound pressure
level measured in the test section, or outside the bellmouth did not necessarily increase Eth
available dynamic head. In figure 2.6 the peai: acoustic pressures in each of the sounding

medes are plotted against flow velocity. This data is taken from the same experiment which

produced figure 2.3. The peak modal pressures are calculated as:

.- | ) }
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m -- [2.2]

‘. -
"v where:

P, - = peak modal pressure
Pn = acoustic pressure at mic. location
n = mode number )
Xm = microphone location (1.04m from bellmouth)
. "1y = total pipe length (8.04m)

The values lﬁm\v 95&3 occur at the velocities where multiple tones are
produced. For this particular case the peak modal pressures occur at 210 Hz and not at the
highest frequency of 420 Hz excited in the test.

In figure 2;7 the frequency of maximum acoustic output times th;: cav_ity
separation is plotted against mean orifice velocity; This data was obtained by varying L¢
from 4 cmto9em. Inearlier models of cavity resonance [2.10] the slope of this line represents
ti'ze rat{o of free stream velocity to the velocity at which the fluid disturbance propagates
downstream. A best fit line throm:xgh this data does not pass through zero (this slope would
represent a Strguh’al number} since a dependance of Strouhal number on Mach number
clearly exists. If the data for any individual (L.avity separation is plotted, thé scatter about the
straight line is virtually eliminated. Thus the scatter seen in the data of figure 2.7 about the
best fit line representls:‘;l variation in the slope from 0.67 (R2 = 0.998) to 0.77 (R2 = 0.999).

The Strouhal number based on the mean orifice velocity and the cavity separation varies from
approximately 1.0 at the lower flow velocities to 0.8 at the upper ranges of the velocities

-

tested. The absence of a flow conditioner immediately upstream-of the résonator, and the

corresponding variation in velocity profile, and angle of separation with mean flow will

contribute to some of the variation in Strouhal number.

10“
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If pe;iodic componer;ts (ie vortex shedding) exist in the ﬂov:r"i’n the absence of any
_ elastic (either structural or acoustic) response, the calculation of 2 Stfouhal number from the .
frequency/velocity data taken at resonance will usually cause an undez." estimation of thé.
vah}a necessary to predict the onset of the resonance. Inthe case of vortex shedding from bluff -
bodies, the coinﬁidence of the vortex shedding freguency with the elz;stic resonant frequency
;ﬁh_cause sufﬁcient-s;-g_'x'uctural motion to completeiy control the fluid me?:haniqs. It is known
that the ability of a shear Iay:r (which is the initial stage of a large scale vorticity develop-
ment) to amplify disturbances is significantly reduced if the amplitude ol;> Ehe disturbance at
the separation pqint-app_roéches or exceeds the fundamentgl dimension.\(thicl.mess) of the
shear layer. If a significant displacement at th‘e separation poiﬁt exists resulting from large-
amplit;:de motion, then saturation in the resulting displacemeht itself will occur. It is this
saturation in the respdnse of the elastic system ar"'ising from the saturation in the shear layer
amplification characteristics which can cause the under estimation in the Strouhal! number
evaluated using the velocity and frequency :‘a.fﬁiaximum é.mplitude. In the case of the
acoust'ic resonance unc.ier study, the scale of the acoustic fluid particle displacements at the
sebaration point duri"’r;g maximum acoustic output are sig’niﬁca;tly smallér than what is
easily measured_ if the responée is in the form of a structural vibration. This allows dynamic
response measurements to be made well before complete sature;tion in the shear layer and
resulting acoustic response occurs. In figure 2.8, the frequency and velocity. data at first
occu:.'rence of any measured acoustic output, rather than at peak acoustic output are used in
the identical fashion as figure 2.6. While data taken at resonance in structural motion
enlvironrxients ;nay be suspect, the use o_f first occurance data for the acoustic phenonenon is =
clearly not correct. . -
| A series of ;experiments were conducted to examine the effect of cavity diamgter on .

the resonator characteristics. Figure 2.9 presents a summary of this data. The mode selection



-+

‘)

: T (uwph g3l ‘wg o G=ST
.E?hw => Of] => wwgp) “AITO0[3A BDTJLIO uesu SNSI9A
uotjeaedos £31AED SeWi} S9DOUBINDDO 1SA1J e AdDuenbaxj

(S/us)OA ‘ALIDOTIA 3D141HO NVIW

—rrrrrrrrrrrrrrTTTrrT T

oY . 0" 0¢ Ol .
1 ] I I




24

(wp " p=017 ‘ugg - Gg=s7]
‘W g=1'1) CJa9qunu Yor SNSISA Jagunu [eynoalg

HIGWNN HOYIN
020 G510 0L'0 500

DR sandy

T Y T T | T T T Y R I — |

-<— Y39WNN 3GON —

wo ['gl

9

B 2 8L Gi 2l 6
S wd Nm.\./
¥ °d ‘4a13nviIa _
- ALIAVD
. ) A

0
o

o't

Gt

OAPT'S ‘43 GNNN TVHNOYLS



-

was i_:gain determined by the apparent dipole nature of the source and the mmspondiné _
_ posi;i;n-o{_.the resonator in the ac:ustic mode sﬁape. ifthe freque;icy of maximum acoustic
output times cavity separation is plotted against mean orifice yelocity for any particular
cavity diameter, the data lies on a straight line with virtually no scatter. 'For the largest
diameter case (De = 13.72 cm) the data is described Ly lthe equation:
Fr*Le(m/s) = 0.75*Vo + 1.66
RZ = 0.998 :
For the smallest diameter tested (D¢ = 7.62cm) the data is fit with:
Fr‘Lc(an) = 0.48*Vo + 0.0758 '

_RZ = 0.999

Fi&\lre 2.10 summarizes the c‘hange in slope versus cavity diameter. Also inclugic;d
is a data point obtained from the series of experiments investigating the effect of cavity
length. Itis clear that there is a decrease in the sensitivity of the slope with increasing cavity
diameter.

A transition from plane wave resonance to transverse, local cavity resonance will
occur at higher flow velocities. The details of this transition have not been investigated.
However, the theoretical linear decrease in cut-o.n frequency with increasing cavity diameter
provides a mechanism in which the local acoustic environment of the cavity can influence the
shear layer. To investigate this further, all of the Strouhal data (acquired Mwm@ vity
separation or cavity diameter) were plotted against a non-dimensional cavity diameter. is
is presented in figure 2.11. To reduce the number of points on this graph, only the maximum,
minimum, and mean Str;uhal values for a particular De/Do were plotted. Presented in this
fashion, the depéndency of number on cavity diameters clearly decreases »\.:ith the inc~rease in
cavity diameter. At the lowest ratio tested there appears to be a unique Strouhal number,

while at the larger cavity diameters the spread in the data indicates that a different

¢
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' parameter is influencing the results. It is expected that the effect of cavity diameter on the

acoustic plane wavé resonance is primarily a fluid mechanic effect altering the growth and -

propagation of the shear layer. It is imporfant to note that at the smallest value of De/Do
tested (1.1) the resonator maintains a high acoustic output (>110 dBa) as measured just

outside the bellmouth, ] . -

24 Flow Visualization Results

A flow visualization study was performed to examine in more detail the basic flow
characteristics of the acoustic sou;'ce. A square cavity was r:;ount.ed between the two orifice
plates to reduced th;e scattering of light at the plexiglass interface. This modified slightly the
performance characteristics of the éoqrce. but did not altér the basic phenomenon. The
"smoke" was generated Ry mixing Ammonia gas and Sulphur dioxide in an exothermic

rection to produce inert solid white Ammonium Sulphate ‘particles (2.25]. The two gases

- must be introduced separately into the flow just upstream of the cavity, If the mixing is done-

externally and injected into the flow the solid particles will quickly block the injection probe.

The correct proportions were best achieved by first introducing the Sulphur dioxide into the

flow, and then adjusting the Ammonia gas until the smoke is a pure white (and a maximum of
generation) or until the presence of each gas cannot be detected. * Both gases are easily

detected before the concentrations are sufficient to cause a problem. The Amimonia gas has a

1

very strong and unique odour at 5 ppm. The Sulphur dioxide which is odourless is first

detected as an irritation at the back of the thr.c_)gt resulting from the formation of Sulphuric

acid (acid rain!). For long term storage and usage, the pressure regulators should be stainless

steel since both gases are corrosive with brass.

A strobe technique similar to that used in [2.15] was developed. The strobe was

triggered by the zero crossing of the acoustic pressure (from positive to negative) measured .

s
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downstream of the cavity. It was not possible to tri@ the circuit using t\.he .ﬂuctuat,irng.
pressure at the cavity location Since the source';-is located in the vicinity ol"a plane wave
pressure node. A phase delay circuit was‘-developed and placed between the rr‘:ic:ropho.ne
output and the strobe triggér signal, Thig allowed control of the capture point in the acoustic
cyclé. The p;imary advantage of this flow visualization approach over high speed photo-
graphy is the ability to freeze high frequency oscillations in a low light level environn;efxt.. As
w'éll, the captﬁre point in the acoustic cycle is known and maintained indepefxdent of any
slight variation in the oscillation. From the experimentalist's perspective, any change in the

fluid motion resulting from a change in the apparatus can be seen immediately, without the

need for film development. Figure 2.12 illustrates the relationship between the locations of

tfte microphone, cavity resonator and the acoustic pressure and particle velocity mode‘l Hapes.
The acoustic mode shape%‘. are estimated assuming open end boundary conditions for a pipe
length Lt = 9.2 rn.‘ From examination of figure 2.12 the relationship betwee.n the phase
angle’of the trigger signal (with respect to the zero crossing) and the acoustic velocity at the

™,
cavity location can be determined. Table 2.1 summarizes-the extreme values:

Time P (mic) Vel (cavity)
o 0 - 0
0+ .25t | -P max + V max
0+ 0.5t 0 | 0
0 + 0.75t +lP max -V max

t = 1/(181 Hz)

Table 2.1; Relationship between strobe trigger and acoustic velocity at cavity location.

e
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The "smoke™ was illuminated using a sheet of light, gsséntially producing a 2
dinie.r_lsiqr;_al in}age of the torispherical shear layer. The photographs were taken using long
exposures (0.5-2 sec) with ASA 400 speed film and a stan;.!ard 35mm SLR camera. Figures
2.13 presenl:; a sequem‘:e of still pictures describing the fluid motions in the cavity. Figure
2.13b is taken w@thin' 0.06t of the point of maximum a_c_:oust.ic velocity in the cycle. This
coincides with the minimum radial position of the fluid particle path at the downstream’™
orifice plate. The roll up of the shear layer intq an unseparated vortex is clear at a point about,
1/2 the distance to the downstream orifice plate. The shear layer appears to be "cut” as the
shear wave passes the lip of the downstream orifice plate. This ger.lerates initially an
organized vortex within the volume bounded By‘the cavity and the shear layer. Although not
evident in the still pictures but'visible during the experimental study is the entrainment of
ﬂuic‘i from the downstream pipe section up into the cavity, moving against the mean flow.

* This fluid passes very close (<1 mm) to ti‘;xe lip of the downstream oriﬁce plate. This reverse:
flow up into tl;e cavity coincides with the separated vorteﬁ fdrma_tion. The pressure gradient
associated with the circular flow in the discrete vortex would be a possible driving force for
this fluid. Examination of the ;:avity indﬁcates signif'iéant Ammonium Sulphate deposits on
the face of the downstream orifice plate as well as on the top surface of the test section,

covering approximately 1/2 tixe distance to the upstream orifice plate. As the shear wave
moves down towards the pipe centerline and reaches the minimum radial position, the flow
visualization pictures indicate that the organized vortex has been destroyed ana leaves the
volume bounded by the cavity walls and the shear layer. The lower extension of the shear
layer is seen to lie roughl;;— half way between the pipe centerline and the downstream orifice
lip.

Figure 2.14 presents the rms velocity fluctuation profiles across 3 locations in the

cavity resonator. The first profile was measured 1 mm behind the downstream face of the

—_ - )

.
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f=181 Hz
V=18.5 mM/s
T-T+031 T

=181 Hz
V=18.5 m/s
T=-T+065T

Figure 2.13 : Sequence of flow visualization

~photographs
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upstream orifice plate. Velocity profiles were also measured across the plane of the upstream
face of the downstream orifice plate, and 1 ém behind the downstream face of the downstream

orifice plate. Utilizing hotwire anemometry, the rms velocity fluctuations are calculated -

-

using:
Vel rms (nmvs) = | 2*Vde*Vims*vel/{ n‘Vdc-Az'). : [2.31
where: Vde = dc voltage on hotwire -
Vrms = peak valuein hotwire rms spectrum at 125 Hz. .
vel = mean velocity (m/s) | ~

(A) and (n) are constants in the hotwire calibration equation given by:
Vde2 = A+ B*veln
A copy of the calibration data and least squares fit is provided in Appendix .

The hotwire was orientated such that it measured thetotal velocity fluctuations
-(s&m of axial and radial). However, it is clear f'_rom the flow visualization pictures that the
velocity fluctuations measured near the centerline are axial.

The velocity profile measured across fhe upstream orifice plate indicates strong
axiai velocity fluctuations at the ‘centerline of th.e pipe. The crossing of the radially
oscillating shear layer is seen as the sharp increéase in the rms {luctuations near the orifice
iip. The location of this peak at a radius less than the orifice radius indicates the contracting
nature of the flow, resulting from the absence of any flow conditioners immediately upstream

* of the upstream orifice plate. The velocity profile at the downstream orifice plate indicates a
-centerline velocity amplification of 2.1 through the cavity. This corresponds well to the
values measured in [2.19-2.20). The minimum total veIocit.y fluctuations at the downstx;eam
orifice plane occur at d/Do of 0.96. .There is a rapid increase in the rms velocity from this
location to the measurement point closest to the lip of the downstrea’.tm orifice plate. This

apparent discontinuity may be associated with the flow reversal passing close the lip of the
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" downstream orifice plate seen during the flow visualization study. The use of hotwire

anemometry for estimations of velocity ﬂu‘ctuations when the mean velocities are small, and
£he fluctuating components are large is not a reljable tec!-.mique.‘ Essentially 1:.his inherent
weakness in the measurement ap;':ro_ach arises .fro:ﬁ the rapid chémge in the slope of the
calibration curve at_lowef flow velocities. .A laser doppler anemorﬂeter, would be ideal for

obtaining detailed information of the mean and RMS velocity values near the lip of the orifice

plate. This would require a modification to the test section allowing access to the orifice lip by

3

the laser light. The final rms velocity profile examines the expansibn of the flow jet into the

downstream portion of the piping system. As seen in the figure, this expansion results ina

-

general decrease in the measured rms velocity levels across the sectioﬁ. An important feature - -

—.?

to note is the clea.r broadenmg of the peak associated with the prevmus discontinuity in the
rms velocxty proﬁle If the peak in the rms velocxty profile at /Do = 1 at the lip of the
downstream orifice plate is associated w:th flow reversal, one would expect to see some
measure of this downstream. As well, the presence of predominately stagnant flow conditions

behind the downstream onﬁce plate would allow the l'ugher velocity fluid moving upstream

_between the shear layer and the orifice plate to influence a greater volume of fluid.- Thus,

increasing the width of the peak in the RMS velocities for &/Do > 1.

it

2.5 Effect of Turbulence on Acoustic Source

Recently Blevins [2.26] has examined the effect of sound and turbulence on the

organized vortex shedding behind a single cylinder under-cross flow in 2 duct. Based on

physical arguments and verified with limited experimental data, Blevins proposed that the
organization of vortex shedding behind the cylinder by an externally applied (or self excited)

sound field will be lost if the turbulence levels at the separation point exceed the acoustic

particle velocities at the same location. The-.co'nceptuaf model for the self sustained shear

[

- .

e
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. lay'er oscillatio;:s',using the aéqﬁstic féedback to excite ax;d perturb the shear layer wou'ld alsb
pre&ict a strohg sensitivity to the fnean-turbul’encé' level at the lshear point. Destruction ;:f' the
éorrectly phased and coherent ﬂuxd disturbance at the shear layer by a random fluid
disturlbance ari.sir_zg:.i_'ror; Ia:;ge mean turbulence levels should also "turn off” the shear- layer

oscillations.’ ) -_. e —
| A series of experiments \:.vere conductec‘l to kexami.ne the effect o-f nrleanmurbulenge
level on the ac@stic source. 'Figure 2.15a presents Fhe normalized RMé velocity spectrum
(turbulence intensity) with a single turbulence screen made from 1.5 mm expanded
aluminum (approx. 70% open area) mounted to the upstrea:m face of the upstream or:iﬁce_
plate. The hotwire-was located along the centerline of the pipe a.nd positioned along the plane
of the downstream face of théjupstream orifice plate. Tl‘_le cavity geometry, location in the rig,
and nominal resonating frequency are identical t;J those used in the irelocity profile
measurements. The mean velocity at‘ the centerline was 20.9 m/s. Using the rms velocity
ﬂucfuations;. at the centerline from figure 2.14 results in a log of the turbulence intensity at
the resonating frequency, without the turbulej.nce grid of -1.3. This is virtually identical to the
value-at the resonating frequency (nominall} 125 Hz) of figure 2.155 \y‘ith a single grid. A
second, identical screen was mounted over the first screen, such that the meshes of _sach
screen were pei'pendicu-lar.t‘o one another. Figure 2.15b presents the turbulence intensity
-measured at the same location for this experiment. The mean velocity was adjusted to within -
2% oi: the previotls case. The turbulence intensity spectrum is-flat. and at a higher mean level
than obtained using a single grid. The peak in the spectrum at 125 Hz has been r.educed,
however, there is still the presence of a strong periodic component (and fluctuating shear-.
ver as séen utilizing the flow visualization apparatus). ' |

The upstream orifice plate was turned on a lathe, removing material from the

uﬁstream face and reducing the thickness from 7.6mm to 3.8 mm. This allowed mounting of
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t.l;e 'turbulenc; grids closer to the point of separation, without altering the geometry of the
separation point. * A significant change in ﬂ:g turbulence spectra as seen in figure 2.16a
resulted from the mounting of the single tt;r‘bulenc:'e grid. The resonating frequency of 125 Hz
disappeared, howev& it was; replaced by two peaks of reduced amplitude. These two
frgguencite-s which are seen as small peaks in the original spectra of figure 2.15a are resonant
frequencies of the pipe, with pressure nodes at or very near the cavity location. The second
grid was mounted again over t.:he first grid, aligning the grid of the screens at 90 degregs. The
flow velocity was adjusted within 0.4% of the previous experimental value. The turbulence
intensity spectrum is presented in ﬁgﬁre 2.16b. The spectrum i.s flat, and does nc;t exhibit any
-periodic components at either the original resonating fréquency of 125 Hz, or the sidé bg;xd
f'requen(:ies seen in figure 2.13a. The low .frequency peak near 30 Hz is not asspciated“iarith
sound production in t.:he pipe. The mean turbulence intensity across the frequéncies 120 Hz to
130 Hz i; 1.6 x 10-3. The res'ulting fluctuating velocity is 4.75 X 10-2 m/s. Assuming a

- - b
simple acoustic plane wave mode, neglecting the end and flow impedances allows the estimate

of pgak acoustic pressures to be calculated as:

| ’ P =pc*u oo | (2.4]

) Assuming st;andard valuies for density and sound speed (p = 1.2,c = 340) results in

pt;ak acou_sticr pre_ssu;-eé of 120 dB (re 20x10-6 Pa). Th‘is is in good agreement with the rang;e

of peak acoustic pressures r.neaSl‘.u"ed for this c‘avity and flow velocity. [t was possiblie to re-

instate the fluid oscillations in:-sidé the.cavit'fy by d.l;i\r.ing the }:\ﬁ;‘ﬁng system \;it};‘a. spet;ker

located just ouiside the bellmeuth entrance. The oscillations were- evident on the hotwire

measurements as well as‘ using the flow visualization equipmeﬁt. The intr@ucﬁon of the
"smoke"‘upstream of the t.urbule:}ce grids removed the poésibility of high contrast

photographs. Although this aspect of the phenomenon was not investiéated in detail, it was

possible to force the fluid oscillation in the cavity to occur over wide frequency range (+ 5 Hz
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centered about 125 Hz) with moderate levels of apﬁlied sound '(appro;cirrlately 90 dB
maximum in the pipe). The generation of high turbulence levels at the separation point has

‘not eliminated the flow separation. Thus it is not surﬁrising_that the shear layer will still

-

amplify.disturbances introduced at the shear point by the external speaker.

26 Summary )
The main acoustic and fluid nechanical characteristics of the cavity sourcg-have

been investigated.: The _soufce has ‘been shown to .interact primarily with.those. modes-‘
locating a press;r;: node (veloc_ity"antinode) at or near the double orifice cavity. The flow
visualization photoé‘raphs show a rolled up, but unseparated vortex bet_ween.the two oriﬁcé

R plates. The acoustic pf:iri_:i‘cle velocity is & maximum at the cévity location when the shear
layer at the downstream orifice Ioca‘tion 1s at the minimum radial position. The hotwire
anemometry measurements across the dowpstream‘ oriﬁce'p‘late indicate a strong axial fluid
oscillation at thé centerline of pipe of roughly 10-15 percent of the mexncenterline velocity.
The axial amplification through the cavity is on the order of 23 1t has been shown that
significant turbulence levels at the upstream separation peint can eliminate completely the
fluid and resulting acocustic oscillations. Using a simpliﬁ_ed acoustic model, it has beel:t
demonstrated-that the rando::n— veloc;itj; fluctuations ner.:essar_v to "turn off” the oscillations
are of the sgn;e scale as the acoustic particle velocities before the introduction of the

" turbulence. It is important to note that the shear layer chax;acteris‘tics in higher shear layer

modes (when more than 1 vortex exists between the orifice plates) have not been investigated.

N
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' CHAPTER 3

. ACOUSTIC MEASUREMENT TECHNIQUES

30 Introduction

- In the previous chapter, the main features of the cavity resonator were idehtiﬁed,—

-

.

- ) b > . .
‘including the strong interaction of the flow with particular acoustics modes of the piping

system. Before this flow/acoustic interaction can be theoretically investigated, it is necessary

~ .

‘to generate an accurate model of the piping acoustics. This criterion in turn leads to an

' e:-cperin?ental determination of the test piping System impedance values, ensuring accurate

» .

.

~

estimates of net system damping.

This chapter examine_s ﬁndamer;tal .acoustic measurement techniques which can
be used to éccux;ately' model them:tic environn&ént of the cavity resonator, as well as
measure .direct.ly the acoustic power of the source. Animpedance measurement method which
is suitable for. measuring the impedance of pass-ive {non radiating) piping componeﬁts is
seiected, implemehted and tested. This basic approach is extended in this chapter to allow

determination of the source impedance during sound production. The equations required for

acoustic intensity calculations are developed which can be combined with measurements

similar to those required for impedance measurements to allow-the direct determination of ,

acoustic power generation. Also, the applicability of using a two microphone technique
incorporating‘a two channel FFT analyser for selective acoustic intensity and impedance

identification is examined in detail.
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3.1 Impedanceameasurement techniques

Several methods are avaxlable for detenmnmg the n'npeda.nce charactéristics of
acoustic syst.ems._ 'I‘,radxt_;qnal}y, the 1mpedance tgbe approach has been used [3.1}. This
method examines the ratio of su&essive maxima and rninima of a standing acoustic waw're ina
tube terminated by an unknown end condition. From this ;nformatxon the reﬂectlon
coefﬁclent. and subsequently the impedance values can be calculated. This techmque can be
tedious since discrete frequency excitation is combined with a n’ucrophone traverse along ghe
lz;ngth of the résonant. tubé. Errors in the estimation of the end impedantc?e will occur with
this basic approach ifz_a cqrrection for dissipation effects is not includele, or ifthe loc.a'.t.ion of the
. first pr;zssure mfn_ima is not determined to a high degree of accuracy [3.2].

A tone l-ourst.ing technique examined by Gatel'}, and Cohen {3.4] utilized an acoustic
pul‘se gernex’ated at a discrete frequency which is measured (both incident and reflected) by a
single wall mounted microphone. This approach requires a long resonant tube to cIea.,rly
separate the inéident and reﬂ'ected waves which can introduce significant dissipation effects.

Kathuriva and Munja,ll [3.4] develo?gd animpedance tube method which removed -
the need for a rqicrophom_e traverse. This method eliminated the‘ requirement for a lengthy
r;:sona'nt tube for low freqt;ency measurements anci the associated dissipation effects. The
formulation which requi;"es the r.neasurement of the acoustic field at three (or more) fixed
locat.ions included the effect of mean flow in the parameter estimation. Irnp.rovements on this
approach allowing i'ndependent. determination of the phase angle and magnitude of the
reflective coefficient were presented later by Panicker and Munjal [3.5]. This later
modification to the original identification procedure requires the measurement of ;;:oustic
pressures at more than 3 locations in th‘e resonant tube. N '

The removal of the microphone traverse for evaluation of system parameters is a

significant improvement on the basic impedance tube approach. However, the discrete
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frequency excitation still involves a lengthy experimental procedure when impedance values
over 1; wide range of freq;:encies are required. This limitation was removed by the method
developed by S'eybe;tﬂax"l& Ross [3.6]. Their solution was to excite the resonant tuBe with a
bfoat_i band frqu_ency source, and measure the auto and cross spectra of the acoustic pressure
at two locatioﬁs. The measured Spéctra were analytically develbped in terms of the unknown
frequency dependent incident and reflective waves in the tube. The solution for these wave
components allowed determination of the complex valued Eeﬂective_e and im}:;edance functions.
This a;pproach removes many of the problems associated with the traditional impedance t'ube
method. However, it introduces constraints for ;nic.rophone location and separatiﬁn to limit
errors in solution of the unknown system parameters. The effect of mean flow on the solution
was also incorporated into thg analysis. In chapter 4 of this thesis a technique which utilizes

~

a transfer function approach to mode! the acoustic waves for determination of the impedance

~ functionis examined. Itis however only a slight modification to the basie approach of Seybert'

Fi
and Ross. . .

An advanced spectral technique using a Ceptrum analysis h;as been used by Bolton
and Gold [3.7] to determine impedance values. This method allows the use of a series of tone
bursts containing a broad band of frequencies to be analysed as incident and reflected waves.
This very interesting approach requires significant digital off line processing. The uccuracy
of this method when applied to Ipwer freq.uency physical systems was not presented.

Selection of an impedance determination technique suitable for in situ
determination of thg system parameters eliminated the traditional impedance tube approach.
The broad frequeﬁ’cy'range determination necessary in the system parameters encouraged
the selection of the two mic'rophone random excitation technique of reference [3.6). The close

relationship between the processing and information acquisition used in this method and that

required for acoustic intensity measurements (to be discussed in section 3.3) also suited the
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particular application. The cepstrum analysis for impedance estimation required more data

acquisition hardware than available with the present experimental apparétus.
. " ' . l

‘3.2 Two microphone random excitation techniqueffor impedance estimation

The basic approach of the.t.wo microphone”random excitation method is to
anal“yt.icaliy.develop the measured sound field in terms of incident (right running) and
reflected (left running) acoustic “;aves. The total .pressure at the measurement points is
ex‘pressed in terms of the acousi;ic' field generated by these two waves. The ratio and phase of
the separaéed sound f'x_eld at the measurement points are functions of the position of the two
;microphones within the impedance tube (which is knowh)‘. and the reflective coeflicient (both

- .

mag. and phase) of the unknown termination condition. The method of Seybert and Ross

differs from that proporsed in [3.4]) in that the Fourier transform of the time delay components

" in the model and the unknown reflective coefficient are incorporated into the solution. The

auto_and cross spectra of the acoustic pressure at thé- measurement points are then the
dependent variables in the system. This transform.ation to the frequency domain allows for
the solution of the unknown system parameters over a wide frequenc_\.r band if the system is
excited By band limited white noise.

Incident or right running waves in the resonant tube are assumed harmonic and

spatially dependent &s:

jlwt—-K. 1 [3.1}‘
Pix,t)=alt)*e '

where:
K, = k/(1+M)
k = w/c the wave numbe;ﬁ '
M = Mach number

¢ = sound speed
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x = distance from unknown termination condition

Reflected or left running waves are assumed harmonic and spatially dependent as:
) C jet-K_n : 32
Pxt)=bt)"e ’ . - (3.2]

where:
Ke=k/(1-M)

Equations 3.1 and 3.3 imply that points to the right, lag points to the left by eKux
for right running (incident) \;‘a.v;es. For left running‘(reﬂécted) waves, points to the right, lead
points to the left, by eKex. Using this notation, the .ti'me domain block diagram producing the
incident, reflected and total acoustic’ﬁeld in the resonant tube is presented in figure 3.1. The
measured quantities irf tim system are the total acoustic preséure at the measurement points

x1,x2. The required unknown quantities using the formulation presented by Seybert and
Ross are the total pressure and particle veloeity at X =0 (the termination point). |
Figure 3.2 presents the block diagram sditable for determination of the total

pressure at the rheasurement points, given the incident and reflected wavesat x=0.

“Using the notation of Bendat and Piersol [3.8] the measyred pressures at x1 x2 can

be computed as: i . ‘
Pl=h2*Pb+ h3*Pa ] (3.4]
P2=h1*Pb+ hi*Pa : (3.5]
where:
hl = e=-itKx2)
h2 = e—-jtKexD) .
h3 = e KD .
hd = e jiKrx2)
and:
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» .50
N .PI = Fc;uriér trarisfgrfn of Pt(x1,t)
P2="  "Px2.) , . -
Pa=".  "Pi(0,\t)-
Po=" "Pr(0,t) *
The auto épectrum of the total acoustic pressure at x1 is given by: .
' G11.= YT El«(P1)*P1] (3.6)
where: - . R X
’ c(P1) rep;‘esenf the ;:omplex conjugate of P1
Substituting 33.4 into 3.6 results in: | _ :
G11=/h272 *Gbb + /h372 *Gaa + c(h2)h3*Gha + c(h3h2*Gab " (373
Similarly, the auto spectrum of the total acoustic pressure measured at x2 is given by:
~ G22=/h1/2*Gbb + /hd/2*Gaa + «(h1)h4*Gba + c(h4)h1*Gab (3.7b]
R .
The cross spectrum of the measured microphone signals at x1 and x2 is given by:
G2 = I/TE[c(P1)*P2] . (3.8]

Suﬁstitution.ofequafions 3.4and 3.5 into 3.8 results in:
G12=c(h2)h1*Gbb + c(h3}h4*Gaa + c¢(h2)h4*Gba + ;(h3]h1*Qab [3.9]
Equations 3.7 and 3.9 can be simpliﬁea as: ) |
G11 = Gaa + Gbb + 2‘cos(a)‘Ré(Gab) + 2sin(a)*Im(Gab)

G22 = Gaa + Gbb + 2*cos(b)*Re(Gab) + 2sin(b)*[m(Gab) (3.10]

Re(G12) = cos(c)*Gaa + cos{d)*Gbb + (cos(D) + cos{g))*Re(Gab) +

(sin(f) + sin{g))*Im(Gab)

Im(G12) = —sin(c)*Gaa — sin(d)*(Gbb) + (sin(g)-sin(D)*Re(Gdb +

{cos(f)-cos( g})lrn-(Gab)'



where:
e 5;(Ki+1{,)-x1 a

‘b= ('Ki + K) * x2

o= (x1-x2)*K;

_id.=' x2-xD* K. | o . -
5 f="(Kixl + K.x2) '

: g.= (Kix2 + K x1) , I -

; . .

Equations 3.10 are 2 4x4 system of linear equétions which are mathematically

- )

identical ;*,o,equa'tions 13 of réferenc_e‘{S.G]. T}'ie complex. reflective coefficient can be
caleulated dir'e.c.t.ly frorﬁ the solution of the incident and reflected waves. Th;a.t is:

| R(f) = Gab/Gaa ' X . [3.11]

The_desired non dimensional imped_ance'function can be- caiculated dir;ectly' from |

equation 3.11 as:

20 = (1 + RO/ (1 - R - (3.12]

Practical use of equations 3.10 are restricted to frequencies whose half wave length

are it an the microphone separation, Frequencie{, whose half wave length equal to the

-

microphone separation result in a singular solution matrix.

»

3.3 Acoustic Intensity measurements

The two microphone technique for acoustic intensity measurements has received .
-

considerable attention in recent years. This is in part due to the direct extension to the

calculation of acoustic power radiation, as well as the proliferation of two channel on line FFT
\ L ‘

analysers. The formulation for acoustic intensity calculation preseated here follows closely

-

thz?.t of reference [3.9]. N
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e .

1‘ “The acoustic intenéft.y fora stationary signi;l is given by: T
S o S : 3.131
B \ - I = [pl,t) *ulnt)] : - 1
where: ) T
" plr,t) = acoustic pressure -

and:

u(r,t) = acoﬁstic particie veloéity ' -

The two. microphbhe méthod for intensity analysis uses a finite difference
aépzfoximation for estimation of the acoustié pressure at a point midway between the two

microphones. That is:

plrt) = 1/2[pér+sfz) + plr-s/2) ] ' (3.14]
where: .
s =-microphone'sepafétion; .
N ~ The Euler equation is used to estimate the pax'-ticle velocity as:
u(r,t) = — 1/p f[8/8r {p(r,t) }] dt [3.15a]
where: .
w

‘p = air density

- Using equations 3.14 and 3.15a, the particle velocity can be estimated using:

w(rt) = -1 /(ps) [{plr+s/2) — p{r—s/2)]dt . [3.15_b]
’Eciuations 3.14 and 3.15b can be substituted into 3.13 to generate an
) - - ————
approximation to the intensity vector:
) = — 1/2p8) [plr+ 92) + plr—52)) ] (pr+52) — plr—5/2)) dt] [3.16]

A more useable form for the\intensity vector can be generated using the cross-

correlation function between p(r,t) and u(r,t).

Rpu(x) = pir,t) *ulr,t+ 0] [(3.17)
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where Rpu(r, 0) is 1dent1cal to the mtensxty vector of equatxons 3.13. The eross-c rreIatxon
functxon can be generated from the inverse Fourier transform of t.he €ross spéctrum Gpu.
Using this approach the. intensity vector (both real and imaginary) can be generated from

spectral estimates of the microphone 51gnals.

-

P(f) = Fourier transfor;m of p(r,t} .

“and: " =

uH=" -. . * u(r,t)

The cross spectrum is gene:"ated as:

._"__ Gpu = UT ECPOUOT (3.18]
where: ) o . T
© P(f) = [(Pal) + Pb(D}/2
vin= - [Pb(f) - Pa(1/  wps) [3.19]
and:"
Pb(f) = Fourier transform of plr+s/2,t) i
Pa(h =" & . " p:(l:-slz,t)
Substltutmn of 3. l@into 3.18 results in: ;
Gpu = — 1/(2pws) [2 im(Gab) + j(Gbb - Ga&-)’r {3.20]

'

wﬁere: ’ -
Gbb-= auto épectrum-of mic. at (r +s/2)
Gaa = aﬁto spec.trum of mic. at {r-s/2)
- Gab = cross spectrum of two mic. signals.
The frequency dependent intensity vector is given by the real part‘.of' equation 3.20. .,

I(f) = = im{Gab}/(wps) [3.21]



The intensity vector is given by the integral over the frequency domain of 3.21 \

_ [ = - fim(Gab)/ (wps) df o [3.22]

Fahy [3.10] is credited with thé first presentation of equation 322 for caleulation of

the acoustic intensity vector. The units of acoustic intensity are ulrat.tslmeter squa‘.red. Thus,
the acoustic power radiated by a source can easily be estimatéd by area integration.

‘It is important to recognize the separé.tion of reactive and active acoustic fields
implicit in the acoustic inte;msity calculati;m. In reactive fields (typical of pure standing
waves),the particle velocity is 90 degrees out of phase with the acoustic pressure, resultiné iln
n§ ;1et flow of ac;)usr.ic energy. This distinction is not made with simple acoustic pf:essure
measurements. Itis interest}ng to note [3.11] that the fqma.%and backward components of

the radiating intensity vector can be calculated from.the spectra of the incident and reflected

wave components (equation 3.10). This ties together more closely the intensity analysis, with
the irnpedahce t'om\lulation gresent,ed in se;:tion 3.2,

The errors and appropriate rﬂicrophone orientation effects have been‘investigated

by several authors [3.12,3.13,3.14,3.15]. The effect of ﬁnit‘;e difference errors and the

proximity to the source were investigated by Thompson and Tree {3.12]. They proposed that:

0.l s K*s=1.3

and: B [3.23]
- 0.0=53Xs=0.5

for a maximum inaccuracy of 1.5 dB in the acoustic intensity estimate. For a fixed
microphone separation this constrains the frequency range which can be effectively
investigated. Elliot [3.13] has questionedl the lower limiting proximity guidelines of
equations 3.23. He .has suggest;ad that Thompson and 'I:ree's estimates are overly

conservative. However, the basic guidelines are adequate for most applications.
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3.4 Source impedance e:;.timation _ _ ' -
- The two microphone technique described in section 3.2 is .applicable for estimation |
of the impedance characteristics of pas;‘;ive {nonTadiating) acoustic :syste-rns. Usiné standard
' Spéctral analysis techniques, a methed is devel‘oped to measure the impedance of a radiating
source. The approach utilizes-equat.ions 3.1.0,'where the kx;oywn spectra (Gll,G22.012)
cont;ain only. information coherent with the external source,
Figure 3.3 presents a block ‘diagram suitable for determination of the conditiongd
spectra. The total p.ressure at the measurement points is given by: | )
PL(f) = (H11*81) + (H21*S2)
- P2(f) = (H12*S1) + (H22*S2)
" The?2 autc; spectra and cross spectrum of the acoustic pressure are given by: *
GI1 < ¢(P1(f) * P1(A
G22 = c (P2(D) * P2AD O Bae’
G12 = c{(P1(D) * P2D |
The acoustic inputs in the analysis representing the externallyl generated (s1) and
flow generated (s2) noise sources can be assumed incoherent with each other (Gsl152=0.).
With this assumption,equations 3.2:4 can be calculated using:
- G111 = /HI2*Gslsl + /H21/2* Gs2s2
G22 = /H122*Gslsl + /H222* Gs2s2 (3.25]
G12 = H11*H12* Gs1s1 + H21°H22 * Gs2s2
The portions of the two auto spectra coherent with the externally generated sound

field (and fully incoherent with the flow generated noise) are given by:

2
- G1l.s2 =y’ *Gll [3.26]

G22.82 =y, * G22

where:

4
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T

an = ordinary coherence function betweén- sl and P1

. . : < .
qu = ordinary coherence function between sl and P2 . ,

The coherent cross spectrum is generated using the transfer function between the

externally driven source and P1{f). That is:

G122 = c_(mn?_ Gs1z . .. o
where: '
H11 = Gs11/Gslsl
and:
Gsl2 =‘ordinary cross spectrum between external source and mic. 2
Gsll = ord.inary Cross spe-ctrum between external sourc.e and mie. 1
3.5 Multip.ass' appr;)ach for source i;npedanée esﬁmaﬁoﬁ. )

Implementation of the method outlined in section 3.4 is straight E'ér-ward, requiring
the measurement of:‘S spectra (Gs1s1,G11,G22,G12, Gs12,Gs11) with the ordinary coherence
functions as aerived quantities. However, this is more information that can be acquired with
a'standard 2 channel on line FFT analsrser. Bucheger et al. [3.16] have applied a similar
approach to measure selectively the acéustic intensity output in an environment of multiple
radiating sources. Moreover, it was suggested that a two channel FFT analys_er cou.ld be used
with multipasses of data acquisition if the coherence between sources was less than 0.1,
" Subsequently Wagstafi' and Henric; [3.17] dgmonst‘rated the selective acoustic intensity
measurement ap.proach with 2 passes of data acquisii’.ion in a two source environment. The
speed, availability and convenience of 2 channel FFT analysers encourage their use as

applied to the source impedance determination. For this reason a series of experiments were

conducted to examine the feasibility of 2 two pass approach. o

~
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F:gure 3. 4 presents a schematic dr.agrarn of the experimental apparatus used to
zmplement r.he two pass xmpedance 1denuﬁcatxon In this expenment S(t) represents the ‘
externally applied_sound, while n(t) represents the undesired background (or flow) noise. The
cgherence between the two independent noise sources was measured and fougd to be less than - -
Q.01 c'wer' the entire l‘r;:quéncy rang‘e. The resonance tube is made of 6 mm thick piexiglass
tubing. The .unknown end impedance consists of a 2.5 em thick plexiglass sheet rigidly
mount;ed to the resonance tube. This configuration generates a highly resonant (reacti\.;e)
szc;und field in the impedan& tube, with a known reflective coefficient of magnitudef 1, and
provides 2 "worst case” environment for intensity and imped;ance estimations. In all
experiments a two channel Nicolet 660b FFT ar‘lalyser was used with 150 ensemble averages
performed to reduce the random er;‘or. With a display wincll.ov;r of 1000 Hz, the Nicolet
analyser has a frequency resolution of 2.5 Hz. ‘

Initially, a separate experiment was performed to account for any relative gain or
phase mismatch'between the two microphones and data p_i-ocess:ir;g hardware (3.18]. The two
microphones were flush mounted with t.he rigid.ﬁerminatiorll gnd the impedance tube excited
with band limit.gd white n&ise. The transfer function betv;reen the two microphones, relating
the relative gain _and phase was measured and transferred to tﬁe VAX 730 for off line
calibration. The calibration transfer function is defined as: |

Hcl2 = G12/G11
The relative calibration is performed using:
(Gll)e = G11 ‘
| (G22)c = G22//Hcel22 [3.28]
(G12)c = G12/Hel2

where the uncalibrated spectra of equations 3.28 represent either the directly measured

(single pass) auto and cross spectra, or the coherent spectra of equations 3.26 and 3.27.
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Verification of lt.ﬁe developed software package,and im;;lementation of the two
microphone technique .was conducted wifh. the parasitic soﬁrce (n(t)) off and the reflective
coefficient computed directly. This negates the need for the two pass acquisition and allows
an assessment of the basic approach. The results, presented in figure 3.5: indicate a slight dip
in the computed reflection coefficient below 200 Hz and a "smooth™ evaluation over the
frequency range. The obvious errors below 50 hz are associated with the lack of available
speaker input at these fréquencies. The dip below 200 Hz and the overall evaluation just
below the expected value of 1 is attributed to the frequency dependent acoustic losses through
. the perforations in the resonant tubé at the location. of the second source. In general the
_results are very good over the entire frequency range. i}

The second experiment was conducted with the pa;;‘siti‘c source on. However, no
attempt was made to ac?bunt.fc-ar its presence. The reflective coefficient was calculated using
a single p:ass data acquisition and illustrates the possible errors involved wl':en the effect of
the second source is ignored. Asseen in figure 3.6 the calculated reflective coefficient is a pc.)or
estimate of the expected value. ¢

The third experiment was conducted with the parasitic noise source on and utilized
the full conditioned spectra approach of section 3.4. The og;‘.put level of n(t) was the same as
the previous experiment. The ordinary coherence functions between the primary noise source
{s1) and one of the microphone signals are presented in figure 3.7. The very low coherence
values seen just over 200 Hz, and again at 600-700 Hz are due to the destructive_; interference
patterns in the resonant tube and the .resulting poor signal to noise ratio at these frequencies.
This loss of coherence is typical of the bias error problems associated with mleasurements in
highly resonant environments [3.8). The peak coherence valugs at the resonance frequencies

-indicate that the parasitic source contributed to roughly 10 percent of the measured acoustic

pressures. The computed reflective coefficient is presented in figure 3.8, and is seen to be a
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"noisy” estimate, with the mean value (frequency smoothed) close to the results of the first

experiment,

In the presence of stationary uncorrelated contar;iinétion noise, an alternative
approach to using the coherence functions in the analysis is to measure and store the two auto
and cross spectra with the primary source off, and subtract these from the corre's.ponding
"Spectra with the primér).r so-urce on. T};is is again & two pass experiment and assumes that
there are no transfer function modifications when both sources arg operating. The resulting
reflective coefficient computed using this approach is presente:i in figure 3.9. There is an
improvemenlt in the t_estimate below 200 Hz from that seen in figure 3.8. However, there still
exists significant "noise” superimposed on the éxpected value ir_1 the regions of 350-800 Hz,
and again af 900-1000 Hz. Again the frequency smoothed value is a good estimate of the
original value presented in figure 3.5. o '

The absénce of a srnoqth estimate in figures 3.9 and 3.8 indicate that the "noise"
introduced into the computation is not associated with the use of the co}’lerent power analysis
but is related to the two pass data écquisition. An ex.perimer;t was conducted to investigate
the effect of decreasir;g the frequency resolutic.m (and changing the associated bias error)
when using the two pass approach. An upper frequency limit of 5000 Hz with a corresponding
frequency resolution of 12.5 Hz on the Nicolet analyser wasused ip the experiment. This is
the sam.e frequency resolution of reference [3;.16] when the two pass approach was used for a
selective acoustic intensity analysis. The results of this experiment are presented in figure
3.10. Below 1000 Hz the reflective coefficient is a reasonably smooth estimate of the expected
value. The results z;.bm-e 1000 Hz should be ignored as both low pass filters were removing
any acoustic input to the system. The "apparent” improvement in coefficient estimation in
this case over the more frequency detailed example illu;.;trates the smoothing effect of 2

reduced frequency resolution in the analysts.
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In highly reﬁqr;ant ennrt;nmentsaﬁxnc_reasexqfrequency resolution will_improve
the measured estimates of the modal peéks, improving the ability to separate the differences
in pressure o.ver the frequency r ge at the .two measurement points. This should in turn

I;_Jar'ameter estimations. Two final experiménts were

improve the quality of the find

conducted to further examine the effects of frequency resolution (and corresponding bias

.’error) on the two pass measurement approach. Figure 3.11a presents the estimation of the

reflective coefficient using 2 frequendy resolution of 1.25 Hz. The parasitic noise source was

-

off and the perforations in ‘the tube‘gplugged. A single pass data acquisition was used 7.y

measuring G11,G22,G12 directly. Again the poor estimation below 150 Hz is a result of the

P

lack of significant source input at t._he'se frequencies. Figure 3.11b presents the results us\mg

/"" the coherent power analysis and two passes of data acquisition for the same conditions. In the

absence of the secondary noise source the ordinary coherence function at the resonance peaks

. ’ . -
» exceeded 0.98. Comparison of these two figures indicate clearly the introduction of "noise”

J

-0

e @ ™

into the solution when a two pass approach is used thhout altering the f’requency resolution

_ and number of ensemble averages )
The presence of "noise” in a2 $pectrum 1s-usua}’11y attributed to random ekror

-

resulting from insufficiént ensemble averaging. In the two pass approach, the increase in

arithmetic operations increase error propagatibn'tf the final so.lhution._ However, the two pass
‘ ' )
approach can also introduce time delay bias errors in the spectral estimates resulting in poor

LX)

phase estimation iri the transfer fitnctions, The final two experiments were examiged in more

detail to locate the mtroductxon o%e inte the solution. Figure 3. 12a presents the
»

calibrated auto spectra (G1T, G22) of the two microphone s.gnals from thg direct (smgle pass)
4

expenment. F:gure 3.12b contains the conchtx ned spectra (‘(Gll)c (G22)c ) from the two pass

expenment Except f forethe vegy 1ow (<20 Hz) region the correspondmg spthra are virtually

1degécal and noise ﬁjee. Figure 3.13a presents the calibrated cross spectra of the single pass

.
. .
. ] R ¢ . &\
‘. ) . . ~ .
N *
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(directly measured) experiment. Note that figuras 3.12 through 3.13 have been scaled and

. plotted such that logarithmic units can be used in both positive and negative directions about

.

zero. The imaginary part of the spectrum is lineé.rly related to the intensity vector at the
microphone location (section 3.3). For highly resonant (reactive) fields, this should l;e zero as
meéasured in this spectra. There is, however, a very slight "bump” in the imaginary
-
component of the cross spectrum near 300 Hz. Figﬁre {3.13b} presents the coherent cross
spectrum calculated. from the two pass data. The spectrum is significantly noisier, and the
Hump near 300 Hz larger. Thus the frequency dependent intensity vector calculated from
these results would be noisier, and obviously incorrect in this region. This noise is amplified

through the solution by the matrix inversion necessary to generate the reflective coefficient.

Note that the noise in the computed reflective coefficient of figure 3.11b is located in the

F

-, frequency regions of the noise in the cross spectrum,

3.6 Summary

A review of existing impedance identification methods resulted in the selectionof a.

two hone, broad band excitation approach. This method is suitable for in situ

determM&tion of the entrance and exit impedance values of the piping system used in the

experiments'.described in chapter 2 of this thesis. The impedance identification equations |
were modi_fied in this chapter using a conditioned spectra analysis ‘:o allow determination of
the_sc;urce impedance during sound production.

.It was proposed‘ in the open literature that a multipass data acquisition could be
used in conjunction with a conditioned spectra analysis to détermine selectively the power
production of multiple radiating sources. . The feasibility of applying a multipass data

acquisition to measure the impedance of non passive (radiating) components was investigated

in detail in this chapter. It wits dernonstrated that the use of 2 two channel FFT analyser and
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1
correspondingly two passes of data acquisition can int:roduce sig'niﬁc;mt errors and noise into
the calculatiqn of both the reflect.ive coefficient and implicitly the acoustic intensity vector.
The errors and noise seen in the reflective coefficient are significantly greater that those
produced in t}ue intensity vector. This is a result of the matrix inversion required in the
solution (equations 3.10). It appears that bias errors are the root cause of the problem.
However, a sig;xiﬁcant decreaée in frequency resolution can smooth the computed functions
and perhaps give unwarranted confidence in the results. With the increase in arithﬁetic
operations required in the coherent bowe:: analysis, significant attention to detail (3.19,
authors reply), in particular relative phase calibration and an increase in enserﬁble averaging
may also reduce the noise to an acceptable level. The caléﬁation of the source impedance; is
an important aspect in mo&elling the acoustic characteristics and output c;f radiating sources.
The use of the coherent, coﬁditioned spectra approach can be ez;sily combined with alternative
impedance estimation methods (to be discussed in chapﬁer 4) to estimate the required system

parameter.
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CHAPTER 4
SOURCE SIGNATURE ANALYSIS

40  Introduction

‘-An accurate plane wave acoustic model of the piﬁing system is necessary befc;re the
interaction between ti’xe fluid mechanics of the cavit:_;' resonator-(experimentally examined in
chapter 2) and the acoustic environment can be investigated. The resonant frequencies and
basic mode Is'halpes for such a simple system can be e.a.sily and #€curately calculated without
developing a detailed model. However, the accurate predicﬁon of acoustic particle velocities
along the pipe given the acoustic pressures rf_zquirés a detailed s.tu'dy of the acoustic system.

In this chapter, the 4 pole method is used to generate an acoustic model of the-

experi}hental rig. System impedance functions necessary for accurate acqustic modelliné are
obtained using the techniques described in cllﬂapter 3, and are incorporated into the 4 pole

model. - .

A general source charatterization technique utilizing the developed model is

e

. presented ‘and applied to the cavity resonator. This approach has been used previously to

characterize a variety of flow control devicés, all of which can be’ classiﬁéq as "broad band”
noise sources. This method has not bgen.applied previously to acoustic sources exhibiting lock
in, a characteristic t_vpical‘ of highly resonant pure tone sources. :
4.1 Four Pele Niodelling

The 4 p'ole method is an ei.'ﬁcient technique for modelling the plane wave acoustics
in piping systems. Essentialiy it in;.rolves the generation of a 2x2 matrix (4 terms) relating

the acoustic pressure and particle velocity between 2 locations in the duct. One of the

74 4
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inhere:;t strengths of the metho.d is that. fo;' many situations the terms of the 4 pole matrices
can be derived explicitly. Using this aiaproach a continuous mt;del is developed (as opposed- to
a discrete model geperated using the ﬁnite; element method)-which incorporates a reduced set
of variables allowing determination o?b?th the acoustic préssure (P) and particle velocity (v)
at any pomt in the model. As well, experimentally measurf;d impedance values, crucial to
accurate modelling can be easib-r incorporated into the model. A

Munjal (4.1) presénted thé 4 pole approach as applied to mulffler design where the
eﬂ‘éct'.of flow on the state variables (P,V) was included. Recently, there has been considerable '
discussion regarding the validity of Munjal's solution and the correct formulation for the 4
pole parameters for a straight.pipe section in the presence of mean flow (4;2,4.1;,4.4).
Observers of these discu;sions are led to believe that tllxe original formulation presented by
Mux;jal 1s correct, gnd that the cbnfusion generated by Tg (4.2) was unnecessary. The
development of the 4 pole parameters for a straight pipe section will be presented here to
illustrate the basic equations of motion and assumptions used in the .modelling apprbach.

The 1 dimensional momentum equation in the aiasence of body forces, ax;ad N

-

assurning potential flow (viscosity =0) is given by:

o [BV/dt + V.VV]= — VP (4.1]

The instantaneous variables(velocity,pressure,density) are expressed in terms of

their time averaged mean values'and a small perturbation. That is:

P= PD +p
(4.2]
SV=V 4w
% 0
. p=p+p
A potential (¢) is chosen such that:
. ch =v ‘ . [4.3]
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momentum equation given by:

(p+p") 8V fot+V (aq/at) + (V_ + Vo) -V(V + Vo)l = — VP_—Vp
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Equation 4.3, and equations 4.2 can be combined to produce a 1 dimensional

o

(4.4]

" Equation 4.4 can be simplified assuming an homogeneous fluid (resulting in the

gradient of mean values to be zero) and neglecting products of first order terms. That is:
' plAVY) /& + (V- VIVP] = —Vp ’
or:
Vip@drat +V -Vo) +pl=0
Equation 4.6 can be integrated with respect to x to give:

p = — p(DY/DY)

whgré the substantive derivative is given by:
DO)/Dt=&Yat +V -¥()
The continuity equation for 1 dimepsional flow is given by: -
a(pVat + V- (pV)=0
Equations 4.3,4.2 can be used with equation 4.8 to generate:
cdp'lot + V.(p + p')(Vo +VP)1=0

The dot product can be expanded to produce:

373t + (p + p) V- (V_+ V) + (V_ + V) .Vlp +p) =0
Neglecting products of first order terms results in:

‘pV-Vo + U+ V Vo' =0

This can be further simplified as:

pV V4 + Dp'/Dt =0

[4.5]

[4.8]

4.7

(+.8]

(4.92)

(4.9b]

(4.10a]

(4.10b]

Equations 4.10b and 4.6 represent two equations with 3 unknowns. A form of the state

equation which assumes the wave propagation to be reversible. and adiabatic is used to
.

eliminate (p’) from 4.10b. That is:

dp/dp’ = &?
Thus: |

p'=pic

[4.11a]

“{4.11b]



_ The continuity equation becomes:

pV - V4 + 1/ D(pyDt = [4.12)

Takmg the gradient of 4.12, and the total derivative of 4.5, and eliminadting D{(Vp)/Dt results

in the classical wave equation which includes the effects of flow. That is: .
[4.13]

D)/ Dt? = 2 V() |
The solution of equation 4.13 for harmonic waves is given by:
¢ —_ [A e( -Kix + Be(Kr:)] ej(n)f- I4'l4]
where:
=k/A1+M)
Kr = k/(1-M)

-

Equation 4.7 can be combined with\‘i to generate the acoustic pressure in terms of the

unknown coefficients (A,B) at x equal to 0 and x equal to L. Similarly,equation 4% -_':E;m be

i

combined with the solution of the wave equation (4.14) to generéte the acoustic pin:i:icle' B
velocity in terms of the unknown coefficients (A,B) at x=0 and x=L. Elimination of the

cc.)efﬁcients generate the 4 pole solution as [4.3]:
21 )
Svi, la21 a22/) (8v], - T

o
e( =MkLAT =MD

where:

all = cos (kL1 = M%)
a22 =al1l
) el
& al12 =;poSe TMEAI-MD oo GeLa1 — MDY .
-a21 = 212 * (S/pe? T e »

Explicit formulations for a variety of sections or acoustic conditions are available, including
anechoic terminations, horns [4.5,4.6] and variable duet or nozzle sections [4.7].
Acoustic models of. comphcated systems can be generated using the four pole

—

method. Series connections are modelled by mult&phcatzon of the matrices to generat.e a final

o
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matrix relating the state variable at the two .locations. Parallel components are modelled
assuming uniform racoustic pressure at th.e junction, and addition _of acoustic particle veiccity.
A more detailed description of the modelI‘.ing process for complicated systems ha-s; been
presented by To [4.8]. The method is easily programmed (see for example the software
package discussed in 4.9) allowiné a "finite element” type description of the acoustic system

in terms of elements (piping sections) and nodes (acoustic junctions).

Across sections of complicated” geometry, or unknown geometric detail (ie

mufflers),the elements of the 4 pole matrices are not easily predicted. In general the 4 pole

matrix relating the state variables at two locations is given by:

N I

where the ul,u2 represent the volume velocity, obtained by multiplying the acoustic particle

velocities (v1,v2) by the duct area S. Whéﬁ:,a,b,c,d are not known, they can be determined
using techniques presented by To and Doige [4.10,4.11]. In the most basic case, this involves

the blockage at various locations in the piping loop, imposing that the volume velocity isgero

-

at that point. When the system under analysis cannot be blocked, the 4 equations are
generated by pressure measurements at locations other than at the two stations of interest.

The solution procedure for more complicated situations results in the genération of products

of known and unknown 4 pole parameters requiring a lengthy solution procedure for the
unknown system pag{ameters.

L
Alternatively, a much more concise methad utilizing a two load approach has been

~

.. used by Lung and Doige [(4.12]. Equations 4.16 can be rewritten as:
. PL/p2 =a + b/z2 <
zl = (az2+b)(cz2+d)

where:

- z1 = pl/ul {4.16b]
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and: B - 22 = p2/u2

| The irhpedance.values at the stations 1,2 (z1,z2) aré generated using a transfer
function measurement between.two xlnicrophones on each side of the unknown element,
combined with known 4 pole elements. If pl/p2,z1,z22 are measured versus {requency f;)r 2

separate boundary conditions, then a.system of 4 linear equations in the 4 unknowns is

generated.

4.2 Equivalent source characi‘erizatioq methods

A characterization of the aéoustic pressure generated by flow control devices
(valve's, bends, sudden expansions) is necessary before the structural response of pipélines
resulting from these flow de;:;endent pregsure oscillations can be predicted. Implicit in the
identiﬁcation of equivalent acoustic source paramete;-s is the un'ihuene;sl of the
characterqatlon ‘and selection of the appropnate scaling parameters used to reduce the
acoustic data. Satisfaction of the umqlueness of the solutions alIows information obtained in a
test rig to be applied in plant environments. Selection of the appropriate scaling parameters
ensures that the correct level of sound produt‘:tion is calculated, provided the basic flow
environment and geometric detail (scaling parameters) are known and that a unique solution
is known to exist. In general the details of the flow field through the flow control dev‘ice ,
(piping singularity) are not known. This forces a ch,a.racterization to be made from t'ar‘f'l'eld
\measuremenr.s combined with an acoustic model of thfa source environmer:t. Considerable
work has been devoted to the d;avelopment of measurement techniques and modell_ing .
procedures suitable for the identification and characterization of an equivalent acoustic
source. Most of this work which has been apglied to the problem of silencing engine noise lhas

' 4
used an electrical analogy in describing the duct acousties [4.13,4.14,4.15]. A Thevenin

equivalent circuit for the acoustic system is generated, where voltage and current are



replaced in the analogy with pressure and volume velocity. Using this modelling approaeﬁ,
7 pressure sources drive series co::mecﬁons of the lqad and source impedaﬁce, and volume
velocity sources drive a circuit containing the load and source impedance in pe{eallel. The twe
models are equivaleg.t.‘as measufed in the far f':eld if the pressure and velocity at the source
are related through the source im;;edance Zs. The pa.rarheters to be determined in the
identification procedv..xre are then the source strength (either P(f) or E.T(m and the source
impedance (Zs) which can be used to calculate.insertion lo‘ss. Several approaches have been
used to identiff these parameters, two of Awhich have been applied to a varie;y of sources by
Doige and Alves [4.16,4.17]. The "d_irect" approach described in [4.16] involves the
. . 4
measurement of the load and source impedance (with the source off in the ease of the above
reference) in separate experiments from that used to measure the source strength. The "two
load" method deter;mnes the source strength and :mpedance under operating condztlons by
rneasurgng acoustic pressures for two separate source loads Doige and Alves have mdmated
T

that t.hé" two loa_cjp'method is more suitable for stroengly periodic signals since both unknown

quar&i&'e\sar’e determined during source sound production. Clearly when the source

-

iE}lnedance and the source str:ength are related (a‘s in the case of the cavity resonator under
study via the flow velocity) determination of the.particular source impedance for a given
operation point is necessary. Under these conditions the "direct” approach is s;ill possible if
the source impedance’is measured using th eonditioned spectra approach described in

chapter 2. For broadband sources, the two load method is not applicable since the phase
;] L]

varying acoustic load s quite remarkable {(fig 4,reference 4.16). This is especially true of the

high frequency results where a loss of frequency resolution in the measurementsdnust occur,

For a given source load, the approach used in [4.16] to measure the sburce and load impedance
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'using the same microphone location as those used to measure the equivalent source will

- -
guarantee the accurate prediction of the measured acoustic pressures, iridependent of the

accuracy of the 4 pole model. Thus careful attention to detail must be made to ensure that the

load and source impedance values are correct.

A four load method [4.18,4.19] for identifying source parameters utilizes 4 different
lengths of ducting to vary the load impedance. Perhaps the most significant advantage of this

approach is that both of the unknown quantities can be estimated using simple pressure level

measurements outside of the ducting facility without the need for independent ‘excitation of

ks

the ducting system.

An alternative source identification procedure utilizes the 4 pole model of the
ducting in a more direct fashion. In this model an unknown step change in the stake variable
across the piping singularity (or séurce) is assumed to occur. This approach (which has not

received the same attention in the open literature) is presented below in conjunction with the

1
-~

development of the 4 pole model for the piping system.
The inlet conditions at the bellmouth entrance are related to thosg at the source

impedance location by: - ’
{p.U}, = (A]* {p,U}, g (4.17]

Note that the formulation of the model (for example the matrix [A.] ‘tn ;Q'.xe above

.

equation) utilizes the inverse of the-foug‘ pole matrix of equation 4.15. The state variables

across the singularity are related using:

- p.Cl, = (BI*{p.Ujs . (4.18]
where: T .
. 4
B(1,I)=1
B(2,2)= B(1,1) ) ) _ L. Q’,ﬁ-; .
B(1,2)= —Zv (real and imaginary) ’ . -
] ) .
-
. " . °
» :
Qn

8



‘B(2L=10
In the..ét':sence_o.f ﬂow.-t};e_-'pgramepér; of 'n'mtrgx ’[B] égﬁ' be evaluated usi.ng the
methods discussed in the previous secﬁon: AIn'the‘.p'resen-ce of flow the singularity impeduance
(Zv) can be mea—sured using the source ifnpedance technique présented in chaéter 2 Under no
flow conditions, the impedance (Z\-)' for rigid singul.arities is 'primurjil;' .determined by the
local geometry, whereas in the presence of flow, the acoustic characteristics are dox;n';nnted by

the pressure (and density} changes across the singularity. In the absence of flow, the acoustic
production of the singularity is zero. Thus, it is only under flow conditions that the

singularity -imﬁedance is required. A significant simplification is achieved using the quasi

static estimate of the Zv. That is:

, Zv = (K VpUS 4194 -
where the static pressure drop weross the singularity is given by:
P,-P, =05 K*tVpi2 ‘ ' [4.19b]

For low Mach number flows the change in the impedance estimates using equation
-

Ll

4.1 is small tfor a detailed examination of the effects of flow on the acoustic parameters see

reference 4.20). With this assumption the impedance across the singularity can be
approximated as the summation of the no flow estimate (Zvo) and the quasi'static vittue That
is:

(Zvie = B(1,2) = (Zvol + (K * VvpiS T o _ [4 20}
.The state variables at the impedance location are reiated to the acoustic pressure

and volume velocity at the source location using:
Pl = [C1m ., - {4 21al
Across the source there is an unknown‘incz‘eas'e in the acoustic pressure and

. ~

volume velocity: Thatis:

gLl = p.l3, - ePEl: (4 21b]



The acoustic pressure and volume velocity at the exit are related to the state

variables atthe source using:

. Equations 4.18,4.19,and 4.21 can be combined to generate an overall transfer:

. function matrix between the inlet and exit conditions. That is:
- rr .

- {p.L}, = (DICIUBIAI*{p.L}, + [DI*{dP.dU} _ (4.22]

The béundar_v conditions of the acoust.ic system are . imposed using the end
impedanc.e functions: —__
{pr, = (2L * {L} [4.23]
P}, = [Zl " {U},

Equations 4.23 can be combined with 4.22 to generate a 2x2 system of equations

relating the volume velocities at the ends of the acoustic system {Ui,Ue}, to the unknown |

source parameters {dp.dU} The acoustic pressure at the upstream microphone location is
calculated using

Pa = EQ1,D)%{p} = E(1,23%{U}, [<.24a]

where [E] is the 4 pele matrix retating the state variables at the inlet and the
upstream microphone location. The acoustic pressure at the downstream microphone location
is calculated using:

Pe = F(l.l)‘{p}e - F‘(l,'.?.l‘{L'}»e
where [F} is the 4 pole matrix relating the state variables at the downstream microphone
location and the exit.

The .solutiun for the unknown change in state variables across the singularity is
found solving: |
Y} = [H]* Vs (4.25]

where: e -

{p.L}, = [D]*{p.L},, : [4.21c]



(Y} = (Gaa,Gee,real(Gab),aimag{Gab)
V= (de.Gdu.feal(dedu).aimag(dedu)) .
and: o

H(1,1) = Hpa/? ) H(1,2) = /Huw?

H(1,3) = reallc{Hpa)*Hua + ¢(Hua)*Hpal

H(1,4) =-imaglc(Hpa)*Hua - c(Hua)*Hpa]

H(2,1} = /HIpcf-" ‘ H(2,2) = /Hue?

H12,3) = reallc(Hpe)*Huce + e(Hua)*Hpal

H(2,4) =-imag{c(Hpe)*Huc - c(Huc)*Hpe]

H(3,1) = reallctHpa)*Hpel

H(3,2) = regl{c(Hua)‘Huci

H(3,3) = realle{Hpa)*Huc + ctHua)*Hpel

H3,4) = reai[c(‘Hpa)'Huc -~ ¢(Hua)*Hpel .

Hi4,1) = imag{c(Hpa)*Hpe

H(4,2) = imag{e(Hua)*Huc]

Hi4,3) = imagletHpa)*Hue - ctHua)*Hpe)

H(4,4) = reallc(Hpa)*Hue - e(Hua)*Hpc|

The complex valued imphlse reéponse functions Hpa,Hpc are obtained by solution
of“equatiorxs 4.24 assuming a unit step in {dP}. The comple.w.c valued impulse response
functions Hua,Hue are obtained by solution of equations 4.24 assuming a uni?step .in d}
Full solution of equations 4.25 produce the auto spectrum (Gdp,Gdu) and cross spectrum
(Gdpdu! of the unknown source.

Considerable effort has b::een devoted by Gibert [4.21,4.22] in developing t'he;
theoretical basis, and testing of this source identification technique. From examinétion of the

theoretical characteristics of Gdp and Gdu, Gibert has concluded that the spectra occupy



different regions of the frequency domain (Gdp lower and Gdu higher). With this assumption
the twc;'o components of the source vector are fully uncorrelated, (Gdpdu=0) and equations
4.25 are reduced to a 2x2 set of equations containing only auto ‘spect'ra as both inputs and
outputs. A sudden expansion and 7 degree diffuser were used by Gibert [4.21] to
experimentally investigate this identification procedure. Assuming the source spectra to be
uncorrelated apriori produced Gdp and Gdu displaying different characteristics. Both source
autospectrum were non-dimensionalized using the square of the mean pressure drop across
the singularity. As predicted by Gibert, the spectru.m Géip did not exhibit a dependency on
Mach number, and decreased in amplitude with frequency. A cut off Strouhal number of 0.2
bas‘ed on upstream velocity and (D-d) was determined. The auto spectrum of the step change
in volume flow (Gdu) was flat, with the plateau level scaling with M2, The results of a full
analysis (with-out assuming Gdpdu =0)were not presented.

Chadha [4.23], using a separate experimental facility, utilized the same
identification procedure for the noise characterization of a stan:iard geometry governor valve.
Again the source spectra (asgumed uncorrelated in the analysis) were non-dimensionalized
with the square of the mean pressure drop across the valve, It is interesting to note that good
agreement between measured and predicted pressure ratios across the valve was obtained
using the quasi-static model for the valve impedance (equation 4.159a). The basic shapes of
both source spectra determined for the go»-e;'nor vdlve were the same as those determined {or
singularities identified by Gibert. This is, of course, due in part by the assumption that the
source spectra are uncorrelated.

Using a separate characterization procedure, Botros et al. [4.24] analyvsed the
acoust.-ic noise generated by a standard geometry orifice plate. Here the source was modelled

2s a branch piston (volume velocity) source. Although frequency dependent information was
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not presented, the r.m.s fluctuations for a variety of orifice area ratios were fit with an -

equation of the form:

: PR Vrms = K'* M * (delta P)1.0765 - [4.26]
where:
M = upstream Mach numbér .
delta P = mean pressure drop across orifice plate - o
and: .

K = constant dependent in part on sound speed and pipe area.
/

The rms volume velocity fluctuations using the approach of Gibert can be obtained
by calcu[atir;g the square root of the integral over-the frequency range of Gdu. This results in
the rms volume velocity to scale with Mach number and (delta P) V2.

Although the sourceidentifieation procedures discussed here upp‘;;r significantly
different, the basic modelling procedures and parameters necessary for accurate
identification and predictions remain the same. The electrical analogy approach appears
more suitable for insertion loss caleulations (muffler design) as the source is analysed looking
at it from either an upstream or downstream direcr;ion.

4.3 Development and testing of 4 pole model

A software package was developed to implement the 4 pole modelling technique
and source identification procedure outlined in the previous section. The program
incorporates many user selected options allowing intermediate testing of the acoustic model
The state variables were chosen as acoustic pressure (P) and pc*volume velocity, thus
impedance has the units (I/m)2. In this section further details of the model construction are
presented and combine\d\with experimental testing to illustrate the sensitive aspects of the

model development. ; .



The downstream reflective ct;eﬂ'icient' (presented in fig. 4.1) and impedance
funct'ioﬁ were calculated using the two microphone random excitation iechnique'described in
chapter 3. The calculated impedance function was sensitive to'bc;th the_ separation ciistance
and the dis‘t.ance to the plenum entrance. The best estimate was measured using a separation
distance of 25.4 cm with the first microphone pésiti;;ned 13 cm‘from the piping exit. Four
hundred ensemble averages were used to minimize the ra'.ndom error in the spectral
estimates. '

The transfer function between two microphones on an_v"side of the singularity is a
function of the acoustic characteristics of the piping, and the termination condition on that
side of the singularity, Figure 4.2a presents the measured transfer functiox; {both real and
imaginary)} between microphone A, positioned 2.16 m from the pl-enum. and microphone B,

positioned 0.9 m from the plenum. The complex valued transfer function was calculated as
Gab/Gaa. The magnitud“e of the transfer function represents the acoustic pressure ratio
(sqrt(Gbb/Gua). A speaker was flush mounted to a piping flange upstream of the microphones
and excited using a sine swept signal from 1 to 525 Hz, Figure 4.2b presents the predicted
transfer function computed using the developed software package. The acoustic pressures
wer: calculated using equation 4.24b at the two microphone locations assuming a source
vector of (1,1). The transfer function is then computed using: | \
Hab = (c(Pa(D) * PHOYTe(Pb(D * Pb(f] [4.27]
Several important observations can be made regarding the two sets of results.

First, the amplitude of the peaks in the predictéd transfer function are larger than those
measured. There is, however, significant improvement in the estimation for the 3 highest.
modes. The phase angle is incorrect in the lowest mode (f = S0 Hz) for the predicted transfer

function. Note that the width of the modal peaks in the higher modes (a measure of damping)

is close to the measured values. [t was felt that the gain over estimation was in part due to
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igure 4.2 : Downstream acoustic pressure ratio (La=2.16m ,
Lb=0.9m). [a: Measured, b: Predicted]



the calculation of the pressures at.a point, su:here the measurements are averages over the
area of the microphone. This hypothesijs was investigated by re-e\-.-alunting the predicted
transfer function, where Pa(f) and Pb() of equation 4.27 were replaced with the average of 10
pressﬁﬁ functions evaluated at 10 equally spaced locations cenr.eréd at the experimental
miérophone locations. The spacing between the computations was equal to the microphone
diamer:er (6 mm) divided by 9. Although there was a slight ;nodiﬁcution in the peak values of
the estimated transfer function at tfxe higher frequencies, t_he reduction was not sufficient to
wétrrant inclusion into the model. . ' 7 .

A series ol: experiments were condu;:ted to measure the attenuation coefficient of

the piping section. With the \:‘,ingularity removed {rom the pipe, a wave train of 2-3 cycles at a

given frequency was generated at the upstream bellmouth. The number of cycles was chosen

to eliminate any interference at the downstream micoph::::‘ by the reflected signal generated

at the plenum entrance. The pressure amplitudes at two locations in the rig, separated by 7.3
m were recorded using a digital scope. The attenuation coeflicient is caleulated as:

- e = 1/7.3 In(P2YP1) [4.28a]

The two 'microphones used in the experiment had a relative calibration of

magnitude 1.(Z0.02) over the entire frequency range of interest. Figure 4.3 presents a

summary of the results, where each point is the mean of 10 separate experiments” Two

straight lines were fit through the data as indicated in the figure, with the separation

frequency chosen to be 250 Hz. The attenuation coeflicient was used to caleulate the complex
sound speed as [4.251]:

o ¢ = w/lwli-ja] [4.‘.’.811]‘

Figure 4.-‘.'present5_ the predicted amplitude ratio utilizing the complex sound

speed. There is significant improvement over the entire frequency range in the peak

estimates. In addition, the sign of the phase in the lowest mode is now correct.

¥
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Figure 4.3 : Measured attenuation coefficient for acrylic pipe
sections.
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Predicted downstream acoustic pressure ratio
incorporating complex sound speed. "[Laz2.186,
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The use of 2 discrete Fourier transform to measure the modal peaks introduces bias
errors dependent primarily on the ratio of the minimum frequency resoiution in the analysis

-

to the actual width of the modal peaks in the data [2.10]. Thus, in highly resonant

conditions,(typical of most acoustic environments) tht; peak of the estimated traflsfer function
will be strongly sensii.:ive to the frequency resolution used in the analysis. A series_of
experiments were conducted to determine if the over estimation of the peaks in the predicted
transfer function could be attributed to the frequency resolution used in the analysis. The
transfer function was. measured between two microphones mounted upstream of the
singularity, with the piping system excit.ed by a speaker downstream of the microphones
driven by u band limited white noise. Using the Nicolet FFT analyser, fhe frec&_uency
resolution in the measurements was \'arie_‘._:l from 0.08 Hz to 5.0 Hz, ‘The maximum fesolution
was obtained using'the :oom-option. Two modal peaks in the transfer function were analysed
in detail with modal damping values (measured using the maximum frequency resolution) of
0.69% and 0.54%. Figure 4.5 summarizesthe results where the amplitude; of the transfer
functions at the two {requencies were normalized with respect to the values measured with
the frequency resolution ofd.OS Hz. As expected, the peak values in such a lightly damped
s¥stem are very sengitive to sma-ll changes in the frequency reselution, par’ticularly in the
region less than 1.25 Hz (that used for upper frequency of 500 Hz).

The inlet impedance (as seen {rom inside the pipe) was measured using the random

e 4

excitation method of chapter 3. The microphone separation distance was 0.284 m, with a
distance from the bellmouth entrance to the closest microphone of 0.184 m. Figure 4.6
presents the measured reflective coefficient. The transfer function between two microphoenes
located at positions other than those used for the impedance estimations was measured. A
comparison of the transfer function caleulated using the sofltware package with the measured

quantity revealed a quality of the prediction comparable to the downstream case. In

& -
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particular the magnitudes of the modal peaks were over predicted, more so at the lower
frequencies than the higher. The widths of the peaks near the bus'e were very close in
comparison.

Thé use of the quasi static model of the singularity impedance [equation 4.19a] is a
significant simplification in the acoustic modelling. This assumption wa.s tested by
measuring the amplitude ratio between two microphones located upstream of the singularity
location with the pipe excited by a speaker just outside the bellmouth location. The change in
the amplitude ratio was monitored as the flow velocity {and subsequent pressure drop geross
the singularity) was increased. A standard orifice plate was used as the singularity, as this
was found to produce sound Ie\vels in the pipe significantly lower (20 dB) than that could be
px;oduced by the speaker over the frequency range a.nd velocities tested . The microphones
were situated 0.86 m and 1.01 m from the bellmouth entrance. Two hundred averages were
used -in the transfer function estimate as no significant change in the measured trangfer
function occurred bevond this number of averages. Figure 4.7 summarizes the mean pressure
drop versus the square of the upstream velocity for this orifice. The quasi steady impedance
estimate based on the slope of the line is calculated as:

Zs = 134/(peS) = 4511/m)?

Figure 4.8 presents the sequence of the measured transfer functions for increasing
flow velocity. The orifice plate significantly alters the acoustics of the upstream portion of the
duect under flow conditions. In particular, under high flow velocity conditions! resulting in a
large mean pressure drop, the orifice plate separates the upstream and downstream portions
of the ducct by appmxima;ing a rigid termination a.t the si'ngularity location Figure 49
presents the measured t;ansfer functi’on for a flow velocity of 4.92 m/s and that predicted by

the software. The acoustic mode! used in the prediction utilized the exit impedance value

previousiy measured and the quasi static estimates of the singularity impedance. The
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Figure 4.8 : Sequence of measured acoustic pressure ratios,

microphones located upstream of orifice plate, system
excited at bellmouth.
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Figure 4.9
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: Upstream acoustic pressure ratio, microphones located

upstream of orifice plate. [a: Measured, b: Predicted]
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inclusion of the no flow estimate of the orifice impedance {measured u.sin.g the two microphone
technique and a semi-anechoic termination dp\v;rnstream) did not significantly alter the
predicted transfer function except for t.he no flow case. The amplitude ratio measurements
weré repeated for a variety of obstructions used as the slingularity. The quasi static estimate
for the singularity impedance was calculated and used to predictAthe amplitudé ratio at’ghe
two rhicrophone locations. Based on examination of the results it was felt that the modelling
. .

app‘}oach }Jtilﬁzi’ng the quasi static estimate for the singularity- impedance was reliable.

Itis ﬁossible to use the measured amplitude ratios used to assess the quality of the
end impedance estimates in conjunction with the 4 pole model to determine directly the
desired impedance quantities [4;.16,4.1’7 . This approach must be used carefully since the
arﬁplitude ratios predicted by the the 4 pole model will equal the measured values,

&dgge.\;ndent of the qu-ality and accuracy of both the impedance estimate and the 4 pole model.

The downstream impedance can be found using:\

Ze = [AM(1,2)-h21*BM(1,2)11h21*BM(1,1)-AM(1.1}] [4.29a]
where:
{P,Uh = [AM]*{P,U},
{P,.U}x = [BM}*{P,U},
and:

h21 = measured transfer function (P1/P2)
The upstream entrance impedance is found using:
& Zi= [CM(1,2)-h21.‘DM(I,Z)I}'[hZI‘DM(I.I)-CM(I,I)] [4.29b]
where: _
{P,Uh =ICMI*{P,Uk
{P,U}; = [DMI*{P.U}i
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S

" and:

h21 = measured transfer function (P1/B2)

S

This approach can also be used to measured the source impedance during sound

production. However, .the transfer function used in the analysis must be éom‘iit.ioned with
respect to the externally applied sound field. This can be achieve_d in the same manner as
describedl for the source impe&ance measurement approach presented in chapter 2. Figure
4.10 presents the calculated exit impedance function evaluated qsing equation 4.29a. The
corresponding exit reflective coefficient is also provided. Using this impédancg _est‘imate it
was confirmed that the predicted amplitude ratio at"measurement points equaled the
measured quantity (presented in figure 4.2a). There are obvious errors in both the reflective
coefficient and the impedance function despite the ability to predict the exact amplitude ratio
at the measurement points using this impedance function. These errors: 6ccur pr-imarily at
frequencies correspcndin'g te t.he peaks in the measured transfer function. This is consistent
with the preceding discussion regarding the frequency resolution error and the corresponding

bias error. Presentation of the calculated impedance function at locations other that the exit

planes can mask these errors.

]

44 Pure tone source characterization
The acoustic power production for a source using the formulation of section 4.3 is
given by:
Pw= U*dP+P*dU | [4.30]
where P and U represent the acoustic pressure and volume velocity, respectively.
. i
From analysis of the results presented in chapter 3, it is clear that the cavity.resonator

interacts primarily with the acoustic modes which locate a pressure node (P=0) at the source

>
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Figure 4.10 :

Exit functions obtained using measureg_transfer function
and 4 pole model directly.. [a:

reflective coefficient
b: impedance function]
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Jocation. Thus the source characterization equations 4.25 are greatly simplified by solving
only for the dp component as:
Gdp = 1/2[Gaa//Hpa/? + Gee/ /Hpe/2) [4.31]
The rig length used in the {irst source characterization experirr;ént was 8.03 m, the
upstream orifice was located 4.13 from the bellmouth entrance. The orifige diameter was 6.5
em, giving an area ratio of 0.17. The cavity length was fixed at¥.5 em. ‘The upstream
microphone was located 1.015 m from the -bellmouth entrance, the downstream microphone -
was located 0.895 m from the plenum entrance. At the completion of an experiment
(corresponding to one particular flow velocity) the data was transferred to the Vax 730 for the
equivalent soﬁrce evaluation. The flow velocity was adjusted such that the peak acoustic
output was obtained for each particular resonating mode. A few .spectm pairs at off peak
resonance were also obtained. The quasi static impedance was obtained from the pressure
drop versus velocity squared curve whose slope was equal to 14.04 Pa-sec?/m2. The resulting

PSD of the dP type source (obtained from the solution of equation +4.31)-was non-

dimensionalized as:

Gdp{St} = [Gdp(f) * Vp/lc [/(delta P)2 [4.32]
where:
St = reduced ffequenc_v (f*le/Vp)
Vp = mean upstream pipe velocity
le = cavity length

delta P = mean pressure drop across cavity.
, The acoustic production is predominantly at one frequency for a given cavity
separation and flow velocity. Thus from a design perspective it is only the conditions of peak

production which requires characterization. Table 4.1 summarizes the results of the source

identification where only the information at the peak sounding conditions are presented.

20
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frequency Up St ' Gdp(St)

Hz (m/s)
125.0 1.52 62 0077 .
168.75 2.31 5.48 0.017
20875 334 4.69 0.024
250.0 4.38 4.28 0.013
333.75 5.96 4.20 0.029

Table 4.1 : Peak sounding data. -

Uniqueness of the source characterization can be determined by varying the
acoustic environment of the source, and re-evaluating the non-dime::xsional source spectrum
utilizing the identical cavity resonator. The acoustic change necessary in the experimental
rig was obtained in part by lengthening the piping to 9.29 m and posi‘tioning‘ the upstream
orifice plate of the cavity resonator 5.4 m from the bellmouth entrance. The downstre;lm exit
impedance was significantly altered-by placing a sharp edged orifice (area ratio 0.1) at the
exit plane between the piping and the plenum.

The effect of the downstream orifice plate was determined by measuring the
transfer function between two microphones upstream of the pipe exit plane. The piping
system was excited with band limited white noise at the bellmouth entrance with the
singularity removed. Figure 4.11 presents the sequence of measured transfer functions for an
upstream {low velocity rangi‘ng from no flow to 5 m/s. Comparison of ﬁgugg-:.lla and 4.3a
illustrates the effect of the orifice plate in the absence of flow. More importantly, however, is
the significant change in the downstream impedgnce unde-r flow conditions. The sequence of
measured transfer functions provided in figure 4.11 indicates clearly an increase in damping

in the measured modes of the transfer function. The reduction in amplitude of the modal
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Figure 4.11 : Sequence of measured acoustic pressure ratios with
orifice plate at exit plane (la= 2.16m, Lb=0.9m) ,
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peaks starts at the lower fwes and affects the higher frequencies as the flow velocity is
increased. -

X The.downstream e;md orifice for the no flow condition was modelled using the
BT equivalent length data Provided in [4.24]). The effect of flow was incorporated using the quasi ~
static model. The slope of the ling,betw&;en th.e mean-pressure dro;; across the orifice plate
versus the upstreﬁelocity .squan“-:d was found to be 73.8 Pa-sec2/m2. The pressure drop

across the orifice plate was measured using pressure taps located 1 diameter upstream of the

orifice plate, and 30 c¢m off the pipe centerline into the plenum wall. Figure 4.12a presents the

predicted transfer function at the measurement po-ims for a flow velocity of 5.0 mvs. The-
agréement betw-een this figure and the measured quantity (figure 4.12b) is good.
Examination of intermediate measurements indicated that the quasi-static approach over
estimated the actual impedance. A reduction in the downs&ream impedance of 20%
reproduced the measured transfer function more closely over the entire velocity range. It is

interestfng to note that at higher flow velocities the effect of the downstream orifice plute is to

) -produce transfer functions (both measured and predicted) which approach those produced by a

=

rigid termination at the exit plane.
The measured transfer functions under {low conditions can be used via equation
4.29a to determine directly the equivalent exit plane impedance. Figure 4.13 presents a

sequence of 3 impedance estimates evaluated using this approach. Again it was confirmed

-t

that the amplitude ratios were predicted exactly at the measurement points using these
impedance functions. There are obvious errors in the impedance estimate similar to those
found for the no flow case ;Jsing the same approach. The effect of flow on the exit boundary
conditions is seen as an increase in the magnitude of the impedance function, starting at the
lower frequency range and increasing in frequency with velocity. There is virtually no

alteration in the exit impedance above 250 Hz with flow velocity.
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=



500

375
Nﬁ(

§~ 250
<
N

125

0

500

375
“—-\

Er 250
"CE
N

— 125

0

: Sequence oi

200

100 - 300 400 500
0 100 200 300 400 500
EREQUENCY (Hz)
(@)
0 100. 200

300 400 500

FREQUENCY (Hz)

measured transfer function and 4 pole model.

[a: Vp= 2.3 m/s,

b:

Vp=2.9 m/s, c:

exit impedance functions determined using

Vp=3.8 m/s]



109

Figures 4.14 presents 3 spectra measﬁred at the downstream microphone Iocati'on
taken from the sequence of spectra in the source identification. Several features, illustrating
the characteristics of this type source are evident. In figure 4.14a the primary resonating
frequency is 126 Hz. However, there is significant sound prod-uction (much more'than usual)
at whlat appears to be harmonics of this frequency. As the velocity is increased, the .primary
resonating frequency jumps to 250 Hz, with minor sound product.ion at nc_)minally 125 Hzrand

375 Hz. At higher velocities the primary resonating frequency is 375 Hz.  Thus the high

production at the harmonics of 125 Hz in figure 4.13a is attributed to the fact that the

_harmonic frequencies are stable resonating {requencies of the acoustic sourceg Table 4.2

summarizes the results of source identification using the modified rig.

frequency Vp St Gdp(St) -
Hz (mv/s) o
126. 152 6.25 (n=2.1) 0.11
250. 213 8.80(n=2) . 0.18
. ¥ 236. 2.69 8.11 (n=2) _ 005
' ) 342, 3.34 7.29 (n=2) 0.15
376. 3.87 7.63 (n=2) 0.10

. Table 4.2 : Peak sounding data (orifice in exit plane).

[y

Modification of the acoustic environment significant!y altered the {luid mechanics

of the 6sci11ating shear layer in that it was now operating with two vortices between the
orifice plates. Not only is this evident in the Strouhal data.rit was confirmed using the flow
visualization method presen.ted in chapter 2. Division of the Strouhal number for the
fi-e.quenciés operating in the n=2 mode, produces a dependency. of Strouhal number on

velocity (Mach No.) consistent with the data presented in chapter 2.
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4.5 ' Discussion

An acoustic model of the expeFiment.al facility has been developed which utitized
the 4 pole approach in con;i:::mt'.ion with experimentally measured entrance and exit
impedance estimates. The validity of using a quasi static estimate f_’or the change in
impedance.resultipg from the pressure drop across the impedance location was investigated.
The results indicate. that this assumption is valid, although a slight over estimation of the
resulting impedance occurred. Impedance eséimation techniques; which utilized ‘the 4 pole
model directly, reproduced (as they must) the predicted amplitude ratilos at the measurement
points. However, the end impedance estimates contained obvious errors related to the
frequency resolution and microphone separation which may go unnoticed since the accurate
prediction of the pressure ratios at the measurement points is assured. This method of

impedance estimation is very efficient, and can be used in conjunction with the coherent

powér analysis procedures outlined in chapter 3 to measure the source impedance during
sound production. ”
The applicatjon of the equivalent source identification procedure to the cavity
resonator did not collapse the peak sounding data. The basie fluid mechaxgcs of the process,
and the resulting sound producti-on are strongly sensitive to the acoustic environment. Thisis
- clearly indicated by the change in the shear layer oscillation to the n=2'mode with the
change in the rig acoustic chz_tracteristics. Given this significant change in the fundamental
source mechanism it is not surprising that a modelled change in the impulse response
functions (Hpa,Hpc) did not account for the change in acoustic output. Within each set of data
(table 4.1 and 4.2) however, the peak production level was reasonably well collapsed.

.~ The identification of narrow band sources in resonant environments demands

accarate damping estimates of the dynamic system. For broader band sources, off resonant
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response can be used to estimate the source strength, thus providing more data for the
identification. The accuracy requirements necessary in the impulse response functions which
permit an assessment of this approach to pure tones may be greater than can be achieved

given the sensitivity of the results to the system impedance estimates.



CHAPTERSS

THEORETICAL MODEL DEVELOPMENT

5.0 Introducltion

In this chap.t_er a theoretical model is developed which provides further insight into

iy
the coupled fluid/acoustic phenomenon described in chapter 2. This medel of the combined

fluid/acoustic system incorporates the acoustic 4 pole modell of t.h_e experimental piping
system developed and tested in the previous chapter. A successful model, leading to improved
- experimental design must predict the main features of the acoustic production. These include
the strong lock-in with the acoustic modes locating a velocity anti-node at dr near the cavity
resonator, as well as the frequency jumping and step like velocity/frequency plots typical of

these oscillators.

5.1 Theoretical Model Ov;erview

The conceptual {ramEWork of the oscillator model is based on a positive feedback, i
closed loop contro! theory type analysis. It does not gxamine the local interactiomof.small
scale vorticity as in [2.7], or perform a detailed :m.)rnEntum balance thrOugEout the cavity as
in [2.16]. Itdoes, however, look at the fluid/acoustic system using published characteristics 9f
separated flows, and combines this with the 4 pole model of the piping acousties developed irlt
the previous chapter. In this sense it follows closely many of\the predictor models of cavity
resonance outlined.in chapfer 2 [2.6,2.10,2.11,2.13]. [t is important to recognize the
distinction between the acoustic production modelled as a resonance response phenomenon,
and the coupled_ fluid/acoustic oscillations resulting from the instability of a sellf-excited
;'stcm. [t is this latter mechanism which is being modelled in this chapter.

113
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5.2 quusﬁc‘ feedback loop .
Thé double orifice ;esonator interacts primarily with those acoustic modes locating
a velocity anti-node at or near the cavity location. In this context, it appears to_the piping
system as a dipole type source, allowing determination of potent®al resonating frequencies”
given a source location. However, it does not qliantify the effect of acoustic damping or the
proximity of the antinode to the exact cavity location on the n‘;;’c;de selection and the potential
for acoustic resonance. The devel;)ped software package: outlined in chapter 4 allows"
si.mulation of either a Dp (dipole) or Du (monoplole) type source at any location in the system,
and calculatio;'l of either acoustic pressure or ac&stic particle velocity at any location in the
sys-tem. In figure 5.1 the magnitude of the steady ;tate acoustic velocity response at the

upstream orifice location per unit Pascal of dipole sound applied at the downstream orifice

plate is predicted using the acoustic model. The upst;;zam orifice plate location, cavity

* separation and pipe length correspond to the experimental geometry producing the measured

A

frequency/veloé:ity plot of figure 2.3. Also labeled are the nominal values of the resonating
frequencies in the experimental data. The small discrepancy- (not e.;(ceeding 2 percent)
betweer; the measured frequencies of peak acoustic output, and the {requency of thé peaks in
the computed fu:;ction are due to inaccuracies in the acoustic model. The l'xeight., width and
location of the peaks in this spectrum quantify the effects of the cavity location, orifice plate
separation, system impedance values and total pipe length. Positioning the resonator near
the centre of the piping .system locates the source at either a pressure node or antinode for all
plane wave acoustic modes and accounts for the large peaks at the even valued modes of the
system. As the frequency increases, the distance of the resonator from the exact centre of the

piping system becomes larger in comparison to the acoustic wavelength. This explains the

steady increase in peak height seen at the frequencies of ‘the odd valued mode numbers of the
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-
tra‘nsfer function. At 402 Hz the first odd valued mo-de sounds. Based on the proposed model,
this corrésponds to sufficient acoustic gain in the feedback loop of t.h.e model to sustain the
oscillation for the given flow velocity.

In figure 5.2a the reduced.particle velocity transfer function (computed using the
: 'same procedure as that producing figure 5.1) is evaluated using the rig geometry i:roducing
the ex];erirriiental frequency velocity plot of figure 2.4a. The nominal values of the
experimental resonating frequencies arle labheled at the corresponding peaks in the computed
transfer function. Again the measured sounding frequencies align closely with the
frequencies of the largest peaks in the computed funct;ion. |

Figu;'e 5.2b presents the computed transfer function using the experimental rig
geometry g‘roducing the measured data of figure 2.4b. The measured frequencies of the
experimental data are also labeled at the ;:orresponding peaks in the computed.transfer.
function. There is a clear coinciden'::e. with the frequencies of maximum amplitude in the
‘trans{'er function and the measured resonating frequencies.

Evaluation of,t}":e reduced acoustic particle velocity per unit of dipole souﬁd is an
improvement in estimating likely oscillating frequencies of the  cavity/acoustic system.
However, the absence of sound production at intermediate frequencies whose peaks exceed
the value at 402 hz in figure 5.1, as well as the absence of measured sound below 125 hz -
illustrate the limitations in using the computed transfer function by itself in predicting the
possible frequencies of acoustic production. Questions also arise regarding the limits of
stability of individual acoustic modes in the system, and the possibility of aveiding resonance
completely for a particular geometric arrangement and limited velocity range.

The steady state acoustic particle displacement at the separation plane (upstream
orifice plate) per unit of dipole sound generated at the downstream orifice piate is the

feedback transfer function in the mode! and is given by:
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GO £ 1/jw * [pcU/dP) ' (5.1]
where:
. peU/dp is the transfer function computed by the software package and:

pc = characteristic impedance

U = acoustic particle velocity at upstréam orifice location.

dP = unit of pressure applied at the downstream orifice.
53 - Forward loop development

The forward loop of the oscillator model is dominated by the_ stability |
characteristics of the separated shear layer. The oscillating shear layer produces a dyn‘an::ic
cavity volume, which in turn results in velocity fluctuations aeress the cavity necessary 'to
satisfy continuity con‘ditions. The final stage of the forward loop analysis is the expansion
and dynamic pressure recovery of the expanding jet into f.he downstream pipe.

Eilder [5.1] examined the potential mechanisms of exeiting organ pipe resonance by
an oscillating jet flow. The Fourier components of a dynamic momentum balance across the
Jet indicated 3 separable components of the total ﬁuctua‘pressure These include:

1. Direct acoustic condensation of the jet velocity (P= Z*U). This rnechambm would

be most efficient at pressure antl-nodes. .
2, A purely hydrodynamic pressure gradient responding to the ﬂuctﬁating shear

caused by the jet. This mechanism would be most. efficient :;t a p-recs“é\ure node.

3. A purely non-linear component'containing all higher order terms which disappear
for sinusoidal jet m(_)du_lation.

The first mechanism is not dominant for the SOuI‘CtE- under study. Clearly the

impedance at the source location (which closely resembles the reciprocal of the computed

reduced acoustic particle velocity transfer function) is small. [t is the second mechanism
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which is being modelled as the sole contributor to the acoustic production. This is reflected
not only in the forward loop development, but is seen as the use of a single feedback transfer
function in the feedback loop, ie. the acoustic velocities at the upstream orifice due to the

fluctuating velocity at the downstream orifice plate are neglected.

-

A
53.1 Shear layer stability characteristic.s

The fluid mechanics of the coupled fluid/acoustic system can be characterized by
the oscillation of-' the unstable shear layer downstream of the separation point and subsequent
roll up and propagation downstream. The stability characteristics of axisymmetric inviscid
jets have been'investigated by Plaschko [2.22]). However the reference does not provide
readily usable data for computinglthe axisymmetric modes of the shear layer motion. A more
tractable solution provliQed by Michalke [2.12] for the growth characteristics of a two
dimensional inviscid shear layer is easily incorporated into the model. The data of Michalke
1s used in the same fashion as Elder {2.11]. That is:

Ue = C; * U, (wave convectionspeed) « - 1

8 = U /[2dU/dy], (characteristic dimension)

B=wd/Uy
k.=u,/5
a=ga;/8

The wave growth is developed from the conservation of total vorticity in a
separated shear layer subject to an initial perturbation. The solution of the propagating wave
motion is given by:

((x,y,t) = A My) efoxl g jlot—kx). (5.2]

The exponential growth predicted in the inviscid solution is not exhibited in

practice beyond the initial stages of the wave development. From the sequence of flow



120

visualization pictures presented in chapter 2, it is seen that the scale of the rolled up vortex is
not increased beyond roughly 3/4 .of the mean pa.th to the downstream ori.ﬁce plate. Tﬁis
represents a distance 0f 9 cm for that particular cavity. The values of (a) and (k) o.l' equation
5.2 are frequency dependent, and have been interpolated from the data of Michalke using a
spline fit. In the model develoi:meni, it is the acoustic t;xeld which provides the displacement
perturbation at the separation point. Matching the acoustic perturbation displacement at the
separation plane allows the shear layer motion to be deseribed by:

d Ux,y.b) = GO e:&x) e jlot=kx) _ (5.3]

The two dimensional description of the shear layer motion is converted to an’

axisymmetric set of coordinates using:

Dix,t) = Dy — 2 xsin(8,) + 2 {(x.y,t) [5.4]
where:
Dix,t) = effective cavity diameter
D, = entrance orifice diameter
8, = initial fluid separation angle
5.3.2 Dynamic cavity volume estimation

The bulk of the mean flow passing through the cavity is bour;ded by the radial
'positidn 61‘ the shear layer. The effect of the oscillating shear layer is to produce a time
varying cavity velume between the two orifice plates. _Continuity require.ment's force velocity
fluctuations to occur at the cavity boundaFies (inlet or exit orifice) as measured using the
hotwire. An estimate of the dynamic cavity volume was made from the sequence of still

photographs of chapter 2. Fifteen points along the upper edge of the “smoke" trace were
spline fit and integrated over the length of the cavity to produce the axisymmetric swept

volume. Figure 5.3 presents 4 of the traces obtained from the flow visualization photographs.



121

b

: (24 187=2J‘wog Z1=07 ‘s/W G gr=wy)
"sydexdojoyd uoilwZI(ONS{A MOTJ WOX] A371AGD
80T JT1a0 o[qnop ydnoayl MOTJ uwsu Jo S3TARPUNOG PBIRUTISY @ £°'G 2INByy
J

(w2) 2%,
Gl AN 6 9 e 0




v
The vertical exaggeratioh seen in the data arises from the relative scales ort"the axes which

-

‘were chosen to delineate the results at the different locations in the acoustic cycle. The datal ’
was forced thx_-ough the separation point (up;stream orifice edge) at x=0. which accounts for
the exaggeration in the sl.ope of the trace at x=0. Table 5.1 summarizes the calcu‘luted
volume for these 4 traces. It is interesting to note that the reduction in effective exit area at

»

‘the downstream orifice plate is associated with an increase in the cavity volume.

 Time | . Volume
) _(m3x109) .
T+0.31¢ 3.75
T+0.65t ; 2.85
) ) T+0.83t 1.55
T+0.91t 277

Table 5.1 Calculated dynamic cavity volumes from flow visualization photographs

5.3.3 Velocity Fluctuation Estimation

The rate of volume addition to the volume bounded by the shear layer and the
planes defined by the upstream and downstream orifice plates is given by:

— dQ/dt = V(1) At — VDA (L) . [5.5]

where:

Aqlt) = effective exit area at downstream orifice

Ai(t) = effective inlet area at upstream orifice

V,(t) = inlet veloeity at upstream orifice

Volt) = exit velocity at downst;'eam orifice

The exit velgeity fluctuations can be easily calculated if the inlet conditions are

assumed constant and not time varving. Although the hotwire measurements indicate that
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velocity fluctuations do exist across the upstream orifice plate, this assumption should not

qﬁalitatively change the nature of the resuilts. Rearranging equations 5.5 gives the exit
velocity in terms of the volume fluctuations and the exit area.

Volt) = Vil Adt) — QU /ALLD) . ‘ (5.6]
h- ﬁ-—l’>~
where: . ) ) -

- - N

Vi = mean upstream orifice velocity oo

Ar(t) = Ag(t)/ A; (exit area ratio)
The effective exit area is taken from the shear layer location at the downstream
‘orifice plate, that is asingequation 5.4 with x=1.c. The rms velocity fluctuations at the exit

-

plane of the cavity are calculated from equation 5.6 using:

Vo) __=VUT[(V (©) =V _1dt - - 5]
where: “

{Velrms = exitrms velocity ﬂuétuations
) Vem = mean exit velocity )

For a given frequency, upstream velocity and geometric layout, equations 5.3
thr:ough equations 5.6 are used to estimate the exit velocity. Ten integration points aver the.
acous:t:ic cycle are used to calculate the mean and rms velocity values.

The main characteristics of the forward portion of the control type ~x-ﬂodel are
illustrated in figure 5.4. Here the computed rms exit velocities assuming .3. constant acoustic -
perturbation di§placement (0.01 mm) for various .mean {low velocities are plotted against
f'requ'enci\.'. “This Tigure inqic.a‘lr:es se.\;"'eral ig}portant features typical of séparar,ed flows. These
include the existén;::e of a peak in:‘t_'he re:;spénse spectra (in this case the computed velocity
fluctuations) which increases linearly with velocity (exhibiting a Strochal type relationship).

As well, the spectra broaden with increasing velocity. This indicates the tendency of

separated flows to amplify fluid disturbances over a wider frequency range at higher flow

r¥
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velocities than at lower flow velocities. The peaks in the rms velocity caleulations infcrease
linearly wit!'; frequency as anticipated from equation 5.6. The value of the shear dirhension
() in the analysis (which un__fortur;atel); is not known for the experimental data) influences
strongly the maximum value in the spectra, as well as the freqﬁency of maximum gain for a
given flow velocity and cavity separation, ‘ |

The non-linearity in the forward loop was investigated by varying the assumed -
acoustic displacement at the separation point. Figur‘e 5.5 iIIu;trates the change in the ,peakl-
rms velocity values as a function of tl'.:e perturbation displacement. The function is
reasonably linear up to approximately 1.5 x 10-2 mm. At 500 Hz this yields 120 dB (re 20 X -

10-6 Pa) assuming a constant characteristic impedance of pe. If a severe non-linearity exists

in the model, 2 small change in the perturbation displacement may change the assessment of

. [

stability or instability of the system.

5.3.4 Dynamic Pressure Recovery

The expansion of the jet.flow into the downstream portion of the pipe is associated

with a partial pressure recovery” For steady flow, this pressure recovery can be estimated

essuming the expansion occurs across a sudden enlargement. That is:
’ o (5.8]
P =1RpV3(1 < 1/A)
3 i r

where: .

meanPressure recovery .
L3

V) = mean jet velocity

o
"
i

* A, = pipe to orifice area ratio.
The jet velocity is fluctuating, and can be described us a sum of the steady state
term plus the calculated rms value. Thatis:

Vj(t) = Vem *+ Vems - [5.9]
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Substitution of 5.9 into equation 5.8 and subtraction of the steady state term gives
Y

the dynamic pressure component as: ' *,

2 v [5.10]
dP = 1/2p(1 = VAV, +2V_V_ )

5.4 ° Stability Analysis
Using a closed.loop transfer function type model for the analysis gives the open loop |

transfer (OTF) function as:

OTF = H(D* GO [5.11]
where:
H(f) = forward Io<')p transfer function
G(f} = feedback transfer function
In thf; present e;nalysis the units of H{f) are Pascals/mm while the feedback transfer
functidn has the units mm/Pascal. For a self excited syétem, a simplified stability criteria
used in chatter analysis can be easily applied [5.2]. Thatis: ‘
,‘ -1 < real/OTF/ <1 stable [5.12]
* 'When multiple modes exceed the étability criteria, the frequency of maximum
real/OTF/ is“seiected. Oscillations may also occur at several frequencies when the real/OTF/
for each of the modes are equal.
The sequence of numerical calculations used ‘to assess the stability and sounding
frequencies ir the system 'xé given by:

1. For the given geofnetric set (;:;ipé lengtR,upstream orifice location, cavity length,
orifice aiameter), a'nd flow velocity evalﬁatg G(f) the fe;edback transfer function
(equat'ion 51

2. For the given frequency range, evaluate the fluctuating pressﬁre at the exit plane

of the cavity (equations 5.2 through 5.10) using 10 points over the acoustic cycle.
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3. Using 5.12 assess the stability of the pipe acoustic modes. When multiple
frequencies are potentially sounding, select the frequency with the maximum real

JOTFY/.

5.5 Model Predictions

The fundan}ental‘shear dimension (8) is not known. This parameter would depend
in part on the orifice geometry, and would also vary slightly with velocity. As discussed
éarlier, this dimension determines the frequency of maximum gain in the forward loop
transfer fl_.tpgtion for a given flow velocity and cavity length. The value of (§) was obtained by
matching the minimum velocity necessary for sustained oscillation predicted by the model in |
the sixth mode (nominally 125 hz) with the first measured data point of figure 2.3. In this
fashion, the model is forced to predict the occurrence of the coupled fluid/acoustic oscillations
in t.he first sounding mod.e of the experimental data (nomirally 125 Hz) at the ltrwest velocity
" used in the tests. It is possib.le to use the velocities of frequei%y jumping at higher
frequencies/velocities in the experimental data to determine (§). Using this approach would
tend to reduce the errors in the predicted veloeities for frequegcy jumping over the velocity
range of interest. However, using the approach chosen will tend to amp[ify'any errors in the
- model predictions, especially in the upper end of the velocities used in the study. The value of
(§) determined was 1.6mm and was kept constant throﬁghout the);:est of the model
predictions. ' ~

Figure 5.6, 5.7a and 5.7b present the sequence of predictesil sounding frequencies for ~
an increasing velocity, the regions o.f' predicted instability, and the experimentally measured '
data points. The experimental data for the three cases are reproduced from ﬁg.ures 2.3,2.4a,

and 2.:4b. The feedback transfer functions used in the three cases correspond to these shown -

-
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/ in figures 5.1,5.2a and 5.2b. The maximum velocity used in the calculation was 25 m/s, thus
restricting the prediction of the upper limits of stability in the higher frequencies.

There is generally good agreement be_;tween the predicted sounding freq‘uencies and
the velocities at which they c.:»ccur, and the measured values. The model predicts a stair case
type plot resulting from the lock-in pﬁenomenon as seen in the experimental déta. Although
difﬁcu-lt' to see in the experifnenta-l data, this lock-in is often associated witl: a small rise in
frequency from the point of first occurrence until the jump to the next frequency takes‘place. |
At the velocities of frequency jurﬁping, there is on occasion a reduction in. frequgncy_ Pack to
the frequency of maximum acoustic output. These characteristics’of the lock-in a;'e also

* predicted in the model r:esults. Howéver, only the frequency of maximum real OTF in each of
the modes has been plotted. The velocities of frequency jumping are generally not associated
with the maximum velocity for stability, or the velocity of maximum gain in the open loop
transfer function: It occurs when the next sounding frequency exceeds the previous sounding
frequency in open loop gain and is strongly determined by the maximum value and shape of
G(ﬂ\. This jump in frequency, dependent on the relative gains in the open loop transfer
function, provides an explanation for the ]a.rge scatter and lack of collapse in the Strouhal
number calé‘éation based on the frequency and vglocity of first occurrence as:-piotted in figure
2.8. e

It is importan't to nc-)tel that the-errors in predicting the frequencies of acoustic
production arise from the limitation of the 4 pole modeli. However, the variation in the
predicted velocities of frequency jumping with the measured values will depend.on both G(f)
and the modelling assumptions used in the forward loop of the anai_vsis. |

‘Several important observations regarding the fnain characteristic of the .model'

prediction can be made from figure 5.6. The model predicts 2 minimum flow velocity for

which no acoustie or fluid oscillations occur: The existence of fluid/acoustic oscillation below
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the first measured data point is predicted by :hé model. There also exist&; in the model
predictions a velocity region above the minirﬁum threshold velocity (approx. 2 m/s) for-which
no fluid/acoustic oscillat—ion will occur. While these predictions require further experimental
work to validate, they seem intuitively correct. Unfortunately, the fifs;t measured dam'. point
was obtained rather arbitrarily, using the experimentalist's ear to assess the existencg of the
sounding frequencies.: In retrospect, it is cle.ar that the A weighfing characteristic of the
.human ear, resulting in significant attenuati.on at the frequer:cies involved, combined with
attenuation loss of the sound transmitted to the surroundings make this a p.oor measuring
instrt'zment in this case. The flow visualization apparatus, the use of microp.hones or hptwire
anemometry is a far better method for determining the existence of fluid/acoustic oscillations
in this frequency/velocity range. Although the model does not predict any oscillations at 402

Hz, the criteria for instability in this mode was within 10% of being met. It is felt that the

acoustic model at these higher frequencies is slightly over estimating the*efTective damping,

and accounts for the absence of a clear peak in the feedback transfer function at 402 Hz of

figure 5.1.

The predictions of figure 5.7a also indicate the possibility of fluid/acoustic

oscil]étions below the first measured data point. However, as discussed previously, it is felt
that this is a lirnitat.ion in the experimental data, and not an erroneous prediction. The
predicted region of siability (no fluid/acoustic os:cillations] is wider in this instance, and
results from the larger frequency separation between high amplitude pea.ks in Gt). This is
seen in figure 5.2a as a clear separation between 65 Hz and 127 Hz.

The low frequency, low velocity considerations of the previous two cases also apply
to the theoretical predictions of figure 5.7b. Of particular interest in these results are the
absence of single {requency oscillations occurring at 252 Hz despite the potential for

oscillations. This absence of single frequency oscillation is also seen In the measured data.
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5.8 . Critical Gain Estimates .
The developed theoretical model can be used to es.timate the lminimum acoustic
gains necessary to sustain the coupled fluid/acoustic oscillations: A variable gain control
- block was placed in series with the acoustic feedback transfer function of ﬁgu;e 5.1. The
attenuation necessary to just satisfy the stability criterion was determined in each of the
sounding modes. Table 5.2 summarizes the results of the calculatioﬁs wh_eF’é the Strouhal
number is base;:l on the ca\;ity separation (lc=4.32 em) and the velocity corresponds to the
point of peak open loop gain for*the given frequency. Acoustic perturbafion displacements

which might be a more important parameter in estimating potentially oscillating situations

are easily calculated from the values provided.

Frequency Velocity St {(peUtdp) min
(Hz) (m/s) -
42.5 '2.05 0.89 28
. 85.0 . 4.2 0.87 2.5
- 126.25 - 7.2 0.76 2.0
168.25 - 8.2 0.88 41.5
2525 148 0.73 1.1
337.5 19.6 0.75 0.85
420.0 24.4 0.74 0.72

Table 5.2 Critical gain estimates

It has been demonstrated that the acoustic feedback transfer function (G(D) of the model, can
be used to identify possible sounding modes in the acoustic system. However, it has also been

shown that this function by itself will identify more sounding frequencies than were
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determined experimentally for a given rig geometry. In the next two s'ubs_ections of this
thesis, two séparat.e sets of experiments will be examirnted. The results of ,th-ese experinéxents i
-;vh_en used in conjunction with the evaluétion o_Af G(H illustrate the possible use of this

function .in ident'i_fying potential sounding. _l'requen'cies, as well as some 5(’ the limita‘tio'ns of

the developed theoretical model.

- 5.6.1 Case i’roblerp 1
' The saurce identé.ificat,ion eXpefiments of the previou} chapter can be used t.o
illustrate the use of the miﬁimum gain values. in estimating the potential for'_acéusticjﬂt.;id
oscillations. The eﬁ'ect of the exit orifice plate on the piping acoustics is signii;u:ant, and 15 a
result of the strong velocity dependent change in the exit impedance. As discussed in.chapter
: \ . . . .
4, the change in_ the exit impedance with flow occurs primarily in the lower frequehcy range -
and can be efficiently modelled using a quasi static estimate of the impedance from the étcad:}
state pressure dro;ﬁ across the exit plane.

Figure 5.8a presgrit.s the predicted particle veloci-ty. transfer function‘, comput:ed
using the geometry bresent during the source iden'tiﬁcations experiments with the exit orifice
plate in place. No account was made in the acoustic model for the presence of the orifice plate
at the plenum entrance. Figur? 5.8b presents the function computed using the equivalent
length ‘data of [4.24] to model the exit orifice plate. The experimental sounding frequencies
are labeled on both figures. There is improvement in the alignment of the peaks in figure
5.8b, and the labeled sounding frequencies. There is also an improvement in the coincidence
of the measured sounding frquencies and the frequency of the largest peaks in the computed

>

function. This gives confidence in the acoustic model as well as the use of this function to

determine the likely frequencies of acoustic production. There is, however, no indication in
~
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the shape or appearance of the predicted function (computed for zero flow velocity) that migin. .

explain the jump in the shear layer oscillation to the n=2 mode.

. F ig-ures’.SfSc through 5.8g present the calculated particle velocity transfer function

at the flow velocities of peak acoustic production. Also labelled are the sounding frequency, -

‘the "next" sounding frequency and the mode of the shear layer oscillation determined using

the flow visualization apparatus. The acoustic model utilizes the equivalent length 'mode_zl of
the orifice plate, as well as the quasi-static estimate of the exit impedénée using the measured

static pressure‘ drop across the piping exit plane. There is a significant attenuation in the

predicted peak values of the transfer function, primarily at the lower frequencies. There is

also"a small imbroven‘lent in the alignment of the labelled sounding frequencies and the
location of the peaks in‘the tra.nsfer function..In figure 5.8¢ the jump down 1n frequency with
an increase in velocity is associated with the change in the mode of oscillation. The first
measured sounding frequency is 126Hz (n=2). Using table 5.2, the n=1 mode at this flow
velocity would require a minimum pc*U/dp of roughly. 2.4, This is sign:xf.'lcantll_v greater than
the calculated value at 63 Hz of figure 5.8¢. Ag higher flow velocities there is sufficient
acoustic feedback to support oscillations in the n=1 mode, hc;wever, the experimental data
indicates oscillﬁticm in the n=2 mode until a flow velocity of 16.1 m/s éased on these
observations it appears that thereisa "lock-in" on the mode of shear layer oscillation as well
as the well known lock in on frequency.

The results of this case study illustrate the strength of the four pole modelling

" procedures, and their use in evaluating.2#). The results also validate in part the use of the

>
minimum gain criterion in determining the potential of fluid/acoustic oscillation in the
fundamental shear layer mode (a single vortex in the cavity). However, limitations in the
present model were.are also revealed in that the jump to higher shear laver modes of

oscillation which oceurred in the experimental results could not be predicted. -
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5.6.2 _ Case Problerﬁ2 ‘

The data of a brief experiment conducted ea;lyJ in the experimental program are

presented in figure 5.9. During a period of partial rig dismaatiement, the cavity resonator

was mounted to the first acrylic pipe section (closest to the plenum), without further upstream

sections attached. The velocity was measured using a hotwire positioned on the centerline of

R . > . - : R .
the pipe at the plane of the downstream face of the upstream orifice plate. .The resulting -

frequency/velocity plot is substantially'different tha_r} previously pr-esented graphs. Thére isa
-reg{o‘n of apparent lock in centered abour; 120 Hz, howewer, theré is a substantial rise in
frequency with velocity through this range.' A jump in frequency from 126Hz to 207 Hz
_occurs, {ollowed by second region of lock in' wﬁich also displays a large frequency rise. There
is a jump down in frequeﬁcy- with a increase in velocity from 261 to 257 Hz. This is followed by
a velocity region of unsteady broader band noise-production. [t was not possible to detect any
peri.odic.; fluid oscillation using the flow visualization apparatus in this velocity region: Pure
tone acoustic production is reinstated at a flow vellocity of 42 m/s at a frequency of 357 Hz. The-
upper fr:equency velocity dar.a.\exhibif a uniform increase in frequency with velocity. ;I‘he
straight line through the data W?;lS chosen to best fit the last three data poi'nts. The Strouhal
number pfovided on this graph is based on the s._T_o1;e oi: the line and the cavity length (lc=8.4

em). Figure 5.10 presents the redf®d acoustic velocity transfer function, computed using the

geometric data producing the data set of figure 5.9. The makimum values in the computed

function are clipped in the plot allowing the results to be presented using the vertical scale of -

previously presented calculations. The peak height at 121.5 Hz is 13.4, the peak height-at
233.75 Hz is 14.7. Also shown in figure 5.10 is an estimate of the minimum acoustic gain in
the computed function required to support the acoustie/fluid osecillation in the n=1 mode.

This curve was estimated from the data in table 5.2 and a S_trouhal number of 0.61. Due to the

-

9

.
"



140

(wop g=0T7 'wgg 1=71]

‘U0y§309§ ad1d 3sI13 :o.ﬁvp::os A11ABD 'A310079A
907 JFJI0 URDW SNSIVA uUOTlONpoad DYilsnove jJo Aouaunboay

.

- (s/w)OA ‘ALIDOTIA 3DI4IHO NVIW

o9 8 . of Ve

e

6°G @Indryg

2l 0

" 0

» 00t
Jooe
{oo¢
oo

19°'0=45

00S

.

(zH) ADNINOIHS

rﬂ&. .



141

.mo:w:oouw EN8I0A £3710010A ©[DF3aed OT3ENO

Ny

(Wop g=s] ‘wgg - 1=117)

be peonpay

(zH) ‘AON3INO3YA

00¢

002

L_lllTllll_ll(lllll_llll.l!l

¢y

0L

0°¢C

0°¢

0t

0.

P 01°g wa:mﬁ&.

Bd/N39 ‘ALID0TIA 31011HVd
a3ona3y

~
S



142

limitation in the upper vg}_ocity values of table 5.2, the curve above 200 Hz is extra;;olated
.from the curve below 200 Hz. The acoustic model used in th¥ calculatio:; incorporates the
previously measured exit ‘mpedance value,' without modelling the acou;tic'interaction
between the sixort pipe and the plenum. The entraﬁce impedgnce as seen from inside the pipe
was set to zero. Despite limitations in the calculations, general observations can be made.
.There is an increase in the _f"requencjr region of intersection between successive peaks in the
transfer function and the estimated required minimum value. At higher flow velocities,
virtually all frequencies (related thz"ough the Strouha! number) satisfy thg minimum gai;
requirement. As well, at higher frequencies there is significant peak height attenuation.
Both of these conditions suggest the frequency velocity plot displayed in figure 5.9. The loss of
pure tone production and clearly identifiable periodic fluid oscillation at 257 Hz occurs before
t.he predicted narrow region at 300Hz. There is, h"Swever, reaspn to suspect the acoustic model
: s
used in the analysis given the very short pipe used in the experiments. Also, there may be a
difference between the centerline and shear velocity given the absence of any piping sections
and flow conditioners preceding the upstream orifice plate. |
- The experimental data presented in this second case study highlight an aspect of
the fluid/acoustic phenomenon investigated in this thesis. That is, the tendency for a reduced
lock in effect when there is sufficient amplification over a wide frequency range to support the
oscillation, and, when there is no dominant frequency to control the fluid/acoustic system.
When this situation occurs, a frequency/velocity plot is obtained which possesses less of a step
like appearance, and a more readily identifiable Strouhal characteristic.
5.7 Summary ¢ : 'h

A transfer function, control theory tvpe analysis of the fluid/acoustic oscillator was

developed. The acoustic feedback portion incorporates a 4 pole model of the piping system.

2
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This is combined with pu-blishea ';.;h.ear layer growth characteristics fo'r a'.2 dimensional
inviscié s.hea'r layer. The critical.imodel parameter (8) for the shear layer was determined by
 matching the predicted minimum velocity necessary for sustained oscillation at 125 Hz, with
the lowest measured velocity in the experimental data where sound production at 125 hz was
detected. The model predicté the velocity of frequency jgmping- reasonably well when this
value is used over a wide frequency/velocity range. The use of a constant, velocity
in;iepéndent characteristic shear dimension (8) will account for some of the increase in the
error in the predicted data at the higher velocities.

The model predictions suggest that the measured velocity of frequency jum“ping
does not define the stability limits of fhe oscillation for a given acoustic mode. The existence
of st.a.ble reg‘ions (no acoustic production in n=1 mode) for particﬁlar velocity/frequency
values predicted using‘ the Fleveloped model could n.ot be verified with the present
‘experimental data. The reduced acoustic particle velocity for the experimental conditions
incorporating the exit orifice plate was caldulated for the flow velocities of maximum acoustic -
production. Application of the minimum gain criteria predicted that there would not be n=1
shear layver mode oscillation in the first likeiy soun;iing piping acoustic mode (63 Hz}. This
was supported from the experimental data. However, the experimental results reveal a jump
to the n =2 mode (126 Hz) which cannot be predicted using the present model.

The results of the theoretical model raise many questions which c.;m best be
answered through further ex[.:oerirnental work. Experiment;'al design recommendations which

are based on the results and trends predicted by the model will be discussed in the next

chapter. / A
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e CHAPTER 6 . ' a
SUMMARY AND CONCLUSIONS
.

6.0 Introduction
.A variety of topics which deal with the probfem of acoustic resonance in-pipelines
have been investigated in this thesis. The areas of study include: detailed measurefnents of a
pure tone noise:ouxjce, development and testing of a fundamental acoustic measurement
technique, the generation and testing of an acoustic model of the piping system, application of
a general noise source chardcterization method to the source identified in chapter 2,.and ’
finally the development of a theoretical model ekplabining'many of the characteristics
dis_p[éyed b_\," the cav'ity resonator. A chapter by chapter summary of the major results and
contributions of the work presented in this thesis is provided in Asection 6.2. Also included ih
this chapt.er is a general discussion of tha phenomeneon, conclusion regarding the applicability

of the resulls, and proposals for future work, particularly related to improved experimental

design,

6.1 Chapter Summary
6.1.1 Chapter 2

A literature review examining recent experimental work, and theoretical model
developments pertaining to the generation of acoustic resonance in ducts and pipes was
presented. A flow arrangement, and resulting acoustic source was identified which was
capable of low frequency acoustic production. Previous researchers identified Lhe.: strong
dependence of the acoustic production and coupled fluid dynamics on the Q factor (damping)

in the excited mode. [t was also demonstrated by earlier researchers that the acoustic

144
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production of-this,ﬂow arrangement was dependent not only on the damping, but was
influenced strongly by the position of the source within the piping (ducting) system. The

. expenmental program outlined in chapter 2 was undertaken in order to identify more clearly

K4
.

the acoustxc mode selection characteristics of this type of resonator. As well, the mfluence of.
._the cavity geometry on the frequency/ velocity relatxonshm was investigated. The possibility
of eliminating completely the periodfc ﬂuid oscillations and'coubled sound production by the
introduction of high turbulence levels was in;restigated. This ap.proaph has been applied by.
previous researchers to eliminate the vortex ,she:dding process and coupi_ed_ sound production
generated i)y cylinders subject to cross flow, but iilas never been investigatedin relation to
cavity oscillatorsin ;ipelines. |

- The experimental program utilized a facility designed and built for the work
" presented in this thesis. The acoustic source was gen-erated by placing two standar& geometry
orificé plates in the flow. The orifice plate separation distance was small (< 2%} in
comparison to the acoustic wave length of the lowest _frequency ex.éited. It was determined
that the source interacted with those acoustic plane wave modes possessing a pressure node
(velocity anti node) at or near the cavity tocation. The Strouhal number based on mean orifice
velocity and orifice plate separation ranged .from 0.5 to‘ 1.0 and was sensitive to both cavity
diameter and velc;city. The sensitivity of Strouhal number to cavity diameter decreased witb
increasing diameter. The sensitivity to velocity is in part due to the lack. of flow conditioners
‘immediately upstream of the separation point. An estimate of the peak fmodal pressures in
the sounding modes indicz;.ted an insensitivity in acoustic production to velo¢ity. This can be
explained by an early éaturatién in the ability to extract acoustic energy from the-flow. A
flow visualization study showed the presence of an oscillating shear layer near the upstream

orifice plate, and subsequent roll up and propagation of a large scale vortex. Hotwire

anemometry measurements at the downstream orifice plate indicated strong axtal veloeity

¥
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ﬂuétuatior:xs. The RMS velocity was a maﬁcimum at .the pipe centerline ;vl'ien the shear léyer'
(located using thé ﬁou_r visualization method) was at 2 minimum :adiai position'. It was
demonstrated that the periodic fluid oscillation and acoustic production could be éliminated if
sufg'zcient random turbulence was present at the shear point. The scale of the turbulent
velocity fluetuations which destro-yed the periodic oscillation was estimated to equal the
acoustic velocity amplitudes during acoustic production before the introduction of the

turbulence generators.

6.1.2 Chapter 3

In this chapter a literature review of basic acoustic measurement techniques
related to the identification of impedance values in piping systems was presented. A method
suitable for in situ determination of passive, non radiating components was selected and
tested. Also examined was the two microphone method for acoustic intensity calculations, It
is recommended that this approach be used in future worl.c to characterize the acoustic output.
and flow energy extraction ability of the source. An acoustic model of the piping system is not
required to utilize the intens.it_v analysis, decreasing significantly the potential for '

inaccuracies in the results. . !

A novei measurement technique utilizing coherent spectral analysis methoci;s wus
developed to allow impedance estimation in the presence of a eontaminating noise source.
This two microphone method is easily extended to acoustic intensit‘_v measurements, as well
as the 4 pole acoustic impedance measuremeﬁt approach examined in chapter 4. [t was
proposed in the open literature that a multi-pass data acquisition could be used in performing

) ~

selective acoustic intensity measurements. The feasibility of using a multi-pass data

acquisition with the developed impedance measurement approach was investigated in detail.

it was demonstrated that two passes of data acquisition can introduce errors (attributed to

.
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bias errors) which are amplified through the matrix inversion implicit in the impe&ance -

calculation. However, utilization of the 4 pole method of impedance estimation in conjunction

with the coherent cross spectral measurements will provide a viable method for estimating

source impedance during sound production.

6.1.3 Chapter 4 ) . , . ' -

[n‘:%his chapter the 4 p-o'le...method was used to develop an acoustic model of the.

piping system. The acoustic model incorporatt::d ‘impedance functions obtained using the
procedures outline in chapter 3. Detailed testing of both the model's predictive ability, as well

as the experimental procedures necessary for accurate model construction was undertaken. It

was demonstrated that impedance estimation using measured acoustic pressure ratios and

the 4 pole model directly can introduce significant errors into the calculations which can
. i N ) . /q\ B -

easily go unnoticed. These errors arise from frequency resolution limitati?msw‘ which must be

present when using a discrete Fourier transform. ‘ t

. T |

A general source characterization method using the 4 pole model wa"sie\pp]ied to the
-
double orifice resonator-investigated in chapter 2. This approach, which has been applied by

earlier researchers to broad band acoustic source was unable to generate a unique

* characterization of the acoustic production,

6.1.4  Chapter5

In this chapter, the acoustic production andcoupled fluid oscillations generating by
‘the double orifice ﬂow: geometry was modelled as the ins.tabilit_v of a self excited system. The
ana!ysis. combined | the gcoustic model developed in chapter 4 with published growth

characteristics of separated flows. [t was demonstrated that caleulation of the reduced

acoustic particle velecity at the upstream orifice plate per unit of dipole sound at the’



downstream onﬁce :dentzﬁed the lxkely frequencxes of acoustic productmn ’I‘hxs transfer
function, which is cIoser related to the rec:procal of the 1mpedance at the source location
quantifies the effects of ca\nty location, cavtty geometr} net system acoustic damping and -
can be used to locate potentzal troublesome source positions u'! a piping system:.

A fundamental model parameter was obtained by mat;hing results predicted by
the theoretical model with a éingle experime:;tal data point. Using this approach, the model
is likely to incur larger errors i;.'l the highér lve‘loc-it-y r;mges of the study. The model was ablé
to predict reasonably well the sequence of measured soundmg frequencies. The model
predlcts stable regwns where no acoustic product;.»r:s expected Using the dev e!oped model,
minimum acoustic gain values were estimated wh:ch are requxred to support the coupled

. v

fltiidjacoustic oscillation. Experimental data was obtained which suggcsted the tendency of

the system to oscillate at higher shear layer.modes when this criterion was not met.

6.2 | General discussion

The self excited model of the acoustic/fluid phenomenon does not inciude any
incompressible effects whi;:h influence trhe separation, growth, and rol‘l up of the shear layer.
In this sense the mode! on[f a\ccounts for the effect of the acoustic environment on the ability

¢ : ' : ‘

to support the resulting oscillations. It is well known that the basic phenomenon of cavity
o:-,c1llatxons can exist in the absence'of acoustic remfor‘cement The photograph of figure 6.1
was taken using the flow visualization 'technique'outline in chapter 2. [t shows the flow
pattern through the test section of a scale model of an hydraulic leafl gate. Air bubbles
injected sttrea:ﬁ .of the upstream gate were used to seed the flow. The roll up and
propagation of the large scale vortex is virtuall'}- identical to that shown in the sequence of

photographs of chapter 2. Significant structural vibration involving the test section, feed and

discharge pipes existed, with many frequencies in the structural response spectrum. The
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phenomenon'dep;icted in t:zgure 6.1 was very unsteady}vi‘th the frequency of o;s"éi-llntion_

varying_betw;én_‘tﬁé frequencies seen in the structural i-espbnse spectra, In an earlier

_—dynamic model study oi_‘ the lea:f gate, it was found that the flexible mounting of the upstrt;:'nm

gaté, résult;éd in significant g;a.te vibragién and a ver&- steady phenomenon. In the context of

- the self excited model developed in chapter 5, the gate vibration replaces the acoustic
tesponse in supplyinga steagiy pefturbation displacer;tent at the separation.point.

The regions of stability predicted using the theoretical model arise because of the
exclusion of the incompressible effects which support the osci‘llatioh. These incompressible
e.{'fects inélu_de the frequency independent, instantaneous interaction of the small scale
vorticity present m the separated flow. From an designer's perspective trying to avoid
acoustic resoua‘s in a pipeline, it may be sufficien.t to ignore these effects altogether.
However, fron-{a h;rdraul'ic engineering perspective, ignoring the incompressible effects may

. -
lead to disaster. It was ‘not possible to identify large scale periodic fluid oscilation in the -
pipeline with out sign'iﬁ_cant acoustic production. Similarly it was not possib!(; to cbserve
large scale p_eriodic fluid osciildtion in the gate te‘st section without structura.l motion. When
the structural motion was small (fixed gates) the fluid oscillations were unsteady. These

. h 2o .
& observations suggest that th& incompressible effects are only important when the elastic
- '

response (either acoustic or structural) is small. -

-
The role of mean turbulence level at the separation point on the phenomenon has

not been investigated in significant detail. The developed theoretical model neglects

turbulence at the separation point altogether. However, it was demonstrated clearly’in

chapter 2 that turbulence could eliminate completely the oscillations. The effect of

of

turbulence in the theoretical model might be accounted for by using the difference between

the available acoustic perturbation displacement (calculated from G(f)) and the random

turbulent displacements at the sépargtion point as the.feedback portion of the analysis.
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Using this approach, the degree of turbulence, and its effect will vary with velocity and the

acoustic environment.
6.3 ~ Conclusions

_Acqustic- res:ona ce generation by a cavitir in a -p_ipeline was studied
' expérimenf'ally. A simple model of the phenomenon was also dgveloped. Despite its_
simplicity, the predictive‘ability of this mod'el. both qualitati?éiy :a'.n’d quantita‘.tively, was
good. This theoretical model incorporated- published qha:%cteristics of se;::ar-ated inviscid
shea;red flows, with a model ¢f the acogstic system utilizing measured impedance functions. it
is important to recognize-*that the meas@red impedance functions are in fact derived
quantities. In chapters 3 and 4 of this thesis it was demonstrated that determination of the .
system impedance functions are strongly influenced by the discretization error which must be

@
present when using a discrete Fourier transform. The height and width of the peaks in the

=

feedback portion of the theoretical model are directly affected by these "measured” impedance

functions. This, in t‘urn.. influences the regions of predicted fluid/acoustic oscillations, the
predic'ted sequence of‘sounding modes, and the lower limiting velocities necessary for
fluid/acoustic oscillations to occur. Thus, one is forced to conclude that the theoretical
predictions are as sgnsiti.ve (#nd possibly more sensitive) to the acoustic model (which for such
a simple experimental system would appear easy to obtain), as they are to the significant
simplifying assumptions used to mo-del the fluid mechanics. Given the'compiexit_v of
industriallductinlg and piping systems, resonance avoidance at.the design stage utilizing thd>
" minimum gain approach (outlined in @Sr 5), rather than modification and attention to
detail in the flow control ‘device would be the.wrong approach. However, given :m. existing
system, the results of the work presented in this thesis may be used to identify likely source

-

locations. - Computation of the feedback transfer function G(f), using best estimates of the

-

-

e
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system impedance parameters for potential source.locations (ie.,valves), may locate quicklg‘r

. the source. The results of this thesis confirm that separated regions, with sharp re-

-

attachment points are to be avoided. However, the results also indicate that a successful

moedification to eliminate the acoustic production may be the generation of éignif’:cant

turbulence at the separation point.

6.4 Proposals for future work

The effect of mean turbulence on the performance of the cavity resonator, and its

relative scale to the acoustic i:article velocity should be investigated further. The

-

relationship between the cavity resonator's ability to extract energy from the flow as function
: : L4
. .
of flow velocity should also be examined in more detail. This is best achieved utilizing-the
_ . : 7
intensity measurements outlined in chapter 3. A flow conditioner™located upstream of the

cavi'ty should be utilized to reduce some of the variation in shear velocity and shear angle

with velocity.

The mode! predicts regiorfs of velocity where acoustic¢/fluid oscillations are not

expected. The characteristics of the cavity resonator m th;se predicted s:table regions, and the
effect of the piping acoustics (cavity location and net acoustic damping) on the résulting
fluid/acoustic oscillation (if any) should b;e investigated in detail. By using a shortipipe, the
frequcncies of potential fluid/acoustic oscillation will be well separated. Combining this with
a reduced orifice plate separation will produce predicted velocity regions where no acoustic

production is expected. For a fixed source location, the effect of net acoustic damping can he
investigated by modifying (by dissipative damping) the exit conditions of the piping system,
Alternatively if higher frequencies are used then reactive resonance suppression is possible.

Figure 6.2 presents the computed velocity transfer function utilizing the geometry which may

best separate potential sounding modes, as well as offer the potential for reactive suppression
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using physically rgalizable sized side branch resonators. The length of the available
upstream acr}lic section with the attached bellmouth as well as the last section attx;cbed to
the plenum wasused in the calculation. By lo-cating the source near the centre of the pipe, the
potential sounding frequencies are well separated: Using a side branch piping section to
suppress the peak at lig_ﬁz._wi-lll requirea resc;natgr pipe length of less than 1.5 m. By making
this. variable in length, the 250 hz mfade can zalso be suppressed. The challenge will be to

design sufficient bandwidth into the side branch resonator to allow control of the degree of

suppression in the selected frequency.

~
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APPENDIX I
Hot“'f.re Calibration Data
.
Wire No. P. 14 ’
R20=3.3Q
RL=06%

Temp. 20°C

r
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