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ABSTRACT -

.

The magnetomyogram (MMG) is a magnetic signal that may be meas-

ureq external fb. an active skeletal muscle. It is generated by the

transmembrane ion currents associated with the prvpagation of action

potentials along the plasma membranes of the muscle fibres. Compared
with other biomagnetic signals, such as the magnetocardiogram and the
magrietoencephalogram, the MMG has been studied very little.

Presented in this dissertation is the development of a strategy

" for investigating” the potential of the MMG as a research and clinical

tool. Investigation of the compound magnetic action flux (MAF), the

" "basic component of the MMG signal, was chosen in-favour of direct study

of the MMG. The design of a data acquisition system and experimental
procedure fsr investigation of the MAF is also reported. A preliminary
set of measu;ements from an excised frog gastrocneﬁius under controlled
physiological conditions is presented. These measurements were desigoed
to reveal the temporal and spatial characteristics of the MAF and to
deﬁonstr;te the effect of several physiological variables on these
chara;te;istics. Such measurements have never before been ;eported.

The experimental measurements showed that the MAF from a frog
gastroc;emius is a bipﬁasic signal with an amplitude of 30~pT and a
duration of 4.2 ms. The MAF was found to occur at the same time as the
whole muscle action potential and well before the mechanical fesponse of

the muscle (generation of twitch force). The MAF was found to have an

iv
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azimuthal component and a component that looped from end-to-end of the

muscle. For subm;ximal‘stimulaéion. the MAF amplitude was found to
increa;e nonlinearly with.ché twitch force amplitude. For supramaximal
stimulation, the MAF amplitud; was found to decrease with increésing
muscle length. Finally, it was found that the electrical conductivity
of~the bath medium strongly affected- the amplitude of the MAF signal.

“ This research has demonstrated the feasibility of performing MAF

measurements in a typiéally "noisy" laboratory with a commercially

available SQUID magnetometer. It has also shown that the MAF signal is

reproducible and seénsitive to some physiological variables. With these
results, a greater knowledge and better understanding of the MAF has
developed. Further evaluation of the potential of the MMG as a research

and diagnostic tool is justified.

i~
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CHAPTER 1 -

~ INTRODUCTION

4
¢

1.1 TAE MAGNETOMYOGRAM
The elecﬁromyogram (EMG) is _a recording of the electric poten;
tial difference betweeﬁ two electrodes applied to the skin overlying
active skeletal muscle (or between electrodes embedded in the muscle).
It has been ‘used extensively as a fundamental tool in physioclogical
research and for clinical diagnoéis of neuromuscular diseases. The
electric potential of the skin overlying an active muscle is causéd to
fluctuate by the'propaéation of action potentials along the muscle
fibres. The flow of ions assogiated with the propagation of an action
potential constitutes an electrical current. As with any electrical
current, these ion currents will generate magnetic fields. It is the
fluctuating magnetic Eield due to active skeletal muscle that is the
object of study in this research.
The magnetomyogram (MMG) has been defined as "a recording of one

component of the magnetic field vector vs time, where the magnetic field

. . 3
at the point of measurement is due to currents :generated by skeletal

muscle®” (Cohen & Civler.'1972). Because the MMG and the~E§C both arise
from the propagation of action potentials, they may présenc similar
characteristics (Plonsey, 1981; Tripp. 1981; Giélcn & Wikswo, 1985).

MMG recordings from near the human elbow "have the same general form as



EMG’s recorded on the skin over contracted skele&&l muscles, where the
voltage signals are kno;n to be due to the action potentiai;‘of the mus-
cle motor units" (Cohen & Givler, 1972). Measurements from the human
thenar muscles yielded MMG peak-to-peak amplitudes. of approximately
20 picotesla (pT) and a power spectrum that peaked at 80 Hz and sﬁé&ed
little power over 300 Hz. Measurements from the region of. ;he human
elbow yielded 1larger amplitude and lower frequency magnetic signals
(Cohen & Givler, 1972).

In general, Duret & Darp (1983) reported Fhat the MMG has an
amplitude of 10 pT and a power spectrum that ranges from DC to 2 kHz.
This, and the paper of Cohen & Givler define the basic characteristics
of the magnetic signal measured from human skeletal muscles under volun-
tary control. The eleétrophysiological processes involved in the ‘gen-
eration of the HHG are reviewed in Cha%ter 2 of this dissertagion.

It should be noted that although the MMG power spectrum drops
off at low frequencies, a DC field has been observed and studied (Cohen
& Givler, 1972; Cohen, et al., 1980). This DC field was observed after
a muscle had been actively contracting. It was found to persist for
several minutes while the muscle rested. Since the DC magnetic field
did not appear to be directly associated with activation of the muscle,
it was not considered to Be part of the MMG and was .ﬁot considered in

this research.



1.2 THE MMG LITERATURE

The first biomagnetic signal to be,measufed was from the heart
‘(Baule & McFee, 1963). The magnetometer consiste§ of two large induc-
tion coils, each of 2 million turns. A voltage of only 30 microvolts
was induced in! these coils. No other human‘biomagnetic signals were
detected until a‘specially shielded room was employed (Cohen, 1968).
With the environmental magnetic noise signif%cancly r@§duced, the alpha
rhythm of the magnetoencephalogram was detected (with cﬁc aid of signéi

- 4
averaging). »

It was not until the SQUID (Superconducting Quantum Int;rfcrencc
Device) magnetometer w;}*/used by Cohen, Edelsack and Z;mmcrman (1970)‘
that interest in biomagnetism really took off. Based on the quantum
mechanics of the Josephson junction, this detector provided several ord-
ers of magnitude greater sensitivity thag the large coils of the ecarlier
instrumentation. Magnetic fields from skeletal muscle, the lungs and
the eye were soon discovered, and work on the magnetocardiogram and mag-
netoencephalogram progressed rapidly.

.Relatively little research has been done on the magnetic field
genefated by skeletal muscle. The magnetic- fields gpneraged dy the
heart and brain have attracted most researchers entering the field of
biomagnetism. Magnetic measurements from the brain have been of great
interest largely due to the failure of the EEG to "see" into the b%ain
and localize centers of activit§. The skull has proven to be much more

transparent to magnetic fields than to electric fields. Because the

heart 1is a life-critical organ iPd produces the laiﬁfsc amplitude
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maghecié signal of the human body, it too Eziﬂ been well researched.
Other areas that have develope& significahtly involve DC fields from the
abdomen and limbs, and magnetic fields from the eye. The great success
of the EMG and the relative difficulty of measuring weak magnetic fields
are probably the main reasoﬁs for the lack of interest in the MMG.

The MMG l£terature is very small. ) Since the MMG was first
reported by Cohen &“ Givler in 1972, only &4 papers heve presented MMG
recordings. As described in gﬁe previous section, Cohen & Givler
recorded magnetic signals from close to the human elbow (during volun-
tary flexion of the elbow) and from the palm of the hand. The next
paper to present an MMG recording, discussed it only as a potential
source of interference in magnetoencephalography recordings (Reite
et al., 1976). Study of MMG signals from voluntary contractions of the
human tibialis anterior was reported at the 1982 Biomagnetism conference
in Rome (Koga & Nakamura, 1983). Level-triggered signal averaging tech-
niques were used to extract single action potentials from the MMG pulse
tra?ns. Single action potential amplitudes and durations were in the
neighbourhoods of 50 pT and 10 ms respectively.

Of greatest interest is the recent recording of magnetic signals
from singlé motor units from the . extensor digitorum longus in rats
(Gielen & Wikswo, 1985; Gielen, Roth & Wikswo, 1986). Signals from the
firing of single motor units (of approxSﬁately 75 fibres) were obtained
‘with a signal-to-goise ratio of 14 dB.  The magnetic recording was
found to be less sensitive to magnetometer position than the electric

potentiﬁl recording was to electrode placement. Work to be published by

Roth & Wikswo (Gielen & Wikswo, I985), suggests that the magnetic field



associated with action currents in cylindrical fibers is less sensitive

-than the surface electric potential to the conductivities around the .
- - ' -~
fibre and may give a more reliable signal in terms of revealing the phy-

siology of active muscle fibers.

1.3 MOTIVATION

¥
A

There are several. reasons why the magnétomyogram (HMG} has not
been studieér— As stated in the previous section, most researchers
entering the field of biomagnetism have been attracted to the he&rt and
the brain:-‘xThe greatest reason is that t;e EMG has been a successful
research and diagnostic tool for neuromuscular diseases and the MMG is
technically more difficult to measure. The Earth’s static magnetic
\fieldris approximately 70 microtesla (Qilliamson & Kaufman, 1981). ‘Mag-
netic oscillations from fhe earth’s 1ionosphere and urban sources
(motors, transfotrmers, automobile ignitions, etc.) are in the order of
500 nanotesla (then, 1975). As stated*earlier, the MMG typlcally has
an amplitude of 10 picotesla (pT). Thus, the signal is several orders
of magnitude smaller than the environmental noise. The use of SQUID
magnetometers with detection coils in gradiometer configurations has
allowed measurements to be made without the great expense of a magneti-
caliy shielded room. Howg;er, even the cost of a SQUID magnetometer is
approximately forty thousand Canadian Dollars. The requirement for

liquid helium “to cool the superconducting components is a further.techn-

ical impediment. This can add a running cost of approximately four
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4
thousand Canadian dollars per year. : -

Fortunately, there are some new technologies on the horizon that
promise to bring down the cost of making E}omagnecid measurements (seé
section 3.1.1), First, there is the recent development of superconduct-
ing ceramic materials that operate at liquid nitrogen temperatures, As
well as removing the considerable expense of the liquid helium, the
higher temperature greatly simplifies.the dewar design. .The other tech-
nology involves the use of laser light in op;icai fibers with magnetos-
trictive coatings. Interference between laser light from the coated
fibre and from a rgference fibre provides a signal that is very sepsi-

&

tive to hééﬁégiclfluctuations {though the frequeﬁcy response may be lim-
ited). ' | -

ﬁespite the problems cited above, there are several compeliing
reasons for investigating the MMG. First, the human body is more "tran-
sparent™ to magnetic fields than electric fields. Biomagnetic measure-
ments do mnot involve physical coﬁtact with the subject'as.gequired for

selectric potential measurements. The magnetic field is a Vector func-
tion of space and time while the EMG c¢2h usually only providgsédﬁponents
of the electric field vector in the plane of the skin surface, Finally,
there 1is the possibility that the MMG may contain information about the
physiological processes of muscle tissue that is not present‘in the éHG.
Measurement of electric field strength depends greatly on J;he
conductivity of thé\pediﬁE between the source and the P;int of measure-
ment. For magnetic measurements, it is che magnetic permeabyility of the

medium. Biological tissues have been found to have elegtric permittivi-

ties and magnetic permeabilities close to the wvalues of free space,

- L

——
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These values wvary little from one tissue to the next (Tripp, 1983: Plon-.
sey, 1981; Williamson & Kaufman, 1981)..  Contrasting this is the waria-
tion of electrical conductivity over two orders of magnitude for human
tissues (Williamson & Kaufman, 1981). Tﬁis means that deep muscle
sources might be "seen" with magnetic measurements more clearly than
with skin electric potential meéasurements. Support of this reasoning is

. S <

given by the report that the centre of a somatically evokeq MEG field
pattern could be leocated 3.cm under the scalp with an accuracy of 1 em

(WiNiamson & Kaufman, 1581). )

Magnetic measurements involve placing a detector close to the
active tissue. There is no physical contact. "No electrodes have to be
placed on "prepared” areas of a subject’s skin as with EMG measurements.
It is not even necessary to remove the subject’s clothing. This could
be an advantage in a busy clinic. Also, because there are no clec-

-~
trodes, there is no electrical hazard. Neot being constrained te the
body surface as with EMG electrodes provides the oppertunity fer per-
forming spatial scans of the magnetic field. This, in combination with
the transparency of the body to magnetic fields provides rthe potential
for tomeography and imagi;g techniques.

The vector information of the MMG is more easily obtained than
that of the EMG. A set of cthree orthogonal coils can be easily used to
completely determine the magnetic field vector. EMG vector measurements
are difficult because the electrodes are restricted to the skin surface.
In general, vector measurements provide more information than sgalar

measurements. Magnetic vector measurements from the heart have already

been reported (Barry et al, 1977; Lekkala & Malmivuo, 1981).
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Finally, there is the possibility that the MMG arises from
slightly different aspects of action potential propagation or internal
muscle structure and may therefore contain soméﬂinformation not avail-
able in the EMG. . There has been much speculatibn about this, but little
has been proven by éxp;riment. The gene;hl consensus seems to be that
""although 1in some instances there are remarkable,similarities bécween
biomagnetic and skin‘fotential phenomena, the two measures in many cases
are also at least partially independent in what they reveal about bodily
-functions" {(Williamson & Kaufman, 1981). It appears. th;t researchérs
have felt thar there is not-promise enough of new information in the MMG
or more rescarch would have béen done by now. As will be_ discussed in
Chapter 2, one model of a cylindri-c.';l cell in an infinite homogeneous
medium has yiélded magnetic and electric fields which are not indepen-
dent (Tripp, 1983; Pionsey, 1981). However, as stated in the previous
section, the work of Gielen & Wikswh igdicates that the xl;agnetic field
associaécd with accic; currents in cylindrical fibres 1is less sensitive
than the surface electric potential to the conductivities around the
fibre and may gi#e /a more reliable signa%,'in terms of revealing the
physiology of active muscle fibres.

.

Regardless of whether éhe MMG contains new information (indepen-
dent of the eleccrzc potential), MMG vector measurements will likely
provide more information than scalar EMG measurements. This, combined
with the possibility of detecting the activity of deep muscles (inacces-
sible to surface EMG recordings) -and the possibility of tomography pro-

vide compelling (though unproven} incentives to investigate the.clinical

potential.of the MMG.
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1.4 RESEARCH OBJECTIVES AND DOCUMENT STRUCTURE.

- " From the above discussiPn, it is evident that the MMG is é meas-
urement that has the potential to provide information not available to
conventional EMC techniques. It is our hypothesis that the magnetomyo-
gram (MMG) can be developed into a useful research and diagnostic tool

for neuromuscular diseases. The overall objective of our research ini-

tiative was to investigate the potential of the magnetomyogram as a

research and diagnostic tool.

. Since very little work had been done on the MMG, there were many
possible avenues to follow. It was decided that it was of ‘greatest
importance to try to determine the basic characteristics of the MMG and
investigate how these characteristics depend on physiological variables.
Such an investigation requires as complete control of the muscle as pos-
sible. This determined that an-excised muscle preparation should be
used.

The use of excised muscle tissue presented several important
advantages over in situ measurements. The MMG (as for the EMG) is a
superposition of asynchronous action petential spikes from the indivi-
dual wotor units of a musclé. Thus, it is the single motor unit action
potential (SMU-AP) that is the basic buildiﬁg block of cthe MMG (and
EMG)}. To develop an understanding of the MMG it was felt that the mag-
netic signal from the SMU-AP shouid first be thoroughly investigated.

o Indirect stimulation of the muscle was chosen because it is more

natural than direct stimulation and results. in a smaller stimulus

artifact. Single square voltage pulses were to be applied to the nerve
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of the muscle. The magnetic flux density resulting from activatiéy of
\ e

the: muscle (under'isomecric conditions) was to be measured as a function

——— o

of time. We have called this signal the "magnetic action flux" (MAF).

It is the magnetic equivalent of the electric action potential.
Both singie or compound MAF signals may be generated by lprovid-
ing a very pmild stimulushor a gupramaximal stimulus to the nerve. A
very low signal-to-noise ratio was expected. To -wmaximize the signal-
to-noise ratio, supramaximal stimulations were used to generate compound
' MAF signals. It was felt that aithough thé supérposition of individual
MAF's in the compound signal would tend to smooth the finer details, the

fundamental characteristics of the individual MAF’s would not be lost.
.Having determined that the research would involve a set of mag-
netic measurements from an excised muscle preparation, a specific muscle
had to be chosen and a data acquisition system had to be, designea. To
allow comparifon of results with the EMG literature, it was desirable to
choose a standard muscle preparation. The frog gastrocnemius was
chosen. Design of the data acquisition system involved electronic
hardware, computer software and An apparatus to hold and maintain the
muscle preparation.

Once a general purpose data acquistion system was in place, a
- set of specific MAF experiments had to be designed to investigate the
effect of individual physiological wvariables on the MAF. Analysis of
these measurements should then provide materipl for modelling the muscle
as a magnetic source. From there, in situ MMG measurements could be

pursued.
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Figure 1.1 provides a summary of the above discussion. It out-
lines, in the %form of a flowchart, the path of reasoning followed in
determining the course of. action to be followed in this research. This
dissertation presents the development of a data acquisition system,
experimeg;al procedure and the résuits of a preliminary set of HAF“measf
urements.

Chapter' 2 of this dissertation deals with the theory of biomag-
netic sources. First, the electrochemical processes of excitable mem-
branes are considered. Then, Maxwell’s equations are introduqed and the
electrodynamics of excitable tissues is investigated. Some mgdelling of
specific biomagnetic sources is reviewed and its applicability to skele-
tal muscle is considered.

Chapters 3, & and 5 deal with the design of the expcriment?1
apparatus and procedures. In Chapter 3, the data acquisition hardware
is discussed. The design of software is prcsencé& in Chapter 4. Exten-
sive software listings are presented in the appendices. The apparatus
for holding and maintaining the muscle preparation and the experimental
procedurcs are described in Chapter 5.

The results of the experiments described in section 5.3 are
presented in Chapter 6. A discussion of these experimental results and
their implications is presented in Chapter 7, ' Chapter 8 provides a

brief summary and conclusion of this dissertation.
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HYPOTHESIS
MG has clinical and research potential

\ 4

EXPERIMENTAL PURPOSE
irvestigate potential of the MMG

\

EXPERIMENTAL DESIGN

investigate magnetic signal of a
standard axcized muscle prepacation

\

DARTR RCQUISITION SYSTEM DESIGN

HRRDWARE SOF TURRE APPHRATUS

MAF EXPERIMENTS

\

DARTA RANALYSIS & MODELLING

\-
muscle as & magnetic source

IN SITU MERSUREMENTS

Figure 1.1 : Flowchart summarizing the steps in determining the
course of this research.



CHAPTER 2

BIOMAGNETIC SOURCES

The purpose of this chapter is to briefly review the physioclogy
of the excitable membrane and consider some of the basic electromagnetic
theorf that will lead to an elementary understandingy of how magnetic
fields may be generated by skeletal muscle. The membrane physiology
presénted in this chapter has been derived from the éhysiology texts by
Guyton (1981) and Vander, Sherman & Luciano (¥980} and the monograpﬁ by
Carlson & Wilkie (197&). The basic discussion of Maxwell’s equations
comes from the physics texts of Halliday & Resnick (1962) and Jackson
(1975). Discussion of the application of basic electromagnetic theory
#o biomagnetic sources was derived from the Biomagnetism text edited by
Williamson, Romani, Kaufman & Modena (1983) ;nd papers by Plonsey (1981)

and Tripp (1981).

2.1 .EXCITABLE MEMBRANES

2.1.1 Cell Membrane Structure

The cytoplasm of living cells is enclosed by a limiting mem-
brane, called the plasma membrane. This membrane is primarily composed
of a double layer of phospholipid molecules. The polar phosphate heads

are hydrophylic and therefore appear on the inner and outer surfaces of

13
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the membrane. The lipid portions of these molecules are hydrophobic and

therefore make up the innerllayers of the plasma membrane. The inner

lipid layers of the membrane are .not electrically conducting. The
result is that the plasma membrane is electrically insulating.

In ggneral. the plasma membrane acts as a pﬂ&sical and electri-
cal barrier between the intracellular fluid (cytoplasm) and the extra-
cellular fluid. The presence of many large protein molecules, embedded
in the phospholipid bilayer, highly modifies the function of the plasma
membrane. These proteins can act as selective poreé, receptor sites for
external méssengé; qmole;ules and . can be involved in active tLransport

-

. processes. Of greatest importance to the electrical activity of the

specialized mnerve and skeletal muscle cells are the pores that allow

only selected ions to pass and the proteins that are inyolved in

actively transporting ions against concentration gradients.

2.1 2 The Restinp Membrane

As stated in the previous section, one of the functiens of the
plasma membrane is to help maintain differences in composition of the
intracellular fluid and the interstitial fluid. For example, the ienic
concentrations within a skeletal mugcle fiber of a frog are typicaII‘
139, 20 and 3.8 millimoles per litre for potassium, sodium and chlorine
ions respectivaly. éoncentrations in the intersticial fluid are typi-
cally 2.5, 120 and 120 mmole/l for potassium, sodium and chlgride, (Tac-
cardi, 1983). A strong concentration gradient exists across the plasma

membrane for each of these three ions.
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If a concentration gradient exists across a membrane for an ion
for 'which the membrane is semipermeqbtqg the;c will be a net diffusion
current from the solution-of high concentration to the solution of low
‘concentration. Since the ion is a charged particle,‘a potential differ-
ence will develop across the membrane. A net flow of ions will continue
until the elec;ric potential difference just balances the concéntration
gradient. When this state of equiligrium is reached, the relationship
between the transmembrane potential and the ionic concentration in the
two solutions is given by the Nernst equatign:

- RT C :
= — In =& :
v 7F In T, . (2.1

where V is the transmembrane potential, R is the gas censtant, T is the
absolute temperature, Z is the valence of the ion, F is the charge of

one mole of electrons (Faraday's qgnstant) and the C's represgnt the

™

ionic concentrations in the two so%utions. -

If more than one ion is involved, as is the case for the fropg
muscle, the concentration gradient for each of the ions will tend toward
a different equilib;ium transmembrane potential., For the concentrations
listed above, the equilibrium potentials for potassium, sodium and
chloride would be -102 mV, +45 mV and -88 mV respectively. These poten-
tials represent the wvoltage of the inside of the muscle cell with
respect ;o the interstitial fluid. Of course, these electric potentials
cannot all exist across the membrane at the same time. The Goldman

equation provides an approximate value for the net membrane electric

potential: : . ;//’
. /
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where the P's represent the membrane permeability for each ion and the
quantities in square brackets represent the ion concentrations. The "o
subscripts indicate concentrations outside the muscle cell (interstitial
fluid), and the "i" subscripﬁs indicate concentrations inside the muscle
celi (intracellular fluid). Typical permeability coefficients for frog
skeletal mu;cle'are 0.2 nm/s, 20 nm/s and 40 nm/s for potassium, sodium
ané chloride respeccively (Taccéardi, 1983). The ' Goldman equation
yields a membrane potential of -88 nV (inside relative ;o outside) for
these conditions. This compares well with the value of -90 mV typically
measured for frog muscle cells. This potential is often referred to as
the "resting" potential of thexmembrane.

The membrane potential of ;90 mV does not provide an equilibrium
condition for ei;her potassium or sodium ions. Thus, both ions will
tend to leak through the membrane continuously. The "drivipg"™ potential
for seodium is much stronger than for potassium, but since the membrane
permeability is much greater for potassium, the two ions .experience a
simllar rate of leakage (but in opposite directions). ‘Despite the con-
tinual leakage of these two ioms, their concentrations remain constant
on both sides of the membrane. This is accomplished by means of an
active pumping mechanism. The ion pump is made up of large protein

1

molecules embedded in the plasma membrane and consumes energy to tran-
sport the ions against the electrochemical barrier. The hydrolysis of

ATP provides the required energy. The sodium-potassium pump moves three

sodium ions out of the cell for every two potassium ions it pumps into
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thé” cell. The result is a zero net flow of sodium and potassium across

: -
the plasma membrane and maintenance of the membrane resting potential of

-90 mV.

2.1.3 The Action Potential

The resting potential of a cell membrane may be altered by pro-
viding an eiectrical, mechanical or chemical stimulus. All of these
stimuli result in changes in membrane pcrme;blility to one or more of
the species of ions. This in turn alters the membrane poczntial. By
placing negative charge (with an electrode) just ou:side thé cell, the
membrane can be depolarized from its resting -90 mV. Tée depolarization
effect is observed to decrecase with increa;ing distance from the site of
intervention,

If the stimulus is strong enough and the membraqe depolarization
passes a threshold (between -60 and -40 mV) a sudden change occurs in
the membrane permeability. The permeabliiity to sodium increases by- a
factor of 5000 and these ions rush into the cell. This causes the local
membrane potgntial to rise very rapidly and the inside of the cell
become; Eositive with respect to the outside. The membrane then becomes
very permeable to potassium ions and they quickly flow out of the cell,
bringing the membrane potential back down towards its resting state.
Quantitative description of these phenomena was pioneered by Hodgkin and
Huxley (1952). These sudden changes in'transmembrane pq;ential are cal-
led an "action potential". The total duration of the depolarization and

repolarization processes is approximately one millisecond. The membrane

ion pump works continuously to maintain the "resting"” concentrations.
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" Once an action potential has been stimuladﬁ&, it propagates
along the cell membrane. This propagation occurs because the sudden
changes of an action potential cause large unbalanced charge distribu-
tions. These charge distributions have electric fields associated with
them thaﬁ can be "felt” at a distance. The, electric fiel&s are strong
enough Cro depolarize the cell membrane past the action potential thres-
hold in areas adjacent'to the initial site of depolarization. Thus, the
depolarization reg?on spreads -across the membrane in all directions
(except where depolarization has already occurred). A repola&fzation
wave - follows the depolarization front. Action potﬁntials can propagate
along large myelinated nerve fibres at Epeeds ﬁp to 130 m/s. Typical
speeds for muscle fibres are 3 Eb 5 m/s (Guyton.'1981). The trailing
edge of the repolarization region therefore trails behind the leading
edge of the action potential by approximately 4 mm (for a ﬁuscle‘fibre).
For the large myelinated nerve fibres, the spatial extent of the aétion

potential can be as great as 13 cm.

2.1.4 !iemBg_ane Ion Currents

The sudden changes in transmembrane potential associated with
the propagaéion of an action potential result in electric petentials
that can be detected outside the cell. These external electric voltages
have been measured with needle electrodes and disc electrodes applied to
the skin surface. The signal measured from skeletal muscle cells is

called the electromyogram and has been used for many years in the diag-

nosis and research of neuromuscular diseases.
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For the present research, it is the ion currents rather than the

resulting potential differences that are of primar& interest. Ions are
e

: : .
charged particles, When they wmove, they constitute an electrical
current. -~ Any isolated current element results in the generation of a

mégnetic.field. It is the magﬁetic field of ion currents due to action

o~

potent{als propagating in skeletal muscle fibres that is the object of

&

study in this research.

2.2 MAXWELL'S EQUATIONS

2,2.1 The Origins of Maxwell's Equations
' Z
Maxwell'’'s equations provide a complete and concise description

-~ -

of classical electromagnetic phenomena. Each of the equations summar-
izes a set of experimental observatiomns that were made by many scien-
tists. To establish an understanding of these equations, the origin of
each will.be briefly conside;ed in the following paragraphs.

The first equation makes the connection between the distribution
of electric charge and the resulting electric field vector. It can be

derived from Gauss' law (or Coulomb’s law). From experimental measure-

ments, Gauss developed a law that stated that the integral, over a

" closed surface, of the component of the electric field vector (normal to

the surface) - was proportioﬁah_to the total charge enclosed by the sur-
. — -
face:
9

s

. -
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E-d8 = -!-‘{pdv : o h 2.3
Jroe e 2 |

In this eﬁ;ation, E is the electric field vector, dA is an eleﬁgnt of
area oé the sprface of integrationm, rho is thé charge density function,
dV 1$ an element of volume within the volume of integraéion and Q is the
total enclosed charge. The constant of.proportionq}ity is the.permit-
tivity of free space.

fo obtain the differential form of Gauss’ 1law, the divergence

»

i
theorem is used:
: ' {?-dﬁ =§¢-? dv : ' (2.4)
) s v ST '
Applying this to Equation (2.3) yields
‘{[V-E - Pl Jdv =0 _ (2.5)
v

This result must hold for any volume, even infinitely small volumes.

Therefore, the integrand must be zero for all'points in space and

U-E = Pk, | (2.6)

In the most general case, Maxwell's first equation is written. in terms

of the electric displacement:_,

) $B8=p uhere. 5= ?E (2.7)

The electric displacement is related to the electric field vector by the

permittivity tensor.
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- -The second of Maxwell’s equations is the magnetic equivalent of
the first, The major difference is, of course, that there is no mag-
-~ .

netic equivalent of electric charge. Gauss’ law for magnetic fields

states that the total magnetic flux through a closed surface must be

Zero:

3 = ‘{ﬁ-dﬁ =8 "’ (2.8)
s

where B is the magnetic flux density. Once again, the divergence
- ‘ .

theorem is employed:

\{E-qﬁ:fﬂﬁ-ﬁdv:e ' (2.9
. s -V

Since this must be true for a volume of any size, it must be concluded

that

U-5=z0 (2.18)

This is Maxwell’s second equation.

Maxwell’s third equation was derived from Faraday's law of
induction. Faraday's experiments showed that the electromotive force
(veitage) induced in a circuit is proportional-to the time derivative of
the magnetic flux through it:

—

-d¥ .
£= it where is-iﬁ-dﬁ '(Z.I!).

- -

The electromotive force around the circuit is just the integral of the

electric field around the path of the circuirt:
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E=§E-d'f=-§ﬁ--dﬁ ‘ (2.12)
c -1

The "¢" and "s" integral subscripts indicate that the igtegral is over a
circuit path or over a surface area. The element of circuit path length
in the first integral was represented by dl. This equation is put in
its differential form by making'use of Stokes' theorem, which relates

the integral of a function over a closed path to the integral of the

curl of the function over the aréa enclosed by.the phth:

T \{'r’-d‘l‘ =§(§x?)-dﬁ . (2.13}
[+ ]

Applying Stokes’ theorem to Faraday's law yields,

- f!-d'f:f(@x!)-ﬁ:- g—f-dﬁ ) (2.14)
' ¢ $ s .

—_

and therefore,
f [6::! . -a-ﬁ—]-dﬁ = B (2.15)
s at

Since the surface § and bounding circuit C are arbitrary, the integrand

must be zero at all points in space, and

Sur - 38 (2.186)

This is Maxwell’s third equation.
The last of Maxwell's equations is derived "from Ampere’s law,
which states that the integral of the magnetic flux density, B, around a

closed path is proportional to the total current flowing through ~the



area enclosed-by the path:

‘{E-di‘=p.f3-d§=p.x . (2.17)
¢ v -

In this equation, J is the current density and the constant of propor-

tionality is the permeability of free space. Using Stoke’s theorem

again,

‘{E-dl‘=§(vx§)-dﬁ=p,fﬁ-dﬁ €2.18)
c S S .

and therfore,

-

{(Vxﬁ—p.j)-d§= o ) \<2.19>
-

Once again, this integration must hold for any surface $ and bounding
circuit C and therefore the integrand must be zero at all points in

space:

OxB = ud ) (2.28),

In the most general case, this is written in terms of the magnetic

intensity: -« .

Vxﬁ =3 uhere E:ﬁn (2.21)

The magnectic intensity, H, is related to the magneric flux density by
the permeability tensor. Equation (2.21) is an incomplete form of

Maxwell’s fourth equation.
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Equations (2.7), *(2.10), (2.16) . and (2.21) summarized elec-
tromagnetic theory at the time of Maxwell. The brilliant contribution °

of Maxwell was the observation that the system of equations. was incom-

plete, It was consistent only for steady state conditions. The diver-

v

——

gence of Equation (2.21) is _, -
g

B-OxH=%-J=08 (2.22)

and is equal to zero because the divergence of the curl of any wvector

field is zero. Then, by considering the continuity equation for charge,

.

- ' | %’:_*v-nwa (2.23)
it becomes evident that there could Ec"no)timc variation of the charge
density. To allow time variation of the charge ﬁensity, Maxwell made
use of Coulomb's law:

d 3 -
(-1 = 5 | (2.24)

The continuity equation can then be written as

. 3l _ 38 _
v-gg+¢-3‘-a or v [ +3] =8 (2.25)

and Ampere’s law could then be written as
9:9x1=9.[L.3]) 0 <2.28)

The extended version of Ampere’s law and Maxwell’s fourth eguatién can
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thus be written as
Oxi = 3#%% , (2.27)

1

This final equation is now consistent with the continuity ecquation for
'time-dependent fields. Maxwell called the time dérivacive of the elec-
tri: displacement the ;displacement current”, Without éLis modifica-
tion, derivation of a wave equation was impoégible. In fact, it was
Maxwell that predicted that light was an electromagnetié wave.

In the above discussion, it-has been.shown how Maxwell's equa-

tions grew out of the experimentally based ‘laws of Gauss, Faraday and

Ampere. Maxwell’s equations are summarized below for cenvenience.
|

ot ¢ty §-O=p B PxE :-%% b-TE
; E=iH (2.28)

a-3.280 -

2> %-B=o Wy UxH =7 3t Y3t

2.9 7 Source Terms in Maxwell's Equations

v

The right hand sides of Maxwell’'s cquations represent the
sources of electric and magnetic fields. The first equation describes
. y
how static (or quasi-static) charge distributioms— result in electric
-
fields. The second equation expresses that there are no isolated mag-
netic sources (poles). The third equation accounts for the pgeneraticn
of electromotive force by a changing magnetic field (Faraday's law).

The final equation deals with the generation of magnqgﬁﬁ fields from

current distributions and rapidly changingielectric fields (displacement
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currenté).

| To evaluate the contribuéion of displacement currénts to biomag-
netic fields, first consider the current density source,‘J. The current
density may ﬁe considered to be made up of two parts., The first, called"
the "impressed current density" arises diré;cly'from the electrochemical
activity of the excitable membrane and is given the "i" superscript.
The second component is known as the "volume current density” and is the
current flow due to electric fields in a conducting medium. Thus, for
an homogeneous and isotropic medium,

/ 1=F.2¢ (2.29)

+

Maxwell’s fourth equation may then be written as

§X§=F[T¢UE*E-§—§-] (2.30})

I1f we consider signals of frequency f, the bracketed expression in Equa-

tion (2.30) may be expanded as

v

2 Ef
o

I sin(2nft + 6) + o [sin(2mfe) « cos(2mfr)] (2.31)

9

The last term in the square brackets is due to the displacement current.
The importance of the displacement current is determined by comparing

the amplitude of the cosine with that of the sine., For frequencies of

1 kHz, the ratio determining the cosine amplitude is found to have a

value ranging from 0.0l to 0.1 for various organ tissues (Tripp, 1983).

This ratio decreases with decreasing frequency. Since there is wery
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3
little power in biomedical signals for frequencies above 1 kHz, the dis-
placement current will provide a very small contribution to the magnetic

field. It is usual in biomagnetic modelling to neglect the displacement

current and assume that thégtissues are purely resistive (Tripp, 1983;

-

Plonspy, 1981).
For the frequencies typical of biocelectric phenomena, it can
also be shown that Faraday induction also provides a negligible contril

bution to the electriec field (Tripp, 1983). fﬁus, both time derivatives

may be removed from Maxwell’'s equations::

UxE =8 (2.32)

vxﬁzp[f;d!] (2.33)

Bioelectric signals vary so slowly that the eclectric and mag- -
netic fields may be considered quasi-static. Because of this.-biologi-
cal tissues ap;ear transparent to magnetic fields of frequencies below
the 1 kHz range. The weak induced eddy currents .cause very little

attenuation or distortion of biomagnetic signals,
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: 2.3 SOURCE MODELS /

2.3.1 Homogeneous Media - ///

To allow comparison of bicelectric and biomagnetic measuréﬁents
thg solution of Equation (2.32) will be sought iq térms of the electrig
potential, V, and the solution to %quation (2.33) ﬂill be sought in
terms of the magnetie £lux density, B. The electrié field is the nega-
tive gradient of the electric potential. Since the curl of the gradient
of a function is zero, Equation (2.32) is satisfied. Since theldis-
placement current was shown to be insignificgnt in biloelectric
phenomena, it can also be shown that the continuity equation (Equétion

- Y

2.23)) reduces to

$-1-0 (2.34)

If the current density is split into "impressed” and "volume" components

(Equation (2.29)) then,

6-3:8:6-[3“¢c€]=¢-3‘—cv2v (2.39%)

and therefore,

(2.38)

\

An equhgion of similar form may be obtained by taking the curl of Equa- K *

tion (2.33) and taking into consideration that the permeability &f bi

—

logical tissues is very close to that of free space:
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$xVxB =p.[vx:r*.avx:] (2.37)

The last term is zero because of Equation (2.32). By making use of the

vector identity

O x(FxR) = 9(F-B)-v*F (2.38)

and tsaking into consideration Maxwell’s second equation, Equation (3.37)

-»
may be written as

\? A BPITR - RV ) (2.39)

-

Equations (2.36) and (2.39) are in the forﬁ of Poisson’'s equa-
tion. The right hand sides, which represent the sources, both involve
the impressed current. Thus, it is from the -impressed current that both
the electric potential and magnetic flux density arise.

In an infinite or semi-infinite homogeneous and isotropilc
medium, the solutions to Equations (2.36) and (2.39) may be derived by

defining a vector potential as described by Plonsey (1981). The solu-

tions are

-~

vz —4';—6’{ 0;3‘ dy (2.40)
v
and
s [0

v

where R is the distance between the source point and the pﬁ}n;—\of

Lh ]



measurement, . -

It is impo;tant to note th#ﬁ ohly the impressed current density
appears in these "solutions, The‘impressed qQurrent is the component of
the current density that is due to the electrochemical activity of the
membrane and cannot be accounted fo£ by'the presence of an electric
field in a conducting medium. Neither the electric potential nor the
mag;etic flux éensity depend on the volume 'current } Aiso, since the
divergence and curl of a vector field are independent of each other, the
eléctric potential and magnetic flux density must be independent (Plon-
sey, 1981).

2,3.2 ;nhomoéeneéus Media

In the previous section, the electric potential and the magnetic
flux d;nsity resulting from an arbitrary "impressed current density" was
studied in an infinite (very large compared to the size of the current
source), homogeneous and isotropic medium. Unfortunately animal bodies
are not infinite or homogeneous. However, a body can be modelled as a
finite number of homogeneous regions, each of finite extent. As stated
previously, the permittivities and permeabilities of biological tissues
vary little and are very cl:se to the values of free space. It is the
conductivity that varies significantly from one tissue to the next. A
reasonable biological model consists of a finite collection of regions,
each with a uniform conductivity. The volume current will have zero

’

divergence and curl everywhere except at the boundaries and will there-

fore only contribute to the electric potential and magnetic field at

these boundaries (Tripp, 1983).
N
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A boundary between two regions of differing conductivity may be
modelled as one homogeneous region with a source in place of the boun-
dary. This has been shown by Tripp (1983) by replacing the impressed
current density with the total current density in Eq;ations (2.40) and
{2.41). Stoke's theorem was then applied to the volume integral of the
"volume current density"” to convert it into an integral over the boun-
daries between regions of differing conductivity. The solgcions for the

electric potential and magnetic flux density are

L-3

v [ir.p(%) dv + 5(oz- i) s:,dﬁ-v(%)] (2.42)
and
g - -5"‘-:7 [{3‘3&(%’) dv + (o2 - ol )£V‘d§x§('é‘)] (2.43)

where the surface integrals are over the k boundaries between regions of
differing conductivities. The "o" and "i" superscripts of the conduc-
tivities indicate that it is the conductivity on the "outside"” or
"inside” of the boundary. The forms of these equations show that the
boundaries act as sources in addition to the direct contribution of the

impressed current.

-

2.3.3 Secondary Sources

It is important to note that the surfaces in the summations of
equations (2.42) and (2.43) include membrane surfaces at the cellular
level and the macroscopic level (the surfaces of organs and the bedy).

These cellular and macroscopic contributions may be separated. The

~
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cellular surface terms may be con;idered with the impressed current term

to yield a net effective source of volume currents in the surrounding
L J

reglons that contain no active membranes.

The combination of the impressed current and the cellular sur-
face sources 1is called the primary soﬁrce. The macroscopic surface
sources are therefore called secondary sources. Both the primary and
secondary sources provide important contributions to the electric poten-
tlal and magnetic flux density measured at a distance from these
sources.

Although it is the impressed current that drives both the cellu;
lar surface terms and the secondary sources, it has been shown that the
direct contribution of the impressed current is small compared to the
cellular surface contribution (Tripp, 1983). The impressed current term
may therefore be/dropped. ‘In the case of an excitable membrane in an
infinite wuniform medium, it was found that only the impressed current
contributed to the external fields. However, when there are boundaries
between regions of markedly different conductivities, the impressed
current is found to onlj act as the "motor"” behind the cellular and
macroscopic surface sources and does not contribute directly to the

external fields.

2.3.6 The Cylindrical Cell
As a first approximation, many excitable cells may be cénsidered
to be cylinders with circular cross-section. Although this may be a

significant simplification for skeletal muscle fibres, it is a good

approximation for né?ye axons. In Figure 2.1la, the depolarization

\
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region of an action potential (propagating from left to right) has been

shown for a c¢ylindrical cell in an infinte conducting medium.

)
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Figure 2.1 : Illustration of the pair of spatially separated

current dipoles used to model the electromagnetic source characteristics
of an action potential propagating along the membrane of a cylindrical
cell in an infinite homogeneous medium.

In the case of a cylindrical cell of infinite 1length in an
infinite homogeneous medium, Tripp (1983) h;s shown that the cellular
surface terms of equations (2.42) and (2.43) can be represented by a
pair of current dipoles. The impressed current flows in a small volume -

and has radial symmetry. The area of this volume is determined by the
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size of the depolarizafion reglion of the action potential §nd the thick-
ness is just the thickness of ther membrane. For these— reasons, Ehe
impressed current contributes vefy little to the external fields.

Calculations by Swinney & Wikswo (1980).have shown that by far
the strongest current density ass;ciated with the depolarization region
of an action potentiﬁl is to be f;;;a on the inner surface of the menm-
brane. It is an axial current density in the direction of action ;Bten-
tial propagation. Calculations also showed that this curremt density
could be modelled by a single current dipole, Ql as shown in
Figure 2.1b. An azimuthal magnetic field is gemerated by this current
dipole (also shown in Figure 2.1b).

Associated with the repolarization' region of thé actign poten-
tial is a .second~area of high current density just inside the membrane.
This current may be modelled by a second current dipole which is of the
same amplitude as the first, but points in the opposite direction.
Thus, as an action potential propagates past a measurement poink, exter-
nal to the cylindrical cell, a biphasic azimuthal magnetic field should
be detected.

All current densitles, other than the one modelled by the
current dipoles discussed above, provide negligible contributions to the
external magnetic field. As discussed in sedtion 2.3.1, the wvolume
currents external to the cell will provide no contribution. And as was
discussed in section 2.3.2, any boundarz will provide a much stronger
contribution than the impressed current. Since there are no other boun-
daries in the case of an isolated cylindrical cell, the boundary pro-

”

vided by the cell membrane will provide. the strongest source.
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P}onsey (1981} has shown tﬁat for oneiéodel of a‘single fibre in
an extensivé extracellular medium, the electric and magnetic flelds are
dependent on the transmembrane potential in a similar way. The elec-
tric ppténtial can be determined from complete specification-of the mag-

>

netic field. 1In this case, magnét{c measurements should not provida‘nny‘

information not already available in electric pq;entfal measurements,

Muscle As A Magneti ourc

QE modelling specific to che-generatiﬁﬁ of magnetic fields by
skeletal muscles could se found in the 1iteracure..‘glthoﬁgh skeletal
muscle is much more complex.lhan any of the idealized structures dis-
cussed in this chapter, congideration of the electrophysiclogy of excic-
able cells, basic electromagnetic theory and recent biomagnetic model-
ling, has provided insight into biomagnetic processes that may be appli-
cable to muscle. A summary of conclusions from the discussion of this
chapter, that’ may apply to muscle, is presented in the next few para-

graphs.

First, muscle fibres are known to be surrounded by a plasma mem-

brane that will support the propagation of action potentials as for a
nerve axon. It was found in section 2.1 that it is the membrane ion
currents associated with the propagation of action potentials that gen-

*~ R
erate biomagnetic signals.
»

¢ Because of the small variation in electric permittivity and mag-
netic permeability from free space values and the high conductivity of

biological tissues and because action potentials contain relatively low

frequency ' componenta, the electric displacement current and Faraday
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induction contribute 1ittlé. to the magnetic and electric fields.
Biocelectric phenomena are quasi-static and biologipal tissues are essen-
tially transparent to magnetic fields. Because of large var:;tions in
electrical conductivity, bioclogical tissues are not cranspafent to clec-
trie.fields.

\ In a "semi-infinite” medium (large with respect to source dimen-
sions), thé volume current density does not yield a qét electric or mag-
netic field. In general, the eclectric potential arises from the diéér-

- o
gence of the impressed current and the magnetic flux density comes from
its curl, Thus, without consideration of "real" scurces, the electric
potential and magnetic flux density should be independent of each other.

The boundaries between regions of different electrical conduc-
tivity act aé sources that are related to the electric potential at the
boundary due to volume current flow. Contributions from such boun-
daries, to the external electric and magnetic fields, can be much larger
than from the impressed current. In fact, the impressed current density
contribution is negligible compared to the contribution due to the boun-
dary effect of the cell membrane. The impressed current contributes
only in that it drives the volume currents that make the significant
contributions at the boundaries.

For an isolated cylindrical excitable cell in a se;i-infiniCe
medium, the cell membrane contribution dominates generation of the mag-
netic field. The axiai current densities on the inside of the cell mem-
brane ;an be modelled as a pair of éﬁ?renc dipoles propagating along

with the depolarization and repolarization regions of the action poten-

tial. The resulting magnetic field is observed to be a biphasic (in
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time) azimuthal field. .

All of the 5oints summarized in the previous paragraphs have
some importance when considering muscle as a biomagnetic source. Muscle
¢fibres have excitable limiting membranes thét propagate action poten-
tials 1like ner&e axons. As a firégd;;;;;ximation, muécle fibres may be
considered cyiinérical in shape. It should therefore be - expected that
the magrnetic field from a2 muscle have a biphasic azimuthal component.

Muscles are usuall& composed of g;oups of many parallel fibres.
If the fibres are synchron;usly'activated, the magnetic fields of the
individua® fibers will superpose. Within the muscle the azimuthal com-
ponents of the magnetic fields from adjacent fibres will tend to cancel
out. Houever,_external to the muscle, the fields from individual fibres
will reinforce. An azimuthal field of the same orientation as for the
individual fibres will exist external to the bundle of fibres. Thus, a
whole muscle should yield a magnetic flux density with a biphasic azimu-
thal component as predicted and observed for an isolated nerve axon.

It might be considered possible for the influx of calcium ions
from the sarcoplasmigc- reticulum to contribute to the net magnetic field.
The calcium ion concentration required to activate the contractile
machinery of a muscle fibre is very low. The intracellular concentra-
tion-of calcium ions varies from 0.1 to 10 micromoles per litre during a
contraction-relaxation cycle, while sodium concentrations range between
20 and 120 millimoles per litre (Carlson & Wilkie, 1974). It is there-
fore wunlikely cthat there is an appreciable cal?ium ion current density

(compared with sodium and potassium).
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Finally, there is the potential contfibution of .the transverse
tubule system to the external magnetic field, Ihe-action potentials
that propagate along Ehe outside of a muscle fiber also propagaée'in to
the cent;e' o{ the fibre along a system of tubules whose walls are con-
tinuous with the extern31 p1asma menbrane. If the tubules are oriented
radially and the proa:gation of an action potential can be modelled as a
current dipole pair t;hen there should be no net magr.xetic field. A
radial current distribution does mnot result in a net magnetic field.
Howevefi.if the tubule structure is more complicated, a measurable mag-
neti; field may result.

In section 2.3.; it was stated that the electric potential and
magnetic field were not independent for the case of a single fibre in an
infinite medium. This may, however, not be the case for skeletal mus-
cle. The greater structural compleﬁipy o? muscle may yield independent
contributions to the external electric and magnetic fields. A detailed
study of transverse tubule strucéure and some careful modelling will be

required to determine” their contribution to extédrnal .electric potential

and magnetic flux density measureménts.



CHAPTER 3
DATA ACQUISITION HARDWARE -

To study the magnetic signal from an active skeletal muscle, a
suitable wmagnetometer had- to be chosen. To allow connection of this
signal with other muscle variables, other physiolégical sggnals had to
be monitoréd. Of particular importance were the electric potential near
the surface of tge muscle and the force generated by the muscle. Con-
trolled -study of ~the muscle required that it be externally stimulated
(rather than allowing voluntary contraction;). These components of 'the
data acquisition system are shown schematically ‘in Figure 3.1.

To eliminate the lgbour-iﬁt;nsive éﬁalysis Qf chart recordings,
data was collected directly by a computer. A cu;tom interfacing instru-
ment was required to coordinate the data acquisition process. The fol-
iowing sections provide a detailed description of each of the functional

units of the data acquisition system required for this research.

3.1 MAGNETOMETER

4

3,11 Choice Of A Magnetometer

The MMG from human muscles wunder wvoluntary contrel has been
shown to contain magnetic action flux pulses with peak-to-peak ampli-

tudes of 3 to 100 picotesla (pT) (Cohen & Givler, 1972; Reite et al.,

39 S ¥
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4
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\\\--5~‘_~___ifiijf35cd in section 5.2)

Figure 3.1 : Block diagram showing major functional components
of the data acquisition systen,

1

1976; Williamson & Kaufman, 1981; Koga & Nakamura, 1983). Te put the
size of ;Hese signals into perspective, consider that the earth's static

field is approximately 70 microtesla (a million times stronger). The

N

alpha rhythm from the brain generates a signal of 1 pT amplitude and

auditory evoked responses are on the order of 0.1 pT.
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There are presently many type#.of commercially available mag-
netic sensors. In choosing a magnetometer, the primary considerations
are sensitivity and frequency response.- Of secondary Importance is the

spatial resolution. Once the measurement technvlogy has been chosen,

the required spatial resolution can usually be accommodated by design

modifications.

Sensitivity may be defined as the noise power (per unit of fre-
quency) generated by the sensor icge}f. Alternately, the sensitivitf
may be defiﬁed by the reot-mean-squared (RMS) magnetic signal power that
yieldsv a sensor ougput equal to the RMS noise from the sensor (measured
in “picotegla per root hertz"). This sensitivity is a fungtion of fre-
quency for most magnetometers for frequencies below 10 Hz?%i?ﬁr'frequen-
cies above 10 Hz, the nolse of many magnetic sensors is white, and the
sensitivity is constant. )

It is useful to compare the expected signal amplitude with the
total RMS noise of the magnetometer over the bandwidth of the signal.
The MMG amplitude was expected to be at least 20 pT. To be sure of not
missing any of the MMG signal, a bandwidth of 2 kHz was chosen for the
meas:}ements (0 Hz to 2000 Hz). 1If the sensitivity of the magnetometer
was 0.1 pT/[Bz, th;n multiplying b} théasquare root pf the bandwidthi
g;ves\a total noise amplitude of 4.5 pT. This would be a signal-to-
nolse ratio of only 4.4 (13 dB). A higher valuerwould be desirable.

Hall-effect, fiuxgate and magnetic resonance magnetometers are
generally not suitasle for biomagneﬁic measurements. The Hall-effect

and fluxgate magnetometers are not sensitive enough. Commercial flux-

gé%e magnetometers can detect fields as small as 100 pT at fregencies
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belbg 1 kHz (Zimmetm;n, 1983). The Eﬁégetic resonance magnetometers are
sensitive, but generaily offer poor spatial ré;olution and are not sen-
sitive to the direction of the magnetic flux {Zimmerman, 1982).ﬁ
Induction-coil magnetometers make use of tightly wound coils of
fine wire ‘ana may have a ferrite or air core. The induced ﬁolthge is
proportional to the time rate of change of the magnetic field and is
thus preferentially sensitive to higher frequencies. Integration with
" respect to time is'required to yiéld the original magnetic signél. From
’ data published by Williamson & K;ufman (1981), an a;r core induction
coil with a frequency responrse from 10 Hz to 2 kHz would have a sensi-
ity of 17 pT. For this frequency band, the air core induction coil
magnetometer would not be sehsitive enough for ;?asurement of the MMG.
Commercial sensors based on Buperconducting quantum interfeéenFe
devices (SQUIDs) offer cthe ‘greatest-sensiFiyiég presently available.
Tﬁese devices involve a super@cting to’roid wi}th a Josephson junc-
tion, a weak link, that displays a very sensitive.voltage-current
characteristic. The junction may be biased by several methods. The
rf-biased SQUID provides a wide frequency response (starting at DC)'aﬁd
is therefore useful for almost any biomagnetic measurement. There are
many reviews of SQUID magnetometer principles, operation and applica-
tions (thliaqson & Kaufman, 1981; Zimmerman, 1983). With a SQUID mag-
netometer in ; ;hielded chamber and a bandwidth of 10 Hz to 2 kHz?\the

sensitivity should be approximately 0.4 pT. In an urban setting,

without shielding, the smallest detectable field should be approximately

-
hd

10 times larger. s
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The'wide bandwidth and the extreme éensitivity of the SQUID mag-.
netometer make it the preferred ;ensor for this research (it is
presently used for most biomagnetic research). The major drawback of
the SQUID magnetometer is its reletively large purchase and running
costs. To keep the SQUID components suﬁe;conducting, it must be bathed

. .
in 1liquid helium in a cryogenic dewar. The low temperature is.main-:
o

tained by allowing the helium te beil off at atmospheric pressure,

Thus, there is the &pnscant expense of replacing, or collecting and
- x

liquifying the helium. )
Two new technologies are likely to have an impact on biomagneti¢
measurements ip the near future. The first involves a magnetostrictive
material applied to an optical fiber. ﬁhen placed in a magnetie field,
the leﬁgth of the fiber is caused to change very slightly by the magne-
tostrictive coating.- Min;te changes in length can be detected by com-
paring the phase of laser light that has pgssed through this fiber with
that from a standard reference fiber (Giallorenzi, Bucaro, Dandridge &
Cole, 1986). The second invglves'the deve;opment of ceramic mate;ials
that display superconducting properties at temperatures as high as 80
degrees Kelvin (Lemonick, 1987). Use of such materials in SéUID'magne-
tometers would allow use of liquid nitrogen for ceooling and would sim-
plify dewar designs.. The wuse of liquid nitrogen would significantly

reduce the running cost of a SQUID magnetometer.
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stems SQU a omete
The SQUID magnetometer was chosen as the sensor best suited for

measuring the MMG because of its high sensitivify and wide bandwidth (it

-
-

is the standard measurement tool in the field of biomagnetism). Funds
were not available for the purchase of a SQUID magnetometer. It was
therefére necessary to locate a fg;earch team equipng with a SQUIQ mag-
netometer and negotiate access to it. The Department of Earth and
Planetarf Studies at the Erindale College campus of ‘the University of
" Toronto was found to have a SQUID magn;;ometer. Use‘of the magnetometer.
was érranged and guided by Dr. N. Sugiara and Dr. W. Pearce.

The SQUID magnetometer was manufactured bf CTF Systems 1Inc. of
Port Coquitlam, British Columbia, Canada. This magnetometer featured a
stabilized poinc.con;act qoroidél gQUID, a low noise RF amplifier and a
digital contrel module with a non-standard parallel digital interface.
The dewar reservoir volume (for liduid heligmz was 10 liters.

The main body of.the dewar was cylindfﬁcal with a diaméter of
35 em an§ length of 110 em. The dewar was supported with its éylindri-
cal axis in the‘*vertical direction. A "tail“ projected approximafely

19 cm from the bottom surface of the dewar. It had a diameter of 12 cm.

As shown in Figure 3.21 the—pickup coil assembly was located in the
. 1%

&

dewar tail.

The coil system of thié magnetometer was a coaxial ;symmetric
second-order gradiometer. Three coils were mounted one above the other
with their axes coincident with the axis of the c¢ylindrical dewar. The
"sensing” coil consisted of 5 turns of 2.54 cm diameter and was mounted

1.3 em from the outside surface of the bottom of the dewar. The other
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two “"gradient" colls were of 5.68 cm diameter,. of fewer turns and
mounted 4.00 cm and 8.00 cm above the primary coil. The middle coll had
a turns-area product twice that of the other two coils and was wound in

the opposite direction to yield a second order spatial derivative of any

“)magnetic field from a distant source.

4 ,-.\
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(a) (b}
Figure 3.2 : Detector coils of the SQUID . magnetometer.

Part (a) shows the coils wound on a substrate suspended in liquid helium
in the tail of the magnetometer dewar. Part (b) shows the number of
turns, the K diameters and orientations of the three coils. This is an
assymetric second order gradiomter coil configuration.

For small magnetic sources close to the end of the Wwar tall,

the.magnetic flux density measured by the magnetometer may be considered

-



46

as the ;verage flux density over the cross-sectional area of the sensing
‘coil. The other two colls are far enough away thgt-only-a small frac-
tfin of‘the flux lines from the source will pass through cthen. The
upper two coils' serve only to cancel out fields from distant sources
such as the ;arth's field and fields <from wventilation motors and
fluorescent light ballasts. Thus, for this research, the magnetometer
signal was considered to represent the average flu¥ density over the
cross-sectional area of the sensing’ coil due to the activity of the
nearby muscle preparation. .

A SQUID control and signal processing unit, alsc designed and
manufactured by CTF Systems Inc. was used teo run the magnetometer. The
SQUID was biased-with/én RF signal of 19 MHz. The demodulated SQUID
ouput was sampled at alraCe of 100 kHz. The DC offset of.the SQUID out-
.put could be adjusted wiLh a control in the feedback path of the RF
loop. A 13-BIT analogue-to-digital converter (§DC) and flux quuntum
counter made up the 32-BIfs of data made available (for each sample) to
a disital filter.\ Resample ‘circuitry allowed for digital data output
rates up to 32768 samples per second. The digitallfilter frequency had
to be sglécted to prevent aliasing of the resampled digital output. For
the measurements discussed in this thesis, a resample rate of 8192 sam-
ples per second and a digital filter (3-pole Butterworth) cutoff fre-
quency of 72038 Hz were used.

T;; BQ-BIT digital representation of each sample of the‘magnetic‘
field was made available to a serial and a parallel digital interface.

The serial interface'did not allow a high enough BIT transfer rate, so

the parallel interface was used. The parallel digital interface



provided 8 data lines, 8,fontrol lines and 8 Zrounded lines on a 24 pEE‘,/A!

connector. The interface did_noc conform to the IEEE-488 standard. The
four data bytes fpr each sample were made available on the parallel
interface in the order: most significaﬁf byte to least significant byte.
The least significaﬁt BIf of the magnetométer ‘diéital output
corresponded to an average'f;ux éens£ty of 0.006134 pT at tﬂe sensing
coil, A biomagnetic_siguél of 20 pT would therefore occupy only 12 BITs
of the magnetometer output. It was therefore decided that 16 BITs would
provide adequate range for the MMG measurements and the two more signi-
ficant bytes were discarde;i. /\\
The magnetometer:was supported.with its tail poincing down, one
half meter above the floor of a shielded room. The shlelding consisted
of two thin layers of high permeability Mumetal. A plywood support for
the dewar enclosed a space around the dewgi.tail that ﬁeasured approxi-
matehy 31 cm wide, 30 cm deep and 36 cm high. The dewar tail was acces-
sible from insidi the shielded room through a 31 &im (wide) by 25 cm
(high) window in the front wall-of the plywood support. It could also
be accessed from outside the shielded room by way of a 4 cm by 3.5 em

port in the side wall of the room.

3,1,3 Magnetic Noise Manapement

As for most university and hospital laboratories, the iaboratory
in which this research was performed (Erindale College, Mississauga) was
contaminated with magnetic noise from many sources, For frequencies
above 10 Hz, "the noise appeared to be dominated by "white® processes

" (flat power spectrum) except for a large peak at 60 Hz. Below 10 Hz, a
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1/f characteristic was observed. The greatest problem was the elimina-

tion of the large 60 Hz peak due to the poﬁer distribution system, wven-'

tilation motors and fluorescent light.ballist within cﬁe building.

The SQUiD mgggg&g?eCer was maintaine T a sbiélqu room. - The
walls of - this room consisted of two thin layers of high permeabilicy
Mumetal. This shieldiﬁg'has optimized to ﬁiﬁimize the earth’'s static
field within the roomp It unfortunately had little effect on alternat-

' ing fields. ' ’ '

The 60 Hz noise problem was signifiqantly reduced by performing
experiments with only incandescent lighting (no fluorescent lights). It
was also found that there was less 60 Hz noise late at night. This is
presumably because very few researchers perform experiments at night and

4 .
there are fewer machines operating in the building. The hours between
11:00 pm and 7:00 am were found to be the quietest. ‘__

The most effective tool against the 60 Hz noise signal was found

to be a large copper ring. It was constructed of gauge #2 multistranded

Vel

cable and was 61 cm in diameter (with one soldered joint). This ring

-

‘was suspended so that the magnatometer sensing coil was at its center. .

The-erientation of the ring was then adjusted to minimize the 60 Hz
noise in the magnetometer output. Lenz’'s law states that the net mag-
netic flux through a conducting loop will tend to be cancelled by an
electrical current set up in the loop. Thus, the copper loop was able

to cancel out the magnetic flux from distant sources. The magnetic sig-

-

nal from a small source near the center of the loop will not be affected

because its flux lines will not extend far enough to 1link with the

%
copper loop.
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The copper ring was so successful at cancelling l60 Hz magnetic

- noise that experiments cggld be performed while gnking use of fluores-
cent lighting. Experiments continued to be performed at night because
the copper ring was found to be more effective at night. Typical noise
épecték‘under ideal experimental conditions are-shown in Figufe 3.3.

There was a piece of equipment in the laboratory building that
switched on fér 2 minutes at a time, every 15 minutes.. It generated

such a strong 60 Hz signai that no measurements could be made while {t

== .

was on. This piece of equipment was never located and identified, but

was probabiy part of th# building’'s ventilation system.

o

- -

3.2 ANALOGUE HARDWARE -

3.2 1 Force Transducer Circuitrv

The force transduction system (described in section 5.2.3)
involved a pressure transducer with a bridge type strain gauge. It had

a sensitivity of 50 microvolts per millimeter of mercury and per volt of

excitation. Either a direct or alternfting excitation could be used
with this transducer. Unfortunately the alternmating excitation was
picked up by the magnetometer, A direct voltage of 10.00 volts was

therefore used to bias the bridge. As shown in Figure 3.4a, the 10.00 v
reference was derived from the output of a dual FET stabilizer buff;zed
by an LF351 operational amplifier (National Semiconducter). When the
gate 1is biased by a resistor in the source lead the drain current is

quite insensitive to the drain voltage. When two or more ‘FETs are
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Figure 3.3 : Shown here, on two frequency scales, is a typical
magnetic noise spectrum. This power spectrum was calculated from a noise
signal that was measured with the apparatus adjusted to minimize the RMS
noise, -
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-

chained as in Figure 3.4a the voltage drop across the i?urce resistor

-~

8
becomes essentially independent of the supply voltage (MacHattie, 1972).

A zero temperature coefficient can be obtained for moderate ctemperature
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excursions with the drain current in the neighboufhood of 0.35 mA.

.

" Finally, the bridge was balanced with a 100 kohm trimpot as shown in .

 Figure 3.4a.

The* strain gauge output was amplified by a factor of 100 with an
Analog Devices AD524 instrumentation amplifier. A following LF351
operational amplifier provided an additional gain adjustable from 1 to

6. As shown in Figure 3.4b, the final stage provided DC offset adjust-

ment and a gain of 2. No low-pass filtering was required to condition

the output of"this_transducer.'

3,2.2 Action Potential Circuitry

The ADS524 instrumentation amplifier was also used as the pream-
.. -

plifier for the action potential measurements. As described in section
5.2.4, the action potential signal was derived from three -fine silver
wire electrodes. These. wires were connected to the inputs of the

instrumentation amplifier which provided a gain of 100. . An additional

g

%

.adjustable gain of 5 to 50 was provided by a five-pole Butterworth low-
pass filter with 3 dB cutoff frequency of 1.975 kHz. This circuictry is
shown in Figure: 3.5. vzl

Carb;p film resistors of 1 % tolerancé and .polyscffene caﬁaci-

-
tors of 2 % tolerance were used to determine the time constant of each

stage. The 3 dB frequency was measured to be 1960 Hz. A ;esc signal
.was found to drop by -29.8 dB in going from 2.5 kHz to 5.0 kHz.

A single pole high-pass filter with 3 dB cutoff frequency of
8 Hz was inserted between the instrumentation amplifier and the S5-pole

low-pass filter. This was done to remove the low frequency fluctuations
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Figure 3.5 : Whole muscle action potential circuitry.  Shown
here are the instrumentation amplifier and the 5-pole low-pass Butter-
worth filter.

in the electrode half-cell potentials produced by adsorption of biologi-
cal materials, growth of oxide films and slow electrochemical reactions.
An operational amplifier was used in a unity gain follower configuration

to buffer the high pass filter output.



alibration Ci ;'ts

A simplé‘circuit for generating low amplitude square waves was
developed for calibracion.of the action potential cir;uitry. As shown
in Figure 3.6, the output of a CMOS Schmitt-trigger NAND gate was fed
back to its input with an RC delay. This yielded a 9 V square wave of -
200 Hz. This square wave was used to turn a bipolar transistor on and
off. When on, 'thé “transistor shorted a 2.000 V reference to ground.
When off, the 2.000 wvolts was' allowed to drop across a- potential
"divider, —The output square wave ha@ a peak-to-peak amplitude of 1.00 mV
or 10.0 mv depending on which resisgor_was sélected to make up the bot-
tom of the .potential divider. Once again, a dual FET stabiliéer'was
used to provide the reference Qoltage (MacHattle, 1972). The circuit
was powered by a 9 volt NICAD battery and was packaged in a small plas-
tic case. During calibration procedures at the beginning of each exper-
iment, the output of this circuit was applied to the input terminalg-of

" the action potential instrumentation amplifier. The total gain of the

action potential signal conditioning circuitiy could then be determined.

3.3 THE COMPUTER

2.3.1 Computer Requirements
The experiments were to be performed in the laboratory at Erin-
dale 6011ege (50 km from McMaster University) where the SQUID magnetome-
_ ter was located. Several other research projects were already making

{ use of the magnetometer. It would therefore be necessary to set up and
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Figure 3.6 : Whole muscle action potential calibration circuit.

This circuit was used to generate a 200 Hz square wave for calibration
of the action potential amplifiers. The peak-to-peak amplitude of the
output could be set at 1.00 mV or 10.0mV. -

completely disassemble the equipment (specific to this research) for
eaqh run of an experiment. fhis process would be sreacly simplified if
tﬁe data acquisition computer were portable. - -

" There was also the choice of whether to.use two computers or one
computer for both data acquisition and analysis. If used for ¢nly data
acquisition, the computer would need to be little more than a sophisci-

cated recording device. If it was required to perform the data

analysis, the computer would have to provide a reasonable engineering
A
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software environment and adequate computational power (full 16-BIT
microproce;sor). It was decided that a computer would be sought to per-
fo;m both tasks. Requiring that cﬁe computer also be portable consider-
abl chuced the number of products to choose from (spfing of 1985). )

LJ;’7~Since the primary purpose of the computer was to ‘pefform dat;.
acquisition, it was lmoportant that the comﬁuter be equipped qith a-ver-
satile digital interface such as the IEEE-488 interface. It was expected

that wup to 4 signals would need to be collected, each at a rate of 8192

sample were represented by 8 BITs, the

samples per second. If
digital interface woula have t; be able to support a2 sustained transfer
rate of 32768 bytes per second.

A mass storage device, su;h as a disc drive, was required to
store the data for later processing. A built-in printer was also
desired so that data could be checked and intermediacatjiesults printed
during an expe;i;ént. This was gspecially important for testing the
data acquisition hardware and gxperimental procedure. As already men-

tioned, a 16-BIT microprocessor and an engineering software environment

were required for data anlaysis.

he Hewlett-Packard Integral Person ompute 9807

The Hewlett-Packard series 9000 Integral Pefsonal Computer
(model 207) was found to offer the best combination of features for this
 research. At the time of purchase (spring, 1985), the Integral Personal
Computer (IPC) had been selling in the US for 6 months and had just
appeared on the Canadian market. It offered a portable package the size

and weight of a typical home sewing machine.
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The IPC was-built arouﬁd an 8 MHz Motorola 68000 microprocessor.
This microprocessﬁr offers a 16-51% data bﬁg (32-BITs intermnal) and a
separate 24-BIT adgress bus. Tﬁe IPC also featured a custom lG-BIT.
gfaphics Processing unit, a real-time clock, an IEEE-488 digital inter-
fafe and a builﬁ-i& dﬁt matrix printer.’ The built~1n disc drive
featured: Ehe new 3.5 inch double-sided double-density Sony dises. The"
display was BIT-mappéé and featured the new elect;oluminescent technol-
ogy; The 512 kb RAM (expandable to 8 Mb) was expaﬂded to 1 Mb.

One of the iost appealing features of this computer was that it
offered a UNIX System V operating system called HP-UX. UNIX is a large
oegréting system that normally ocgupies a vast amount of disc space. 1In
this implementation, the UNIX kernel was packaged in a 256 kb ROM and {s
immediately availablg ﬁﬁen EootingAUp the system. Technical BASIC and C
were the languages initially available. The combination of the C pro-

gramming language and the UNIX operating system provide an ideal

engineering software environment.

-3,3,3 Limitations of the IPC s

The major limitation; of this machine turned out to be inade-
quate documentation and poor support from Hewlett-Packard Canada. fh;se
two factors severely compounded every small problem that was encoun-
tered. Most of the HP-UX documentation was written for the whole line
of HP computers that can run HP-UX and did not deal with any of the spe-
cial features or limitations of the IPC. Most of this documentation was

in dictionary form and contained no examples. There also appeared to be

little interest in previding technical support from HP Canada. Learning
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C and UNIX in this environment was very difficult.
The major hardware limitation was the absence of a direct memory
access (DMA) controller. The lack of a DMA meant that the data from the

IEEE-488* interface had to pass through the MC68000. on its way to a

. buffer in main memory.  Despite the multitasking operating system, noth-

ing else could run while the digital interface was being used for
moderate speed data_ acquisition,

The lack of a DMA controller and a software deficiency combinea
te create d significant data acquisition proble;. It was found tkat
data could not be collected continuously. without losing an unknown
number of bytes several times each second if the rate was more than 100
bytes per second. It was suggested to Hewlett-Packard (Corvallis)
several _times that the problem might be caugéd by scheduling interup-
tions fr§m the multitasking operating system. We were assuredgkhat this

y
could "not be the source of our problem. Many months were devoted to

reevaluation of our custom data acquisition instru;entation. Use of an
HP-1615A logic analyser findlly proved that five times per.second. the
computer prevented interface "handshaking” for a period of 15 ms. Dur-
ing these 15 ms periods, hundreds of data bytes were being lost.
Equipped with proof that the computer was responsible for the
lost data, a telephone call to “HP (Corvallis) was greeted with the
casugl response that there was a software patch for _ this problem (a
problem that HP héd never admitted existed). The software patch con-
sisted of writing the héxigpctmal\gumber B0 to RAM ;ddress E40023, vper-

forming the data acquisfition and then writing the number 2 to the same

address (see,C source-code listing of the ™acquire.c" subroutine in
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Appendix A). It was explained that this would disconnect the operating
system from the real-time clock during :ﬁe data acquisition. TSeA
opeFacing system would then not know when to interrupt the current pro-
cess To time-shaée with any waiting processes (if® saere were any).
Though it is crude, this patch was fqun§ to work.

This problem of the mulvitasking operating system interrupting
the'operation of the IEEE-488 interface would not have occurred if a DMA
controller had been inCIQded in the computer aﬁd should have been han-
dled by the software of a special Device I/OQLibrary purchased from
Hewlett-Packard to perform the data acquisition. Another piece of
software, a C languagé system call called rtprio, should also have been
able to solve the problem. This function allows a process to chénge its
priority so that it will not be subje;ted to the time slicing of normal
round-robin time sharing. A description of rcpri; exists in the ddch-

mentation, but it does not exist in either the 1.0.0 or the 5.0 release

of the C language package.

3.4 INTERFACING INSTRUMENT

3.4.1 Purpose and General Description
- _“\
The purpose of the interfacing instrument was to coordinate the
acquisition of the magnetic, electric and force signals from an active
skeletal muscle. This involved processing the aﬁalogue force and elec-

tric potential signals, converting them to digital forms, and coordinat-

ing the delivery of these signals and the magnetometer signal to the
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computer. A schematic diagram of the many functions fequired.to perform
this task is shown in Figuré 3.7. Arrows represe;ting the flow of data
and control signais from one functional block to another have been
Included in this diagram.

Sample-and-hold circuits, an aﬁalogue multiplexer, an analogue-
to-digital converter (ADC)‘and_digital control logie were used to con-
vert the analogue voltage signals to 8-bit representatioﬁs. The digital
data path involved a non-standard parallel interface for the magnetome-
tér, a digital multiplexer to select data from the ADC and the magnetom-
eter and an interface for the computer. The computer interface offered
a subset of IEEE-488 digital interface functionms.

Also included in the interfacing instrument was al counter that
was .use& to éount_.the number of samples transferred to the computer.
The muscle stimulator was triggered when exactly half of the data buffer
was .filled. As a result, the first half of the data buffer contained a
"noise® record and tﬁe second half included the muscle response.

The dig%gal integrated circﬁiCS, including the ADC, were B-
series CMOS. A combination of two-sided printed circuit boafds and
wire-wrap-were used to connect the Integrated circuits. The circuit
boards were mounted in an aluminum instrument enclosure. The analogue
circuits were shielded from the digital circuits. Analogue circuits
were powered with plus and minus 15 V and the digital integrated cir;
cuits were powered with +5 V. The ADC was powered with a 10.24 V refer-

ence,
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Figure 3.7 : Schematic diagram of the interfacing instrument.

Arrows have been included to indicate the flow of data and control sig-
nals.
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4 Computer é _
” Thé HP-9807 coﬁputer was €quipped with a built-in IEEE-488 ;igi-
tal interface: A large portion of the interfacing instrument was.
devotéd to providing a sugset of the IEEE-488 standard ‘functions
(ANSI/IEEE-488, 1978). Four major circuits made up the computer inter-
face of the int;rfacing instrument: -talker address identific;tion cir-
' d;it, 1i$tener handshake circuit, talker handshake circuit and the tran-
sceiver circuit. It should be pointed out ;hat the IEEE-488 interface
operates on negative logic. That is, the "true" state is represented by
a low-Loltage (0 V) and the "false":state is repre;ented by a high wvol-
tage (>2 V). All IEEE-488 signal lines are held at 3.3 V by a resistor
networ&, but any dévice connected to the interface can pull a line low
(true). The interfacing instrument circuits were based on regular logic
(true = +5 V a;d false = 0 V) .-

The "talker address identification circuit” constantly monitors
the data lines of the IEEE-488 intetrface. As shown in Figure 3.8, it
consists .of a 4-BIT DIP-switch for setting the device address, a &4-BIT
comparaﬁor;ﬁ%nm RS flip-flop and a few inverters and AND gates. If the
data lines corresponded to the address set by the DIP-§witch while the
ATN (attention) and DAV {data valid) lines were low and the talk command
appeared on data lines 6 and 7, then this c¢ireuit recognized that the
computer had addressed the interfacing circuit to start transmitting
data &nd the TALKER flip-flop was set h”gﬁ. Transmission did not actu-
ally start wuntil the SEND signal of tﬁ? transceiver circuit went high.

The (ATN*DAV) signal was generated in the 1listener handshake circuit,

where the UNTALK signal was used. Any device address from 16 to 31
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could be set with the DIP-switch. An address of 25 is set in Figure

3.8.°
—m — . ;
ATN-DAY _I , ———————— UNTALK
0107 —>0—] ) ) ™\
R o b—ro
pIog ————————m——— TALK _J D& } 4843 TALKER
‘ . | DEVICE ‘ (NOR)
0105 —{>0 ) ADORESS j-— S
' +5Y '
3 _L;"
DI04 183 A=B | | °
DI03 s————re——lfi2 B2 e
4585 3
D102 =—————amefi} Bl
D101 -

~

Figure 3.8 : Talker address identification circuit:’ The TALKER
signal was set high whenever the data lines matched the address set by.
the DIP switch (and ATN and DAV were low).

i
-

When 1isc$ning to the IEEE-488 data lines, the interfae}ng
instrument must aéknowledge receipt of every byte. It does this by pul-
ling the NRFD (not ready for data) and NDAC (no data accepted) lines low
in an appropriate sequence. The "listener handshake circuit™ did this
by constantly monitor¥gg the IEEE-488 control 1lines. This circuir,
shown in Figure 3.9.l was an active listener only when the computer had
pulled ATN low, indicating that it was going to issue a command. The 1

microsecond delay was required to prevent NRFD from being pulled low too

“y



64

soon after the computer declared that the data lines were valid by pul-
!

1ing- DAV 1low. - The UNTALK signal was generated by the talker address

tdcntification circuic.

’ 1us delag, .
UNTALK —>o— ""alke o3 '[1.) E P
WV}II\FI . 4843 NRFD
NDRC -—Do—}_ = ] (NOR)
1 \ S .
P —1_/
ATN [So ™ { *  ATN-DRV
DAY DC v R Q f——
.._:)_ 1 4843 NORC
7 (NOR)
‘ L ™ . __-‘j)o___ s =
NRFD -—{>o— )°—_J

Figure 3.9 : Listener handshake circuit. This circuit was
responsible for acknowledging receipt ' of each byte from the IEEE-488
interface when commands were being issued by the computer.

When the interfacing instrument was talking on the IEEE-4838
interface, the *"talker handshake circuit" (Figure 3.10) pulled the bAV
.signal low when either a byte of magnetometer data or a byte from the
ADC was currently on the .data lines. The DATA signal told this circuit
when data from the magnetometer was valid and the €C (conversion com-
plete) signal indicate& when data from the ADC was wvalid. While not an
active talker, SEND was low and the DAV flip-flop was kept in its higk

state.,

~
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(CC+0,)
KRFD ‘ :
- -
L _)_ R o f— DAy
OATR ——>0 : - .
- RGRC }
SEND L )

Figure 3.10 : Talker handshake circuit. When the interfacing
cireuit was sending data to the complter, this circuit generated the DAV
(DAta Valid) Isignal to indicate wh¢n data was on the data lines.

The “transceiver circuit"” primarily inovolved MC3446AP - quad

-

interface transceivers as shown in Figure 3.1l. These transceivers were

»

designed specifically for interfacing CMOS instruments with the IEEE-488

1]
digital interface. They include the termination resistors to maintzin

the passive high voltage of the interface signal lines.’ The wupper two

transceivers directed the IEEE-488 data lines to the address identifica-

tion circuit and sent data from the digital multiplexer to the IEEE-4B8
data lines. The lower transceiver handled the IEEE-488 control lines,
The ﬁurpose of the few logic gates was to generate the SEND signal,
which enabled thygp transceivers to pull the IEEE-488 signal lines low
when sending d;ta. The SEND signal did not go high until TALKER had
been set higb by receipt ofia talk command from the computer, the ATN
line had been release& (high) bf the computer and TXFR went high teo

indicate thar the first sample of magnetometer data was ready. SEND

stayed high (and data was transmitted) until ATN was pulled low again by
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the computer. This was done when the computer‘s data buffer was filled.

The digital multiplexer circuit is shown in Figure 3.12. It
consisted of two 4519 quad 2-channel data selectors and two JK flip-
flaps. The two fliﬁ-flops counted pulses on the NDAC line from the com-
puter. This indicated how many byte§ had been read by the computer
since the last TXFR sigﬁal from the magnetometer (the TXFR signal reset
the counter). The Ql signal was used to tell the data selectors which
source to take data from. The first two bytes (of each.group of four)
wefe taken from the analogue-to-digital converter (ADC) ;nd the last two

used in controlling the ADC, the analoguc multiplexer and the sample-

-

and-hold circuits.

3,4,.3 Magnetometerdlnterface.

The magnetometer interface was much simpler than the IEEE-488
interface. The CTF Systems magnetometer parallel interface offered 8
}egular-logic (true > 2 V) data lines and several negative-logic (true =
c V) cont;ol lines. A 0.5 microsecond pulse (from 3.3 V to 0 V) on the
?EER cgntrol line from the magnetometer signaled the availabillty of
eath 4-byte data s;mple. The TXFR pulses came at regular intervals
determined by the resample rate set on the fronf‘;anel of the magnetome-
ter (every 0.122 ms for 8192 samples per second). The magnetometer
pulie% the DATA line, low when each data byte was .placed on the data
lines. This-sigﬁal wés used in the computer interface taiker handshake
circuit to gene;ate the DAV signal. The DATASTB (data strobe) control
line Qas pulled lo; by the interfacing instrument mAgneto@eter

o

: S
PR |
.
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,“ -~ ‘J e -
‘igtes were taken from the magnetometer. The Q0 and Ql signals were also
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Figure 3.12 : Digital Hulﬁéplexer. The purposc of this circuit
was' to select data from the analdgue-to-digital converter (ADC) or from
the-magnetometexr.' The first 2 bytes of every group of four were
sclected from the ADC and the lagt two from the magnetometer. :

interfacing handshake irc:;F as shown in Figure 3.13. VWhen the
ca

computer was coll¢cring the DATASTB signal was derived from the
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" o
computex letting NDAC go high to acknowledge receipt of a byte. When
the computer was not collecting data, the magnetometer's own DATA signal
was sent back on the DATASTB line with a 2 microsecond delay. -This kept

the magnetometer running. continuously and avoided startup delays in the

digital filter.

NDRC ] ‘
SEND | -
D—- DATRSTE
BATA j——’W\’_—bo_—'})_, o
2k

IN914 == 1nF -

2 us delay :_l:

Figure 3.13 : Magnetometer handshake circuit. This cireuit
generated the DATASTB signal which acknowledged the receipt of each data
byte from the magnetometer.

: As for the IEEE-488 interface, 3 MC3446AP transceiver chips were
required for the transceiver circuit of the magnetometer interface (Fig-
ure 3.14). The first two transceivers were wired f?r.incoming data only
and transferred the data directly to the digital multiplexer. The third
transceiver handled the control signals.

A magnetometer simulater circuft; shown in Figﬁre B.LS, was
developed to allow dafa acquisition tests to be performed at McMaster

University when the magnetometer was not available. The purpose of this

circuit was to generate a TXFR pulse (every 200 microseegnds) and

’
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Figure 3.14 Magnetometer transceiver - for the
computer interface, the MC3446 IC was used to buffer signals received

from and sent to the magnetometer.
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generate a DATA signal. Both of these signals were derived from the
320 kiz clock signal wused to drive the ADC (see the next section). A
DPDT switch was used to disconnect this circuit from the magnetometer

interface when the magnetometer was present.

TXFRR Do -
BATRSTE —{ >0 _
‘ __——— TXFR
3 S kHZ !
11 PITT ey °{L5°1"“1°t°r
RST8 4 2 1 ENCL ::suit.ch
(]
]

4528

1O

B "
CLEN 1 2 Y4 B8RST

320kHz__ | ] | I ' ]

cLOCK +5V g i SET
(from RDOC circuit)

L

28 kM=
- L; - faJy -
O L
+

Figure 3,15 : Magnetometer simulator circuit. This circuit was
designed to generate the contrel signals normally received from the mag-
netometer. This circuit was used extensively during the development of
tilp data acquisition system when the magnhetometer was not available.
During data collection, this circuir was disconnected.

4



72

4,4 Ana -to- a nve n

The interfacing instrument housed some of the analogue signal
conditioning circuitry alregay described in section 3.2. The force sig-
nal amplifier (gain =~ 2) and the electric potential low-pass Butterworth
filter were both included on the analogue circuit board.  Also included
on the analogue circuit board were the sample-and-hold (S&H) circuits
and the analogue multiplexer.

The S&H circuits are shown in Figure 3.16. The LF398a S&H c%r-
cuit was used with a 11 nF polystryrene capacitor. The trimpot was used
for zeroing the input offset‘;oltage. The S&H circuits were normally
kept in the sample mode (SAMPLE signal high). Only when TXFR was pulled
low bylthe magnetometer (to signal that a magnetometer sample was ready)
were the S&H circuits put in the hold state. An AD750L1JN analogue mul-
tiplexer (controlled by the Q0 signal from the digital multiplexer cir-
cuit) first selected the electric potential signal for analogie-to-
diéital conversion and then the force signal. Because of the S&{ cir-
cuits, the digital representations corresponded té the two analogue sig-
nal values at the time the TXFR signal went low.

Analogue-té-digital conversion Qas performed by the KRational
Semiconductor ADC1210 which is a CMOS 12-BIT, medium speed, successive
approximation converter. It required an external voltage reference and
could be used in several different configurations. The ADC and its sup-
porting circuitry are shown in Figure 3.17. It was configured to
- receive bipolar inputs in the range of--5.;2 V to +5.12 Vv,

To obtain 12-BIT accuracy, the conversion rate had .to be kept

below 10,000 samples per second to allow the internal comparétor to
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action potential filter multiplexer
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a

Figure 3.16 : Sample-and-hold (S&H) circuits. The S&H circuits
were used to sample the twitch force and action potential signals at the
beginning of each sample cycle and hold these values until the ADC had
calculated digital representations for them.

settle. Conversion accu was reduced to 10-BITs so that .the rate
/

could be increased “to 24,600 samples per seconéb(clock frequency =

320 kHz). Unfortunately, during each sample period, only two bytes of

data coul'd be sent from the ADC. The ADC bytes were sent in place of

A T
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-
the upper two bytes from the magnetometer because the magnetic signal
only occupied  the lower - two bytes of each 4-byte sample. As-a result,
tﬁe muscle force and the electric potential signals could each be
represented by only one byte. Therefore, only the 8 most significant
BITs were connected to the digital mulFiplexer for transmission to the
computer (eventhough the converter used 13 clock cycles to generate 12-
BIT conversionsj. ' _ -

The ADC1210 was designed so that the reference voltage was also
used to power. the chip. The National Se;iconductor LHOO71 voltage
reference was used to supply the 10.24 V required for the bipolar input
range specified earlier. A 4.7 nmicrofarad tantalum capacitor and a
100 nF ceramic disc capacitor were required to decouple this reference
from switchidg transients, The digital high logic level range of the
ADC was érom 5i12 V to 10.24 V. Consequently, the ADC had to be buf-
fered from the 5V logic of the rest of the interfacing instrument with
4050 translators and bipolar transistors.

The clock signal to the Abc did not need to be very stable
becéﬁ;;- its only function was to step the ADC through its ;uccessive
approximation';lgorithm {and drive the magnetometer simulator circuit).
The critical timing of ;nalogue signal sampling was derived from the
magnetometer TXFR signal. A 4584 Sd*mitt trigger inverter with an RC
time constant in the feedback loop was found to be adequate in pfoviding
the required 320 klz clock signal.

Two small circuits were required to provide logic functions
related to ADC operation. They are shown in Figure 3.18.° The.first

generated the SC (start conversion) signal for the ADC. It was derived
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Figure 3,17 : Analogue-to-digital converter (ADC) and support
circuitry. The ADC1210 was used to generate 8-BIT representations of
‘the twitch force and whole muscle action potential signals.

from the magnetometer TXFR signal and the digital multiplexer signals QO
and Ql. The second circuit fook the CC (conversion complete) signal

from the ADC and combined it with the Ql signal to yield (CC+Ql) for use
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in the talker handshake circuit of the computer interface. The capaci-
tive coupling of one input of a NAND gate to its other input allowed the
éecond input to rise momentarily with a low-to-high transi;ion of the
first input. -The resistor quickly drained one side of the capacitor,
leaving the first input iﬁ the high state and the second input in the
low state. This was a simple way of generating a pulse {(of length

determined by the RC time constant) from a “low-to-high transition.’
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Figure 3.18 : ADC logic support circuits. These ¢two circuits
looked after generating the SC (Start Conversion) signal and passing the
CC (Conversion Complete) signal to the talger handshake circult. The
RC-diode combinations allowed generation of pulses from low-to-high
logic transitions.
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Timing of the interfacing instrument control }sgnals-during one
sample cycle {acquisition of h bytes) is summarized in Figure 3.19. The
sample cycle was iriitiated by the magnetometer.pui}ing the TXFR signal
low. This caused thi digital'inCerface byte counter to reset and caused
the SAMPLE signal to go low. The low state of SAMPLE caused the two S&ﬁ
circuits to enter the hold ‘code The rising edge of the TXFR pulse
‘caused the SC signal to go low which star'ted the successive approxima-
tion procedure of the ADC. Since Q0 was low, the analogue multiplexer
directed the electric potential signal from the muscle to the ADC input.
“As soon as the ADC started its conversion process, it set the CC signal .
high.

The magnetometer puiled the DATA signal low when the first byte
of its 4-byte sample was ready. But, since the ADC byte (representing
the muscle electric potential)” was to be substituted for the magnetome-
ter b;te, the DAV signal was not changed until the ADC signaled comple-
tion of the conversion by pulling CC low. The DAV signal wac pulled low
and the computer rescondcd by pulling NRFD low. The computer read the
data byte from the ADC since Ql was low (which caused the digital mulcei-
plexer to select the ADC byté3.

- The computer let NDAC go high when it had read the data byte.
This directly caused the DAV signal to return high and the DATASTE sig-
nal to go low. The magnetometer respond;c to a low DATASTE by letting
DATA go high and prepared its next-byte of data. Tﬁe rise of NDAC also

caused the digital interface byte count to increment and Q0 to go high.

The computer responded to DAV going high by pulling NDAC low again.
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Some time later; the computer showed that it was ready for another piece

- of data by letting NRFD go high again.

Ll

wac T .. O | WS | B

Figure 3.19 : Timing of data acquisition control signals. The
clock signal required to drive the ADC successive approximation logic is
shown at the top. The acquisition of each group of four data bytes was-
triggered by the TXFR signal from the magnetometer.
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It was the rise in Q0 (in response to the NDAC pulse from ' the
computer) that started the conversion of the second byte., This time,
since Q0 was high, the analogue multiplexer selegted..the muscle force
signal for the ADC input. When conversion was complete, this byte was
gade.available to the computgrlin place of the magnetometer’'s second
byte. As stafed earlier, the magpetic signal from a muséle was expected
to be so small that it Qould only occﬁéy the least significant two Sytes
of the magnetoﬁeter's &-byté representation.

During traﬁsfer of the last two bytes (of each group of four)

the Ql signal was high so that the digital multiplexer selected the mag-

netometer data instead of the ADC output. The ADC was not triggered to

start a conversion (SC stayed high) and the §&H gircuits were put in
sample mode. The DATA signal from the gg%nGCOmeter directly caused the
DAV signal to go low when data was ready‘and once the computer indicated
that it was ready for data by letting NRFD go high. The computer sent
the NDAC pulse once the data had been rezd.

ﬁhen the last cycle was éompleted, Qo and~bl were both low, the
S&H circuits were in the saméle mode and the ADC was waiting Zo start a
conversion. As a result of QO and Ql being- low, <the -analogue multi-
plexer once agajn had the muscle electric potential connected to the ADC
input and the digita} multiplexer had the ABC output selected for the

-

computer interface. The cycle did not start over again until the magne-

tometer $u11éd TXFR low again (122 microseconds after the previous TXFR

pulse).

The magnetometer was fooled,into thinking it was delivering data

-

even when the computer was not actually listening. This was done by

b 4
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returning the magnetometer'g DATA handshaking signal on the DATASTB line
ﬁigﬂ a :§hort delay. This was done so that when the computer stérted
coilecting data, there would not be a startup delay as the magnetometer
digitai filter filled with data values. The computer initiated data

collection by issuing a talk command to the interfacing instrument. The

data acquisition actually started with the first TXFR pulse from the

magnetometer after the computer had released the ATN line (let it goi

high). As stated earlier, the time of sampling of signals was con-.

trolled by the magnetometer through its regular TXFR pulses. The data

acquisition continued until the computer data buffer was full. The com-

puter then sent an "untalk” command on the IEEE-488 digital interface.

The interfacing instrument responded by returning to listen mode on the
IEEE-488 interface and started returning the dégnetometer's DATA signals

on the DATASTB line.

3.4 6 Sample. Counter

It was expected that the signai—to-hoise ratio of the magnetic
signal from an active skeletal muscle would not be high. It was there-
fore decided that a noise record should be stored with every signal
record. This would aid in signal characterization by allowing investi-
gation of the noise}power spectrum separate from the signal spectrum.

The computer data buffer was made twice as long as the desired
length of the\ record containing the muscle signal. The computer ini-
tiated the data acquisition process,‘buc the muscle was not stimulated
to contract until the data buffer was half full. The first half of the

A

data buffer thus contained the noise record and the sscond half of the

*
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‘buffer contained the muscle response.

’

Stimulation of the muscle (when the buffer was exactly half

full) was accomplished by means of the sample transfer counter shown in

Figurer3.20. One set of data samples was collected each time the magne- -

tometer generated a TXFR pulse. These pulses were counted with 4520
 dual synchronous divide-by-16 counters. When thes count matched the

switch settings, a pulse was sent to~the muscle stimulator. Counting,

and thus muscle stimulation only occured while SEND was in the high

L

state.
- T
+5\J‘J 45\'—]
TXFR : o —jcL
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Figure 3.20 : Sample counter circuit. This  cirecuit was
designed to count the number samples collected by the computer and send
a trigger signal to the muscle stimulator when the number of samples set
by the DIP switch had been transferred.
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For the experimental results discussea in this thesis, the com-

puter buffer was set to hola 2048 samples of the muscle electric pot;n-

tial, force and magnetié.ﬁield (a total of 8192 bytes). The sample

counter was set at 1024‘20 that when the 1024th TXFR pulse was generated

by the magnetometer, a trigger pulse was delivered to the muscle stimu-

lator. The stimulus artifact in the magnétometer signal due to the mus-

cle stimulator did not appear until the 1026th sample. &hc delay from

.when ‘the magnetometer produced the 1024th. TXFR pulse and when the
swimulus artifact appeared in the magnetometer output"bas less than

0.24 ms (the samples were taken every 0.12 ms).

3_Aa] Ground loops

In an analogue data acquisition system, ground loops can intro-
duce noise into the signals. As for any conducting loop, a circuit com-
posed of ground wires for several instruments and transducers can have
voltages induced in them by changiﬁg magnetic fields from external
sources such as electric motors and fiuorescenc light ballasts. Some of

these wires will not remain at true ground potential and some measure-
ments may have errors introduced to them. It is therefore important to
make sure that .the necessary ground wires are not inadvertently con-
nected to form loops.
- - g

Several precautions were taken in the design and construction of
instrumentation for this research. The ground wires were of as heavy a
gauge as was practical. The shields of cables were grounded only at one

end (usually at the interfacing instrument end). The muscle was a com-

mon point for two sets of electrodes. The electrodes for measuring the
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electric potentiallof the muscle and the electrodes for stigulacing the
musclé to contract. The muscle provided a relativeiy low resistance
bridge bgcwgen the two circuits. To prevent creation of a loop, a mus-
cle stimﬁlat;r with an isolated output was used {(discussed in section
\\\\\“5:2.5). The magnetometer and the force transducer circuitry éid not
pose a problem because these systems were not electrically connected to

-

the muscle.
Ground loops within digital circuits were not considered to be a

problem. Noise introduced by ground loops would be small compared with

7~ the digital voltage levels and would not.cause digital errors.



CHAPTER 4

SOFTWARE DESIGN

The Hewlett-Packard Integral Personal Computer (3807) was used
to perform experiment control, data acquisition and data analysis func-

tions. This computer made use of the Motorola 68000 microprocessor with

a clock frequency of 8 MHz. The operating system was a scaled-down ver-
sion of System V UNIX, called HP-UX. The UNIX kernel was ROM-based and
available upon boot-up. HP-UX differs from URIX primarily in that it

lacks multi-user support. Technical BASIC and.C programming languages

were available when the computer was purchased. The C language was

chosen for software development because of the power and flexibilicy it
offers. The UNIX opérating system and the C programming language pro-
vide an excellent engineering software environment. The data acquisi-
tion and experiment control functions were performed By one collection

of subroutines controlled by a main programme called SMDA (SQUID Magne-

tometer Data Acquisition). Data analysis was performed by a set of

individual programmes that were run from shell procedures (UNIX command

programmes) .

84
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. : 4.1 EXPERIMENT CONTROL

4. 1.1 The Problem . ’ )
Preliminary investigations with excised muscle pfepatations
gz;;%owed that the muscle can deteriorate significantly over a periocd of 30

minutes. To minimize this deterioration,_it was desired to perform each
experiment as quickly as possibie. However, as procedures are speeded
up, it become# more and more likely that something will be .forgotten.
1t was decided that a good way of improving speed of execution while

ensuring adherence to protocol is to use the computer to direct the

-

experiment as well as ;ollect the data.

One- large programme, called SMDA (SQUID Magnetometer Data
Aéquisition), was developed to perfarm the experiment control and data
acquisition functions. The experimental control functions were divided
into three major areas: calibration; dissection and anatomical data
entry; determination of independent variables for three experiments.
The calibration routine issued instructions and provided auditory feed-
back for zeroing transducer DC offsets and determining systemr gains.
The dissection and anatomical data ent;y routine also issued instruc-
tions as to the sequence of tasks to be performed and requested entry of
data describing the specimen. Finally, instructions (including calcu-
lated settings for the apparatus) were issued for any one of three
experiments. This computer contro} optimized speed while minimizing
decision making and confusion during each experiment.

Presented in Figure 4.1 is a block diagram of the SMDA pro-

gramme, showing its major components. A conmplete listing of the C
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source code for this programme and all the subroutines it calls is to be

found in Appendix A. The wain programme is listed first, after which

all the subroutines are listed alphabetically by name. Any of the 7

major function blocks could be entered from the SMDA main programme by
selecting the corresponding special function key (labels for the special
function keys were displayed along the bottom of the IPC display). Con-
trol returned to SMDA once a function was completed, This allowed the
flexibiiity of executing functions in any order. _In Figure 4.1, the
special function key labels displayed by the SMDA main- programme have
been used ‘to label (in upper-case letters) each of-the'major function
boxes. " The actual subroutine call names have been listed in lower-case
letters. Besides contrelling subroutine branching, .the main programme
displayed a start-up message descri?ing programme execution and
displayed a list of settings for the magnetometer'cogg;;ls.

Generally, an experiment was initiated by pressing the SET-UP
function key. The "set_up" function handled the calibration procedures

and then called the "muscle_dat™ routine. The "muscle_dat"™ function

requested anatomical information about the muscle and then aided in

mounting the muscle and adjusting the apparatus. The "muscle_dat™ rou- -

tine could be called from the SMDA main programme at any time if a new
muscle was to be used. One of the three experiménts was selected once
all of the set-up proceﬁures were completed.

Many of the major subroutines called lesser subroutines, Some
of these ("beéb:, "pause_continue"®, "fkey_1bl", ‘%key_scan',
"repeat_complete”, "sequence") are 'simple enough that the comments

included at <the beginning. of their listings will provide sufficient
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. : 51 SET-UP
set_up

’ ‘ 1~

NEW MUSCLE
nuscle_dat

SINGLE RECORD
single_save

. POSITION
= EXPERIMENT ~
nain

pos_exp

. : LENGTH

EXPERIMENT })

lcngtthxq,
/

// STIMULUS
EXPERIMENT
stim_exp

EXIT
quit

-

Figure 4.1 : Block diagram showing functional units of the SMDA
programme . This was the main experiment control and data acquisition
programme. The subroutine call-names are shown iIn lower-case letters
while the -function key labels are presented in upper-case letters.



explanation. Subrouéines.that will be discussed in this section ;nd

_ section a.g are: "acquire”, "acquirel®, "acquire3s2a", 's&ve'.

"length_exp", ."m§¥f?rce', "muscle_dat", "poé_exp:; "seC_up",
"single_save", "quit", "stim exp".

< The "single_save” :outine_provided the facility for collecting

and storing a set of data records without having .to follow the fixed

procedure of one of the three experiments. This function was particu-

-

larly ayseful while testing improvements in che-a;pératus and experimen-
tal procedure. The data file';;ﬁes from this routine were partially
derived from the time of/day so that every name would be unique (eﬁsur-
ing that no data could be overwritten).

fhe "quit" function performed several tasks. First, it asked
whether the operator was sufe that the procedure should be terminated.
It was important to have this opportunity to change one‘s mind because
.the set-up procedure required considerable Eime and would be a nuisance
to }epeat. Also, the "EXIT" function key may have been pressed by
accident. If the operator chose not to terminate the process, control
was r;turned to the SMDA main programme. If the desire to quit was con-
firmed, the data buffer was aeallocated, the function key labels were
blanked out and all open files were closed by making the exit(0) system

call.

4.1.2 Calibration Procedures
As shown in Figuré'4.2f the first task of the "set_up” subrou-

tine was =zeroing the force transducer DC offset. Becauysc the force

transducer bias circuitry and preamplifier were mounted close to the *
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transducer in, the shielded room with the magnetometer, the computer

could not be seen while adjusting the zero offset., This problem was

solved by using the computer to provide auditory feedback related to the

transducer output., This feedback consisted of pairs of beeps from the

computer speaker. The first beep had a frequency of 200 Hz and acted as
a2 reference. The second beep had a frequency that went up 10 Hz per
integer of transducer output.’ When the force transducer yielded a zero

output, the two beeps were of the same pitch. The operator would start

] 3
[l

this .prbcess by pressing the CONTINUE function key on the cdﬁputer and
enter the shielded room to adjust the offset trimpot while the pairs of

beeps were generated., If needed, the process was repeated by pressing
. * -

. _ ¢
the REPEAT function key. : ) .

»

-—-

fronm
SMDA nain -
FORCE FORCE INITIRTE . RECORD CALL
> & R.P. > > ARINAL
QFFSET ICALIBRATION DISSECTION BRTA nuscle_dat
return to -
i .SHOR nmain
) AN
Figure 4.2 : Block diagram showing fupctions of the T"set-up"
subroutine,
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}', -..." Calibration of the force transducer §§stém and muscle electric

' - - . : . - . oy
potentizal 'amplifiers‘was‘she next task. ™A square wave calibration 515-'

-

nﬁl was applied to the‘eléccriC' pbﬁential. preamplifier inputs and -é_
- . .\

standard mass was 'applied‘tb the force transducer. Twenty samples of

these two analogue signals were taken' by the computer. The * maximum

[

—

value of each set of samples was taken as chlibra;ion integer. . The

procedure was repe;ted several times reatability of the call-

bration integers. The mass and squareWtave amplitude were then entered

into the copputer and calibration factors were calculated in units of
micronewtons'per integer and<microvolts'per‘integer for the muscle force
transducer and the muscle electric potential amplifiers respectively.

-~

For both the force transducer zeroing and the calibration -pro-
L]

cedure, the "acquirel” subroutine was ﬁsed to acquire single samples of
the three signals (force, electric & magnetic). This subroutine will ‘be

discussed in section 4.2. Also, the "pause_continu;" - and

"repeat_complete” subroutines were used to control programme operation.

The “"repeat_complete” rouf@ne caused the value of the external variable

.
-

"fkey" to be modified so thatl|it could affect the test at the end of the

do-while loop from which it was called.

A

4.1,3 Anatomical Data Entrv and Mounting of the Muscle

The last part of the "set_up” routine dealyx with the recording
of information about the animal whose muscle was to be studied (sgecies,
sex, size). An instruction to start the dissection was then issued ‘by

the computer and the time of death of the animal was automatically

-

.recorded. This time was recorded so that each data record could have

o«

-
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. ‘ - | ' . . . .f.z
stored with it the time that had elapsed since the muscle lost -its cir-
o . TR

culation. The last action of this routine was to call the fmuécle_dat“
' 7 C A _—
subroutine. . Co

) - ’ -‘ -.

As shown in Figure 4.3, the first task of the "mu%;le;dac“ sub-

routine was to collect information aboutf%he excised muscle (length,

v

mass and from which leg of the gnimal). This informaéion. agong with

.

the information about the animal (entered, in the "set_up" routine), was

. -

stored with each data record.. With this method, no measurement could
P ;

become "anonymous"” by incomplete recording of experimental conditionswor

r.3

misfiling of this information. The information for completely specify-

ing the experimental conditions for each measurement were guaranteed to

"

be stored with it. .

Ls
‘s
' ‘1’ N
——— .
fron

calling routine

| -

RECUEST UEHTUESRCHLIENE DETERNINE RECORD

MUSCLE REST MAXINAL SYRINGE
DATR STIRULUS P TION s

LENGTH L OSITIONS

= return to

calling routine
¢

diagram  showing functions of the

Figure &.g?: Block
"muscle_dat"™ subréu

tine.

——
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Once the excised muscle was mounted in its supporting apparatus
{discussed in ;ection_S.Z), its rest lengrh had to be deétermined. This
was done by stretching the muscle to its maximum length for ;hich the
force transducer still fegistered no tension. The auditory feedback
method (used to zero the force transducef DC offset) was once again used
since the proceduke required the "operator to be in the shielded room and
the computer was not visible. The first beep of each pair provided a
reference -pfech and the pitch of ché seccnd beep was higher by 10 Hz
times the force integér. The greatest ;uscle Iength for which the two
beepé had the same pitch was taken as the resL lenéch. -

»«. The maximal stimulus for the muscle preparatiop was next to be

determined. As the nerve of a muscle is stimulated with voltage pulses

of larger amplitude, the number of activated motor units 'increases.

_ This causes a rise in the amplitude of the twitch force. The maximal

stimulus is the amplitude of the stimulus, above which, no 1increase in

the twitch force 1is observed. This was determined by stimulating the

!

muscle to twitch (discussed in section 5.2) and collecting complete data

records. The "maxforce™ subroutine was used to determine the maximum

“fofbe in the recorded twitch response. The stimulus amplitude was

increased with each stimulus until there was no longer an increase. -The
twitch force amplitude corresponding to the maximal stimulus was stored
!

in the extermal var{able, "forcelO0". This force level was used irf the

stimulus experiment for determining desired stimulus levels. Also

stored were the maximal stimulus pﬁlse amplitude and duration.

The final task of "muscle dat" was to record the settings of the

] -

positioning device when the muscle was centered under the magnetometer.
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During each of the experiments, the computer calculated position set-
tings based on these initial wvalues. Programme contreol returned to
“"set-up” or the SMDA main programme depending on which had made the call

to “"muscl_dat".

4. 1.4 Three Experiments

Three experiments were of major Importance in this research. A
subroutine was writgen to control each of these experiments. The pro-
cedures and experimental results are discussed in chapters 5 and 6
respectively. The subroutines were named after the independent variable
that was caused to change in that experiment: "pos_exp", "length_exp"
and "stim _exp". The muscle position experiment, "pos_exp"”, investigated
the spatial dependence of the mus;le's magnetic signal by measuring the
magnetic signal with the muscle in different pesitions with respect to
the magnetometer sensing coil. The muscle length  experiment,
"length_exp”, studied changes in the magnetic signal with muscle length.
Changes in the magnetic signal due to changes in the stimulus’ ammlitude
to the muscle's nerve were Investigated in the stimulus experiment,
"stim_exp".

Each of these experiment control subroutines performed the same
set of tasks. First, settings for the independent variables that did
not vary throughout the experiment were displayed for the operator to
set. During Aeach experiment, a sequence of valueﬁ for’the independent
variables that were to be changed were displayed. Data was acquired and

a set of data records was saved for each of the independent variable

values. Responsibility of the - operator was reduced to careful and
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time-efficient setting of the wvariables as directed by the computer,

Through control subroutine, "sequence®”, the operator also had ‘the oppor-

tunity to repeat any set of measurements if a complication (such as

increased magnetic noise) occurred.

The "stim _exp" subroutine Q;s slightly more complicated than the
other two experiment\ control routines. In this experiment it was
desired to adjustlthe stimulus pulse amplitude so that the resulting
twitch force amplitude was a chosen fraction of the maximal twitch force
amplitude. The rélationship between the stimulus pulse amplitude and

the resulting twitch force amplitude was highly nonlinear. A trial-

——

and-error method 'was therefore used to find the . desired twitch force

—

amplitude. The "acquire" éaybroutine was used to cellect single data
records and the "maxforce" subroutine was used to find the twitch force
amplitude. These routines were run under the contrel of
"repeat _complete” until the desired twitch force amplitude was obrtained.

Yeasurements for a complete set of data records were then made by

"acquire3s2a”®.

4.2 DATA ACQUISITION SOFTWARE

4,2 1 Requirements \ ,
—

The three muscle signals to be measured by the computer were

electric potential, twitch force and magnetic flux. As discussed in
- B,

section 3.4, each 4-byte sample from the interfacimg circuit <consisted

of one byte for each of the clectric and force signals and two bytes of



: ) 95
- ﬁ . .
magnetic information. . To be sure of not band-limiting the magnetic sig-
nal, it was decided that the 'signal would be low-pass filtered with a
3 dB cutoff freqency of 2048 Hz. To be sure that aliasing effects would
be negligibly small, the sahpling frequency w?s chosen to be four times
the filter cutoff frequency (8192 samples per second). To be sure that
the twiten force was not temporally truncated, the duration of data col-
léction would have to be at least 100 ms. Since a noise record was to
.a'\“ .
\\/-bc collected just prior to stimulation of the muscle, the total duration
of the measurement was chosen to be 250 ms. Thus, a total of 8192 bytes -

1
were to be collected at a rate of 32768 bytes per second (8192 samples

per second for each sig;al). Each of the threec signals was represented_—\\
by a record of 2048 data points.

From the above discussion it is eclear that requiremepts for the
data acquisition software includes the facility to collect bursts of
£192 bytes of data at a rate of 32768 bytes per second. The IEEE-488
digital interface standard was designed to handle transfer rates up to
1 Mb/s. Any rate limitations would be due to software design. The
software also. had to be able to manipulate data vectors of up to 8192
bytes. Finally, tﬁe data acquisition software had to provide a means of
storing the data in a-compact, but accessible form. Besides the data
vectors, many scalar variables describing the experimental conditions

—

were to be stored.

~ +
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The data buffer wazhdeclared an externﬁl cgﬁraccer vector at the
beginning of the SMDA main programme. The 8192 bytes required for this
buffer plus 64 bytes for storage of experimental-condition variable;.
were allocated in main memory with the ¢ subroutine, ;calloc". The sub-
routine called "acquire" was used to read the data from the IEEE-488
digital interface into this buffer. The "acquirel"” subroutine was simi-
lar to "acquire" except that only &4 5ytes of data were collected and the
muscle was not stimulated. The single sample of each signal was useful
in calibration procedures.

The first task of the "acquire" subroutine was to Qpcn the dev-

ice driver file for the IEEE-488 digital interface. The digital inter-

—_ - q"ggce was also called the HP-IB (Hewlett-Packard Interface Bus). The
N . .

following 1list of interface commands was sent through the interface to

prepare for the transfer of data from the interfacing instrument to the

computer:

JPNTALK -> any'device talking on the inﬁfrface is deactivated
UNLISTER -> listening devices release control of handshake lines
TALK 25 -> the interfacing instrument is addressed to talk
IPC LISTEN -> the computer addresses itself to be the lisc;ner.

Just before reading the data, the digital interface was put in “burst®

mode so that a high speed handshake algorithm was used.

When the computer started to execute the “"read" subroutine, it
released the ATN (Attention) control line of the interface. The inter-
facing circuit immediately started sending data at a pace determined by

e
the magnetometer TXFR signal. When enough samples had been transferred

2 J ‘

-
- ——r 4

hN——
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to half £fill the data buffer, the in;erfacing instrument sent a trigger
signal to the musclé stimulator. Thus, the first half of the data
buffer was a noise record and the second half contained the muscle
response. |

When the required number of bytes had been read, the "read"” sub-
routine terminated (and returned with the number of bytes read), the
"burst” mode was disabled and the computer sent the UNTALK command to
deactivate the interfacing instrument. Before returning to the calling
routine, the "acquire" subroutine checked thati&he required number of
bytes had been read and closed the intgrface devicg driver file.

The "hpib_bus_status", “hpib_;end_cmnd“ and "io_burst" subrou-
tines were from a Device Input/output Library (DIL) purchased from
Hewlett-Packard. Although these routines were generally effective, they
did not handle (disable) interrupts from the multitasking éﬁerating sys-
‘tem. After months of searching for the cause of missed data in the
interfacing instrument hardware, it was discovered (by use of a logic
analyser on the interface control lines) that the computer was shutting
down the data transfer for periods of 15 ms, 5 times per second. A C

-~ - -“language system call, "rtprio", was discovered in the Hewlett-Packard
documentétion that should have corrected this problem. Its function was
to change the prio;ity of a process and coul& be used to prevent the
incerruption of a crictical process by the time-sharing operating system.
Despite its description in the documentation, "rtprio™ was not available
in either of the first two releases of the C compiler.

A software patch was obtained from HP-Corvallis to disable the

time-sharing interrupts from the multitasking operating system. The two
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lines of code just before and jusé ;fter the "read" call Iin ™acquire”
write hexadecimal nuﬁbers to memory location E40023. This prevented the
operating system from receilving signals from the real-time clock and
copsequently ‘it did not know whep to interrupt the current process. ~
Though+#crude, this software patéh was effective.

The "save" subroutine performed the task of creating a _floppy
disc file ’ﬁﬁd writing the coilected data to it. The data buffef was
written directly onto the disc without modification. The data in the
buffer Qas already in a conveniently compacé- form. As already
described, the buffer contained a total of 8192 bytes, in grogps of
four. The first byte of each group represented the electrié potentid
- of the muscle, the sécond was the twitch force and qhe. 1astl twoe bytes
were from the magnetometer. The signals stored in the first half of the
buffer were of the backgrouné‘noise and the second half contained the
muscle response signals.

Before writing the data buffer to the disc file, 22 Integer
variables describing the experimental conditions were appended to it.
Depending on the exﬁected range of each variable, it was given one or
two bytes of space in the disc file. The most signific;nt byte of & two
byte representation was written to the disc first. By storing a com-
plete description of the experimental conditions with each data record,
it was not possible to confuse the origin of a data record in later pro-
cessing. The memory expense was minimal considering the benefit (64
bytes of the 8256 byte disc file was allocated for these variasbles).

Several data files were saved for each set of experimental con-

ditions. Originally, one file was to contain an average of 9 data
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records, a second file was to contain an average of 25 data record; _and
“three files were to contain single data records. The averaging of
records was peréormed to improve the signal to noise fatio.‘ The single
records were saved for study of record-to-record variation. Control of
the data collection and storage of these data files was provided by the
"acquiré352a“ subroutine. This routine called "acquire® to perform the
data acquisiticn gnd "save" to store the data on a floppy disc. The
‘signal averaging was performed within the "acquire3sZa" routine.
Eiperieﬁce sh;;ed that data acquisition for the 5 files for each.
set of experiment;i conditions caused the muscle to deteriorate before a
~whole e;periment could be completed. Each set of conditions required 28
stimulations of the muscle to fill the data files. As shown in the’
listing of Appendi¥ A, "acquire3s2a" was ggdified to collect data for
only  three files per set of conditions: two files, each containing a
single data record; one file containing an aQerage of 9 recorﬁs. This
reduced the load on the muscle preparation to only#ll stimulations per
set of experimental conditions.

‘Each of the data records stored on disc had to be given a unique
name. The names consisted of & parts. An example is "F24RSC05S2". The
first three characters specified the frog number: the letter F follswed
by a two digit number. The frogs were numbered sequentially as they
were used. The frog number was followed by a letter specifying which
leg of the animal had been used: R for the right and L for the left.
Nexg‘came a.letter that determined which experiment had been performed

on the leg: L for the "length" experiment, P for the "position" experi-

ment and S for the "stimulus" experiment. The - "condition numper"

”
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consisted of the letter C followed by a two digit number. Ezéry set of
e¥ggrimental conditions within an experiment was assigned a unique "con-
dition" number. Ass}gnment of the first 8 characters of the data file
name occurred within each of the three experiment subroutines of SHDA:'
"length_exp", "pos_exp" and "stim exp". Tﬁe last two characters of the

i - .
data file name were added bf the "acquire3s2a” subroutine. The first of
these two characters specified whether the file contained a single data
record (5) or the avefage of 9 successive data records (A). The final

character specified whether it was the first or second file of the type

specified by the first 9 characters of the file name.

4.2.3 The DATA CHECK Propramme

As described in the previous sections of this chapter,  the SMDA
programme performed the required experiment contrq} and data agduisition
tasks. It did not, however, provide any facility for checking the data
as it was collected. It was found that during an experiment there was
occasionaliy reason to doubt that everything was operating as expected.
In these cases it was necessary to see the data to dispel or confirm the
suspicion. The DATA_CHECK programme was developed to fulfill this need,

The DATA CHECK programme provided facilities for printing and
plotting data already stored on a floppy disc. It also allowed the col-
lection of single data records so that changes in the experimental
apparatus could be tested without using up the predefined data files of
SMDA. The multitasking operating system was wused to run DATA CHECK
simultaneously with SMDA. A complete listing of DATA_CHECK is presented

in Appendix B.
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A block diagram describing éhe functional unit; of 6ATA_CHECK is
shown. ih ?1gure 4.4. The first block provided the ability to collect
single data records to check adjustments in the muscle environment

»
without affecting operation of the SMDA programme. The "acquire” sub-
routine, presented in the previous section, was slightly modified for
use in DATA CHECK. The character data buffer was allocated within
"acquire” rather than in the "main" calling routine. AfCer’reading data
into the buffer, it was split into three data vectors. It is these

three data vectors that.were used for display or plotting by the other

DATA_CHECK functions. . )

- ODRTA_CHECK
[]
main -
M
\/ \ N \ 4
COLLECT DISPLAY PLOT GET QuiT
ORTA 0ATA DRTAR DATA
acquire display_ snda_ get_data quit
data graphics

Figure 4.4 : Functicnal units of programme DATA_CHECK. This
programme was Yun concurrently with SMDA and was used to check the
equipment and muscle preparation by collecting and displaying data. The
subroutine call-names are showm in lower-case letters while the function
key labels are presented in upper-case letters. .,
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To access data already saved on disc by the SMDA programme, the
"get_data"™ function was wused. Once the disc data f;i; was opened and
read into the character data buffer, it was spift inte the three data

" vectors and the collection of variables deéériﬁing the expetimenpal con-
ditions. §ointers to the three data vectors were dédlared ‘as external
variables in the DATA_CHECK main programme.

-Y - Once the data vectors Qere defined, they coulé be printed on the
computer display with the "display data" subroutine. Tﬁe first part of
the display was devoted to printing the set of variables describing the
experimenFal conditions. Fo;r columns were then printed. The ngt most
column numbered the rows from 0 to 2047, Each of the other three
columns contained integer representations of the three signals: EMG, the
muscle electric ﬁotential; FORCE, the muscle twitch force; MMG the mag-
netic flux signal. Printing to the diéplay was paused each time a new

" screen was filled. Printing was resumed when the CONTINUE function key_

was pressed. p

The plotting function was the most complicated part of the
DATA_CHECK programme. The "smda_graphiqs" subroutine looked after the
selection of which data vector was to be plotted. The FFT (Fast Fourier

Transform) of ény one of the data vectors could also be plotted. Once
the data vector to1£e plotted had been selected, the "plot prep” subrou-
tine was called, which in turn called the "plot” subroutine. It is the
"plot" subroutine that actually wrote graphics commands and data to the

plotter T¢mulator window. The graphics window was created by the

"open_graph" subroutine, called early in the DATA_CHECK main programme.

-
~
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. The ™plot" subroutine was designed to plot a y-direction (verti-
cal) data wvector against an x-direction (horizontal) data vector. It
autouaticaily chose the x and y scales so that the plot would f£ill the
screen. It also automatically placed the graph axes located tick marks
and numbered them. Straight lines were drawn between_ the data point

"locations. No character was drawn at the data point locations.

| . .
The "plot_prep"” subroutine provided an interactive shell for the

Ery

"plot" routine. Once a.graph had been generated, "plot_prep" allowed
the user to examine any'part of the graphrmore.closély. This was domne
by changing the limits of the plotting area and redrawing the plot. The
'fungpion key menu provided the opportunity to repioc the top half, mnid-
dle, Dbottom half, 'lefc half, horizontal middle or right half of the
graph. Repeated use of the;e functions allowed the user to zoowm in on a
feature and magnify it until it was clearly visible. )
~ The "effc® subfoutine provided the facility to investigate the
frequency content of any of the data signalg;‘ If selected, the
"smda_graphic" subroutine would call "cfft" before calling "prep_ﬁibt".
The "cfft" routine calculated the complex Fourier coefficients of a com-
plex data vector. The number of data values in the data vectors was
required to be an integral power of 2. This FFT routine was based on a
published FORTRAN routine (William, Flannery, Teukosky & Vetterling,
1986). The algorithm 'involved the usual BIT reversal and Danielson-

Lanczos lemma. It was the magnitude of the complex Fourier coefficients

that was plotted. ‘ ~
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4.3 DATA RETRIEVAL AND ANALYSIS SOFTWARE

Hanj spall programmes were writter®in C to perform individual

.data analysis functions. They wqu executed iInteractively or |In

predetermined sequences by shell programmes (UNIX command files). These
functions included unpacking the data from the ASCII vectors on disc,
plotting -the MMG, EMG and twitch force data, performing fast Fourier

transforns and performing linear least-squares fits of variables.
1 ' Y
Source code listings for some of 'these programmes are presented in

~

Appendix C. - ‘ .

4. 3.1 Data Retrieval

_ Initial data analysis involved visual inspection of data wvector
listings and plots. To - -retrieve the data vectors from their packed disc
files and convert them into an.accessible form for the éata analysis
programmes, the "efdtr™ (Erindale Frog Data To RAM) progfamme was
developed.. This pr;gramme read the packed character data of a specified
disc dat; file into a character buffer. -It then unpacked the data into
three data vectors; "emg", force" and "mmg". The set of variables that
described the experiq&ptal conditions ( toréd at the end of each data
f{le) was written ;nto a buffer called "paZ;meters". The unpaéked ‘daca
were in the form of 2-byte integers and were written to RAM f£1es with
the same names as the data vectors. For the "emg" d "force" data
files, these. were the integers generated by the ADC in the interfacing

instrument. For the "mmg"” data file, the stored integers were as

rxecelved from the magnetometer interface. These Integers could be

——
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converted to scaled numbers with units by multiplying them with calibra-

-
tien factors stored in "parameters”™,

A listing of any of the integer data files could be generated

. a L .
with ‘the "btascii”’ (Binary To ASCII) programme. The specified RAM data
file was tead by "btascii™ into an integer buffer. Printing of the

integers' started and ended at positions in this buffer specified in the
L) g .
"brascii® command. If these positions were not specified, the whole

2048-point data vector 'was printed. The data values were written across

the page, with 8 values per row. The left most column indieated the
R " ——
position in the-data vector of the first data value in that row. These

data vector listings were used to calculate signal amplitudes, delays

\

and durations.

»
&L3.2. Plotting Software .

The IPC suppprtea grap@ics windows that emulated HeUIQCt-Packard
plotters. The Hewlett-Packard graphics language (HP-G#) was useg_to
génerate data plots in these ;indows and with an HP-7470A plotrter. The
subroutine "cgw" (Create Graphics Window) '‘was written to create a graph-
lcs window with the desired characteristics. The graphics window wés of
the plotter emulator type, filled the entire computer display and did
not destroy itself when its device driver file was closed. All of the
plottigé programmes were originally written to draw pléts in the graph-
tes window. The plotting programmes were later modified rtro dtive' the
HP-7470A plotter so that high quality hard copies could be obtained.
The HP-UX "print_screen" command provided a facility tor dumping the

BIT-mapped . graphics window to the internal printer for draft quality

—

a———
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" hard coples. The versions of plotting programmes listed in Appendix C

i

are 311~£3£‘25531“5 the HP-7470A plotter,

The génera¥ purpo;e plotting subroutine was called “plot". Ic
was called by several programmes that generated different types of
graphs. fhe "plot" subroutine was designed to plot a data vector,
automatically choosing and labelling scales so that the plotted data
would £ill the display. Thé data were written into an x-direction (hor-

.tizoqcal) and a y-direction (vertical) data vector by the calling pro-
-gfamme. The number of data points to be plotted an& pointers to the two
data. vectors 'were-passed to the "plot" subroutine. Also passed to the
_subroutine ﬁéré pointers to 32-character étrings‘contaiﬁing the title,
x-axis label "and y-axis label. ;Enally, an array of four values for
specifying the plotting limits could be specified. If zero values were
séecified, aut;matic scaling would occur. Placement of the title and
axis headings, drawing of the axes, placement and numbering of axis tick
marks were all built in to the "plot" subroutine. A scale factor
(integral bower of 10)-uas printed for either axis if required.

QOf the many programmes that called the "plot™ subfoutine,
"efdhplc”,  "asciihpltreg"™ and "ffthplt" have been listed in Appendix C.
The "efdhplt" (Erindale Frog ﬂaca Hard Plot) programme was used to plot
any of Ebg éhgee data vectors stored in RAM by "efdtr". The "efdhplt”
command allowed specification of the portion of the data Vector - to be
plogéed, the plot axis scales, and where on the plotter paper the graph
was to appear. An appropriate title and axis labels were automatically

generated for each type of data vector. Also, calibration factors were

read from the "parameters" RAM file so that the plots could be scaled
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with appropriate units, - . «

Thé rasciihpltreg® (ASCII Hard Plot with Regression) proggamme
wa; written to plot an ASCIi file of data poin; coordinate pairs and fit
a straight line ;o them, The ASCII data files éd:gisted of the -;:;ph
title, =x-axis label, y-axis 1abel'apa number of data points listed’on
the first four lines. The data point x-¥ coodinate pairs were then
listed, each on a separate line. The form of :asciihpltreg“ was very
similar to "efdhplt". Differences exist in the way fhe dat?\files were
read because of their different formats.” Also, "asciihplﬁreg“;did not
create graph titles anq‘axis labels, butu%ead them from the data file.
To provide the linear regression least squares fit, the "plot” subrou-
tine had to be modified. Early in the "plot" subroutine, the slope, y-
iatercept and coefficient of determination were calculated for the best
fit straight line. The modified "plot™ subroutine has 'been lis;ed as
part of the "asciihpltreg" programme in Appendix C. Programmes similar
to “asciihplgreg", but without the linear regression calculations, were

used te plot ASCII data files with different formats {they were not

included in Appendix C).

4,3,3 Muscle Fatipue Corrections

Several of the dependent variables derived from the muscle sig-
nals were found to change predictably with each stimulation of the mus-
cle. This change was attributed to deterioration of the muscle prepara-
tion. Without correcting for these muscle fatigue effects, data
analysis would lead to erroneous results. |Muscle fatigue corrections

depended on repeating a standard measurement several times throughout
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each experiment. For variables that displayed a fatigue effect, the

vglues from thg‘repeated measurement were plotted as & function of the
number o% stimulations the muscle had received. The "asciihpltreg"” pro-
gramme was used to determine the slope of a best fit straight line.
This slope was called the "fatigue slope”. The fatigue slope was used
to calculate a correction for each value of the fati#gue dependent vari-
able. The corrected values were calculated to represent the value that
would have been obtained from the first stimulation of the muscle.

An example of}.dependent variable that displayed a fatigue
effect is the amplitude of the muscle twitch force. Figure 4.5 shows

the "asciihpltreg™ plot of four muscle twitch amplitudes for exactly the

4
same experimental conditions except that the muscle had been stimulated

-

30 to 38 timeg between eacﬁ of the_data points. The fatigue slope was
calculated to be 0.33 mN per stimulation and the y-intercept was 216 mN
(milliNewton). The equation inWwFigure 4.5 was used to calculate the
fatigue-corrected values. The table shows the actual values that were
plotted and the corrected values that were calculated. Notice how much

$

the mean and standard deviation changed as a result of the fatigue

L] -

correction procedure.

~4.3.4 Power Spectra

The frequency content of the data vectors was investigated with
the aid of the "cfft" subroutine. This FFT routine was based on the

usual BIT-reversal implementation of the Danielson-Lanczos lemma and

provides the complex Fourier transform of a complex data vector. It was
| .

translated from a published FORTRAN subroutine (Press, Flannery,
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FORCE AMPLITUDE FATIGUE

(nH)

HUSCLE FORCE APLITUOE

109
-0 y o
]
e £ 100 150 200 259
- ) STIMULUS NUMBER
W -
cTED F (Y~ INTERCEPT X FORCE RMPLITUDE)
CORRE R = Y INTERCEPT 7+(FATIGUE SLOPEX STINULUS NUFBER >
HHERE Y-INTERCEPT » 216 mN
FATIGUE SLOPE = 8.33 mH-STIMRUS
’
STIHMULUS NUMBER 163 142 177 287 NMERN SD
- FORCE RHPLITUDE (nN) 181 169 155 147 163 15
CORRECTED FORCE (mN) 215 217 214 217 218 1.5
Figure 4.5 : Muscle fatigue correction <calculations. This

example shows how the amplitude of the twitch force was corrected for
the muscle fatigue effect. The corrected data represent what would have
been obtained from the very first twitch of the muscle preparation.

Teukolsky & Vetterling, 1986) into the C language listing presented Iin
Appendix C. The only restriction is that the number of data points be

an integral power of 2. With no modifications to optimize performance

I

2
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on the IPC (such as the use of register type variables), 512-point FFT's
took approximately 13 seconds and 1024-point FFT's required apﬁroxi-
mately 27 seconds.

The "cfft" subroutine was called by the "ffchplc” prégramme.
The purpose of this programme was to plot the power spectrum of a speci-
fied data vector., The "ffthplt” command allowed specification of the
plotting scales, size and position of the plot on the paper and what
portion of the data vector was to be ctransformed. The specified RAM
data file was read into a 2-byte integer.data buffer. The speéified
portion of the buffer was then copied to the FFT data buffer. During
this copy procedure, the appropriate scale factor, obtained from the
"parameters”™ RAM file, was used to scale the integer data. The ‘“cffe"
subroutine was called and the complex ﬁfurier coefficients were returned
in“Xhe FFT data buffer. The power spectrum was calculated f£rom the
gquared magnitude of the complex coefficients. A factor of 4 was
included to account for the contribution from negative frequency coeffi-
cients.

An example of a power spectrum from "ffthplt" is shown in Figure
4.6. This 1is the power spectrum of the maghetic signal from a muscle
twitch. The many small peaks were found to change greatly from one data
record‘ to the next. The wide base upon which they sit was found to be
repeatable. The small peaks were due to the constantly changing nolse

characteristics and the wide base was due to the repeatable muscle sig-

nal.
|

It was desired to reduce the amplitude of the many small peaks

so that the muscle signal characteristics could be more casily
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F24RSCB3A1 FFT on plzs 1848-1351
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Figure 4.6 : A typical magnetic power spectrum derived from the
Fourier transform of 512 data points from the "mmg" data vector (includ-
ing the MAF from the muscle).

determined. To remove these peaks, a windowing“procedure was used. The

muscle response was short in comparison with the length of the;
transformed data vector. The muscle's magnetic response spanned only 35
of the 512 data points in the FFT of Figure 4.6. Thus, a lot of "ext;a"
noise was included in the trans‘egh. This 1length of transform was
necessary to obtain the desired resolution in the power spectrum. By
‘multiplying the magnetic data vector by a square window, wider (in time)
than the muscle response, none of the signal from the muscle was lost
while a great deal of noise was excluded. The resulting spectrum is
shown in Figure 4.7. The noise peaks have disappeared and only the base
(due to the muscle signal) remains.

The "mmgmdfy" programme was used to perform the windowing opera-

tion on selected data vectors. To aid in the selection of the starting
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and ending points of the window, the "mmgmdfy” programme displayed the

data values from a specified section of the data vector. All the data

——r

values from the beginning of the data vector to the start of the window
and all the values from the end of the window to the end of the vector
were set to zero. The only non-zero data values were within the dura-
tion of the selected window. Note that the timing of the muscle
response '(position and duration in the data vector) was not altered in
any way. Finallj. the mean value of the first half of the record was

subtracted from the windowed data to remove the arbitrary DC offset of

the magnetometer. This modified data vector was then stored on disc

with an "m" character appended to its name to indicate that it was in a

modified form.

F24RSCA3RImd FFT on pls 1B24-20847
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F

Figure 4.7 : r Power spectrum derived from the Fourier transform
of 1024 data points from the modified magnetic data vector. A square
window was used to temporally isolate the MAF from noise in the rest of
the data vector.
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Each experiment (described in section 5.3) generated a colle;-
tion of 21 to 42 data files. To aid in analysis of these éfoups of
files, shell command programmes were written.: These programmes made use
of the many data analysis progrﬁmmes described above (and listed in
Appendix C) to print and plot the data vectors.

An example of a shell command programme is “posexan”. It 1is
listed at the end of Appendi¥ C. The first task was to copy into RAM
all the data analysis programmes that were to be required. This allowed
them to run faster since they did not have to be loaded from disc every
time they were cglled. The "cgw" programme was run to create a graphics
window for plotting. The-di;ectory containing the data files for the
"position” exXperiment was selected and a loop was set -up Lo process
every "Al" type file in the group. The processing involved plotting géﬁ
printing a section of the magnetic data wvector, plotéing the ctwitch
force data vector and plotring and printing the power spectra of two
sections of the magneti; data vector.

A second example of a shell command programme is "reptest”. It
is wvery similar to "posexan®". The major difference is in the loop con-

trol mechanism that selected which files were to be processed.



CHAPTER 5

IN VITRO MEASUREMENTS 'OF THE EVOKED MAGNETIC ACTION FLUX

5.1 EXPERIMENTAL DESIGN

5.1.1 Objectives -

The purpose of this research was to investigate the potential of
the MMG as a research and diagnostic tool fof_ﬁeuromuscular diseases.
The investigation could have taken many forms. A single human muscle
could have been studied under voluntary control in healthy and diseased
subjects. A survey of MMGs onm a variety of muscles  dould have been
taken. The MMG of a muscle group could have been studied while the sub-
ject was required to perform a diverse set of tasks.

There are two problems with these forms of investigation.
First, the physiological variables on which the MMG depends have not yet
been identified. Second, since the muscle is under 'voluntary control,
many of these varibles cannot be determined and many of them may change
simultaneously. When more than one variable is changing, the effect of
individual wvariables becomes very difficult to determine.

In the ea;ly stages of investigating a phenomenon it 1is impor-
tant to control as many experimental variables as possible. Ideaily,
all of the independent variébles are under the conérol of the

researcher. The effect of each variable can be studied by controlling

its change while holding all other variables constant.

114
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Investigation of the MMG from a muscle under controlled physio-

_logical conditions has not yet been reported in the literafure. It was

decided that this is where the present research should starg. The phy-
siological wariables of the muscle under study were to be controlled as
completely as possible. Complete control of a muscle in vive is very
difficult and is usually unpleasant for the subject. Thé measurements
were therefore to be made from excised muscles. The muscle was to be
indirectly stimulated through its nerve by single isolated pulses. The
aveidance of the asynchronous activity of muscle fibers under wvoluntary
control was a significant and necessary simplification.

The independent physiological variables were: . stimulus voltage .
amplitude, stimulus pulse dgration, muscle position and_9rientati;h
(with respect to the magnsﬁ%meéer), muscle length, muscle temperature,
animal :size. muscle size, time since the muscle lest its circulation,
number of stiqplations the muscle has received. These wvariables were
measured and controlled as carefully as possible during each ex;;rimcnt.
The depeﬂggnt variables- were: electric-;otential, maénetic flux density

and muscle twitch force. These variables were measured as functions of

time during maximally é{é&:lated isometric contractions of the muscle.

\ rd
-

S
1 The Specimens
An excised skeletal muscle was to be the biomagnetie source of
study in this research. The choices of animal and specific muscle were
directed by convenience and conforming teo sténdgrds in the stud} Qf_'
other biclogical signals. It was important to be able to compare the .

mechanical response of the muscle with previously published results and
L
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compare th magnetic signal with electric potential measurements.

: . The £¥9g was chosen because it is easily obtained and ;:intained
(in cold storage). They are inexpensive.and easy to work with® In
these experiments, fresh Sullfrogs {Rana cacesbeiana)land leopard frogs
(Rana piﬁiens pipiens) were used. For preliminary investigations, frogs
were purchased from several scientific suéply companies and were stored
at 42 deg;ees Fahrenheit. For the data presented in this thesis, the
frogs were caught in local ponds (southern Ontario, Canada) in early
August, were identified (Wright & Wright, 1949) and were‘used within two
days.

The gastrocnemius muscle was chosen as the muscle of study
because it is a standard in the clectrophysiological literature. It is
composed of three types of fast-ﬁwitch fibres (Smith & Ovalle, 1973).
Less than 1% of the fibres can be classified as slow Cwit;h (Engel &
Irwin, 1967). The sartorius was also coésidered. Its fibers are more
uniformly parallel than the gastrocnemius which would simplify modelling
of the muscle as a biomagnetic source. The gastrocnemius muscle has a
signifﬁcantly greater cross-sectional area than the sartorius‘and was
expécted to produce a larger magnetic signal. The prospect of ; larger
signal vas a powerful aigument since- 211 biomagnetic signals are very
small and difficult to measure.

In conclusion, it ;as dﬁpided that an excised frog gastrocnemius
muscle be used for'study of the MMG. This muscle preparation provided
the ?pportunicy to strictly control the independent physiological wvari-

ables and study their individual effects on the dependent variables

(EMG, MMG and twitch force). Since the muscle was stimulated indirectly

&
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with single square pulses to the sciatic nerve, the EMG and MMG signals
are better described as the "whole muscle action potential* (WMAP) and
the 'magneti; éction flux" (MAF) respectively. -The MAF is the magnetic
equivalent of the electric action potential. -It should be noted that

since Indirect stimulation was used, the WMAP and MAF are "tompound"

signals: the summation of signals from all of the active fibres.

5.2 MUSCLE ENVIRONMENT

5.2.1 Muscle Bath

The muscle bath consisted of a shallow (7 mm deep) lidless
iglass box, measuring 3.4 cm gy 6.8 cm. It is shown in Figureé
Care was taken to use non-metalic materials so that the magnetic fyel
of the muscle would not be distorted. A nylon screw in a threaded hole
in the end wall of the box provided an ancher for the proximal end of
the m;scle. The bath was filled with a‘medium so that it just over-
flowed. A small slab of Plexiglass was placed in the bath, under the
muscle, so that the center of the muscle was kept in line with Che.two
silk threads tied to fts ends. A paper tissue, soaked in the medium,
was placed over thermuscle to keep its top surface from becoming dry.

As discussed in section 6.2, two bhath media were used in these -
experimﬁpts. Mineral oil (liquid paraffin) provided an excellent medium -
for the WMAP measurements bécause it is a pgood electrical insulator.

MacKenzie's toad saline (McDonald, Boutilier & Towes, 1980; de la Lande,

Tyler & Pridmore, 1962) was also used because it closely simulates the
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Figure 5.1 : Top, side and end views of the muscle bath., The

barh consisted of a shallow l#dless box constructed of Plexiglass. To
mimimize distortion of the muscle’s magnetic field, no metallic materi-
als were used.

ionic composition of the interstitial fluid. It is a good electrical
conductor and tended to short circuit the WMAP clectrodes. The saline
solution provides a hore'natural environment than mineral oilA and the
MAF signal was found te have a much greater amplitude when the saline
medium was used (see discussion of section 6.2). "

The muscle’s nerve was held by a smalf‘ltrough mounted on the
side wall of the bat?. As shown in“Figure 5.1, it ran perpendicular to
the wall and was flush with the top of the wall. The trough was 1 mm
deép and approximately 1 cm long. Mounted across the trough, and

separated by 4 mm were the stimulation electrodes. Each consisted of a
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loop of chloridized silver wire, soldered to a copper lead. The leads
{(from the stimulator) were twisted about each other so as to reduce the

magnetic  field generated by the stimulus palse.. The trough was filled

‘with the bath medium and a strip of paper tissue, soaked in the bath

medium, was laid on top to prevent the nerve from drying out.
®

us Ma ulator Py

The magnetometer dewar was a cylinder of 35 cm diameter and
110 em long. It had a capacity for 10 liters of'liquid helium and a
total mass of 30 kg. It was supported by a stand constructed of 19 mm
plywood. The magnetometer was too large and too heavy to move about the
muscle preparation to perform a spatial mapping of the muscle’s magnetic
field. Consequently, a device was developed to move the muscle prepara-.

tion with respect to the magnetometer sensing coil.

Z
P wm
'i /_-_...—-—'_"' Y(baCK)
N — J > X
(left) P SENS NG (right)
(front) COIL
{doun)
Figure 5.2 . Cartesian coordinate system used to describe the

position of the centre of the muscle with respect to the centre of the
magnetometer sensing coil. Directional cues such as "up™ and "front"
have been included to simplify discussion of the muscle positioning dev-
ice, ’
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The muscle manipulator provided remgte contrel of the musclé
position (from outside the magnetometer shielded room) in three or;hogo-
nal directions. The three directions were labelled as the X, y and z
axes. A; shown in Figure 5.2, the z-axis was ceoincident with the axis
of the magnetometer gradiometer coiis. The positive direction was up.
When Vviewing the magnetometer from the "front®”, the x-axis was directed .
from the left side to the right and the y-axis was from the front to the
back. The origin of the coordinate system was the center of the magne-
tometer sensing coil. . i

Again, it was important to not use any metallic materials that
would distort the muscle's magnetic field. As for the muscle bath, the
muscle manipulator was constructed of Plexiglass.’ Chloroform was wused
as a'solvent cement to fasten pieces togetﬁer. Conventional worm drives
were replaced with an hydraulic system of glass syringes filled \blth
mineral oil. Elastic bands were used to hold the glass syringes and
their plungers firmly against plexiglass supports.

- Pairs of syringes were connected by stiff hoses, One of the
syringes was mounted on the muscle mgnipulator‘and the other was passed
througg-a port in the side wall of the shielded room in which the magne-
tometer was kept. When the plunger of the syringe outside the shielded
room was pushed into the syringe, the plunger would be forced out of the
syringe mounted on the muscle manipulator. The fluid in each syringe
pair and connecting h&se was mineral oil. The combination of the close

fitting glass sjringes and the lubricating fluid yielded a smooth and

precise mechanism for actuating changes in muscle position,
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The base of the muscle manipulator consisted of a 30 em square
_sheeﬁ of.a.7 mm thick Pleiiglass. A platforﬁ of the same dimensioﬁs was
supported above the base by four glass syringes, one in each corner. It
is labelled as "platform 1" in.Figure'S.B. These syringes provided the
facility for vertical positioning of the muscle. Each of these syringes
had a'_ matching syringe connected to the other end of a 3 m hose. When
the plunger of one of these remote syringes was pushed into its barrel,
fluid -was forced into the corresponding syringg\of.the manipulator.
Sin;e theiplunger of this syringe was fixed to the base, “the barrel of
the syringe was forc;d to rise, carrying Ehe platform with it. When
raising or lowering tgz—plaéform. the four corner syringes were sequen-
tially adjusted by small increments until the desired position was
“obtained. The platform was always kept as close to horizontal ;s possi-
blé. A valve at the remote end of each syringe péir was closea when the
desired vertical position was achieved so that the weight of the plat-
form did not force the fluid back out to the remote syringe.
A second platform was mounted on top‘of platform 1 as shown in
Figure 5.4. Platform 2 was caused to slide En the y-axis direction by a
syringe mounted in the horizontal plane. The barrel of the syringe was
fastened tﬁ supports mounted on platform 1 while the plunger was
fastened to supports mounte; on platform 2. Guide rails mounted on the
under side of platform 2 fit snugly between the support rails mounted
above platform 1. These rails kept platform 2 properly aligned with
respect to platform 1. dﬁﬁb
A final platform was mounted on top of platform é‘ as shown In

Figure 5.5." Platform 3-was caused to slide in the x-axis direction by a
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syringe mounted in the horizontal plane, but perpendicular to the one

below it. As before, the barrel of the syringe was fastened to the
platform below and the plunger was attached to the platform above. A
S

snug fictting set of railsyﬁas also used as before. Platform 3 had a
spill wall around its perimeter.to catch any of - the bath medium that
might _spill during an experiment. .

The muscle bath was mounted on top of platform 3. As shown in
Figure 5.6, the muscle length syringe and the force transducti;; system
(discussed in the next section) were also mounted on this top _platform.
By means of the‘vertically oriented syringes, the y-axis syringe and the
;-axis syringe, the center of the muscle bath could be moved to any

position under the magnetometer sensing cecil in a cube measuring 8 cm in

the z (vertical) direction, 9 cm in the y direction and 9 e¢m in the x-

direction,.

5.2,3 Force Transducer

The force transduction system consisted primarily of a mineral
0il filled syringe and an arterial pressure transducer (manufactured by
Gould). This design was used because most commercial ferse transducers
involve a metallic strain element and are often housed in a metal case.
As previously stated, metal in the vicinity of the muscle may cause dis-
tortions in 1its magnetic field. The Gould pressure transducer was
encased in plastic and the syringe was made of glass.

A loop of silk surgical suture was tied around the head of the
syringe plunger. A second piece of the silk thrcad';as used to tie the
distal end of the muscle to this loop. The ﬁroximgl end of the muscle

.

LA
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Figure 5.5 : Top and front view of platform 3 mounted on plact-
form 2. Platform 3 was caused to move from left to right by forcing
mineral oil inte the "x-direction" syringe.
v
-
was tied to a screw in the side wall of the muscle bach. The syringe

was connected to the pressure transducer through a three-way valve.
When the muscle twitched, it pulled on the thread tied to the syringe

plunger, caused a drop in pressure in the mineral oil in the syringe.

This pressure fluctuation was then detected by the pressure transducer.
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From "impulse" and "step" load measurements, the frequency
response of this force transduction systeﬁ was-determineé to be DC to
50 Hz. -The rate of ""roll-off" was not determined. The sensitivity was
limited to approximately 2 mN (corresponding to 0.2 g) by the analogue-
to-digital converter resolution. : .

A second syringe was involved in the force transduction system.
It was connected to the first syringe thrbugh the same three-way valve
t‘pat connected the présure transducer. This second syringe was used‘ to
change the Ilength of the muscle by intreoducing or removing fluid from
the syringe the muscle ;;s fastened to. The three-way valve was used to

disconnect the "muscle length" syringe from the force transduction sys-

tem during measurements.

5 2.4 Action Potential Electrodes

Since the magnetometer sensing coil (2.54 cm diameter) was
approximately the same size as the muscle (approximately 3 cm Yn
length), the magnetometer was sensitive to magnetic signals produced
anywhere in the muscle. The ﬁagnetometer yielded a "whole muscle” meas-
urement. To allow comparison with simultaneous electric potentiaf‘meag-
urements, it was necessary to use a;-;lectrode type and configuratien
that would allew measurement of the whole muscle action potential.

It was decided that tying fine sii;ér wires around the muscle
circumference at several locations along its length would provide a
"whole muscle" signal and would cause the muscle minimal damage. It was

felt that needle electrodes would not yield a "whole muscle™ signal and

would cause significant damage to such a’' small muscle. Disc surface
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Figure 5.6 ; Top view of the muscle bath and force transduction

system mounted on platform 3 of the positioning device. The "length
syringe” allowed adjustment of the muscle length by changing the amount
of fluid in the "muscle force" syringe.

electrodes involve too much metal and would cause distortion of the
muscle’s magnetic field.
Preliminary experimentation showed that a good signal was

obtained when the electrode configuration of Figure 5.7 was used with a
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mineral oil bath medium. A g;ound electrode was tied around the 1little
remaining tissue proximal to the knee. The elect%ode tied around the
middle of the muscle was conne;ted to the inverting input of the pream-
plifier. The electrode connected to the positive input of the pream-
plifier was tied aroun& the distal”end of the muscle vwhere it was just
starting to become tendonous. Wicth this electrode arrangement, the
measured whole musclé action potential (WMAP) had a large initial peak

in the positive direction, a smaller peak in the negative direction and

finally a very small pesitive deflection.

e~

MUSCLE
DISTARL END P PROXIMAL END- -

. - +
to PREANPLIFIER

1

>

Figure 5.7 : Chloridized silver wire electrodes wused for
measuring the whole muscle action potential (WMAP). The knee joint was

represented by the spherical structure at the proximal end of the mus-
cle,

..,
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2.2.5 Muscle Stimulation

The muscle was indirectly stimulated threough application of an
electric pulse to the sciatic mnerve. As discussed earlier in this
chapter, the sciatic nerve was laid along a trough that was mounted on
the side of the muscle bath. Mounted across the trough, and seﬁarated
by 4 mm, were two loops of chloridized silver wire. The . sciatic nerve
was laid over the two loops of wire. The trough was filled with the
bath medium and a strip of paper tissue soaked in the bath medium was
laid on top.

A voltage pulse was applied to the two loops of wire to stimu-
late the nerve and activate the muscle. A "Pulsar 6i" muscle stimulator
(Frederick Haer & Co. of Brunswick, Maine) was used to provide single
square voltage pulses of 100 microsecond duragion and less than a half
volt amplitude. Submaximal contractions of any amplitude could be gen-
erated by adjusting the amplitude-of the voltage pulse. The smaller
amplitude pulses depolarize only a fraction of tbg fibers inu‘the ﬁerve
bundle enough to initiate action potentials. ‘:

The muscle stimulator was triggered by a signal Efom the inter-
facing instrument. Generally, it was desired to half fill the‘computer
data buffer with noise before recording the muscle response. A counter,
set by a 4-BIT DIP switch on the front panel of the interfacing instru-
ment, was used to count the number of samples collected by the computer,

When the number of samples set by the switch was counted, the trigger

signal was sent to the muscle stimulator.
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5.3 EXPERIMENTAL PROCEDURE

5.3.1 Set Up

The experiments were éerformed in a laboratery at the Erindale
College campus  of the University of Toronto in Hississauga,\pntario
(50 km from McMaster University). The SQUID magnetometer was being used
by other‘ researchers during the tenure of these experiments. Consé-
quently,'the apparatus specific‘to these measurements had to be set up
before each experiment and completely removed afterward. This added

considerably to the time and effort required to perform a set of meas-

urements.

Once unpacked, power was applied to all equipment for warm-up.
Abproximately one hour was allowedigor thermal settling. During th?s
time preparations were made for the dissection and calibration pfﬁ-
cedures.

As discussed in section 3.1.3, noise in the magnetometer signal
was a major problem. Of greatest concern was a very large 60 Hz
artifact from the power distribution system of the laboratory and equip-
ment In adjacent laboratories. The most effective teool in reducing the
60 Hz noise was a 61 cm diameter loop of gauge #2 copper cable. As part
of the set-up procedure, this copper ring was positioned around the mag-
netometer sensing coil. An analogue output signal from the magnetometer
was displayed on an oscilloscope. The copper ring was suspended so that
the magnetometer sensing coil was at its center. The orientation of the

ring was then adjusted teo minimize the 60 Hz signal that was initially

quite prominent in the oscilloscope tralle. Enough of the 60 Hz noise
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could usually be removed that the oscilloscope trace looked like white
noise. Typlcal nolse spectra under these balanced conditions are shown

in Figure 3.3.

2 a ation .

After the onc hour period allowed for thermal stabilization of
the electronic equipment, the analogue circuits were calibrated. This
involved providing known inputs to the analogue systems and using these
values with the fesulting integer data collected by the computer to cal:
culate calibration factors. This was done for the WMAP (electric poten-
tial) amplifiers and the force transduction system. ) )

As described in section 3.2.3, a battery powered circuit was
developed teo provide a 200 kHz square wave ‘to calibrate the amplifiers
for the WMAP signal. The peak-to-peak amplitude of the square wave
" could be set to 1.00 mV or 10.6 mV. During the SET-UP section of the
SMDA programme, }he-compuCer collected a set gf.data values for calibra-
tion purposes. Some of these data values were digital representations
of the signal from the\EEff circuits. “The computer calculated a cali-
bration factor by dividing the voltage amplitude, entered via the com-
puter keyboard, by the corresponding integer data. The calibration fac-
tor chen-represented the voltage corresponding to the least-sign§ficant
BIT of the WMAP integer data. This WMAP signal calibration “factor was

stored with every data file during each experiment.

Either a 20 g mass or a 50 g mass was used to load the force

-*

.

transduction system during calibration procedures. A silk thread was

tied to the loop on the_end of the force syringe plunger. The thread
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was draped over a pulley so that the calibration ma;yd"be hung on

it. A small Plexiglass frame (used_$nly during cali ion procedures)

supported the pulley. As for the WMAP signal, the computer collected

data from the interfacing instrument‘ADC while the force transduction.
system was loaded with the calibration mass. The calisration factor was
calculated by multiplying the mags-by the acceleration due to gravity
and dividing by the resulting ADC integer. "

The calibration  of the magnetometer was specified by the
manufscturer in terms of the average flux density through the cross-
sectional area of the sensing coil required té cause the SQUID‘ to' Jjump
one flux quantum. A vaiue of 201 pT had been deFermined by a CTF Sys-
tems Inc. technician for the magnetometer used {n this research. That
is, 1if an aver;ge magnetic field of 201 pT is applied to the sgnsing
coil of the magnetoﬁeter and the source is local enough to cause negli-
gible contribution in the other two gradiometer coils, then a field
corresponding to one flux quantum will be set up in the SQUID. One flux

quantum corresponded to the sixteenth BIT of the 32-BIT magnetometer

output. The calibration factor for this magnetometer was thus

-

201/32768 = 0.006134 pT/integer.

5,3.3 Dissection
.

The dissection and preparation of the excised muscle followed

calibration of the instrumentation. The dissection started with decapi-

tation of the frog. The mass and nose-to-crotch length of the frog were

recorded.
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The skin was removed from abdomen and leg. The leg muscles were

kept wet with McKenzie’'s saline. The coccyx and flesh of the lower baék“

were removed to expose the sciatic nerves. A silk surgical - suture was

tied araund' the sciatic nerve as close to its spinal root as possible.
The nerve was cut on the spinal side of the knot. It was then freed
§f°m connective tissue and branches as far_as the.popliteai fossa., A
glass probe and fine scissors were used in this procedure. The freed
nerve was apprdﬁimately 4 em long and was draped over tﬁe gastrocnemius
muscle and kept wet with MacKenzie’s~saline for the remainderr of’ the

/
dissection.

The gastrocnemius muscle was excised by first tyihé a surgiéal
suture - to the achilles tendon and then cutting the tendon distal to the
knot. The géstrocnemius was then freed from thé tibia and che tibia was
cut just distal to the knee. All of the chigh muscles were removed from
the femur. A second surgical suture was tied to the femur just proximal
te the knee and the femur was cut proximal to this knot. Thus, the
excised muscle was held by silk surgical threads, tied to the tendon on
the distal end and tied t? the femur on the proximal end. The origins
of the gastrocnemius muscle, superior to the knee, remained undisturbed.

Throughout the dissection the muscle and nerve were kept wet

'
with MacKenzie's saline, Upon completion of the dissection, the mass
and length of the excised muscle were measured and entered into the com-
puter. The excised muscle was used immediately or stored in a bath of

McKenzie’'s saline.

.
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The excised gastrocnemius muscle of the ffog was mounted in a
small muscle bath that wasAdescribed in section 5.2.1. The silk thread
tied to.the femur (proximal end of the muscle) was clamped under the
hgad of a nylon screw mounted in the side‘of the muscle bath. The silk
ﬁhread tied to the Achilleg tendon (distal end of-the muscle) was tied
to the loop attached to the plunger of,tgg force transducer syringe.
The slack in this suspension system was removed by withdrawing fluid
from the fo?ce syringe with the muscle length syringe.

The bath was usually filled with MacKenzie’'s saline. A mineral
0il medium was used for some measuremen section 5.3.8). The sci-
atic nerve was laid down the trough.mounted on the side of the muscle
bath and over phe'stimulation electrodes. The trough'was filled with
bath medium. To prevent dryisg of cﬁe top surface of the muscle and the
nerve, pleces of paper tissue soaked in the bath medium were draped over

the mﬁscle and the nerve.

As discussed in section 4.1.3, a small section of the SMDA pro-
gramme was devoted to determination of the "rest length®" of the muscle.
The muscle length syringe was used to withdraw fluid from the force
transducer syringe so that the muscle would start to become stretched.
The output of the pressure transducer was m;nitorcd during this pro-
cedure, The muscle was stretched slightly past its rest length so that
a very small signal was output by the pressure transducer. Then, a lit-
tle fluid was put back in the force sy?inge se that the muscle was nog

stretched and the pressure transducer yielded a zero ocutpur. The muscle

was then considered to be at its rest length and the three-way valve was
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used to disconnect the muscle length syringe from the force transduction
system: .

The last procedure, before measurements could commence,” was to
position éhe muscle under the magnetometer sensing coil. The muscle was
raised under the tail of the magnetometer dewar until its -top su;face
was 1 mm below the surface of the dewar. This placed the center of t@e
muscle 17 mm below the plane of the magneéometer sensing coil. The mus-
cle was visually aligned with marks on the side of the magnetometer
. dewar tail so that the center of'the muscle would be directly below the
center of the sensing coil. This was the starting position of the mus-
cle for all exp;rimegts.

The starting position of the muscle corresponded to .coordinates

-

{x,y,z} = {0,0,0) in cthe SMDA programme. For the presentation of
results in this document, the origin-of the coordinate system was chosen
to be at the center of the sensing.coil: The center of the muscle in

this initial position would thercfore be ({x,y,z) = (0,0,-17ma). The

positions of the plungers of the syringes useg to remotely control the

muscle positioning device were entered inte the computer so that the

computer could calculate the new plunger positions for any desired posi-

~

tion of the muscle. .

osition Experiment

The purpose of the "position experiment” was to investigate: the

spatial variation of the MAF. As discussed earlier, in section 5.2.2,

the magnetometer was teoo large to move around the muscle. The mnuscle

. hd +
was therefore moved around the magnetometer sensing coil.
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Since the magnetometer dewar tail was so large, the muscle could
net be in close enough proximity to obtain a gobd signal f;r some orien-
tations of the mugclg. For example, the muscle could not be moved up
into the same plane as the sensing coil without béing 5 or 6 cm from the
coil axis. Also, when the long axis of the muscle was coincident with

.the axis of the sensing coil, the center of the muscle was at 1éast 4 em
from the sensing coil and no ségnal could be detected. . v

Thg maximum MAF amplitude was obtained with the muscle in the
position and orientation shown in Figure 8. The long axis of the mus-
cle was oriented parallel to the y-axig. The muscle was positioned 17
mm below the edge of the magnetometer sensing coil with its center in

-

the xz-pygne. That is, the muscle center .was located at posiEion
{x,y,2) = {-12mm,0,-17mm)}. ok "b

Only three spatial mappings of tthMAF yi?lded a signal-to-noise
ratiec greater than 0 dB. For each of these, the MAF and the twitch
force were measured at several positions with respect to the sensing
coil. At each of these positions, measurements for three data files
were made. One of these files contained the average of 9 successive
data " records. The other two files contained single unaveraged data
records. The MAF and twitch force data vectors were each of 2048 data
points, with the first haif being a noise record.and xhe second half
having the muscle response. As for most of the measurements reported in
this thesis, the muscle was maximally stimulated for isometric contrac-
tions at its rest length.

The first of the three spatial mappings had the muscle oriented

parallel to the y-axis as in Figure 5.8. The muscle was moved parallel
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Figure 5.8 : Position and orientation of the muscle with

respect ' to the magnetometer sensing coil for which a maximum MAF ampli-
tude was obtained. The centre of the muscle was located at ({x,y,z} =
{-12mm,0, -17;mm} .



138 -
to the x-axis as shown in'Figure 5.9a. Preliminary investigation showed
that the middle position jielded the largest signal. The signal at this
middle position was measured between each of the other measurements to
provide a baseline for muscle fatigue effects. Thus, measurements were

made with the muscle at the positions indicated in the figure in the
foiiowing order: 2, 3, 2, 1, 2:, l -

The second spaﬁial mapping kept the muscle iﬁ\;hﬁssame orienta-
tion as the firét, but the muscle was moved away from tﬂe sensing cot
in the z direction. Aﬁ shown in Figure 5.9b,, the muscle was kept lined
up under the edge df the sensing coil to obtaldg a maximum amplitude sig-
nal. Other than the change in muscle position, the experimental condi-
tions were the same as for the first spatial mapping.

The final spatial mapping that yielded a detectable magnetic
signal was with the muscle axis pargllel with the y-axis and intcrsect:
ing the z-axis. The muscle was moved in the -y direction. Once again,
the maximum amplitude signal was obtained when the muscle was centered
under the edge of the sensing coii (see Figure 5:9c). Measurements were
made at this middle position between measurements at the other positions’

to f¥ovide a baseline for muscle farigue effects. Thus, measurements

were made at the labelled positions ﬁntga following order: 2, 3, 2, 1,

2. \
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Figure 5.9 : Three spatial mapping; of the muscle with respect
to the sensing coil of the magnetometer. For each of these, a top view
is 'shown on the left and a side view is shown on the right. Part (a)
shows the muscle being moved horizontally in the x direction. Part (b)
shows the muscle being moved down in the z direction, Part (c) shows
the muscle being moved heorizontally in the y direction.
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6 men
The purpose of the "length" expgriment was to study changes 1in
the MAF due to changes in muscle length. For all measurements in this
experiment, the muscle was constrained to isometric contractions and
kept in the pésition for which the MAF amplitude was a maximum (Figure
5.8); The muscle length was measured with ;espect to its rest length

(the length for which the force transducer barely registered zeroc). For
- .
each muscle length, the muscle was maximally stimulated and measurements

were made for three data files as for the "position” experiment. A set

s

of measurements with the muscle at its rest length was made several
times during this experimant to allow corrections for muscle fatigue.

A set pf MAF and twitch force mea;urements was first made with
the muscle set to its rest length. The muscle length syringe was then
used to introduce more fluid to the force transducer syringe so that
upen the next contraction, the muscle could shorten to 90 % of its rest
length. The muscle le;gth syringe was subsequently adjusted to allow
meésurements for muscle lengtgs of 95%, 105% and 110% of rest length.

The actual sequence of muscle lengths for which measurements were made

was: 100%, 90%, 95%, 100%, 105%, 110%, 100s,.

3.7 timulus Experiment
The purpose of the "stimulus".experiment was to discover what
changes occur in the MAF when tﬁe amplitude of the stimulus pulsé'to the
sciatic nerve was varied. Since the number of motor units activated by
a stimulus pulse to the merve is not a simple function of the stimulpus

amplitude, the twitch force amplitude was used as a measure of the level.
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of muscle activation. Thus, the stimulus pulse amplitude was adjusted

to yield twitch force amplitudes that were desired fractions of the max-

imum force respense for a given muscle preparation. The isometric con-
tractions were performed with the muscle at its rest length and in the
position and orientation shown in Figure 5.8.

Measurements from a maxim;: stimulus were made between cach of
the submaximal stimulations. The stimulus pulse amplitude was adjusted
so that measurements were made for muscle twitch ampiitudes that were
approximately 80%.l 60% and 40% of the maximum possible twitch fop@e

amplitude. The sequence of measurements was thus: 100%, 80%, 100%, 60s,

100%, 40% and 100%.

5,3.8 Muscle Bath Medium Experiment

The purpose of the "bath medidm“ experiment was to demonstrate
that the electrical properties of -the bath medium can have a strong
influence on the measured MAF. Two media were used in this experiment.
Mineral o¢il was used to prdvide an insulating medium. MacKenzie's toad
saline (McDonald, Boutilier” & Towes, 1980; de la Lande, Tyler & Prid-
more, 1962) 1is a good electrical conductor and provided a much more
natural environment for the muscle. The muscle position and orientation
was as shown in Figure 5.8 (optimized for maximal MAF amplitude). Maxi-
mal isometric contractions were elicited with the mnuscle at its rest
length. -

First, a set of measurements were made with the muscle suspended

in the MacKenzie’'s saline bath medium. For the next set of measure-

ments, the saline solution was removed and replaced with mineral oil.

x
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The mineral oil was then removgd and the final set of measurements were
made with a MacKenzie’s saline bath'medium. The results of this experi-

ment are presented in section 6.2 and are discussed in section 7.2.

|"‘-—~—-J



CHAPTER 6

- RESULTS: COMPOUND MAGNETIC ACTION FLUX OF THE FROG GASTROCHNEMIUS

)

6.1 RESPONSE TO A SINGLE PULSE STIMULUS

The MAF signal-to-noise ratiolwas found to range from less than
0 dB to over 18 dB. From preliminary trials, it was found that the
optimal signal-to-noise ratio was obtained when the mdscle was in the
horizontal plane and just under one edge of the magnetometer sensing
coil as shown in Figgig 5.8. With the @uscle in this position and
orientation, the sigﬁals shown in Figure 6.1 were obéained. Each of
these.signals is the magnetic response -of the muscle to a single pulse
stimulus of 100 microsecond dura;ion and 270 milli&olt amplitude. This
stimulus was applied to the sciatic nerve and maximally activated the
muscle (the twitch force amplitude could go no higher).  The muscle was
constrained to isometric contractions at its rest length. The
MacKenzie’s saline bath 'was at a temperature of 23.3 Celsius. The
excised muscle had a rest length of 33 mm and had a mass of 2.32 grams.
The muscle had been dissected from a leopard frog of 47.9 g and a nose-
to-crotch: length of 81 mm.

As can be seen from Figure 6.1, a stimulus artifact appeared‘
almost immediately after the sciatic nerve was stimulated (time=0.0).
There was a three microsecond delay between the stimulus and when the

muscle started to generate its magnetic signal. The MAF was biphasic,

143
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Figure 6.1 : Two vecordings of the compound magnetic action
flux (MAF) from an excised frog gastrocnemius in the position shown in
Figure 5.8. '

with the initial phase having a slightiy greater amplitude and duration
than the second phase. The MAF had a total duration of approximately

five millisceconds.
F
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Two MAF records were shown in Figure 6.1 to demonstrate the
reproducibility of the signal. Most of the difference between the two
recordings is due to relatively large environmental magnetic noise.

—
From . a collection of eight responses from this same muscle (under the

A
conditions described ahove), an average MAF p%ak-to-peak amplitude of
35.5 picoTesla (pT) was calculated. The average MAF delay and duration

were 3.48 ms and 4.12 ms respectiﬁely.

F24RSCA3A1

1.8y

5.0.¢

(pT)

HAF RPLITUE
i
1}
o

-19.0 1
-15.0 +
-20.0 :
-18.8 -5.0 0.0 5.8 18.0 15.9 20.8 25.0
TINE {ms)
. ~
Figure 6.2 : Average of 9 successive MAF's for the same condi-

tions as for the MAF's of Figure 6.1.

The MAF shown in Figure 6.2 is the average of 9 individual
responses. This record has a greatly improvéd.signal-to-noise ratio over
those of Figure 6.1 (the random noise has largely cancelled itself while
elements of the muscle’s magnetic response have reinforced themselves).

Four records, each an average of 9 MAF gesponses, were collected from

V)
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the samk muscle under the same conditions as for the signals of Figures

" 6.1 and 6.2. The average MAF amplitude was found to be 28.3 pT with a

standard deviation of 2.4 PT. The mean MAF delay and duration were

3.36 ms and 4.33 ms respectively.

F24RSCO3AL1 FFT on pls 1040-1531

" ¢

HAF POLER (squared coafl,)
w
3

2.08 1 -

1.8 1

2.00 : ——c— e
e 208 . 4080 680 800 ’ 1009

FREQUENCY  C(H2)

Figure €.3 : Power spectrum of the averaged MAF of Figure 6.2.
This spectrum was-derived from the magnitude of the complex coefficients
of a Fourier transform of 512 data peints (from time 2.0 ms to 64.3 ms).

Several of the physiological variag}os, such as MAF amplitgde
and twitch force amplitude, were found to change slightly with each
twitch of the muscle. A similar effect was observed by Grieve (1958)
for the action potential and twitch tension ;n the froé sartorius mus-
cle. This "fatigue" effect had to be removed from ‘the da;a of each
experiment before analysis. As described in section 4.3.3, a "fatigue
slope” was calculated and used to adjust data values so that they would
represent the vyesponse that would have been observed forwthe firsc

twitch of the muscle. The fatigue slope represents the change in a



variable per -muscle ' stimulation. The statistics discﬁssed in this

thesis are for data that have been corrected for fatigue. The figures

present raw data that ‘have not been corrected for the fatigue effect.
The‘power spectrum shown in Figure 6.3 was obtained by .perform-

v

ing a fast _Foufier transform on 512 data points from the MAF of Fig-
ure 6.2 {cime 2.0 ms to 64.5 ms). The.base, upon which the many irreg-
ular peaks sit, is reproducible and related to the muscle response:” The’
individual peaks are not reproducible and.appear to be due to the noise
of tge individual record. For example;'éompare the spectrum of Fig-
uré 6.3 with the spectrum of Figure 6.4. These ﬁuo power specgﬁf were

/ PRy - "
each calculated from the average of 9 MAF responses (all for the same

ekpcrimencal conditions).

Figuré 6.5 shows the ‘windowed' version of the MAF of Figurq 6.2
and its power spectrum. The ‘windowing’ process was aiscussed in sec-
tion 4.3.4. The power spectrum of Figure 6.5 was derived from a Fourier
transform of 1024 data points (125 msj of the windowed MAF. Only 512
data points (62.5 ms) were used in the Fourier transform of the non-
windowed data so that the large stimulus artifact could be excluéed.
The irregular peaks of Figure 6.3 have disappeared and we are left with
a smooth distribution that " peaks at lSB“H?iand has very little powér'
above 400 Hz. Note th bé offset indicatea;Bf';he value at 0 Hz. This
provides a measure of the gfference in af;;abecween the two phases of
ché.HAF. The mean peak frequéizy from ‘windowed’ version} of the four
averaged records was 217 Kz with a‘scandard deviation of 5 Hz. To see

that the ‘windowed’ power spectra are reproducible, compare the power

spectrum of Figure 6.5 with that of Figure 6.6.
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Figure'6.4 : A second average of 9 successive MAF's@and the

- corresponding power spectrum. Experimental conditions'wg;y the same as

for the first three figures of this chapter. .

Figure 6.7 illustrates the relationship between the MAF and the
mechanical response of the muscle. The MAF was completed well before
the twitch force started to appear. The duration of the twitch was

approximately 50 ms and the .peak force was 262 milliNewtons (mN),
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Figure 6.5 : A windowed version of the averaged MAF of Fig-

ure 6.2 and the resulting power spectrum. The Fourier transform was
calculated from 1024 data points from time 0.1 ms to 125.0 ms.

corresponding to 26.7 grams. A low frequency artifact was occasionally
observed at the same time as the muscle twitch. This artifacc was prob-
ably due to the motion of the muscle during the twitch.

The MAF was found to occur approximately simultaneously with the
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Figure 6.6 : A second power spectrum from a windowed average of

successive MAF recordings. This MAF signal is a windowed version of

the signal shown in Figure 6.4.

whole muscle action potential (WMAP). Figure 6.8 shows a WMAP from a

different leopard frog muscle preparation than for the signals already

discussed.

From a collection of 9 WMAP records from several muscle

preparations, the mean delay and duration were 2.90 ms and. 4.33 ms
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Figure 6.7 : Temporal relationship between the MAF and the mus-
cle twitch force.. Part (a) shows the averaged MAF of Figure 6.2. Part
(b) shows the averaged muscle twitch force. Both plots are on the same
time scale.

respectively. The standard deviations were 0.12 ms and 0.68 ms respec-
tively, The duration of 4.33 ms was for the main biphasic WMAP

response. If the small fluctuations after the main biphasic signal are
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Figure 6.8 : Whole muscle action potential (WMAP). This signal _
was measured from a different muscle preparation than for all of the
previous figures of this chapter.

included, the mean WMAF duration is 7.13 ms (with a standard deviation

~
of 0.61 ms).

:

A summary of the statistics of the MAF, the magnetic stimulus
artifact, the WMAP and the twitch force is presented in Table 6.1. Note
that the force "time of peak" is the time from when the nerve was stimu-
lated until the twitch force reached its maximum value, and includégxzkc
13 ms delay. For quantities that were found to change significantly with
muscle fatigue, the mean values were corrected so that they reflect the
response that would have occured for the very first stimulus. A "fatigue
slope™ has also been included to indicate how much the quantity changed
with each stimulation. )

The data from which the statistiecs of Table 6.1 (except for the

WMAP)} were derived were obtained from a single leopard frog muscle

;
preparation. To demonstrate the reproducibility of the MAF from frog-

4
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MUSCLE SIGNAL SINGLE RESPONSES RECORDS OF 9 AVERAGED RESPONSES
doisouss e | e | EE] x| w0 | HRE
RPLITUDE  (pT) 8 5.5 [ 2. -0.1 4 28.3 2.4 -0.06

. DELAY <msd> 8 a.ug | e.27 S 4 3.36 | e.e7 e

MAF | DURATION Cres) g "| .12 | e.3s ) 3 4.33 | e.z )
PEAK FREQUENCY | - - - - vy 217 s -0.25

CHz) : %\ ‘ N
DCAP. (xB.0010| - - - - 4 3.4 8.1 .02 -

APLITUOE (ol d 28.68°K 4.2 ® 4 279 | o3 @ .
\

DELAY <ms> .| 8 0.12 Y 8.12 ) e
HSA ns | P o
DURATION Cmsd g | e.s2 | o.07 o 4 0.55 | a.06 )
DELRY (wms) ] 2.98 | 8.12 ) - - - -
ey
DURATION (mg) 9 4.33 2.68 -] - - - -
AMPLITUDE  Crid 8 229 19 . =8 4 218 2 -9.3
{
DELAY (rs) 8 13.2 8.4 o 4 13.2 8.8 e
FORCE .
DURATION ¢mx)d 8 29.6 1.8 8.12 4 20.39 | 8. 8.19
TIME OF PEAK <msd| 8 29.7 8.9 a.e2 5 29.7 0.4 @.02
Table 6.1 : Summary of signal statistics for a leopard frog

muscle preparation (MAF: magnetic action flux; MSA: magnetic stimulus
artifact; WMAP: whole muscle action potential; N: number of samples;
SD: standard deviation). The "fatigue slope” indicates the change in a
variable per muscle twitch.

to-frog, the MAF records of two bullfrogs have been presented in Fig-

ure 6.9. Each of rthese two records 1is an average of 9 successive
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~magnetic responses. These records aﬁpggr to be wvery similar te the
averaged leopard frog MAF of Figure 6.2. Only the amplitudes are
noticeably differeng. A summary of the frog-to-frog variations of the
'MAF, magnetic stimulus artifact and twitch force variables is presented
in Table 6.2. The variation in the MAF amplitude due to different.‘mus-

cle sizes was removed by dividing by the muscle mass.

6.2 EFFECT OF THE MUSCLE BATH MEDIUM

~ In this experiment, it was demonstrated that the electrical pro-

-

perties of thé muscle bath medium can have a strong effect on the MAF

-

amplitude. Two media were used: MacKenzie’s saline (similar to
Ringer’s) and mineral oil (liquid paraffin). Superior WM%f; were
obtained with the mineral oil medium because it is a good electrical
insulator. The saline solution tended to short-circuit the action poten-
tial electrodes. The saline, however, provides the muscle with a more
natural environment. Most important, to this research, was the fact
that the MAF amplitude was greatly reduced when thé mineral oil bath
medium was used.

Figures 6.10, 6.1l and 6.12 show measurcements made with the mus-
cle bathed in MacKenzie’s saline, then mineral oil and finally
~MacKenzie’s saline again. Single MAF responses are shown in the top
plot of each of these figures, while averages of 25 successive responses

are shown in the bottom plots. From the averaged data, an MAF peak-to-

peak amplitude of 14.8 pT was initially observed with the MacKenzie's
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Figure 6.9 . Averaged MAF records from two bullfrog muscle
preparations. These signals are very similar to the signal obtained
from a leopard frog (see Figure 6.2).

saline bath medium (Figure 6.10). When changed to mineral oil, the
ampli‘tude immediat:eljlr dropped by a factor of approximately 6.5 (Fig-
ure 6.11). When MacKenzies e was reintroduced,*® che MAF amplitude
immediately jumped bacl:c up (Figure 6.12).

(

-
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mE SIGHEL BULLFROG 1 BULLFROG 2 ] LEOPARD FROGQ COMBIMNED DATA
UARIRBLES .

AMPLITUDE ¢pT-gd| 10.6 | 3.3 1.2 | 8.3 -| 12.2 | vhe ﬁ 1.5 |y
HAF DELAY (ms) 3.21 | e.e8 | 3.05 e 3.36 | e.87 | s.22 | @.1%
DURATION ¢wsd> | 3.66 | 842 | 4.5t { 0,25 | u.33 | 0.12 | v.19 | ey
APLITWOE (pT) | 6.8 u.s 15.1 | 3.5 279 | e.3 17,6 | 3.9
nSR DELAY (m3) 8.12 e 8.12 e 8.12 e e.12 e
. .- \‘h. .
DURATION ¢mz> | .77 | ©.19 | e85 | 0.13 | 8.85 | 0.06 | 0.87 | °.14 3
AMPLITUDE CRNegd| ~ - - 324 8 93 1 132 124
FORCE DELAY <msd - - 10.7 | e.s 13.2 | e.8 12.2 | 1.3
DURATION (ms) - - .| 8.2 | 2.6 20.4 | a4 | 38.3 | 2.2
Table 6.2 : Frog-to-frog variation (mean and standard devia-

tion) in the MAF, magnetic stimulus artifact (MSA) and twitch forece
data. The "combined" statistics were calgulated from the individual

data values of the three frogs rather than from the mean values listed
in this table. :

The MAF amplitude did not return to its original wvalue because
of fatigue of the muscle. The muscle had been stimulated 232 times
(over a period of an hgur) by the time the data for the last record for
Figure 6.12 was collected. Muscle twitch force amplitudes (not
éoréeccad for fatigue) have been listed with eagh of the plots of Fig-
ures 6.10, 6.11 and 6.12 to show that th? muscle was just-as active in

the mineral oil as it was in the MacKenzie’s saline. Note the gradual’

decline in force amplitude with muscle fatigue.
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Figure 6.10 : Recordings of the MAF for a muscle preparation
suspended in a MacKenzie's saline bath medium. A single response is
shown in the upper plot and an average of 25 successive MAF's is shown

“in the lower plot.
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Figure 6.11 : Recordings of the MAF for the same muscle as for
Figure 6.10, but with the MacKenzie’'s saline bath medium replaced with
mineral oil. A single response is shown in the upper pler and an aver-
age of 25 successive MAF’s is shown in the lower plot.

6.3 SPATIAL ASPECTS OF THE MAF

The first of the three spatial mappings was as shown in

Figure 5.9a. 0f all the wvariables ® that were studied, only the MAF
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Figure 6.12 : Recordings of the MAF for the same muscle as for
Figures 6.10 -gnd 6.1, but with the bath medium switched back to the
original MacKénzie's saline. A sihgle response is shown 1in the wupper
plot and an average of 25 successive MAF's is shown in the lower plot.

t

amplitude had a definite and repeatable relation to.position. The mag-
netic signal amplitude was a maximum when the muscle was directly under

the detector coil windings. A plot of the magnetic signal amplitude
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(corrected for muscle fatigue) is shown in Figure 6.13 'as a function of

position.
L Y
L]
e I :
5.0 - AIPLITUDE vs X-POSITION
~
T 20.07
'
§ 15.0 1
a -
% 18.8 +
5.0
‘ e
0.8
-20.8 . -15.0 -18.8 : -5.9 0.0
X-AXIS POSITION Camd
Figure 6.13 : Effect of the x direction position on the MAF
amplitude.

For the sé%ond spatial mapping., as shown -in Figure 5.9b, the
muscle position Qas moved away from the detector ceoil plane in the -z
direétion. Both the sﬁimulus artifact and MAF amplitude were found to
decrease in amplitude. The stimulus artifact amplitude and MAF amplitude
(corrected for muscle’éftigue) ;avc been plotted ishFigure 6.14 as func-
tions of distance from the magnetometer detector coil.

The final spicial mapping that yielded a detectable magnetic

signal was as shown in Figure 5.9c. Once again, the maximum amplitude

signal was obtained when the muscle was centered under the edge of the
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magnetometer sensing coll (in the z direction) on the MAF and stimulus
artifact amplitudes.

>

pick-up coil (see Figure 6.15). This maximum amplitude was only half

the maximum amplitude of the first spatial mapping.

4
%
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Figure 6.15 : Effect of the y direction position on the MAF
amplitude.

6.4 MUSCLE LENGTH EXPERIMENT
»

Of all the variables that were calculated from the MAF and force
data vectors for different muscle lengths, only the MAF and force ampli-
tudes showed any definite trends. The MAF amplitude was found to
.decrease slightly with increasing muscle length. Figure 6.16 shows this
dependence on muscle length. The twitech force amplitude was found to
change greatly with the 5% and 10% changes in muscle length. With a 5%
reduction from rest length, the muscle was unable to geéerate any force.

3
As can be seen ‘;rom Figure 6.16, a large MAF was detected for the
reduced muscle’lengths despite the absence of the twitch_ force. A 5%
increase from‘rest length caused the force to more than double the ini-
tial 250 mN and go out of range of the analogue-to-digital converter.

This same change in muscle length introduced a baseline tension of only

12 mN.
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As expected, the %ﬁF peak-to-peak amplitude was found to
a4
increase as the stimulus was increased toward the maximal stimulus.
Figure 6.17 shows that the functional relationship is nonlinear.
It was also observed that the biphasic MAF response became
increasingl§ offser as the stimulus was increased. That is; the initial
‘. phaséypf the magnétic signal developed an increasing amplitude and dura-
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Figure 6.17 : The MAF amplitude as a function of twitch force
amplitude (stimulus amplitude).

7/
"windowed® MAF divided by its peak-to-peak amplitude. This is shown in -

Figure 6.18.
The time from when the stimulus was applied to when the peak

twitech force was generated, called the *Peak Force Delay', was found to

decrease slightly with increasing stimulus. Figure 6.19 shows this gra-

dual decline. All other variables failed to show any definite ceonnec-

tion with the level of muscle activation {stimulus amplitude).
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CHAPTER 7

DISCUSSION

Presented in chapter 6, for the first time, was a set of meas-
urements of the evoked magnetic action flux (MAF) of a whole excised

skeletal muscle for a range of controlled physiclogical conditions. The

\

frog gastrocnemius muscles wete stimulated indirectly by single square

voltage pulses applied to the sciatic nerve. It was the magnetic signal
associated with the maximal isometric contractions that was measured.

In chapter 6, 8‘§ as described for optimal measurement condi-

tions and s 1stics for a small sample of data records were presented.

The electrical properties of the muscle bath medium were shown To have a
strong effect on the measured MMG amplitude. Preliminary results of
several physiological experiments were presented. Further experimenta-

tion will be necessary to confirm these early results.

7.1 THE MAF UNDER OPTIMAL CONDITIONS

The MAF from the frog gastrocnemius muscle was found to be a

biphasic signal with a delay of 3.4 ms, a duration of 4.2 ms and an

-

amplitude of 30 pT (see Table 6.1). The MAF was found to occur at the
same time as the EMG and wéll-before the mechanical response of the mus-

cle (twitch force) was generated.
=
166
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It might be thought possible that thel magnetometer was not
measuring a magnetic field, but was picking up the action potential by
. capacitive coupling. SQUID magnetometers are not sensitive to electric
fields. The pickup coil of a SQUID -magnetometer is part of a supercon-
ducting flux transformer. Because this circuit is superconducting, it
has no feéistance and cannot support a petential difference due to an
external charge distribucion.

Several observations confirm that the magnetometer signal could
not have been a capacitively coupled action potential. First, the ﬁAF
was usually found to have a largé stimulus artifact associated with it
while the wﬁple muscle action potential usually had none. g}so, when
the sciatic nerve was removed from the stimulating electrodes, both the
muscle response and the stimulus artifact disappeared from the magnetom-
eter signal. If the magnetometer signal were a capacitively coupled
action potential, éﬁen the stimulus artifact should have remained
because the stimulus pulse would still be present at the stimulating
electrodes,

Could the measured magnetic signal b; a motion artifaect? This
is not possible because the MAF was observed ca:ﬁe complete well before
the muscle started to generate the twitech force. A small motion
artifact was detected in a few of the magnetometer signals, but this
occured after the MAF and at the same time as the muscle twitch.

The timing of the MAF and stimulus artifact in the magnetometer
signal were as exﬁected. The stimulus artifact was thought to come from
a small source logp made, up of the nerve stimulation electrodes, a short

length of the leads to these electrodes (from where they separate from

~
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being twisted together) and the 4 mm length of nerve bridging the two
electrodes. Although the stimulation'phlse‘ﬁas only 0.1 ms in duratiem,
the 0.9 ms stimulus artifact was expected because of the 'smearing’
effect of the low-pass second-order Bﬁtterworth filter on the magnetome-
ter output (2048 Hz cutoff frequency). The 3.4 ms delay bet;een the
stimulus artifact and the onset of tﬁe HAE‘corresponds to the time taken
for the action potential to propagate the 30 mm of sciatic nerve from
the stimulation electrodes . to the musdié. Propagation across the neu-
romuscular junction requires 1 ms. The rémaininé 2.4 ms corresponds to
an action potential speed of 12.5 m/s. If we assume that the neuromuscu-
lar junctions are centered in the length of the muscle, then the 4.3 ms
duration of the MAF corresponds to a propagation speed of l4mm/4 . 3ms -
3.3 m/s. This ﬁompares well with typical propagation speeds (Guyton,
198l; Carlson & Wilkie, 1974). The remaining delay of 5.5 ms until the
twitch force started to appear was required for the calcium ions to dif-
fuse from the sarcoplasmic reticulum and activate the contractile fila-
ments (Gonzalez-Serratos, 1971; Vander, Sherman & Lucianeo, 1980).

Work of other researchers show similar results for isolated MMG
pulses, A recording of a single motor unit action current from the

;

extensor digitorum longus muscle of a rat showed a duraéion of approxi-
mately 3.0 ms (Gielen et al., 1986). Motor unit MMG pulses from the
muscles that flex the human thumb were estimated to be 5 ms in duration
(Cohgn & Givler, 1972). For longer muscles such as the human brachialis,
biceps and triceps, the estimate was _12-ms (Cohen & Givler, 1972).
Level-triggered averaging isolated MMG pulses from the human tibialis

anterior with durations of 10 to 20 ms (Koga & Nakamura, 1983). . The
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longer gh; muscle, tﬂe - greater the duration of the MMG pulse and the
lower the peak frequency of the power spectrum because it takes longer
. Tor the action potential to propagate the length of the muscle.

The dual current-dipole model of an action potential propagating
along a cylindrical cell (presented in section 2.3) predicted a biphasic
magnetic signal (Tripp, 1983; Plonsey, 1981). The MAF signals reported
in section 6.1 coﬁformed to the predictions of this model in that a
biphasic signal was always-obser&ed. The measurements did not supporc
the claim that the two current dipoles were of equal magnitude. The

second phase of the MAF was consistently found to have a smaller ampli-
. tude and shorter duration thég the initial phase. There are two possi-
ble rea;ons for this discrepancy. First, the summation of individual
fibre MAF's to form the measured compound signal may have resulted in
poor reinforcement of the second phase because of* a wvariable delay
between the two ;%ases. Second, the structural complexity of a muscle

' /

fisre is not accounted for in the model of an ideal cylindrical cell.

Several of the variables of Table 6.2 were found to vary wideL;
from one frog to the next. The large variations in force amplitude and
duration were most likely due to the difference in species of the frogs.

The great variation in the magnetic stimulus artifact amplitude was due
to the fact that the stimuelator provided a voltgge pulse, and itlwas the
res;lting current that produced the magnetic field of the stimulus
artifact. The current that flowed through the stimulation ecircuirc
depended on the resistance between the two stimulating electrodes. This
in turn depended on the size of the nerve ;nd the amount of connective

tissue and saline solution surrounding the nerve, and should have varied
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sigﬁificantly from frog to frog. Also, since the nerve was wetted with
saline several times during each experiment, ‘the stimulus artifact
amplitude -was expected to vary between the records of a single experi-
ment.

The EMG ;lectrode design of Figure 5.7 was not well suited to
concurrent biomagnetic measurements. - If a good electrical contact was
established betfeen the two ends of the electrode wire when tying e
around the muscle, a shorted cturn was created. By Lenz"s law, the
shorted turn would have currents induced in it that would tend to cancel
the axial component of the fluctuating magnetic-field generated by the
muscle (the azimuthal component would be unaffected). Thus, the pres-
ence'qf these electrodes might have significantly degraded the méasured
MAF. Since the saline muscle bath was found to short-circuit these

electrodes, they were not used during the MAF measurements presented in

this thesis. A new electrode design will be developed for future exper-

red

iments.

7.2 EFFECT OF THE MUSCLE BATH MEDIUM

The 'bath-medium’ experiment showed that the amplitude , of the
MAF was changed by a factor of approximately 6 when é%é bath medium was
changed from McKenzie’s saline to mineral oil (and back again}. Since
the effecf- was reversible (with no noticeable time delay), the mineral

oil could not have affected the muscle chemically. The difference
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between the two media is that the mineral oil'is';n electrical insulator
aaqd.the saline solution is a good electrical conductor.

The conductivity of the saline bath medium was very close to
that of the intracellular fluid. The boundary would have little effect
on the volume currents and should not contribute significancly to the
external magnetic field. By surrounding the musdle in.an insulating
medium, the volume currents are prevented from flowing external to the
muscle.  The muscle s;rface should then contribute significantly te the
external field. In this experiment it appears that the muscle surface
coﬁtribution cancelled the external field of the intngéllular currents.

An alte;nate explanation involves the use of Ampere'g law. The
insulating ﬁedium confines the volume currents to a thin layer at the
muscle surface.. Due to the high degree of radial symmetry of the gas-
trocnemius and the fact that any circular pach. around the long axis of
the muscle should have little net current passing through its cross-sec-

tion, Ampere’s law suggests that there should be little magnetic field

outside the muscle.
7.3 SPATIAL ASPECTS OF THE MAF

Because of the large size ofi%he dewar tail, it was difficult to

get the muscle preparation close to the sensing coil of the magnetome-
ter. Measurements could not be made with the muscle in some spatial
positions and orientations. For example, the muscle could not be moved

close énough to the sensing coil to detect the MAF when the muscle axis

was coincident with the coil axis. It is possible that a magnetic flux
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was present, but due to the symmetry no net flux linkage occurred.

Z
> X
Figure 7.1 : Azimuthal magnetic flux lines surrounding the mus-
cle. Nete that if the muscle is moved to either side of its present

position, fewer flux lines would link wizh the sensing coil.

The largest signal was observed when the muscle was parallel
with the y-axis, buﬁ displaced in the x-direction (Figure 5.%a). The
magnetometer detects the net flux that loops through its sensing coil.
From the symmetry of the musecle, it 1is likely that the fluﬁ lines
deteéted in this measurement were circular about the muscle axis as

shown in Figure 7.1. This component of the MAF may be described as a

biphasic azimuthal field. Such a field was predicted by the dual
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"current-dipole model presented in Chapter 2 for the propagation of an

.action potential along an isolated cylindrical fibre (Tripp, 1983)..

Measurements from isolated nerves have also confirmed this model’s pred-
ictions (Wikswo, 1983).

The second spatial mappiné (Figures 5.9b and 6.1l4a) showed that
the magnetic flux density decreased as the distance between the muscle
and éensiné éoil was increased. A comparison with the dual current-
dipole model, which predicts éhat the field will fall off with the
inverse cube of the distance (Tripp, 1981l), will not be possibie,-until
more data have been collected and analysed.

. The greater complexity of muscle structure, in comparison with
» :

an isolated cylindrical fibre, must pe responsible for the presence of

> . the ’'éhd-to-end’ magnetic field (not predicted for an isolated mnerve).

This%ﬁfic;d was detected during the spatial mapping of Figure 5.9¢ and
was half the amplitude of the azimuthal field. Due to the symmetry of
ghe récording configuration, nothing‘would é;ve been recorded if the
muscle’s external field was purely azimuthal. The flux lines might
be oriented as shown in Figure 7.2.-’The observed change in MAF ampli-
tude with muscle position along the y-axi; (Figure 6.15) supports this
proposed flux distribution. The origin of this component of the exter-

nal field is not known, but it may be due to -the brbpagation of the

action potentials through the transverse tubules of the muscle fibers.

-
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Figure 7.2 : The second component of the MAF with flux lines
looping from end-to-cnd of the 'muscle. Note that fewer flux lines would
link with the sensing coil if the muscle were moved to either side of
its present position.

N

7.4 MUSCLE LENGTH EXPERIMENT

- The MAF amplitude was:found to decrease and the twitch force
amplitude was founa to increase sharply with increasing muscle length.
Fulton (1925) geported that for the frog gastrocnemius, the size of thc"
action current diminished with an increase in muscl; length. The
observed dependence of twitch force on muscle length is consistent with
the work of Stevené, Dickinson & Jones (1980). Remember that the muscle

rest length was defined as the maximum length for which the passive ten-

sion remained zervo.
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In the present r;search, part of the change in MAF amplicude may
h;ve been due to a change in position‘of the center of the muscle. The
proximal end_of the muscle was held fixed with respect to the magnetome-
ter sensing coil.- The distal end ;f.the muscle was moved to cause the
muscle to lengthen or shorten. By changing the length of a 30 mm muscle
by 10%, the center of the muscle would hQEEngyed\}.S m; with respect éo
the magnetometer. This effective movem;;E of théf‘ﬁﬁgcle cggier could
have caused a change in measured MMG amplitude.

: i r

From the dependence of MAF amplitude’on position shown in Fig-
ures 6.13 and 6.15, it appears that the 1.5 mm change in position of the
center of é%e ﬁuscle cannot ekplain the 16 & change in MAF amplitude
seen in Figure 6.16. Part of the observed change in MAF amplitude must
have been d;e to the change in muscle length. A more comprchensive set
of measurements will be required to confirm this preliminary observa-
tion. -~

As for all of the experiments presented in this dissertation, it

. :
was difficult to find comparable experiments in the EMG literature. The
early experimentation involving muscle mechanics- and EMG meaéuréments
often employed multiple stimuli that brought the muscle into a teCanus.‘
" This was required becauée the instrumentation of the time did not have
the frequency response to measure signals from single twitches without
considerable distortion. Most of the more gecent EMG work has been done
on 1isolated fibres rather than on whole muscles. There is also an
extensive clinical literature. Much of this work has involved measure-

ments from muscles under voluntary control. These signals consist of

the many peaks resulting from the  asynchronous activity of the
' A

-
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individual motor wunits. An integrated EMG is usually presented rather

than the individual action potentials. Due to this lack of comparable

experiments in the EMG literature, it is difficult to evaluate the rela-

tiﬁe value of EMG and MMG measurements.

7.5 STIMULUS AMPLITUDE EXPERIMENT

-

The MAF peak-to-peak amplitude was found to increase nonlinearly
with increasing muséle activation (Figure 6.17). A similar, but closer
to 1inearz response was réported for .action potentials from the frog
sartorius (Watts, 1924). The fact that ¢ fibres of the sartoriuslare
more uniformly parallel than those of the gastrodnemius might expl#iﬁ
the greater lincarity of Watts' data.

Within the range of the da;h of Figure 6.17, an exponential

function may be fitted to model the relationship between the MAF ampli-

- tude and the twitch force amplitude (stimulus amplitude). Plotted with

the data, in Figure 7.3, 1is an exponential function of :be form
Yy - a + cEXP(bx) where
. x -> force amplitude (% of maximal contraction)
y -> MAF amplitude (pT)
EXP -> exponential function
a=7.00 pT
b = 0.0453
c = 0.228 pTi'

The parameter "a".was chosen by graphical means while the "b" and ™c¢"

+
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parameters were determined by a least squares error method. This fune-

tion can only represent the data for a finPEetomein—since the twitch
force cannot go below 0% or above 1.00% of a maximal stimulation,
Further measurements will be required to confirm this functional rela-

tionship.

‘35.0. W MAF AMPLITUDE we STIMULUS

0.0 1

(pT)

238t

29_9 -+~

~15.9 1

HAF APLITUOE

19.0 1

e - 20 49 68 . 80 100
FORCE RIWPLITUDE (% of maximum)

Figure 7.3 : MAF amplitude vs twitch force amplituyde data fit-
ted with an exponential function of the form: y - a + cEXP(bx)}.

Also, the "pecak force delay" was found to decrease with increas-
ing muscle activation. A possible reason for the "peak force delay”
effect 1s that when tﬁe stimulus amplitude 1is increased, more- motor
units are recruited and the "slackness" in the elastic components of the
muscle is taken up more quickly. The external force is consequently

seen to rise more quickly.

Finally, the MAF DC offset was found to increase with increasing
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muscle: activation. As the sciatic “merve was stimulated with larger.

amplitude voltage pulses and the number of activated, muscle «ibres was
i

incteased, the initial phase of the biphasic MAF grew in amplitude and

duration faster than the second phase. This could be explained b‘a .

distribution in the delay of the'repolarization_eerrents {that follow

the leading depolarization of an.action potential) cthroughout the fibres

.of the muscle. -The—depolarization currents of all the activated muscle

fibers should be well synchronized. Only the small variation in the
. - @
position of the motor end plates should cause "jitter" in the timing of

the depolarization currents. The magnetic fields of these depolariza-

tion currents should superpose to yield an initial phase of the MAF of

. e

greater amplitude as the number of ‘active muscle fibers is 1ncreased

If there is a significant variation in the delay until the repolariza-

-

tion occurs, then the magnetic fields of the repolarization phase of the
MAF will not reinforce themselves as well as for the depolarization
phase, and the second phase of fhe MAF will not grow in amplitude as
fast as the initial phase. Thus, as the number of activateg muscie

fibers is increased, tha amplitude of the initial phase of the MAF

should increase faster than the amplitude of the second phase and a DC

offset will result. The variation in delay of the repo&ffEZ;:;;n“

currents may be due to distribution in muscle fibre diameters or meta-

bolic variations.

Y

rd
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7.6 RﬁSEARCH OBJECTIVES,

The long range objective of this research was to evaluate the
potential of the MMG as a clinical and research tool. Rather than
directly investigate the MMG of in vivo muscles, the compound MAF of an
excised muscle was to be studied. It was felt that by developing an
understanding of the physiological basis of the MAF, _future investiga-
tion of the MMG would be much more fruitful. The objective of the
reséarch reported in this dissertation was therefore to perform a set of
experiments bthat would determine the spatial and temporal characteris-
tics of the MAF and the effect of several physiolegical wvariables upon
these characteristics.

A data acquisition systenm involv}ng analogue and digital
hardware, computer software and a muscle environment apparatus was suc-
cessfuly designed, built and debugged. Experimental procedures were
also developed to allow one indepcndent\\physiological variable to
change, while all others were héld constant at desired wvalues. VWith
this system, a preliminary set of measurements were made and analysed.
Due to an external constraint (the SQUID magnetometer uAexpeCCedly
became inaccessible) each experiment was not repeated enough times to
allow the formation of firm conclusions. Thus, the objective of deter-
mining the complete spatial and temporal characteristics of the MAF and
the effect of the physiological variables upon these characteristics was
only partially fulfilled.

In terms of the overall objective of determining the clinical

and research _potential of the MMG, substantial progress has been made.
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It has been demdnstrated that the magnetic signal from an excised frog
muscle is reproducible and can be measured with a commercially available

magneCOmeterhf Thé ﬁAR'was shown to be affected by the stimulus ampli-

tude, the muscle length and the conductivity of the surrounding medium.
These experimental results support, in a general way, the expectation of

being able to use the MMG to characterize the state of an active skele-

tal muscle.
Future work will, of course, involve an extensive set of meas-

urements from a variety of muscles (in several species) to confirm the

initial findings reported here. A magnetomecter with improved spatial

resolution will be usea—;or this new set of measurements. Source model-
ling to explain the "end-to-end” field of the muscle will also’be a high
priority. This will involve consideration of the transverse tubules of
skeletal muscle. Finally, instrumentation will be developed to directly

measure the magnetic field wvector,



CHAPTER 8

CONCLUSION

In this resea%ch, the compound magnetic action flux Sﬁﬁ?) was
measured from the frog gastrocnemius fprjindirectly stimulated lsemetric
twitches. The tempoésl and spatial characteristics of g%c MAF were
investigated. The effects of several physiological variables on the MAF
characteristics were also studied.

The experimental mecasurcments showed that the muscle generated a
biphasic azimuthal magnetic field as predicted by electromagnetic model-
ling of an ideal cylindrical cell in an homogencous medium. A  second
component of the extcrngl magnetic field, not prcaicted by the model,
was found to loop from end-to-end of the muscle. For submaximal stimu-
lation, the MAF amplitude was found ﬁo increase nonlinearly with the
twitch force amplitude. For supramaximal stimulation, the MAF amplitude

*
was found to decrease with increasing muscle length. Finally, it was

.

found that the electrical conductivity of the bath medium strongly

#* iffected the amplitude of the MAF signal. This was attributed to 2

change in the contribution from the boundary between the muscle tissue
o -

-_——

and the surrounding medium. This implies that the in vivo environment

of a muscle may affect the observed signal.

These preliminary results are important for the following rea-
sons, They have demonstrated that the MAF is a reproducible signal that

may be measured in a "noisy" laboratory environ@ent with a commercially

-
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available SQUID magnetometer. They have also shown that the MAF is sen-
sitive to some physioloéical variables and may therefore be of diagnos-
tic value. The MAF was seen to follow a similar time course to the con-
ventional EMG. Although the MAF is similar to the EMG in many ways, it

is not yet known whether measurements of one component of the MAF can

. -

‘provide any information not already available : the EMG.” Biomagnetic
modelling has shown that the magnetic flux densicy and elechric poten-
tial may be independent in some situatioms but mnot in others. Since
skeletal muscle has not yet been adequately modelled, this issue remains
pnrcsolvcd..

The purpese of this reseafgh was to Llnvestigate pyg characteris-

.

tics of the MAF and to study the effect of several phj;io gical vari-
ables upon these characteristics. It was felt that this would be the
most effective first step toward the overall objective of evaiaating the
potential of the magnetomyogram (MMG) as a research and clinical tool.

Since the MAF is the basic component of the more complex MMG, determina-

tion of MAF characteris®ics should greatly aid in investigation of the

MMG. This research was successful in providing a preliminary set of
results that have determined some MAF characteristics. Measurements

from a larger sample of muscle preparaﬁions will be required to confirm
these initial results. The measurements presented in this dissertation
are important because no other investigation of the effects of physio-
logical variables on MAF or MMG characteristics has been reported in the

literature. >
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The MMG has been negleéted by biomagnetic researchers because it
is .ghought to offer no more information thaﬁ tﬁ;‘éﬂc and is more diffi-
cult to measure. Inve;tigacion of the MMG was motivated by sevef#l
arguments.  First, biological tissues are mo;e transparent to magnetlc
fields than to electric_fields. 5eep sources, not "visible" ta surface
EMG measuréments, should yield measurcable MMG signals. Some experimen:

: /
tal results reported in the literature support this claim. Second, MMG .

measurements require no physical contact with the subject. The combina-

* [

tion«df the tfansparen;y of the body to magnetfc fields and the freedom
to position the, sensing coil anywhere externﬁl to the body allows the
opportunity for pcrforminé spatial mappings of the magnetic ficld .and
appiication of tomograpﬁic and imaging cachn;qucs. Determination of the
magnetic vecﬁor should also be easie; than determination of the electric
fiéld vector since EMG measurements can on detect components of the
elgctric fielﬁ parallel to the skin surface. MMG wvector measurements
might oéfer more information than EMG scalar mé;surcmcnts. From these
arguments and the success of the preliminary invcstigatioﬁ of cthe MAF
reported .here, the _hypothesis écmains: the MMG has the potentigal to
become a useful and practical tool for the research and diagnosis of
neuromuscular diseases.

Future research will proceed in several directions. First, the
preliminary results presented in this d£§sertation must be confirmed by
a set of measurements from a 7larger sample of muscle preparations.
Second, some biomagnetic modelling specific to the structure of leletal
muscle must be developed in order to fully explgin the magnetic field
observed in this research. Finally, instrumentation uill,‘be dewzloped‘v

“‘\A\\
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to allow direct recording of the magnetic flux density vector as a func-

tion of t:]h and position.'

~ g . -
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- . APPENDIX A

DATA ACQUISITION SOURCE,CODE

-

Presented in this-appendix is the C programming laﬁgungc source

. ’ I N
code for -the experiment control and data acquisition programme SMDA

o — -

(SQUID Magnetometer Data Acquisition). Many C language subroutine calls
and=—HP-UX (UNIX) system calls appear in the following listings. It is
assumed that usage of these calls will be familiar to other programmers

or gan be determined by reference to standard C and UNIX manuals.

¢

Included in these 1listings are all the "user defined" subroutines

required by,,&ég;._ Except for SMDA "main" and "qgi;:,’?he subroutines

are presented in alphabetical order in the following pages:

smda: main
quit
acquire -
acquirel
acquirelds2a ‘ v -
beep
fkey 1bl
fkey_scan
length_exp
.maxforce
muscle_dat
pause_continue
\pos_exp
epeat_complete
savé
sequence
sel_up
single_save
stim_exp.

¥,
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-> SOUID Magnetomer Dats Acquisition programme (in C).

This programme collects data from the DSQ-400 SQUID
magnetometer, an EMG amplifier and a pressure transducer arc
saves it on the internal disc drive. It also provides the instruc-
tions for the three experimental proced.lres used to study the MHG
at Erindale College:

1 - Position Experiment (spnti' dependence of the MMG)

2 - Stimulus Experiment {vary sCimulus amplitude)

3 - Length Experiment (vary the le length).

"[,_?le data is stored on discs called /SMFDnn (SOUID Hagnctcmctcr Frog

Data nn), where nn is a decimal integer.
The flle names are formcd from: °*
Enn  where na is the frog number (2-digit integer).
- R or L to identify the right or left leg of the frog. .
- P, Lor s whidX are codes for the ‘position’, ‘length’
and ‘stimulus’ experiments respectively.
- Chn where nn is a condition code that determinesathe
experimental ‘conditions for that measurement.
- s1, $2, A1, A2, or S3 which are record type specifiers.
- '51, s2 and $3 contain single records.
- ™ - A% contains the average of ¢ records.
- A2 contains the average of 25 records.
¢including the A1 records)
- an example file name is *F2SRPCIIST‘.
- a full path name would be f/SMFDO7/F25RPCI3S17.

variables stored in the data files are:
n - the number of values in the data vectors.
buffer - &h+in bytes of churacter type data consisting
alternately of: .
8-B1T offset binary EMG,
8-BIT unsigned binary Force
o and 16-81T binary MMG integers.
(this buffer is declared with & extra bytes of spoce
for the stornge of the following variables)
r - the data rate -~ # of samples/s.
sn - stimulus number -- number of stimuli since dlsect:on.
rt - relative time -- time (in seconds) since
the begiming of disection.
X
y |- position of muscle center w.r.t. magnetometer (mm).
b4 ) .
ms - muscle stimulus (X of maximum stimulus amplitude).
ml - muscle length (X of resting muscle length).
amgfc - 3dB cutoff frequency of digital resample filter for MMG.
spec - species of disected frog.
= 0 for Rana pipiens pipiens
= |1 for Rana catesbeiana
= 2 for *other’.
sex = 0 for MALE. = 1 for FEMALE.
leg = Q for RIGHT, = 1 for LEFT.
emgsf - scale factor for converting emg integer to microvolts.
forcesf - scale factor for converting force integer to
. microNewtons.

msa - muscle stimulus amplitude (mv).

msd - muscle stimulus duration (microseconds).

fu - frog weight (in 10's of milligrams).

flL - frog length from nose to crotch (mm}.

md - gastroc muscle weight (in 10's of milligrams).

mrl - resting muscle length (mm).

ubtup - muscle bath temperature (in 1/10ths of d-egrees l:elctus)
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s
- Programme control is handled with the special function km.
. -
s hd Copy this file to /tmp and compile to generate object file using
’ - Jepp/bin/fec -c smda.c or cc -c smda.c
-
b To link uith the other required object files, copy only the required
- _object files to /tap and use .
- - - fepp/binsfee *.0 -ldvio or  ¢c .o -ladvio
. -
- -> included in "0 mut be i
- acquire.c, nscquirel.c, acquireds2a.c, beep.c,
b continue.c, disc_save.c, fkey_Lbl.c, fkey_scan.c,
- length_exp.c, maxforce.c, pos_exp.c, repecat.c, -
.. sequence.c, set_up.c, stim exp.c. -
. . oW
Q".l'*“Q’I"*tt'.C'ﬂ‘*"".m‘.t“it-tm'm'ttt.-ttt.t...tt.ti.ttt.'.ﬂﬁ"'ﬂl
#define N_INIT 2048 /* number of samples to be acquired */
- #define R_INIT 8192 /* data acquisition rate (samples/sccond) */
- #¥define HHGFC INIT 2048 /* cut-off frequency of MMG filter (HZ) =/
’ #define BUF SIZE GL+L*N_IRIT : o
#include <stdio.h>
N #include <fentl.h> ,
- #include <sys/beep.h>
' #include <sys/ioctl.h>
7 / . char path[19], *kibl[9], *buffer; [
{7 int n=N_INIT, r=R_INIT, mmgfc=MMGFC_INIT;
int sn, rt, x, vy, z, ms, ml, spec, sex, leg;
int xs0, ys0, zs0, fn, cn, dn;
{ong dt, ct:
int emgsf, forcesf, msal00, msa, msd, fw, fl, mw, mrl, mbtmp;
int sp_fd = -1, fkey, forcel0Q;
float/l;ﬂ;
.maind) —
{
char *calloc();
/ int i; »
/* allocate memory for character buffer */
if ¢ (buffer = calloc(BUF_SIZE, 1)) == 0)
{
printf ("\nﬂcmry allocation failure 1\nClear som,llm‘?\n")-
exit{1);
b
'3 e : . -
- - /* initialize -the data file nome */
for (i=0; i<13; i)
path([i] = * ¢;
path[18] = ’\0‘;
/™ Open Speaker Device File */
if ( (sp_fd = open (®/dev/beeper™, O_ROWR)} == -1}
{ -~ .
printf ("\nThe spegker device file did not open properiyi\n®);
- cgjx'(l):
. y -

/* print start-up message */

. printf <-\nttt-ttt-"'-'ct-wwttttttt-):
pr{n:f (I*mmmmi.“'."I""'“'""ﬂ"'tﬂ“t.tt‘.-\nl‘)-
printf ("\n\tsada\n*);
printf ("\n\t\tSQUID Magnetometer Date Acquisition Programme\n™);
printf ("\n\tThis programme collects data from the DSQ-400 SQUID™);
printf (* mognetometer,\nan ENG amplifier and a pressure transducer and®);
printf (* saves it on the internal\nrdisc drive. [t also provides the);
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printf (" instructions for the three experimental\nprocedures used to®);

printf (* study the MMG at Erindale College:\n®);

printf ("\t1 - Position Experiment (spatial dependence af the mc)\n")- o
printf ("Mt2 - Stimulus Experiment (vary stimulus amplitude)\n*);

printf ("\t3 - Length Experiment (vary the muscle length).\n"};

printf (“\rProgramme activity is controlled with the specisl’function “);

printf ('km.\n\m"" il X
[T 11 A 37 taidiaduiudeiadedeinininininiaiaiolototeleininielubelubeiniiaiaininieioelninisbebelnininialel et nt)
print An{ press [CONTINUEI )\n");
pouse_continue (); rren
- o~

pr i ntf ! (u\n\nmmmﬂnmrmmnwnn-u ):
printf {mmmm\nu):

printf (™\n\t\tDSQ-400 SETTINGS\n“};

printf ("\nMode : Run TP \n*): :

printf (“DAC Filter : 1k {or OUT) \n"}; —

printf (“"DAC Output : 1/4 \n“);

printf ("Digital Filter : 2k \n™);

printf (“Sample Rate : 8k \n"); - .
printf ("Status = 1.0. Code : 1110 (#14) (SW5-1,2,3,4) \n¥);

printf ( Bytes Out z 0111 ($W4-1,2,3,4) \n");
‘printf (" Fler/Onc : 10XX (2-pole But.) (SW1-1)\n");
Printf (u\no"mmmnmmtmntntt--tu): -

pr i ntf ¢ uittm*m“ttm"ﬂCMM\nu ):

printf (“\nCheck these settings carefully!\n%);

p‘- i nt f (0.\nitm"i“..iﬁmmmtt“ﬂ.ﬁt.ﬂ"'t.ﬂ' " ) :

p‘- i r“ (“Mtt'tt'““i'm"“t‘mt\nﬂ ) : .
printfi ("\n{ press [CONTINUE] \n™); -8
pause_continue ();

printf ("\n\nSet up all equipment (with muscle apparatus in the shielded *);
printf (“room) \nand power up to allow thermal settling.\n");
printf ("\n\nSelect one of the special function keys laobeled below:\n);

/" main control loo&of ida.c */ .
N

(
/* define the special function key labels */

kLbL{1} » » SET-UP *;
klbl 2} = -"POSITIOKexpermnt®;

kibl{3] = " LENGTH expermnt™;

kibl [4] = "STIMULUSexpermnt™;

klbl[5] = = NEW MUSCLE %; .

klbl1{6] = ™ SINGLE RECORD *; .

klbl(7] = » "

ktbl[8) = ™ EXIT =;

fkey_Llbl (); J* write the key labels to the alpha window */

pﬂ Ntf (M NEYTE TR S TR e AR ) -
pr i I"Itf (Ii"“ﬂmﬂmmmtmtt"“t“ttt*tit“tm'\nn b H

fkey = fkey_scont); 7* receive function key input */
write (1, *\33&ja", 4); /™ turn off menu */

switch (fkey)
< .
case 1 : .
set_up(); -
break; . v
case 2 :
- pos_expl);
break;
case 3 :
length_exp();
break; -
case &
stim_exp();



break;
case 5 :
muscle_dat();
break;
case & :
single_save();
break;
case 7 :
break;
case 8 :
quit(); T .
) bweak; B
M
b

lﬂ'.*'ﬂﬂ‘*"**"""‘-.m.'.."“"."*mi““."."."‘i..iﬂ..*.""-‘.-ﬂ'--"tl

gult() Y ' -
write (1, *\15\1200 you really sant to quit i1, 31);

l" defme the special fuction key labels */

klblT1] = © YES W

kibl{2] = M N "
kibl(3] = * "

klblfé] = O W

kibl[5] = » H

klbl(s] = » bH .
klbl (7] = "

kibl (8] = » ";

ﬂ.(ey_lbl ¢y; /* write the key labels to the alpha window */ e

while (1)
¢ )
fkey = fkey_scan(); /* receive function key input */
if (fkey == &)
return;
if (fkey =» 1)
< .
cfree (buffer); A
printf ("\nProgramme smda terminated.\n");
printf ("\nTo restart this programme, high-light ");
printf ("/smda’ in the PAM window\nand press [Start]. \n“)'
pr‘ntf (M\nittﬂmmt“".tmt.mtt.n).
pr|ntf (ﬂ'“itt““'mttttt-tmitit'ttttiiil.."ﬂl!---ttt\nll) -
klbl[1] = ¥ "
= Lklblf4] = = -
fxey Ibl (); /* write the key labels to the alpha window */
exit (0);
b
)
) r
I'-- wedbdrdrddTTRwd TR ERNAR TN T F e d AN NAen whwd ——-w,
~
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acquire.c -> data scquisition routine

-> this function collects 'n’ samples of data from the 0SQ-400
SoUID magnetometer via the DIL and the HP-18.

-> copy this file to /tmp ond compile to gencrate objec.':t file using
Jepp/bin/fec -¢ acquire.c or cc -c acquire.c

-> to link with other object files, use
Jeppfbin/fec other_files.o acquire.o -ldvio or cC...

¥include <stdio.h>
#include <fentl.h>
#define INTERVOxESLDD23

acquire ()

<

extern char *buffer;

extern int n, sn;

register unsigned char “clock_reg;
int n_read,cid MLA;

char command{4];

/* open HP-1B for reod/write occess */
if ¢(Ceid = open{*/dev/dhpib.i*, O_ROWR)} =x -1) .
{ -
printf(*\nfoilure to open /fdev/dhpib.i\n");
printf("\nDoes ‘load_hpib’ need to be run?\n");
return;
>

Eiead /* increment the stimulus mumber */

/* configure the interface for data acquisition */
MLAshpib_bus_status (eid, 7) + 32; /* determine IPC listen address */

command [0] =95 /* UNTALK command */f

command (1] =43 ; J* UNLISTEN command */f ‘
command [2) =64+25; /* talk oddress for device 25 on HP-18B Ay
command [3] =MLA; /* IPC listen address */

hpib_send_cmnd(eid, command,4);
io_burst{eid,1); /* put interface in high-speed *burst’ mode */

ctock_reg = (unsigned char *) INTER; /* disable beat interupts */
*clock_reg = (unsigned char) 0x80;

n_read = read (eid, buffer, 4*n); /* perform cata acquisition */

clock_reg = (unsigned char *) INTER; /* re-enable beat interupts %/
*clock_reg = {(unsigned char) 2;

io_burst(eid,0); 7* return from 'burst’ mode */

_hpib_send cond (eid, command, 1); /* send ‘untalk’ command */

if (n_read 1= 4™n)

<
printf{"\nData acquisition incompletel\nOnly Xd bytes ¥, n_read); —
printf("of the requested Xd bytes were read.\n*, 4*n);

3 ;

close (eid);
return;
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' ,Qt'“t "mmi.mmmt."m't““‘itttii“i...ﬂ’.'
-
. acquirel.c -> dats acquisition routine
-
- -» this function colliects one sample of data from the DSQ-400
- o SAWID magnetometer via the DIL snd the HP-{B. b
L ! 1)
- -> copy this file to /tmp and compile to generate object file using ,'!
- Jepp/bin/fee -¢ scquire.c or cc -c acquire.c
- :
o ->» to link with other object files, use "
- /epp/bin/fec other_files.o acquire.o -ldvio or CChun
- L]

'.-""'m"..."..t"'.."'.’m'.."."*'““'.-"'-‘-'.-"'.I.t.-.'.'--'..-'-,

#include <stdio.h> “
#inctude <fcntl.h> -
#define INTER OXE40023

acquirel ()

{

extern char *buffer;

extern int n;

register unsigned char *clock_reg;

int n_read,eid,MLA;

char command(4]; -

/* open HP-1B_far read/write access */
if (Ceid = open{%/dev/dhpib.i®*, O_ROWR)) == -1}
4
printf{*\nFailure to open fdev/dhpib.i\n");
printf(*\rDoes 'load_hpib’ need to be runsiny;
return;
) -
/* configure the interface for data acquisition */
MLA=hpib_bus_stngus (eid, 7y + 32; /* determine IPC listen address */

command [01=95; /* UNTALK command */

command [11=263; 7* UKLISTEN command */

command {21 264+25; /* tolk address for device 25 on HP-1B */
command [3] =MLA; /* IPC Listen oddress */

hpib_send_cmnd(eid, command,4);
io_burst(eid,1); /* put interface in high-speed ‘burst’ mode */

clock_reg = (unsigned char *) INTER; /* disable beat interupts */
*clock_reg = (unsigned char) 0x80;

n_read = reod (eid, buffer, 4); /" perform data acquisition */f

clock_reg = (unsigned char *) INTER; /* re-enable beat interupts */
*clock_reg = (unsigned char) 2;

io_burst(eid,B); /* return from 'bursthodc */

hpib_send cmnd (eid, command, 1); /* send ‘unrtalk’ command */
if (n_read 1= 4) |

¢ printf(*\nData acquisition incompletel\nOnly Zd bytes ¥, n_reibd);
, printf(*of the requested Xd bytes were read.\n*, &4*n);

close (eid);

return;

/'."'m'““.-m't.".tt'.'-."'--'tt.-‘-t'.'.'.t"'..'t'.""'.---Q---"'/

-
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acquire3s2e.c

--------

This programme block i.ooks after the collection and storage of data

in five disc files:’
81 - single data record.
$2 - single data record.
Al - 9 data records averaged.
A2 - 25 date records averaged.
53 - single data record.

-> copy this file to /tmp and compile to gererate an object file using -
Jepp/bin/fec -¢ acquiredsia.c or cc -c acquire3sia.c

»
-» to link with other required objeéct files, use

Jepp/binsfec files.o acquirels2a.o or cc files.o scquire3s2a.o

#include <stdio.h>

acquire3s2a() —

<

extern char path{l, *buffer;
extern int n;

char *calloc();
int i, j;
int *emgav, *"forceav, *mmgav;

/" Allocate memory for signal averaging */
emgav = (int ") calloc(n, sizeof(int));
forceav = (int *) calloc(n, sizeof(int));
mmgav = {int *) calloc{n, sizeof(int));
if (emgav=x0 || forceav==0 || mmgav==0)

{
printf {"\rMemory allocation failure in ‘acquire3s2a’!\n");
printf (“Clear some memory and press [REPEAT].\n");
return; ‘

b

/* Collect the data for the 3 disc files */
path[16] = *S*;
path(17] = *1°;
beep (880, 25);
acquire (3;
save ();

path(17] = '27;
beep (380, 25);
acquire {);
save ();

path[16] = 'A’;
path{17] = *1*:
for (ix0; i<9; ie+)
{
beep (880, 2%);
acquire ();
sleep (2);
for ¢j=0; jen; j++)
{
*(emgav + j) = ((Lint) *(buffer + 4™j3) & OxFF);
*(forceav + j) += {{{int) *(buffer + 1 + &4*j)) & OxFF);
*(mmgav + §} += ({(int) *(buffer + 2 + 4%])}) << 8) |
C(¢int) *(buffer +.3 + 4%))) & OxFF);

192
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for (i=Q; {<n; i++) -

¢

*(butfer + 4%§) = (char) (((*(emgav ¢ i) + 5) 7 9) & OxFF);
*(buffer + 1 + 4*i) = (char) ((("(forceav + i) + 3) / 9) L OxFF);
w(buffer + 2 + 4%i) = (char) ((((*(mngav + i) + 5) /7 9 >> 8) & OxFF);
w(huffer + 3 « 47{) = (char) (({*(mmgav + §) + 5) / 9) & OxfF);

3

save ();

cfree (emgav);
cfree (forceav);
cfree (mmgav); .

return;




This function causes the internal speaker to sound a tone.
1f the speaker i{s already busy making 2 sound, this function waits
until It is finished before initiating the pew sound. The frequency
¢in Hz) snd the duration (in 1/100ths of a second) of the tone are
specified by the integers ’freq’ and 'dur’.

1100 Hz < freq < 5000 Hz

Note : This function requires that /dev/boeper already be opened,
with sp_fd (speaker file descriptor) defined as an external

integer.
-> copy this file to /tmp and compile to generste an object file using
: feppsbin/fee -¢ beep.c or cc -c beep.c
-> to link with other required object files, use
Jepp/bin/fee files.o beepuo or cc files.o beep.o
------------------------------------------------------------ ww-./

#include <stdio.h>
Hinclude <fentl. h>
#include <sys/beep.h>
#include <sys/ioctl.h>

beep (freq, dur)
int freq, dur;

8

)

extern int sp_fd;
struct freqdur speakdat;

/* test to see if the beeper is busy */

do

ioctl (sp_fd, BEEP_READ, &speakdat);
while (speeskdat.duration > 0);

/* set up for the beep .‘/ / =

speakdat. frequency = (unsigned shord) freg;
speakdat.duration = W short}\dur;

/* Do itl "/
ioctl (sp_fd, BEEP, &speakdat);
.'/’
return;

""ﬂ--ﬂ'-"'t.ﬁ'ttﬁtﬁf.t'it.’..-.-.I-mt.-""..tt'..**t..'G-I-"'*t't'."-*i./

-
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fkey_Lbl.c
-> yrites special furction key labels to the alpha
window. :
-> the labels must be pointed to with the pointer
array *klbl(9].

-» copy this file to /tmp snd compile fo generate object file using
Jepe/binstce -¢ fkey_Lbl.c -
~
-» to link with other object files, use
fepp/binsfee other_files.o fkey_Lbl.o

FOESE I BN IR 20 2N BN B B O O

B R e e s Bl e Rt d e e e Dl L it DLl Ll -...‘I

#include <stdio.h>
fkey_Lbl ()
{

extern char *kilbl(];

char stringl26];
int §;

for (i=1; i<=B; j++)
{ -
/* prefix the label with term) softkey escape characters */
sprintf (string, "\332f2aX1dk16D0%16.16s%, i,kibl[il)};
write (1, string, 26); /* write softkey definition without buffering! */
)

write (1, "\33&jB¥, 4); /* turn on opplication menu */
return;

3

,.t'.."'*.'ﬁ""Qﬂ"-.".'".‘..t'“'"i.""ﬂﬁ"...'."..".--.“-....-t‘t..'./
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/i"i'.t"t""tttt"*t‘ttﬂit.f'tti'ﬁ""i'tfﬁtﬂt‘*tﬂ'ﬁ‘tﬁt‘t‘ttﬂ"ii"-'ﬁ'ﬁ'*l
/t
fkey_scan.c N
-> waits for a special function key to be pressed
and returns an integer indicating which key
was pressed. -

=> return(i); if {fil is pressed.

-> copy this file to /tap snd compile to generate object file using
sepp/bin/fee ¢ fkey scan.c

«» to link with other object files, use
fepp/bin/fec other_files.o fkey_scan.o
. */
/t..'ti.'.‘f’ttﬂt‘.‘t."'**ﬂt-.'ttttt‘tﬂtﬁti‘.t'itt.'l"****ﬂ'*'iit..t.tt'tttt,

#include <stdio.h>
#include <termio.h>

fkey_scoan()

{
struct termio t, savet;
char key;

foctl (0, TCGETA, &savet); /™ save tly parameters -/

/" put window in roaw mode */
ioctl (0, TCGETA, &t); /* get tty parameters */
t.c_ccIVMIK] = 1; /* read at least 1 characters */
t.c_cclVIINE) = 0; /* do not time-out »/
t.c_Lflag &= ~(ICANON | XCASE | ECHO); /* place in raw mode */

foctl (0, TCSETAW, &t); /* set the new parameters */
write (1, "\I33&s1Av, S5); /* set the transmit strap */
while (1)

{

read (0, &key, 1);
if (key == \337).
(

read (0, Zkey, 1);

if (('o' < key) &% (key < 'x'})

{
/* return window to cooked mode */
ioctl (0, TCSETAW, Lsavet); /* sel the new parameters */
write {1, "\33&s0A%, 5); /* reset tri transmit strap */
return (¢ (int) key & 0377) - 111);
3

b
3

Ii".‘.".“".’.‘--"*Q."'-.“""""t.".‘.."""i""'ﬂ.'-."*'--".*t'"""i/
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length_exp.c N -

This programme block looks sfter the procedure for the muscle-length
experiment, the collection and storape of data and the calculation
of syringe pluger positions. ’

-> copy this file to /tmp and compile to gererate san object file using
Jepp/bin/fee -¢ lemgth_exp.c or cc -c length_exp.c

-> to link with other required object files, use
Jepp/biny/fee files.o length_exp.o or cc files.o length_exp.o

A TR AR R I e A il e Al e Al e AW ,

#¥include <stdio.h>

Length_exp ()

<

extern char path(];
extern int xs0, ysO, 230, x, v, 2z, ml, ms, fn, cn, dn, leg;
extern int fkey;

extern int msa, msal00, mrt; N

extern float {s0; -

static int xdv[8] = €0,-12,-12,-12,-12,-12,-12,-12);

static int yav(8] = (0,0,0,0,0,0,0,0);

stoatic int zdv(81 = {0,0,0,0,0,0,0,0);

static int mldv(8] = {0,100,90,95,100,105,110,100};

drres; /* increment disc number */f

printf (*\nPloce disc /SMFDX02d in the internal disc drive.\n", dn);
pause_continue (); L

ms = 100; msa = msatlo;
printf ("\nMake sure that the stimulus amplitude is set at %d mv.\n",

msal00);
cn = 1;
while {cn <= 7)
{

x = xdvfcn); y = ydvlen]; z = zdvien]; ml = mldvicn];

printf ("\nPosition the syringe plungers at:\n");
printf (* x -» %4 mm\n", xs0-x);
printf (* vy -» Xd pm\n*, ysO0-y);
printf (* 2z -> %d mm\n®, zs0-2);
printf (* muscle length syringe -> Xf mm\n",
LsO - ((float) ({100-ml)*mrt))*0.01);

printf (*\nAdjust magnetometer d.c. offset and check oscilloscope *);
printf ("for 60 Hz moise\nbefore pressing [CONTINUE] .\n"};

pause_continue ();

sprintf (path, */SMFDX02d/FX02cXeLCXORAST™,
dn, fn, ({char) {82 - 6*leg)), cn);

scquiredsia ();
sequence ();

switch (fkey)
{
case 1 @,
cnee:
break;
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case 2 :
break; . ’
case 3 :
cn--; ’ .
. break; ~
—y - S . /

)

printf cI\n\n\nmﬂt"*mmmmm-t“ﬁ'"t.”tttttti "y;
printf ( bbbt bbbt bt bbb ¥ b M

printf {(“\n\t\tMUSCLE-LENGTH EXPERINENT COMPLETE!\n');

printf (“\n TR AR AN A AR TS TR A AT ETRARNNNARTREN ) -
Printf (FretverT et v e r et e R E R AW\ o) -

printf ("\n\n\nSelect one of the special function keys below.\n");

return; . -

,".**“m**“'*.’-..t"."_"'..'"'*'""*-‘ﬁ‘.t-."-ﬂ..ttt.it--‘i'*it'*.'.-"**/

[

".'.'t.‘i'...“.""'ﬂ'.--"""--"".'tit.-i..'iit'**Q.’t.'*.l------‘-“.'.‘.'.'

maxforce.c
This function extracts the maximum force integer from intbuf.

-~
-> copy this file to /tmp and compile to gererate an object file using
/fepp/bingfee -¢ maxforce.c or cc -c maxforce.c

-» to link with other required object files, use .
/epp/sbin/fee files.o maxforce.o or cc files.o maxforce.o

% & & & 2 % % 8 BB

r

» '..ttt.-‘..'t"“'-'.tt'.."*“t"""--'Q.-'..-.---...ﬁt"l""....'.‘.'t“'i-’.-,

maxforce ()
C
-extern char *buffer:
extern int n; v
int i, tmp, force; b

force = ((int) *(buffer + 1)) & -OxFF;

for (i=1; i<n; i++)

{
tmp £ ((int) *(buffer + 1 + 4*i)) & OxFF;
if (tmp > force) .
force = tmp;
3} I'4

~retusn (force);
b

I"ﬂ“'""mm“.‘**.-it".t‘-"'."'"“""'"“.t"""t"*'i“'*'t.."/

e
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muscle dat.c

This programne block looks after:

the recording of individual muscle parameters.

the determination of the mustle rest length.

the determination of the minimum stimulus that eticits the

maximem twitch force.

- the determination of the origin of the spatial coordinate
system that determines the muscle position with respect
to the magnetométer sensing coil.

-> copy this'file to /tmp and compile to gererate an object file using .
/epp/bin/fec -¢ muscle_dat.c % cc -c muscle_dat.c

-» to link with other required object files, use
Jepp/bin/fee filcs o muscle_dat.o or cc files.o muscle_dat.o

'EEEEEENIEN NN

“'.""m'*.m*'.'“t‘““".‘"..i."'tﬁ'..i'.""'ﬂ*""*‘ﬂ'ﬂ“t...I

#include <stdio.h>

muscle_dat ()
L8
extern char *buffer;
extern int n, sn, spec, sex, leg, dn;
extern int xs0, ys0, zs0, fn;
extern int fkey, forcel00;
extern tong dt:
extern int emgsf, forcesf, rnsa100 msd, fw, fl, mrl, mbtmp;
extern float 1s0; . -

int i;
sn = 0; /* Reset the stmimulus number */

printf ("\nEnter the frog leg number.\n");
printf (* 0 = right \n 1 = left\n¥);
printf ("integer [Returnl\n"};
scanf _("Xd", Lleg);
printf (*\nEnter the muscle weight in 1/100:115 of grams.\n"};
printf ("integer [Returnl\n®); v .
scanf (wXdv, Lmi);
printf (“\nEnter the resting length of the muscle in mm.\n"};
printf (“integer [Return]\n");
scanf ("Xd», Zmrl);
printf (*\nEnter the muscle bath temperature in 1/10ths of degrees “);
printf (“Celcius.\n"); __ __
printf ("integer [Return]\n“);
scanf (“Xd", Lmbtmp);
/* Determination of the muscle rest length */ \/
printf (-\nmm 'ﬂt"mtttttttm“tt"n).
printf (nmmnmm“ci\nu>.
printf ("\nTo set the rest length of the muscle, the muscle should be ");
printf (“stretched \nand then gradually relessed until the muscle tension®);
printf (" drops to zero.\nAuditory feedback in the form of two beeps will™);
printf (» be provided \nto indicate ’zero.force’ and factual force’.\n");
printf (™\nPress [Continue] when resdy to proceed.\n");
printf ("\n{You will receive &0 pairs of beeps)i\n®);

peusc_continue ();

do

<
for (i=0; i<40; i++)
{



-

sleep (1);

acquirel {);

beep (200, 25);

beep (200 + 10*(((int) *(buffer + 1)) & OxFF), 25);
b

repeat_complete ();
3
while (fkey == 1);

printf ("\nEnter the position of the length syringe.in mm.\n");
printf ("(floating point numwber) [Returnl\n"):
scanf (':'Xf", tls0);

/* Determination of maximum stimulus */
pr{ntf (.\nm“"“mmmm“ii.“t““ii'“.ttt*lll) -

pr intf (H“im“t"“"l'tt‘m-'““.\n' ) -

printf ("\nAdjust the stimulus amplitude until the minimum stimulus is “);
printf ("found \nthat elicits the maximum response.\n*);

printf ("Use the [Repeat] key until the maximam stimulus has peen found.\n");
printf ("xnNote that the last time [Repeat] is pressed sets the ")-

printf ("value of forcelDO.\n");

do
L4 : .
acquire ();
forcel00 = maxforce ();
printf (“\rMaximum force in muscle twitch = Xd (ADC int.)\n", forcel00);

repeat_complete ()3
}
while (fkey == 1);

printf (™\nEnter the stimulus amplitude in mv.\n");

printf ("integer [Returnlin“);

scanf (“Xd", Lmsall0);

printf ("\nEnter the stimulus duration in microseconds.\n*);
printf (“integer [Returnj\n®);

scanf (%Xd%, Imsd);

/* Determination of Positon Origin */
pr-in:f (li\n\nii.“.’".i"ﬂ'."*'l"*t""'l"".i""'-Q"l-'t.l“):

pr i nt f (Im"m*m'mt'ﬁt'.'t-itm\nn ) :

printf ("\nCenter the muscle under the magnetometer and enter \n");
printf (“the—syringe plunger locations.\n");

printf ("\nEnter the x-syringe plunger position in millimeters.\n");
printf (“integer [Return]\n");

scanf {"Xc™, &xs0);

printf ("\nEnter the y-syringe plunger position in millimeters.\n");
printf (“integer [Return]\n");

scanf ("*Xd", Lys0);

printf ("\nEnter the z-syringe plunger pos:tlon in millimeters.\n");
printf (“integer [Return]\n®);

scanf ("Xdw,  L250);

p‘ii nt f (ﬂ\n\n\n\n‘t“mtimﬂ."i'“mttttiit““titt-'ittti.'. L o 11} ) :
pr TNTE (TR AR AR AN Sk, (4 ) -

printf (*\n\t\tSET-UP COMPLETE!\n");

pr- i ntf ( I\nm“.“mm.'m'..mtii'itﬁ'l“ti“ttii*t. " ) :

pr intf ( nnttm“o-mmm“-ttﬁmt\nu y:

printf ("\nm\n\nSelect one of the experiments Listed below:\n*);

return; *

3

Ptttt“tttm“mﬂ"““"'m ﬁ-tﬁttﬁtttﬁv-nw*nww*wunﬁﬁﬁan'wwno/
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pause_continue:c .
This function makes use of the special function keys to assist
in the control of programme flow., It allows the main programme to
pause while an experimental procedure is carried out.

-> copy this file to /tmp and compile to gererate an object file using

Jepp/bin/fec +c- pause_continue.c or cc ic peause_continue.c .

=> to link with other required ocbject files, use
fepp/bin/fec files.o payse_continue,o
or cc files.o pouse_continue.o

.t"“t“m‘.‘m'“.'-'-".."'.".'-'..""'"."".‘t.‘.i'.“i't"'“-""'.-,

pause_continue ()

{

b

extern int fkey;

extern char *klbl(); -

/* define the special fdnction key labels */

kbl = » CONTINUEN;

klbl[2] = » "

~kibl{3] & « ", -
KIbLI4] = » “,

klbl[5) = L u;

KIbL(S) = u; -
kibl(7] = » ",

ktbl[8] = » “.

fkey_Lbl ();™/* write the key labels to the alpha window "/
fkey = fkey_scan(); /* receive function key input */

while (fkey I= 1); /* test function key input */

write (1, ="\33%ja", &O); /* turn off menu "/

return;
]

I'.'.'t.".‘t.."..t“'*".-i*'it'ﬂ"-.".’"".“'i'i..""'."III.’Q*-..‘.-OII
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-
- pos_exp.c -
-
b This programme block looks after the procedure for the ‘position’
hd experiment, the collection and storage of data and the calculation
- of-gyringe plunger positions.
-
* < * coRY this file to /tmp and compile to gererate an object file using
- - Jepp/bin/fec -c pos_exp.c or CC ~C POS_exp.c
L7 .
. -> to link with other required object files, ‘use
* /epp/bin/fec files.o pos_exp.o or cc files.o pos_exp.o
L
- dware R e wedwdrdrd wwdrdrd T i i o A i i o i e e - il drirdr A R e il -I
#include <stdio.h>
pos_exp ()
<
extern char path(3;
extern int xs0, ys0, 2s0, x, v, z, ml, ms, fn, cn, dn, leg;
extern int fkey; .

extern irft msal00, msa;
-extern float 1s0;

tatic int xdv[15] = (0,-12,-?,-12,-17,-12,-12,-12,0,0,0,0,0,0.b}:
tatic int ydv(15] = (0,0,0,0,0,0,0,0,-12,-7,-12,-17,-12,-12,-12};
tatic int zdv(15]1 = {0,0,0,0,0,0,-5,6-10,0,0,0,0,0,-5,-10);

dnyes J** increment disc number */
printf (“\nPlace disc /SMFDX02d in the internal disc drive.\n", dn);
pause_continue (3 '

‘ml o= 100; ms o= 100; msa = msalDD; -
printf ("\nMake sure that the stimulus amplitude is set at Xd mvin®, msalll);
printf (“ard the muscle length syringe at Xf mm.\n", (s0);

[~

n = 1; - —_

while (cn <= 14} ‘

{

if (en == 8) . .
¢ .
printf ("\rMount the frog’s other leg in the muscle holder\nfor the *);
printf ("rest of the experiment.\n");
muscle_dat ();
pause_continue (3;
b

x = xctvlenl; y = ydvlend; z = zdvien];

printf ("\nPosition the syringe plungers at:\n");
. printf (*  x -> Xd mm\n", xs0-x);

printf (* y -> Xd mm\n", ys0-y);

printf ¢* z -> X%d em\n®, zs0-2);

printf ("\nAdjust magnetometer d.c. offset and check the oscilloscope ");
printf ("for &0 Hz noise\nbefore pressing [CORTINUEI.\n®);

pause_continue ();

sprintf (path, "/SMFDX02d/FXD2<XePCX02d51%,
dn, fn, ((char) (82 - 6"leg)), cn;

acquirels2a ();

sequence (); \/—/



)

‘printf ("\nm\n\nSelect one of the special function keys. below.\n");

sWitch (fkey)
<

case 1 : -
coee;
break;
case 2 :
break;
case 3 :
cn-=;
break;
°)
printf TGN LS bbbl ettt b bt bbbt bbddedded T
printf (ui-otcciiift"w*twwwttttttw-ttt\n.):

printf (“\n\t\tPOSITION EXPERIMENT COMPLETE!\n");

Printf (A T R T A AT R T T AR T R AR AR AN RGO o)
H
Printf (MeswarrE e R e\ N ) .

return; :

I.-'*...-.t.t'.t'-t..'“"it."'l-'_"'."'..-"'--".I"*'-'*..-.t-'.'t.'tﬁ.-t.,

——

{--***...‘"'.""'-‘.t'.-'i-.."'ﬂ-".."'-‘"-"---"I-"-"...-'t.‘.‘..-.'t-‘..

-
-
-
-
-
-
-
-
-
-
Ll
-
-

repeat_complete.e

This function uses the special fumction keys to assist in the
control of programme flow. It allows the repetition of a programme
block or contimnuation to the next part of the programme.

-> coby this file to /tmp and compile to gererate an cbject file using
/epp/hingfec -c repeat_complete.c or cc -¢ repeat_complete.c

-» to Link with other required object files, use
Jeppsbingfee files.o repeat_complete.o or cc files.o repeat_complete.o

-"I*-‘.."‘*".’"“"*""""t'*'ﬂ"*'."*--""--""'-ﬂ"t-'..'..".."i......*l

repeat_complete ()
[ 4

3

extern char *klbl{1;
extern int fkey; .

/* define the special function key labels */

klbl{1] = = REPEAT “;
kibL[2) = ™ H
k(bl(31 =" "
kibl[4) = ® "s
klbl[5) = » us
kibl(&] = “ ", N
kibl[7] = ™ o
klbl{8) = * CONPLETE™;
fkey_Lbl (); /* write the key labels to the alpha window v/ _
do b
fkey = fkey_scan(); /* receive function key input */
while ¢ (fkey 1= 1) &8 (fkey != B) );
write (1, "\33&Lja", &); /" turn off meru s
return;

l.'."'-*m"“'"-'".""".""."'*.’"“"-‘..’".-.“"..'.'“"'...."... ,

~
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#define N_INIT 2048

-» this progreeme writes the DSQ-400 data to a file

#define BUF_SIZE OS&+4*N_INIT

#inciude <stdio.h>
#include <fentl.h>

save ()
{
extern char path(],

extern intn, r, sn, rt, x, ¥, z, ms, ml,

extern long dt, ct;

extern int emgsf, forcesf, msa, msd, fu, fl,

*buffer;

on the internal disk.drive.
JSMFDAT/LF24RCIZA2

For example:

- copy this file to /tmp and compile to generate object file us:ng
/cpp/binsfee -¢ save.c

-> to link with other required object files, use
/epp/bin/fee other_files.o save.o

'“.""'mmm"'“"‘-'m.t.“"“.m't“"mﬁ“-.“.""t-'*'.,

/* nunber of elements in each data vector */
/* rember of short-integers in intbuf */

mgfe, spec, sex, leg, dn;

mw, mrl, mbtmp;

int fd, oftag, mode, n written;

/* Determine the time since the disection started */

if ( (ct = time ({long *) Q) )} == -1)

f* get current time */

printf {("\ntime() not successfully called in save()I\n");

et (short) (ct - dt);

lt

determine ‘relative time’ (since disectlion) */

/* Load buffers with variables */

*(huffer +
*(byffer + 1 « 4*n) =
*(buffer « 2 + 4&4"n} =
*(buffer «+ 3 + 4"n) =
*(buffer + & + 4*n) =
*(buffer + 5 + 4*n) =
*(buffer + & + 4"n) =
*(buffer + 7 + 4%n) =
*(buffer + 8 + 4™n) =
T(buffer + 9 «
*(buffer « 10 « &4*n) =
*“(buffer « 11 + 4*n) =
*(buffer +-12 + 4*n) =
*(buffer + 13 + 4*n) =
*(buffer + 14 + 4*n) =
*(buffer + 15 + 4*n) =
*(buffer + 16 + &*n) =
*(hyuffer + 17 + 4*n) =
*(buffer + 18 + 4™n) =
*(huffer « 19 « 4&*n) =
*(buffer + 20 « 4*n) =
*(buffer «+ 21 + &4"n) =
*(buffer +-22 + 4%n) =
*(buffer « 23 + &*n) =
*(buffer + 24 + 4*n) =
Cow(buffer + 25 + 4"n) =
*(buffer + 28 + 4*n) =
*(buffer + 27 + 4*n) =
*(buffer + 28 « 4*n) =
(buffer + 29 + 4*n) =
+ 30 + 4*n) =

“(buffer

{char)
{char)
{char)
{char)
(char)
(char)
{char)
(char)

4*n) = (char)

{char)
(char)
(char)
(char)
(char)
(char)
(char)
(char)

(char)
(char)
(char)
(char)
(char)
{char)
{char)
(char)
(char)
{char)
{char}
{char}
(char}

4'n> = (char) ({n >> 8) & OxFF);

{n & OxFF);

L(r >> B) & OxFF);

{r & OxFF);

({sn >> B) & OxFF);
(sn & OxFF);

((rt >> B) & OxFF);
¢rt & OxFF);

(x & OxFF);

(y & OxFF);

(z & OxFF);

(ms & OxFF);

(ml & OxFF);
((mmgfc >> 8) & OxFF);
{mmgfc & OxFF);
(spec &L OxfF);
(sex & OxFF);

Cleg & OxFF);

(Cemgst >> 8) & OxFF);
(emgst & OxFF);
{{forcesf >> 8) & OxFF);
(forcesf & OxFF);
((msa >> 8) & OxFF);
(msa & OxFF);

((msd >> 8) L OxFF);
(msd & OxFF);

(Cfw >> 8) & OxFF);
(fw L OxFF);

Cfl & OxFF);

{(me >> 8) & OxFF);
(e & OXFF);
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*(buffer + 31 + 4*n) = (char) (mcl & OxFF);
*(buffer + 32 + 4*n) = (char) {{mbtmp >> B) & OxFF);
*{buffer + 33 + 4*n) = (char) (mbtmp & OxFF);

/* Creare the disc file and write the data in it */
oflag = O_CREAT | O_MRONLY; /™ create a write-only file %/

mode = 00400 | 00200; /* owner read and write access permission */ o
while (1)
{
if ¢ (fd = open(path, oflag, mode)) 1= -1) /* create the file %/
¢ .
if ¢ (urite (fd, buffer, BUF_SIZE)) == BUF_SIZE)
£
close (fd); /* close the data file */
return; /* disc-save successfully completed! */
) -
close (fd); /* close the incomplete data file */

printf ("\nThe Xs data file could not be completely ¥, path);
printf (Mwrittenl\n");

3

else

<
printf ("\nThe Xs data file cannot be opened!\n“, path);
printf ("Is the sSMFDX02d disc in the disc drive?\n", dn);

) . .
printf ("\n{press [CONTINUE] when ready)\n™);

pause_continue {J;
b

/*."‘.'f."..'.'t't.."'.t"*'.."‘.".’.""I-.-"'.-"'."'-.-I...Q.------ﬁtl



sequence.c

This function allows repetition of a main programme scgment under present
conditions or under previous conditions. If no repetition is
desired, then m_in programme execution resumes.

«> copy this file to /tmp and compile to ger.erate an object file using
Jepp/bin/fece -¢ sequence.c or €c -C sequence.c

-» to link with other required object files, use
/epp/binsfce files.o sequence.o or cc files.o sequence.o

* & B % B BN SRR R RN

t-'."““'“-“'m'..."-*"“.-.t“."'.‘“"-"..‘-..'.“'--*IQ"**..ﬂ".'.*l

-
sequence( )
{

extern char *klbl(];

extern int fkey;

4
/* define the special function key lobels */

klbl{1} = » CONTINUE™;

kibl[2) = » REPEAT »; 4

klbl(3] = » PREVIOUS™;

kibl[é) = # ",

kibi[5) = » ",

klbl[6) = v ", .

kibl([7] = » i N

kbl (8] = v H

fkey_Lbl (}; /* write the key labels to the alpha window */

do .

fkey = fkey_scon(); /* receive function key input ¥/

while (fkey > 3);:

write (1, "\33&ja%, 4); /* turn of f menu */

return;
,'.."..""*ﬂl"‘Q'ﬂ"".I-'ttt-t.tt-tt.'tt..'tt'tttttt.t"'t'..'ti*itt.ii't't, [,/'\.-

:
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set_up.c -

This progrm block looks after:

- the setting of analogue instrument gains.

the calibration of the snalogue circuits.

the recording of physical frog parameters.

the determination of the muscle rest length.

the determination of the minimum stimulus that elicits the

maximam twitch force.

= the determination of the origin of the spatial coordinate
system that determines the muscle position with respect
to the magnetometer sensing coil.

3
[ I B B |

-:»\copy this file to stmp and compile to gererate an cbject file using
/epp/bin/fee -¢ set_up.c or cc -¢ set_up.¢

<> to link with other required object files, use
Jepp/bin/fee files.o set_up.o or cc files.o set_uwp.o

tttt-.tt.f"'tt‘ii"‘...-'*".‘i'.tt‘.itt'.'t...i'.-"tti'...i".".*"---ttttl

#include <stdio.h>

set_up ()
<

extern char *buffer;

extern int n, spec, sex, leg, dn;

extern int xs0, ys0, zs0, fn;

extern int fkey, forcelQQ;

extern long dt;

extern int emgsf, forc\esf, msal10G, msd, fu, fl, mw, mrl, mbtmp;
extern float LsQ;

char *ctime();
int emgcaln, forcecaln, calv, calm;
int i;

printf ("\nEnter the data disc number.\n¥);

printf (“integer (Return)\n“);

scanf (“Xd“, &dn);

printf ("The disc in the internal drive should have the name ™);

printf (*/SMFDX02d.\n*, dn);

dn--; J* dn is incremented at the beginning of cach experiment */

pr intf (M\nEEEETreRTERErEETOAA AT A S e ey
pr intf { HETTE AT S ISR C TR AN TR R

/* Muscle Force 2ero Offset */
ﬂ"--*..l'tt..'..'.“)-

"9-
printf ("\nSet the muscle force zero-offfset with the aid of the follow);

printf (*ing auditory \nfeedback. The
printf (“indicates zero, \nwhile the sec
printf ("(you will be given 20 pairs of beeps

itch of the first of two beeps ");
indicates the actual signal.\n“);

u):

printf ("Press [CONTINUE] to procede.\n%);

pause_continue ();

do

{

for (i=0; i<20; i+s)

¢
acquirel ();
beep (200, 25); /* beep frequency represents signal amplitude ™/
beep (200 + 10°(((int) *(buffer + 1) & OxFF), 25); /* 100Kz -> Ov =/
sleep (1);

printf (*The final value of the force signal was Xd (ADC integer).\n®,
({Cint) *(bhuffer + 1)) & OxFF)};
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'repeat_cmplete );
3 :
while (fkey == n;

/* Calibration Procedure */ -
printf (“\nApply the calibration voltage to the EMG pre-amp. and the \n");
printf ("calibration mass to the force transducer (after pressing ");
printf (Mcontinue).\nThe EMG and force will be sampled 20 times, each "™);
printf ("indicated by a beep.\nThe maximum values will be used as ");
printf ("calibration integers.\n");
printf (“(press [Continue] to procede)\n™);

pause_continue();

do
< .
beep (440, 25); /* 1/4 second A 440 */
sequiret ();

emgcaln = ({(int) "buffer) & OxFF) - 128;
forcecaln = ({int) *(buffer + 1)) & OxFF;
for (i=0; i<19; i++)

<
sleep (1);
beep (440, 25); _
acquirel ();
if ¢ (Ctint) *buffery & OxFF) - 128) > emgcaln ) -
emgealn = (({int) *buffer) L OxFF) - 128; '
if ¢ ((Cint) *(buffer + 1)) & OxFF) > forcecaln )
forcecaln = ((int) *(buffer + 1)) & OxFF;
b

if {emgcaln == 255)
(

printf ("\nThe emg signal has overflowed its range!\n");:
printf ("Adjust the goin and repeat this procedure.\n"):

}

if (forcecaln == 25%) -

(
printf ("\nThe force signal has overflowed its range!\n");
printf ("Adjust the gain and repeat this procedure.\n");

3}

printf ("\nThe EMG and force calibration integers are ");
printf ("X3d and X3d respectively.\n", emgcaln, forcecaln);

repeat_complete ();

?
while (fkey == 1); b

printf (“\nEnter the calibration voltage (in millivolts).\n"):
printf (“integer ([Returnl\n");

scanf ("Xd", Zcalv);.

printf ("\nEnter the calibration mass (in grams).\n");

printf (“integer [Return]\n*);
scanf (“Xdv, &calm);

emgsf = calv * 1000 / emgcaln;
forcesf = 9800 * calm / forcecaln;
printf {*\nThe EMG and force scale factors are\n™);

printf (“Xd microvolts and Xd microNewtons respectively.\n", emgsf, forcesf):

/™ Physical Frog Data =/

printf (n\n.----Qtnww*tt.wtwtttttt.ttttttttttt---'c..-.itnct-u):

printf (uc..lal'ttatiwatntt-tttttt.tttt\nu).

printf ("\nKill the frog and return to enter physical data.\n");
printf ("\n(press [Continucl when you return)\n®);

pause_continue ();

if ( (dt = time ((long *) 0) ) == -1} /* determine disection time */

//
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L
<
printf (“\ntime() not successfully calledi\n*);
return; . A
) .
printf {"\nThe disection has been recorded as starting at ");
printf ("Xs\n*, ctime(ddt));

sleep (1);

printf ("\nEnter the ‘frog number’.\n*);

printf (“integer [Return]\n®);

scanf ("Xd“, &fn);

printf ("\nEnter the frog species number:\n 0 = Rana pipicns pipiens");
printf (* 1 = Rana catesbeiana \n 2 = other\n");

printf ("integer [Returnl\n"};

scanf {"Xd", &spec);

printf (*\nEnter the frog sex number:\n¥);

printf (* 0 = male \n 1 = female\n®);

printf (“integer [Return]l\n");

scanf ("Xd*, Isex);

printf (“\nEnter the frog weight in 17100ths of grams.\n");
printf ("integer [Returnl\n®);

scanf ("Xd», Efw); ~
printf (“\nEnter the frog length (nose to crotech) in mm.\n");
printf ("integer [Returnl\n"};

scanf ("Xdv, Lf1);

pri ntf (H\nﬁ."“"'t..*..“.-t.t‘-.'.-‘-ﬁ'.-ﬁ'.t‘.-'i-.""." ) -
.
printf (ll-.m‘"-.ﬁt--t'“t'.i"“‘.'tt\nll):

- printf ("\nPerform the disectiﬁnnd mount the muscle in the bath.\n");
printf ("\n{press [Continue]l when you return)\n™);

pouse_continue ();
muscle dat ();

return;
bl

/Q*tht.Qﬁﬂttttttttttt--ttt.-t-t'non*tt.-tt*-.--ttt.t---------------0----tt---,
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single_save.c

This progromme block Looks after the precedure for saving a single data
record that is not part of the three main experiments.

-> copy this file to /tmp and compile to gererate an object file using
fepp/bin/fee -¢ single_save.c or cc -c single_save.c

=>» to link with other required object files, use
Jepp/bin/fec files.o single_save.o or cc files.o single_save.o

.'-".....'i..'t."..t'..‘.."..t'.""'****'-*"**t.*"""*t'ﬂ'*.'t.*'."t‘l

#include <stdio.h> -
¥include <fentl.h>

single_save ()

{

)

extern char pathll;

extern int xsO, ys0, zs0, x, y, z, ol, ms, fn, cn, dn, leg;
extern int fkey; :

extern int msal00, msa;

extern float is0;

extern long dt, ct;

printf (“\nPlace disc /SMFDX02d in the internal disc drive.\n", dn):
pause_continue ();

do

c -
printf ("\nadjust magnetometer d.c. offset and check the oscilloscope *):
printf ("for &0 Hz moise\nbefore pressing [CONTINUE].\n");

pouse_continue ();

/* determine current time */
if ¢ {ct = time ({long *) Q) ) == -1)
printf (“\ntime() not successfully called in single_save(}1\n");

sprintf (path, “/SMFDX02d/FR02d%eX04dsT™,
dn, fn, ((char) (82 - é*leg)), (ct-dtdsi0);

acquire3s2a ():
repeat_complete ();

)
while (fkey == 1);

T A R AN e et L L 3;
pr i nt f (M".'.’..-'..'I--'..--".".-"'\n“) -
.

printf ("\n\t\tDATA STORAGE COMPLETE!\n");

printf (H\n'tt..'it't-.-t".."-""‘*‘-'tttﬂﬂﬁﬁﬁﬂ.'*‘t."t"").
printf ‘n."'tt-.""‘.t...‘--.--tt.'.'\n"): '

printf ("\n\n\nSclect one of the special function keys below.\n"):

return;

/--!-qntwtti.tt.----'-q-c-OQQQGt'w.twt.itt-ttt--------n'o-ttuwttn-tttt.tt.--lc/



"'."..'t...'t-.t-‘-..‘..-'.-.‘ﬂ'.-'*"I"I".."..".'...--‘*'-""..'......-.t.

[ 2N B BN N N NN NN BN R N N

stim_exp.c

This progromme block loocks after the firocedure for the muscle-stimulation
experiment, the collection and storage of data and the calculation
of syringe plunger positions.

=> copy this file to /tmp and compile to gererate an object file using
fepp/bin/fee -¢ stim_exp.c or cc -¢ stim_exp.c

-> to link with other required object files, use
fepp/bin/fee files.o stim_exp.o.  or cc files.o stim_exp.o

"ﬁ*.‘I'*tti‘tﬁtitﬂtﬁi‘.i'tt'ﬁt'.'*&t'wt'w*t"ittittitttttitt‘ﬁttttttttttwtttil

¥include <stdio.h>

stim_exp ()

extern char path();
extern int xs0, ys0, zsQ, x, v, z, mi, ms, fn, ¢n, dn, leg;
extern int fkey, forcel00;

extern int msa, msaldd;

extern float 1s0;

static int xdv(8) = {0,-12,-12,-12,-12,-12,-12,-12);
static int ydv(8) = (0,0,0,0,0,0,0,0};

static int zdv(8] = (0,0,0,0,0,0,0,03;

static int msdv[8] = (0,100,80,100,60,100,40,100);

int forcem;

dn+e; /* increment disc mumber */
printf (“\nPlace disc /SMFDX02d in the internal disc drive.\n", dn);
pause_continue ();

ml = 100;
printf (“\rMake sure that the muscle-length syringe is set at %f mm.\n",1s0);
cn = 1;
while (cn <= 7)
{
X = xdvlen); y = ydvlen}; 2 = dvicn); ms = msdv(cn);

printf (“\nPosition the syringe plungers at:\n");
printf (% x -> ¥d sm\n*, xsQ-x);
printf (* y -> Xd mm\n", ys0-y);

printf (* 2z -> %d mm\n", 2350-2); .
sleep (&3;

do

{

acquire {);

forcem = maxforce (); .
printf("\rMaximum force in muscle twitch = Xd (ADC integer)\a®, forcem);
printf ("Adjust the stimulus potentiometer s0 that the \rmaximum for®);
printf (%ce in the muscle twitch = Zd\n*, maMforcel00/100);

printf (*Use the [Repeat] key until the desired level is found.\n"):

repeat_complete ();
}
while (fkey == 1);

printf {("\nEnter the stimulus amplitude setting in mv.\n");
printf (*integer [Returnli\n™);
scanf ("Xd*, Lmsa);

-
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printf ("\nAdjust magnetometer d.c. offset and check the oscilloscope ¥);
printf (“for 60 Hz noise\nbefore pressing [CONTINUEI\n“):

pause_continue ();

sprintf (path, ™/SMFDX02d/FX02dXcSCX02dS1™,
dn, fn, (Tchar) (82 - é6*leg)), ¢n);

scquireds2a ();

sequence ();

switch (fkey)
{
case 1 :
=100 04
break;
case 2 :
break; . .
case 3 : -
ca==;
break;
3
)y ————— .
pr ) ntf 4 II\n\n\n\n-tttmtm“t“tttn“m""nn“itt“ttttn'tttqtu ) -
pl"l ntf (I'H“tmttttnnmwwwnuw"-\nu) -
printf ("™\n\t\tMUSCLE-STIMULUS EXPERIMENT COMPLETE!\n"}:
prlntf (N\nﬁm**t-**tt-"mmmttm*l***ﬁlI*tti'll)-
pl"lntf (nttmm*tpnqtmnanott\nn) .

printf (*“\n\n\nSclect one of the special fmctlon kcys below.\n");

return;
b

I...t..-"..’".'..“Qt"-""..‘**""'ﬂ"“."t'.‘..".-"'tttitt.-".'t'..--‘/
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APPENDIX B

DATA_CHECK SOURCE CODE

Presented in this appendix is the C programming language source
code .for .the DATA_CHECK programme. It provided facilities for printing
and pletting data during an experiment. The multitasking operating sys-

tem was used to run this programme simultaneously with SMDA (SQUID

Magntometer Data Acquisition).

”

/‘ Many C language subroutine calls and HP-UX (UNIX) system calls
appear in the following listings. It is assumed that usage of these
calls will be familiar to other programmers or can be determined by
reference to ‘standard. C and UNIX manuals. Included in these listings
are all the "user defined” subroucineé required by DATA_CHECK. Except
for DATA CHECK “main" and “quit", the subroutines are presented in

alphabetical order in the following pages:

data_check: main
quit -
* acquire
cffr
display_data
fkey 1bl
fkey_scan
get_data
. . open_graph
plot
plot_prep — -
smda_graphic.

213
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/.'.’.“..'.ti...t..'i"..'-"' Ll s b aa A L bl g bl et d o s Ll dlly sl s el iyl ls )]

data_check.c
> interactive c_‘iuta-‘chccking programme {in C). .

This programmo reads disc data files created by the
programme ‘smda’ and displays end plots this data.

Desired furctions are selected with the special function keys.

-> copy this file to /tmp and compile to generate object file using
/feppsbin/fee -¢ data_check.e | or cc -¢ dats_check.c

-> to link with the other required object files, copy only the required
° object files to /tmp and use
Jepp/bin/fee *.0 -ldvio or cc *.0 -ldvio

=> included in *.o mist be

open_graph.o, fkey lbl.o, fkey_scan.o, acquire.o, cfft.o,
display_date.c, graph_dats.o, get_dats.o, plet.o, get_data.o,
smda_graphics.o

t % 8 K F B K 2 % % 3 % R K R 4 R BT

"'*'."'.'.'-i..t".t't."t"'I"I""'*"ﬂ"*""il"ti.i'.’“""'.'“"l"“."/

#define MAX_SIZE 2048 /* moximum number of clements in ecach data vector */
#define N_INIT 2048 /* initial number of elements in cach data vector */
Hdefine R_INIT 8192 /™ initial data acquisition rate (samples/second) */

»
#include <stdio.h>

char path (19}, *klblI9];

short *emg, *force, *rmg;

int sn, rt, x, y, 2, ms, ml, mngfe, spec, sex, leg; -
int n= N_INIT , r = R_INIT ; /" initialize ‘n’ and 'r’ */

int gfd, fkey; )

int emgsf, forcesf, msa, msd, fw, fl, mu, mrl, mbtmp;

maing) N
{

char *calloc(); - -

int i;

/* allocate memory for emg, force and mmg */
emg = (short *) calloc(MAX_SIZE, sizcof(short));
force = (short *) calloc(MAX_SIZE, sizeof(short});
mmg = {short *) calloc(MAX_SIZE, sizeof(short)});
it (emg==0 || forcec==0 || mmng==0)

{

printf ("\nMemory allocation failure !\nllear some RAMI\NM);
exit{1);
)

far (1=0; i<18; 1++) /* initialize the data file name */
path[i) =+ *;
path[18] = \0’;

/* open the graphics window */
if ({gfd = open_graph (512,255,0,0)) == -1}
printf (*\nfailure to.open graphics window'\n");

/* print start-up message v/
prlntf (N\n.-------..--.---.I--.I.-.u);

printf (H'QIQ.....Q*'I-..w."’..'t.tttt.-..'.-.-------.'...t.t.Q\nn).
. .

’r



/* ‘main control loop of

while (1)
{

- 215

ida,c */

/* define the special function key labels v/
kibi(1) = “Collect data *;

kibl[2] = "Display .data “;
kIBLLS] = "
kiblf4] = % plot data *;
kibl5) = » o
kibl[6] = " Get data “;
klbl(7] = = ",
kibl[8] = » QqQuit “.

fkey_tbl ();

/™ write the key labels to the olpha window */

printf (*\nPress special function keys (f1 to f8) “);
printf (llfor mird xtim.\n\nmmitmmﬁﬁu):
pri nt f (ut"-mttm'tm-n*-tmm-cnmtmncm-ttntaﬁ\nu ) 'o

fkey = fkey_scan();
write (1, *\33&ja", &);

suitch (fkey)
{

case 1 :
acqui§c O:
break;

case 2 :
display_dota ();
break;

case 3 :
bre?k:

case & :
smda_graphics ();
break;

case 5 @
break;

case 6 :
get_data ();
break;

case 7 @
break:

case 8 ¢
quit();
break;

}
2

/* receive function key input */
/" turn of f memu v/ *

/qtu'wt-.ttt.-tttttt----ttt..t.ttt.ttt-ttt..ttt.t-ttt.-----t-t----'t---t.-tﬁcul

quit()

4
extern char *kibl();
extern int fkey;

printf (“\ndo you really want to quit ?!1\n");

/™ define the special function key labels *f

kibl 1]
ktbl [2]
kibl (3]
kibl (4]
kbl [5)
kibl [6)
kibl 7]
kibl (8]

" YES
L no

N

L T ¥ I I | I [N L 4 |

fkey_Lbl (); /* write the key labels to the alpha window */



)

while (1)
{

fkey = tkey_scan(); /* receive function key input */

if (fkey == 4)
return;

if (fey =z 1)

C
cfree (emg);
cfree (force);
cfree (mmg); v
printf ("\nProgramme data_check.c terminated.\n*);
printf (“\nTo restart this progromme, high-light *);
printf (“’data_check’ in the PAM window\nand press [Startl.\n");
prin:f ‘ll\n'tt-t.tttiitt"'lii'...'."t‘tl|):
printf (N""'..'."-‘.'.-".“"-"'.'."..."'-‘i"t...'.‘t.t-"i\nll):
klbl[1] = » i
klbl[4] = » s
fkey_tbl (); /* write the key labels to the alpha window */
exit (0); *

b

b

/."‘"'""""*'.""'"-'.‘ﬁ'.."'*'t'.‘.'t'.'.‘-‘““-.‘."“'-.“'m..'."-"',

T

/-l--'.I-..-...-t.i...'l....'--Q"--...--,-.----..‘-..I..tl...t-:.l".'t.‘.ll"

" 2 % B F * & & & ¥ 3 B

acquire.c -> data acquisition routine

->» this function collects 'n’ samples of data from the DSQ-400

SCUID magnetometer via the DIL and the HWP-1B.

-> copy this file to fimp and compile to generate object file using

/cpp/binsfcc -c acquire.c or ¢c -c acquire.c

=> to link with other object files, use
/eppsbin/fec other_files.o ascquire.o -ldvio or

—_

[of P

bbb A A A A A A A A A LA LA LA LA L LA L LA A A AL ALl LA A LA L L LAl L Ly

#include <stdio.h>
#include <fentl.h>

#define INTER Ox£40023

216
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accquire () ’ .

<

b

extern short *emg, “*force, “mmg;

extern int n; -

register unsigned char *clock_reg;

int i, n_read, eid, MLA; -
char command[4], *calloc(), *buffer; '

/* allocate memory for intbuf */
if { (buffer = calloc (4"n, 1)) == 0)
{ .
printf ("\nMemory allocation failure in acquire({) in data_check!i\n¥);
return;
b N -
/* open HP-18 for reod/urite sccess ™/
if ((eid = open{"/dev/dhpib.i®, O ROWR)) == -1}

< .
printf("\nFailure to open fdev/dhpib.i\n");
printf{"\nDoes *load_hpib! need teo be run?\n");
return;

3

/* configure the interface for data acquisition */
MLA=hpib_bus_status {eid, 7) + 32; /™ determine [PC listen address */

comand {01 =95 /* UNTALK command */f

command [1)=63; ) /™ UNLISTEN command */

command [2] =64+25; /™ talk address for device 25 on KP-1B */
command [3]1=MLA; /* IPC listen address %/

hpib_send_cmnd(eid, comnand, 4);
io_burst(eid,1); /* put inte?nce in high-speed ‘burst’ mode */

clock_reg = (unsigned char *) INTER; /* disable beat interupts */
*clock_reg = (unsigned char) Ox80;

n_read = read {eid, buffer, &*n); /* perform cata acquisition */ {

clock_reg = (unsigned char *} INTER; /* re-enable beat interupts */ {
*clock_reg = (unsigned char) 2; |

io_burst(eid,0); /* return from ‘burst® mode */
hpib_serdtﬁﬂ:ﬂ {eid, command, 1); /* send funtalk’ command */

if (n_read != 4*n)

( .
printf(*\nbata acquisition incomplete!\nOnly Xd bytes ", n_read);
printf{*cf thg requested Xd bytes were read.\n®, 4%n);
return;
>
for (i=0; i<n; i++)
{
"(emg + i) = (({short) *(buffer + 4*i)) & OxFF) - 128:
*(force + 1) = ((shorty *(buffer +« 1 « &*i)) & OxfF;
*(mmg + i) = (((short) "(buffer + 2 + 4*j)) << 8) |
' ({(short) *(buffer « 3 + 4*i)) & OxFF);
}

cfree (buffer);
close (eid):

return;

,-----.-----.------'-t.-ttttttttt.'tﬂn.t'.....'wqtt.'wq-..------.-t.-ttt..-tt.l
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I'Q.l"*Il"*'ﬁ"*Q'""'IQP‘.ﬁnﬁﬁ"mtwﬂﬂﬂﬂt"'*ﬂ'"'tl'ﬂtil.'tt“iititt-tt
- c
- ,cffe.c
b T -> Complex Fast Fourier Transform .
-
o => this function replaces ‘data’ with its discrete Fourier transform
. - if isign=1 or replaces ‘data’ with ‘mn' times the inverse
. R discrete Fourier transform if ‘isign’=-1.
L '
et -> “data’ is & resl array of 2*nn elements u.r‘ith pairs of adjacent
* elements representing the reol and cbmplex parts of each
* - data point. .
. .
- -> ‘n’ is the number of complex data points and must be an integer
* i ‘power of 2.
- -
- ‘ .
* <> copy this file to /tmp and compile To generate object file using
- /eppfbin/fee -e cffr.c -
- .
b -» to link with other required object files, use
* Jepp/bin/fee other_files.o cfft.o -im
L} . .

.'-‘."“**.“‘".*"'.""."'""*ﬂ"**"""ﬂ'**'ﬂ*'ﬂ."ti'."t'ii'tt‘""'t"i.'/
. f .

#include <math.h>

cfft (data,nn,isign)
float *data; -
int nn,isign;
{
double sin();
int i,j,n,m,mmax,istep;
float tempr,tempi;
double wr,wi,wpr,wpi,wiemp, theta;

n=m?*"*2;
1=1;
for (i=1; i<=n: i+=2) " /* this is the BlT-reversal section */
it (> ‘
{ ° /% exchange the two complex nunbers */
tempr = *{data + j-1);
tempi = *(data + j);
*(data + j-1) = *{data +» i-1);
*(data « j) = *(data + i);
*(data + i-1) = tempr; ' N
*(data + 1) = tempi; -
} -
m =z nng
while ({m >= 2) && (j > m)) R
(
poe=om; .
m >»= 1;: /" divide m by 2 */
}
vz m;
K
max = 2; /* here begins the Danielson-Lanczos section of tﬁc‘ routine */
shile (n > mmax) /* outer loop executed log2(on) times */
{
istep = mmax << 1; /* istepsmmax*2 */ ’
theta = 6.28318530717959 / (doubled(isign * mmax);

b ¥
Rat™ s



. ~5
wpr = 5in(0.5%theta); ‘( ’
wpr "= wpr;
wpr "= -2.0; .

. wpi = sin(theta); .
©wWr = 1.0; '
wi = 0.0;
for (m=1; m<=zmmax; m+x2} /" here are the two nested inner loops */
< . .
for (ism; i<=n; i+=istep)
L4
j = i+ mmox; /* this is the Danielson-Lanczos formula */
tempr = (wr * *(data + j-1)) - (wi * *(data + j));
tempi = (wr * "(data + j)) + (wi * *(data + j-1));
*(data + j-1) = *(datn + i-1) - tempr;
*(data + j) = *(data + i) - tempi;
*(data + i-1) += tempr;
*(data + i) += tempi;
3
wWtemp = Wr; /™ trigénometric recurrence */

WP = WrUWpr - Witwpi o+ WP
Wi = Wi%wpr + wtemp®wpi + wi;

}
max = istep;-
. 3
return;
3 -

!l--‘tt"-i'..‘l-I".--'t'--'t.-‘t‘.t‘tt.-""t."t.‘.t't..ttt.tt..-'t'...tt-..tt/
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w»

* display_dota.c

* «> this prograame writes the DSQ-400 data to the

. spplication window.

- -

. => copy this file to /tmp and compile to generste object file using
. ’ fepp/bin/fee -c display_data.c

b =» to link with other required object files, use

- /cpp/bin/fee other_files.o display_date.o -lc

-

"l.'.'.l'tit"t“tt.'.‘..'ﬂtm"m*.'""“t“t“m"t*ﬁ'*.""""i"t-",

#include <stdio.h>
display_data ()
[ 4

extern char path(l, *klbl(];

extern short *emg, *force, “mmg;

extern int n, r, sn, rt, X, v, 2, ms, ml, mmgfc, spec, sex, leg:
extern int fkey;

extern int emgsf, forcesf, msa, msd, fw, fl, mw, mrl, mbtmp;

int i, low=0, high=14; -

/" dispay first page with parameters v/
printf (*\n Xs \n*, path);
printf {"n=%d reXd sn=%d rt=Xd x=Xd y=% z =2xd\n",
n,r,sn,rL,x,y,z);
printf ("ms = Xd ml = XJ mmgfc = Xd spec = Xd sex = Xd leg = X\,
ms, ml,mmgfc,spec,sex, leg);
printf (“emgsf = Xd forcesf = %d msa = %d msd = %d \n",
emgsf, forcesf,msa,msd);
printf ("fu = Xd fl =% mw =% mrl = %d mbtmp = Xd \n®,

) fu, fl,mi,mrl,mbtmp);
printf ("\n sample omg force mng \n");
for (i=low; i<high; i+e} '
printf("\n %.d X3d Gd Xidv,
i, *(emg+i), *(force+i}, “(mmg+i));
low = 14; /* reset flow’ */

/" define the special function key labels */
kibl{1] = » ",
kibl[2)
kibl (3]
kibl[4)]
kibl[5)
kibl [6}
kbl (71
kbl 8]

"Continue Disploy";
h T [T . -

LU | | I T { N [ [ |

" Main Menu |, ";

fkey_lbl (); /* write the key labels to the alpha window */

while (low < n) /* display only one page at s time */
{
if ( fkey = fkey_scan() == 8 )
return; .d:‘-:—-;
printf{*"\n\n sample omg force gt} ;

high += n-low > 21 ? 21: n-low; /* increment thigh' =7

for {i={ou; i<high; ie+)

printf{"\n *id 34 x3d dr,
i, "(emg+i), *(force+i), *(mng+id);
low += 21; /* increment ‘low’ */
) .
return;

)

l--.ctqtt”ttt.t-t.c-c....qn..ttc-...cc..ltw-ttttt--nﬁoct.'tnqttttn----.-...tt/
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fkey_lbl.c
->» writes specizl function key labels to the alpha
window.
-> the labels must be pointed to with the pointer -

array *kiblI9).

=> copy thiﬁyfilc to /tmp and compile to generate object file using
fepp/bin/fee -c fkey_Lbl.c

[ B B I B O N BN R R R

-> to link with other object files, use .
Jepp/bin/fec other_files.o fkey (bl.o -le

""iitii.'t".".ﬂ.‘*“"'**"l'.l""'.‘i.“t.t.'*."".i..tt‘.ii.---‘t.t-.-t/

#include <stdio.h>
fkey_Lbl ¢}
4

extern char *klbl(];
char stringl26);
int i;

for (i=1; i<=8; i++)
{ .
/* prefix the label with termd softkey escape characters */ e
sprintf (string, "\33&f2aX1dk160%14.16s%, i,klbl(il);
write (1, string, 26); /* write softkey definition without bufferingt */
)

write (1, "\33%jg", 4); /* turn on application menu */

return;

>

!t..--it.--I.It"tt.."‘.t-."...'-'t'.‘..‘.‘..."'Q.Q..'tt..*'.-.ttttt..-'tt‘-'/
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TN fkey_scan.c . ' -

T

«» waits for a special function key to be pressed
and returns an integer indicating which key
“ was pressed.
=> return(i); if [fil is pressed.

-> copy this file to /tmp and compile to generate object file usi “
feppfbin/fec -c fkey_scan.c

-> to link with other object files, use
/fepp/bin/fce other_files.o fkey_scon.o -lc

L 4
*
I..’t-'..'.-""'."'.....""'t'-"...'f..'.i."t.'-*.-w-.*t"'..tt‘.i‘t."."'/

¥include <-stdio.h>
#include <termio.h>

fkey_scan()
AL

struct termio t, savet;
char key;

ioctl (0, TCGETA, &saver); /™ save fty parameters */

/* put window in raw mode */

ioctl (0, TCGETA, §t): /* get tty parameters */
t.¢_cc[WMIN] = 1{; /* read at least 1 characters */
t.c_cc[VTIME] = Q: /* do not time-out */ ~

t.c_lflog &= -(ICANON | XCASE | ECHO); /* place in raw mode */
ioctl (O, TCSETAW, &2); /* set the new parameters */ .
write (1, "\338s1A%, S); /* set the transmit strap */
while (1) .

4

read (0, &key, 1):

if (key == *\334)
{
read (0, Lkey, 1);

if ((*o' < key) 88 (key < "x'))
{
/* return window to cooked mode */
ioctl (0, TCSETAW, &savet}; /* set the new parameters */
write (1, *“\338s0A", 5); /* reset the transmit strap */

return (( {int) key & 0377) - 111);

}
}

/t..t....l'nanntt.----ccnolc!‘.tq-t-itwtntwttt-----c-.--.otwttttt.---t-t.c-..ni



get_data.c -
-> this programme reads the DSQ-400 data from a file
on disc SMFOAT in the internal disk drive.
-> copy this file to /tmp and compile to generate object file using
/epp/bin/fee -¢ get_dota.c

=» to link with other recquired object files, use
/cpp/bin/fec other_files.o get_data.o

4 % & & % 3 & % & & &

ﬂ*tl‘i'.'t’t--..-‘-’-ﬂﬁ**'-"*-O"I"'"'.‘i.tt"ti"'t"“I"tti".i..t..t..t‘t.'.I

#include <stdio.h>
#include <fentl.h>

get_data ()
€ .
extern char path(l, *klbi(l;
extern short “emg,*force,*mmg;
extern int n, r, sn, rt, x, vy, z, ms, ml, mmgfe, spec, sex, leg:
extern int emgsf, forcesf, mss, msd, fw, fl, mw, mrl, mbtmp:
char *calloc(), *buffer;
int i,fd;"
char stringl(21];

/* define the special function key labels */
kibl[1] = ™ ",
kb2l =« ",
klbl{3] = ",
kibl 14]
kbl 15]
klbl (6]
klbl [7]
klbl [8]

¢
.
.
n na

.
] e

.
n e
I3
.
4

oo Hun

/* read the path name for the new file from the keyboard */
write(1,“\15\12\12Enter the path name of the desired dato file:\15\12%, 50); |
fkey_ (bl (); /* blank out user key lobels %/ !
read (0, string, 21); i
for (i=0; i<1B; i++)

path{il = string(i); . =)
write(1, "£\33&ja, 4); /* turn off menu */
/* open the data file (read only mode} */
if ((fd = open{path, O_RCONLY}) == -1)
{
write €1, "\15\12\12The data file cannot be opencd! Y, AT
write (1, "\15\121s disk ‘050400¢ in the internal disk drive?\12¢, &7);
return;
}

/* allecate memory for character buffer =/
if { (buffer = calloc (&4+4*n, 1)) == 0)
printf ("\nMemory allocation failure in get_data()!\n");

/7 redd the doata from the disk file */
tf ( read (fd, buffer, 64«i*n) 1= B4sé*n)
printf (*\nincomplete read from disc in get_data(ytwn");

/™ unpack the data from the character buffer */
for (i=0; i<n; i+e)
{
*(emg + 1} = (({short)} *(buffer +« &*i)) & OxFF) - 128:
*(force + i) = ({short) *{buffer « 1 + &4*i)) & OxFF;
*(mmg + i)} = (({short) *(buffer +« 2 + 4%i)) << B) |
: {((short) *(buffer + 3 + 4*i)) & OxFF);



at———

}

2

n o= {((int) "(buffer + 4"n)) << B) | ¢(Cint} *(buffer + 1 + 4*n)) & OxFF):

r o= ((Cint) *(buffer + 2 + 4*n)) << B) |

sn = ({(int) "(buffer + & + &"n)) << B) |

(CCint) “Cbuffer + 3 + 4*n)) & OXFF);

({{int) *(buffer + 5 + 4*n)) & OxFF);

rt = (({int) *(buffer + 6 + 4"n)) << 8) |

x = ({int) "(buffer + B + 4*n));
y = {((int) "(buffer + 9 + 4{*n));
z = {(int) *(buffer + 10 + 4*n));
ms = (({int) *(buffer + 11 + 4*n));
ml = {(int) *(buffer + 12 + 4*n)); b
mmgfc = ((Cint) *(buffer + 13 + 4*n)) << 8) |
(CCint) *(buffer
spec = ({int) *(buffer + 15 +« &4*n));
sex = ((int) *(buffer + 16 + 4™n));
leg = ((int) *"(buffer + 17 + 4*n));

emgsf = ((Cint) *(buffer + 18 + 4*n)) << 8) |

(C(int) *(buffer
forcesf = (((int) *(buffer « 20 + 4*n)) << 8) |

(C¢int) *(buffer
msa = ((Cint) *(buffer + 22 + 4*n)) << 8) |

((Cint) *(buffer
msd = ((Cint) *(buffer + 24 + 4*n)) << 8) |

({{int) *({buffer

fu = (((int) "(buffer + 26 + 4™n)) << B) |
. (({int) *(buffer
L= ({int) *(buffer + 28 + 4*n));
me T (((int) *(buffer + 59 +4*n)) << 8) |
((Cint) *(buffer
mrl = ((int) *(buffer + 31 + 4*n));
mbtmp = (({int) *(buffer + 32 + 4*n)) << 8} |
((Cint) "(buffer

close (fd);
cfrec (buffer);

/* close the data file */

return;

+

*

>

*

-

-

-

14

1%
21
23
25
27

30

33

(CCint) *(buffer + 7 + 4*n))

+ 4*n))

+ 4'nd)
+ 4*n))
+ 4*n))
+ 4"n))

+ 4*n))

+ 4*ny)

+ 4"n))

i

3

&

3

&

&

&

&

&

OxFF);

OxFF):

OXFF);
OxFF);
OxFF);
OxFF);

0xFF);
OxFF);

OxFF);
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-> opens a graphics window for the calling process
and returns an integer file descriptor.

=> copy this file to /tmp and compile to gencrate object file using
/cpp/bin/fce -c open_graph.c

-> to link with other object files, use
Jeppfbin/fec files.o open_graph.o -lc

LR BN BE RN EE N AR

-‘-'tt."'tﬁ"*'m'tiii'i"..’i"'i".ﬁt.'“"““'l'i".ttttt'.".i.it‘."i'.'..’

X
#include <fentl.h> /* for opening the graphics window */
#include <scrn/smsysdep.h> .
#include <sern/plotem.h> /* contains the icctl() calls */
#include <scrn/wmcom.h> : /* contains the window structure */

int open_graph (xsize,ysize, xloc,yloc)
int xsize,ysize; /* for full screen, xsizes512 & ysizes255 #/
int xlog,yloc; /* for upper left hand corner, xloc=0 & ylocs0 */
{
b int graph_fd;

b

struct windio plot; /* window structure for the graphics window */
write (1, ™m33&jav, 4); /* turn off function key menu v/
ioctl (0,WMGET,Eplot); /* get the default window attributes */

plot.u_type = PETYPE; @&/ assign window as Plotter Emulator type */

plot.w_stat -|= AUTQ_SH | AUTO_DEST; /* autoshow and outodestroy */
/* kecp graphics window from being conmected to the keyboard */

plot.w_stat &= ~(AUTO_ACT | ACTIVE);

plot.w_width = xsize;

plot.w_height = ysize; /* set size {in pixels) of the window */

plot.w_xloe = xloc;

plot.w_yloc = yloc; - /* set the lecation (in pixels) on screen */
plot.w genl = Q; :

plot.w_gen2 = 0; /* use the default buffer size */

strcat (plot.w_path,".plet"); /" optional suffix for window name */
ioctl (O,WMCREATE,&plot); /* create the window t =/ .
graph_fd = open(plot.w_path,0 _RDWR); /* get file descriptor */
write (graph_fd, *im; pg;", 7); /* initialize ond clear g. window */

return (graph_fd);
? 2

/----Q...tiwntt'itt-tttttt.-ottt.tttttttttttt.-.c----c-...cc...-c-..-ntc-tt..n/
ar
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/tttt‘ttttt‘&t"'tﬂ"I'ﬁI*I'*t'l"*tti'*!t"tI"ittitttttttttttttw"ti**tttﬁt*l

,t
plot.c s
-> plots data vector ‘y’ as 8 function of data vector ‘x’

on a set of axes.

-> copy this file to /tmp and compile to generate object file using
/cpprbin/fec -c plot.c

-> to link with other object files, use
Jepp/bin/fec other_files.o plot.o -lm

variobles :

gw_fp -> graphics window file pointer obtained from a call to
fopen in the calling process.

n -> number of data peints in “x’ and 'y’ to be plotted.

l -> contains extreme values of ‘x’ and ‘y’ data vectors for
the determination of plotting limits.
L0l = xmin
L[1) = xmax
L[2) = ymin
L[3] = ymax :
-» if xmax <= xmin then this subroutine will calculote
new values of xmax and xmin.
=» if ymax <= ymin then this subroutine will calculote
ned values of ymax and ymin.

px -> pointer to data vector ’'x’,
(horizontal coordinates of data points)

pY -> pointer to data vector 'y’.
(vertical coordinates of data points)

ttl «» 32 character title for the graph.
xtbl -> 32 character label for the x-axis.
ylbl -> 32 character label for the y-axis.

*/
/----lﬁﬂttﬁ'*-.tt..-tt‘-l-.---..QQ.Q'.IQQ.**Q.*'t..‘t..--l.....lt.....t..'ttt./
-

. #include <stdic.h>

#include <math.h>

plot(gw_fprrtprbpyrTel, xibl, ylbl)
FILE *gw_fp;
int n;
float L[41, *px, *py:
char *trl, *xilbl, *ylbl;
{
char *calloc();
int intpowlQ();
double pow();
float min(), max(), xfac, yfac, xmean, ymean, xlrgfac, ylrgfac;
int i, *pltx, *plty, xpow, ypow, xmin, xmax, ymin, ymax, xtic, ytic, xi, yi;

pltx = (int *) calloc(n, sizeof(int));

plty = (int *} calloc(n, sizcof(int));

if (pltx == 0 || plty == 0 ) /

{ .
printf{"\n\rMemory allocation failure in Plot (pltx or plty).\n™):
return; &

)
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fprintf (gW_fp, "in; pg;"); /* initfalize and clear graphics window */
fprintf (gw_fp, "pulB0D,245; 1bX32s\3;%, ttl); /* print title */
fprintf (gw_fp, "pu240,2; IbX32:\3;%, xlbl); /* x-axis label */
fprintf (gw_fp, "di0,1; pul0,50; LbX32s\3; di1,0;:, ylbl); /= y-axis bl */
fprintf (gw_fp, *pusdS,30; pdé90,30; pu0,28; pd?0,240;%); /* drow axes */

/* find the extreme dats values */
i (LI0) »= LD
<
LI0) = min(px,n);
LI} = max(px,n);

}
if (L2 >= 1031
¢ .
L[2] = min(py,n);
LI3) = mox(py,n);
RN

/™ determine the scaling factors */
xpow = intpow10CLL11-1101);
xfac = (float) pow(10.0, (double)(3-xpow));
ypow = intpow10¢LE3)-1(21);
yfac = (flgat) pow(10.0, (double)(3-ypow));

/* determine number spacing on the axes */
if (LT -L[0))*xfac < 5000}
4
xtic = 500;
if (CLIN-LI0] )*xfac < 2000)
xtic = 200;
3
else
xtic = 1000;

if (CLI3)-L[2))*yfac < 5000)
{
ytic = 500; )
if (CLI31-1{21)*yfac < 2000)
ytic = 200%
) .
clse
ytic = 1000;

/™ tronslate and scale the cxtrema ond data vectors for plotting */
xmean. = (X{floatdxtic)/xfac) * (int)(xfac*(l1[01+L[11)/¢2.0%((floatdxtic)));
ymean = (({float)ytic)/yfac) * (int){yfac*(1[2]+L[3]1)/(2.0°CCfloatdytic)));
xmin = xtic * (int) (-0.9995 + (L[0] - xmean) * xfac / ((fleat) xtic));

xmax = xtic * {int) ( 0.9995 + (L[1] - xmean) * xfac / ({float) xtic));
ymin = ytic * (int) (-0.9995 « (L[2] - ymean) * yfac / ((float) ytic));
ymax = ytic * (int) ( 0.9995 + (L(3] - ymcan) * yfac / ((float) ytic));

for (i=0; i<n; ie+)
(
*(pltx + i) = (int) (( *"(px * i) - xmean) * xfac);
*(plty = 1) = (int) (( *(py + 1) - ymean) * yfac); -
’ (
/* scale the plotting region */
fprintf (gw_fp, “ip70,30,4%90,240; scXd,Xd Xd,%d; si;", amin,xmax,ymin,ymax);
J* mark and oumber the axes */
xpow = (LLTI*LLTY > L(0)*L(01) ? intpowlO(L[1]): intpowlO(L{0)):
xlrgfac = (float) pow(10.0, (double){-xpow)):
for {(xi=xmin; xi<z=xmax; xi+=xtic)
farintf (gu_fp, “puid,Xd; xt; cp-2.5,-1.3; LbXS.2f\3;*, xi, ymin,
{uxmean + ((float) xi)/xfac)*xlrgtfac);
ypow = (L{3I*L(3) > L[21*L[2)) 7 intpowlOCL(31): intpowlO(Cl(2]);
ylrgfac = (float) pow(10.0, (double)(-ypow));
for {yizymin; yi<zymax; yi+=ytic¢)

~



fprintf (gw_fp, "pud,Xd; yt; cp-6.0,-0.3; LbXS5.26\3;",- amin,yi,
(ymean + ((float) yi)/yfac)*ylrgfac);

/* plot the data */ .
fprintf(gu_fp, “puXd,Xd; pd;™, *pltx,*plty); /* move pen to first point */
for (i=1; i<n; i++)

fprintf(gw_fb, "paXd,Xd;¥, "(pltx+i),"(plty+i)); /* plot data poinz %/

)
/* print scale power factors */
fprintf(gu_fp, “sc;"); /* change from user units to graphics units */
it (xpow 1= 0)
fprintf(gw_fp, "pu240,2; cp34,0; [bx10\3; cp0,0. 5 LbX-3d\3;", xpow);
if (ypow 12 0)
{
fprintf{gw_fp, “di0,1; pul0,50; cp26,-2.4; (bxiO\3; ¢p0,0.
fprintf(gu fp, “lbX- 3d\3 dil,0;%, ypow);
b

fflush (gu_fp):
cfree (pltx);
cfree (plty);

return;

l.'*"'**'."I'."'.'..t."-t"..'-'t."“-'"'"'.-*i-’.-"'t't.i.i.-'*"-""-.'i/

float min{pt,n)

int n;
float *pt; -
{
int i;
float min;
min = *pt;
for (i=1; i<n; i++)
4

if {("(pt+i) < min)
min = *(pt+i);
3 .
return{min);
}

!...--tl-luittt.tttt----.v-l-----.c.-tt.ttq'tt.-.c"----na-....--...*q.owtwo--/

float max({pt,n)
int n;
float *pt;
<
int i; .
float max;
= *pt;
for (i=1: i<n; ie+}
{
if (*(pt+i) > max)
max & *(ptei});
)
return{max);
}

I.-q.wattt--.--l-..wttwtwttt-ot--tt't--Q---..th--n.t--------c-.-.-t-ttt-.ttwl

intpow10(2)
float z;
{
int xpnt:
“double log10():

if (2 == 0.0)
return (0);



if (z <0.0)
z = -2;

Citz<1.0)

xpat = (int) (la::g‘lO((dmble) ) - 1.0};
else

xpat = (int) log10({double) 2);

if ¢ (((float) loglO(({double) z)) - (float) xpnt) > 0.9999 )
xpats+;

return{xpnt);

Iﬂ'ttw"ﬂ*.ﬁﬁ**"‘twtw""**t't'"-tﬂttitt..tt-'itIt**-tO*tt"-t.tt't..".."',

r
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/-
plot_prep.c
-> this programme sets parameters so that a portion of
o graph may be inspected more closcly.

-> copy this file to /tmp and compile to generate an object file using
fepp/bin/fee -¢ plot_prep.c

-> to Link with other required object files, use
/eppfbin/fee other_files.o plot_prep.o

“/
/-"'..-.t'-“it----.'tt.'--tttt.t..t.CQ..Q.lIIl'.I-.'.--'.'..-..--..tt'.tt"t.’r

#include <stdio.h>

plot_prep (gw_fp,n,x,y,ttl, xlbl ylbl)
FILE *gw_fp;
tnt n;
float *x, "y;
char *ttl, *xlbl, *ylbl;
{
extern char *kibl{):

229



int {, fkey,nn, noff=0; . : -
flogf Lim[4);

/* define special function key Labels =/
klbL[1) = = “: .
. kIbl[2] =% Top half »;
kibl (3] = “Vertical mag. *;
kibl{4] = * Bottom half ¥;
kibl[5] = * Left side - »;
klbl[6) = % Middle expanded®:
kIbL[7Y = ¥ Right side “;
kibl[B] = * Plot . menu *;
lim[01=0.0; lim[1)=0.0; lim(21=0.0; Lim{31=0.0;
n o= n;
while (1)
¢ -

plot(gw_fp,on, Lim, (xenoff), (yenoff), ttl xlbl,ylbl); /* plot the data */

sleep(d);

fkey_Lbl ); .
fkey = fkey sc
“write (1,

switch (fkey)

{

coase 1 :

break;

cose 2 :

Lim[2]

break;

case 3 :
Lim[2) =

Lim[3)
break;

case & :

Lim([3]
break;

case 5 :

m /=2 ;

Lim{1)
lim{2]
break;

case 6 3

nn /=2 ;

/* write the special function key Llabels */
(); /* read function keys */
jam, &3; /% turn off menu v/

(Lim[2] + LimC31) * 0.5 ;

0.25 * (3.0*lim{2) + Lim[3]) ;

0.25 * (3.0"Lim(3] « Lim[2])

(Lim[2) + Lim(3)) * 0.5 ;

(Lim[0] + Lim(11) * 0.5;
0.0 Lim3] = 0.0 ;

.

noff += nn/2 :

Lim[O)
Lim[1]
Lim(2]
break;

case 7 :

m /=2 ;

0.25 * (3.0"Lim{0) +« lim[1))

0.0 ; Llim[3) = 0.0 ;

noff «= nn ;

Lim{0}
Lim(23
break;

case 8 :
fprintf (gw_fp, “pg;*);
fflush (gw_fp);

>
2}

: -
/"t.-.".Q..tt..'ttttﬂ...-.l..-.'.‘..ttt..t".l.'...QQ."".--'I-----.Qt....4!

return;
break;

(Lim{0} * Lim(1)) * 0.5:
0.0 ; Lim{3] = 0.0 ;

’

0.25 * (3.0*lim{1} « Lim[0)) ;



smda_graphic.c T
© -» this progromme sets up parameters for the plotting
of the emg, force, and mmg data .vectors and
thefr Fourier transforms. .

=» copy this file to /tmp and compile to generate object file using -
/epp/bin/fee -¢ smda_graphic.c

-> to link with other required object files, use
Jepp/bin/fee other_files.o smda_graphic.o -lm
*/

,.-".ﬂ"'*'.""-"'..tt".’."'-"t‘f'"-...‘".*--‘."'I.'-'I'I"'l"‘."....",

#include <stdie.h>
#include <math.h>

smda_graphics ()
C

extern char path{), *kibl{};
extern short *emg,*force,"mmg;
extern int gfd, fkey;

extern int n,r;

FILE *gu_fp, “fdopen();

, char *calloc();

int i,starg, num;
float *x, *y, *fft_dat, dx;

/* set up graph labels */

char *ttl = » "
char *xlbl= « .
char *ylble v "

for (i=0; i<18; ie+)
*(ttleb+i) = path(i];

if ((ow_fp = fdopen(gfd, “r+*)) == O) . .
(

printf (“\n\nFailurec to open grophics.window in *ida_graphics.c’.");
return;
?

x = (float *) calloc(n, sizeof(float));
y = {float *) c¢alloc(n, sizeof(float));
ffr_dat = (float *) calloc(2*n, sizeof(float));

if (x==0 || y==0 |[]| ffr darx ==10)

{
printf (“Memory allocation failure in fida_graphics’.");
return;

}

while (1)

{

/* define special function key labels */

kibl{1] = *. plot EMG  M;

klbl[2] = * Plot Force “;

ktbl {3] = " Plot MMG  ;

Kibl1e) = » "

kibL[5] = ™ EMG FFT "

klbl[8) = " Force FFT v,

klblI7] = * MMG FFT ™7

kibl{8] = * Main menu M)

fkey_Lbl (); /* write the special function key labels */
fkey = fkey_scan(); /* read function keys *f

write (1, “\33&ja", &4); /* turn off memnu */

231



if (fkey a=x 3)

{
cfree (x3;
cfree (y);
cfree. (fft_dat);
return;

if (fkey < &)

. xtbl = » TINE (mi lliseconds) ",
dx = 1000.0 / (float) r ;
for (i=0; i<n; i++)
*Cx+i) = dx * (float) i ;

switch {fkey)
<
case 1 :
ylbl = " EMG AMPLITUDE {ADC integer) “;
for (i=0; i<n; i++)
*(y+iy = (float) "(emg + i) ;
break; ’
cese 2 :
ylbl = » Force AMPLITUDE (ADC integer) ",
for (i=0; i<n; i+s+) ]
*(y+i) = {float) *(force + i) ;
break;
case 3 =
ylbl = “"MMG AMPLITUDE (DSQ-400 integer)™;
for (i=0; i<n; i++)
*(y+i) = (float) "(mmg + i) ;
break;
]

plot_prep (gw_fp,n,x,y,ttl,xlbl,ylbl); /* plot the datat */

if (fkey > &)

printf{"\n\nEnter the starting point (sample number) of the FFT ");
printf{"in the data vector \nand the number of samples to be ");
printf(“transformed (Must be a power of 2):V);
T oprintf("\nint [Return]\nint [Return]xn");
scanf({"Xd", &start); -
scanf("Xd", &num); :
printf(*\rPleasc Wdit. FFT calculations in progress.®);
1f ({start+num) > n} .

(
stort=0; mum=n;
}
xlbl = * FREQUENLCY { Hz } ",

for (i=0; i<num; i++)
*(ffr_dat + 2*i+1) = 0.0;

switch (fkey)
{
case 5 : '
ylbl = * EMG FFT MAGRITUDE (integer) " ; -
for (i=0; i<num; i1++)}
“(ffe_dat + 2*i) = (float) "(emg » start+i);
break;
case & :
ylbl = " FORCE FFT MAGNITUDE (integer) " ;
for (i=0; i<num; i++)
*(fft_dat « 2%i) = (float) *(force ¥ startei): +
break;
case 7 :

[ 4



3
)
3

ylbl = % MNMG FFT MAGNITUDE (integer) ™ -

for €i=Q; j<rum; i++) ‘ -

*(fft_dat + 2*i) = (float) *(mng + start+i);
break;
3 .

cfft (fft_dat,num,1);

dx = ({float) r) / ((float) rm} ;
for (i=0; i<numy2; i+e)

<
*(y + i) = (float) sqr((double) (*(fft_dat + 2*i) * _
*(ffr_dat + 2%i) + *(fft_dat + 2%7+1) * *(ffr_dat + 2vieD)));
*(x + i) = dx * (float) i ;
p)
printf("™015 ;v

plot_prep (gu_fp,num/2,x,y, ttl xlbl,ylbl); /* plot the datal */
_Pr Al

.

I*"‘i’i’*ii"tti.t.'*'*'.""l"lﬂ't'“"tt-ii't'..“.""I-'*Iﬂﬁltti"'.’ttttt-t'..,
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— APPENDIX C

DATA ANALYSIS SQURCE CODE

-

A set of C language programmes for analysis of the stored data

records is présented in this appendix. Each programme performed a s{é-
gle function. The programmes Qere run interactively or from .a shell
command programme. The following programmes are prescnted in alphabeti-
cal order in the following pages:

asciihpltreg
brasii
cffe

. CgW
efdhple.
. . efder -
ffchple -
mmgmdfy
plot.

It should be noted that the above programm;s that  invelve plotting

("plt" appears in their names) were written to drive a Hewlett-Packard

7670A.ploctcr. Previous versions of these programmes (not listed in

-chis document) were written to drive a g;pphicg window (blothf emulator
windéw).

Two examples of shell command programmes have been igcluded act

the end of these listings to show how the data analysis'programmes,

listed above, were used:

posecxan
Teptest.
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asciihpltreg.c -» Hard-Plot with liner Regression
-~

]
. = for HP-T470 plotter

-> this progromme plots a graph of the n-point data
~vector of an ASCII file of the following form:

graph title (32 characters)
x-axis label (32 charscters) -
y-axis label (32 characters)}
n {mumber of data points)
- . x1 yl
x2 y2
x3 ¥3
xn yn
' -> a straight line s fitted to the data using the -
method of L res.

-> parpmeters : ) 9
->» required :  argv(l] -> nome of source data file (on disc).
-> optional : argvi2] -»> xmin \

argv(3] -> xmax

|- plot scale limits,
argv[41 -> ymin |

|

» argv(5] ~> ymax /

argv[é] -> pen speed

(integer belween 100}
«» defoult value is

argv{71 -> wix -> horizontal distance of
bottom left cormer of plot
from left edge of paper.
(float) from 0.5 to 10.5 inches
-> default value is 0.5 inches.

argv (8] -> wly -> vertical distance of
N bottom left corner of plot
from bottom edge of paper.
2 (float) from 0.25 to 7.75 inches
-> default value is 0.5 inches.

argv([®] -> w2x -» horizontal distance of
top right corner of plot
from left edge of paper.
(float) from 0.5 to 10.5 inches
-» default value is 10.5 inches.

argv[10] -> Wy -> wvertical distance of
top right corner of plot
from bottom edge of paper.
(float) from 0.25 to 7.75 inche=
=>» default value 1s 5.5 inches.

-» compile to generate executable code using:
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cc asciihpltreg.c ~lm -0 asciihpltreg
or
/fepp/bin/fee asciibpltreg.c -im
'ti."tt'-..tt.‘""'**'-*'"*mﬂ'.""I'"‘“t'tt"tt.’tim"""'.ﬁ.t*ttl‘iiittl
b —
#include <stdio.h>
main (argc, argv)
int argc;
char *argv(]; .
¢ .
FILE *gw_fp, *d_fp, *fopen(); .
char *calloc(), ttl[33]1, xlbl[33]), ylbl[33];
int n, i;
int ips, wix=0, Wiy=252, w2x=10080, w2y»5292, pix, ply, p2x, ply;
float ps=30.4, psfs=0.38, wtmplé); .
float *x, *y, lim{4];
/* test to see if data file name argument was given */
if ¢ str'l-en(argvl‘l]) ex 0 )
4
printf ("\n\nERRORI\nThe name of the source dats file must be provided ");:
printf (“as an argument \nWwith the command Xs.\n", argvi0]};
exit (1);
3 .
Limf0] = 0.0;  Lim{1] = 0.0; Llim{2] = 0.0; timt3] = 0.0;
/* consider optional command parameters */ )
switch {argc)
{
case 11;
sscanf (a f vXfe, Rutmp(0]);
sscanf (a . "Rfv, Ewtmp(1]);
ssconf (argv(¥], “%Xf“, Awtmp(2]);
sscanf (arge[10], "Xfv, Swtmp(3]);
wix = (int) (1008.0 * {(wtmp(01-0.5));
wly = (int) (1008.0 * (wtmp[11-0.25));
W2x = (int) (1008.0 * (wtmp[2]-0.5));
w2y = (int) (1008.0 * (wtmp[31-0.25)); -
case 7:
sscanf (argv(6], “Xd*, &ips):
ps = psf * (float) ips;
case 6:
sscanf (argvi2], "XfY, &lim(0));
sscanf (argv3], “Xfv,K Zlim(1));
sscanf (argv[d], "Xf* &Lim[2));
sscoanf (arge(S), *Xf*, &Lim[3));
break;
}

/* open the data file and plotter device file =/

if ((gw_fp = fopen{“/dev/platter”, "ren)) == Q)

{
printf (“\n\rmure te open graphics window in ‘asciipltreg’.*);
exit (1); .

}

if ( (d_fp = fopen(argv[1}, “r")) == 0 )

{

printf (“\m\nFailure to open ASCII file *%s‘ in asciiplireg.", argv[1]);
exit (1); ’
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/* locate and scale the plotting region ¥/

fprintf (gw_fp, “IN; VS Xf; IW Xd,Xd, Xd,Xd; SP 1;%, ps,wix,wly,wex,w2y);
plx = wix + (int) (0.13671875 * (w2x-wix)}; ‘

ply = wly + (int) (0.11764706 * (w2y-wly));

px = wix + (int) (0.95703125 * (w2x-wix));

pey ® wly + (int) (0.N1I7847 * (W2y-wiy));

fprintf (gqu_fp, “IP Xd,Xd, Xd Xd;™, pix, ply,p2x,p2y);

fprintf (gu_fp, “SC 137,957,118,941;%);

/* read title, labels snd n from the data file */
fsconf (d_fp, "X[(o\ndwnX{t\nd\nXI™\ndwnXd", ttl, xilbt, ylbl, &n);
/™ ollocote memory for floating-point data vectors */
x = (fisat *7 calloc (n, sizeof(float));
y = (float *) calloc ¢(n, sizeof(floatr));
if(x==0) || (y==0))
{
printf ("Memory sllocation failure for x or y in ‘asciipltreg’.");
exit ¢1); 4
}

/* read data from the file %/

for (i=0; i<n; i++)

fscanf ¢d_fp, "XfXfe, (x+i), (y*i)):
/* plot the datal “/ o ’

plotrey (gu_fp,n,lim.x,y,ttl,xlbl,ylbl):
/* tidy up memory ond files */

cfree (x);
cfree (y);

felose (gw_fp);
fclose (d_fp);

exit (0); ‘ .
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plot.c ' <
-> plots floating-point data vector ‘y’ as a function of
floating-point data vector ‘x' on a set of axes.

->» compile to generate object file using:
cc -¢ plot.c or /epp/bin/fee -¢ plot.e

-» to link with other object files, use .
cc other_files.o plot.o -lm or /cpp/bins/fecc other_files.o plot.o -lm

variables :

gw_fp -> graphics window file pointer obtaimed from a call to
fopen in the calling process.

n -> number of data points in ‘x’ andd ‘y' to be plotted.

L -> contains extreme values of “x' and ‘y‘ data vectors for
the determination of plotting limits.
{ [0} = xmin -
1I1) = wmax



[[2] = ymin

L{3) = ymax

-> if xmax <=z xmin then this subroutine \-nll calculate
new values of xmax and xmin,

=> if ymax <= ymin then this subroutine mll calculate

- new values of. ymax and ymin.

px > pointer to data vector tx! of type ‘float’.
(horizontal coordinates of date points)

py -> pointer to data vector 'y’ of type ‘float’.
(vertical coordinates of data points)

A

ttl -> 32 character title for the graph.
xlbl -> 32 character label for?(—axis.
ylbl -» 32 character label forithe y-axis.

.'t’"ﬂ'."""ﬁ*“.""'.“m‘i“"'ii""‘i‘"‘"ﬂ"‘*'lﬂ"mtt'*tt‘t'tt‘tt-i/
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#include <stdio.h>
#include <math.h>

plotregigw fp,n, (,px,py, ttl,xlbl, ylbl)
FILE *gw_fp;
int n;
float L[4], *px, *py;
char *ttl, *xitbl, *ylbl;
{
_char *calloc();
Lint intpowl10¢), rint();
double pow(};
float min{), max{), xfac, yfac, xmean, ymean, xlrgfac, ylrgfac;
int i, "pltx, *plty, xpod, Ypow, xmin, xmax, ymin, ymax, xTic, ytic, xi, yi;
float sx=0.0, sy=0.0, sxy=0.0, sx2=0. D sy2=0.0, m, b, r2;
mt yfitmin, yfitmax;
/* allocate memory for data vectors */
pltx = {int ™) calloc(n, sizeof(int));
plty = (int *) callec(n, sizeof(int));

if { pltx == [l plry == 0)

( -
printf("\r\nMemory allocation failure in ‘plotreg’ (plix or plty).an);
return;

}

/* perform Lincar regression and print values of 'm' and ‘bt */
for {i=0; i<n: i+e} .

e .
X += '(px¢i);

sy += *(py+i);

Sxy *= *(pxei) * *(py+i);
Sx2 += *(px+i) * *(px+i);
5Y2 += *(pyei} * *(py+i);
b

m = (((float) n)*sxy - sx*sy) / (((float) n)*sx2 - sx*sx);
b = (sy*sx2 - sx*sxy) / (((float) n)*sx2 - sx*sx);

r2 = m* (((float) n)*sxy - sx*sy) / ({(float) n)%sy2 - sy*sy):

printf (*"\n\n\nThe fitted-line slope is Xg and the y- intercept is ", m);
prmtf ("Xg .\nThe cocfficient of determination is %f .\m\n\n", b, r2};

/* find the extreme data values */
EL0] »= 1 ([1])
( .
LI0] = mingpx,n);
L[1] = max{px,n);
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if (112} >= L31)
{
L[2) = min(py,n);
L3) = maxCpy,n);
b)

/* determine the scaling factors */
xpow = intpow10(L111-1101);
xfac = (float) pow(10.0, (double}(3-xpow));
ypoW = intpowl0¢L3]1-102));
yfac = (float) pow(10.0, (double)(3-ypow));

/* determine number spacing on the axes */
if (CLLT1-1[0]1)*xfac < 5000)
{

xtic = 500;

if (CL[11-1001)*xfoc < 2000)

xtic = 200; '

3
else

xtic = 1000;

if ((LI3]-1121)*yfac < 5000}

<
ytic = 500; . .
if (CLI31-L[2])*yfac < 2000}
ytic = 200;
)
else

S ytic = 1000;

/* translate and scale the extrema and data vectors for plotting */
xmean = (({flqatixtic)/xfac) * (int){xfoc*{LI0)+1[1))/¢2.0*((float)xtic}));

ymean = (((float)ytic)/yfac) * (int)(yfac*{L[21+l (3] )/(2.0*({float)ytic)));
" xmin = xtie * (int) (-0.9995 + (L[0) - xmeon) * xfac / ((float) xtic)):
xmax = xtic * {int) ( 0.9995 + (L[1) - xmean) ™ xfac / ((flocat) xtic));
ymin = ytic * (int) (-0.9995 + (L[2] - ymeon) * yfac / ¢(float) ytic));
ymax = ytic " {int) ( 0.9995 + * yfac / ((float} ytic));
for (1=0; i<n; 1++)
{

*(pltx + iy = (int) ({ *{px + i) - xmean) * xfac);

(1{3] - ymean)

*(plty » 1) = (int) ({ *(py + i) - ymean) * yfac);
}
yfitmin = (int) ((m * (xmean + xmin/xfac) + b - ymean) * yfac);
yfitmax = (int) ((m * (xmean + xmax/xfac) + b - ymean) * yfac);

/™ print labels and scale power foctors */

fprintf (gu_fp, “sr1.2,3.6;"); /% set the character size */
fprintf (gw_fp, “pu352,961; LbX-325\3;%, ttl); /* print title %/
xpow = (LIII*L0T) > LLOI*LIC1Y 2 intpowl0CL1)): intpowlO(L[0));
ypow = (L{31*L03] > L(21*L21} ? intpow1OCL(31): intpowiC(l(2]);
fprintf (gw_fp, “pu320,8; LBX-32s\3;%, xlbl}; /* print x-axis label =/
if € (xpow < 0) || (xpow > 33 ) ’

fprintf{gw_fp, “cp2,0; Lbx10\3; ¢p0,0.4; 5r1.0,3.0; (bX-3d\3;*, xpow):
fprintf (gw_fp, “di0,1; sr1.2,3.6;");
fprintf (gu_fp, "pu25,50; LBX-32s\3;%, ylbl); /" print y-axis Label ¢/
it ¢ (ypow < 0) || (ypow > 3) )

fprintf(gw_fp,"pus5,810; tbx10\3; cp0,0.4; sr1.0,3.0; Lb%-3d\3;", ypou):

fprintf (gw_fp, “dil,0; sr1.0,3.0; seXd,Xd,%d,%d;", xmin,x

. .

/* scale the plotting region and drow the axes */
,Ymin, ymax);
fprintf (guw_fp, “pukd, Xd; pfid,Xd; pdid,d;*, xmin,ymax,xmi

/* mark and number the axes */
xlrgfac ="(float) pow(10.0, (double)(-xpow));
fprintf (gw_fp, "tl0.94,0.94;");
switch (xpow)

Lymin, xmax, ymin);
L S
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}

case 1:
for {xizxmin; xi<zxmax; xi+zxric) °
fprintf (guw_fp, “puXd,Xd; xt; ¢p-3.2,-1.0; LBXS.1\3;", xi, ymin,
(umean + ((float) xi)/xfac)*xirgfoc*10.0);
break;
case 2:
for (ximxmin; xi<axmax; xi+=xtic)
fprintf (gw_fp, "puXd,Xd; xt; c¢p-1.2,-1.0; (bX2d\3:%, xi, ymin,
(rint ({xmean + ((float) xi)/xfac)*xlrgfac*100.0)));
break; -
case 3: ]
for (ximxmin; xi<sxmax; xi+=extic)
fprintf (gw_fp, "puXd,Xd; xt; cp-1.2,-1.0; 1bX2d\3;", xi, ymin, .
(rint ((xmean + ((float) xi)/xfac)*xirgfac*1000.0)));
break;
+ default: '
for (xi=xmin; xi<sxmax; xi+=xgic)
fprintf (gw_fp, “pXd,Xd; xt; cp-2.2,-1.0; LBX5.2f\3;%, xi, ymin,
(xmean + ((float) xi)/xfac)*xlrgfac);
break;

b
yirgfac = (float) pow(10.0, (double)(-ypouw));
fprintf (gw_fp, "t10.47,0.47:%);
switch (ypow) ’
{
case 1:
for (yizymin; yi<=ymax; yi+=ytic) N
fprintf (gw_fp, “puXd,Xd; yt; cp-6.0,-0.3; LbXS5.1f\3;", xmin, vi,
(ymean + ((float) yi)/yfac)*ylrgfac*10.0);
break; -
case 2:
for (yi=ymin; yi<zymax; yi+=ytic)
fprintf (gu_fp, “pukd,d; yt; ¢p-6.0,-0.3; (bXSd\3;%, xmin, yi,
(rint ((ymean « ({float) yi)/yfac)*ylrgfac*100.03));

break;
case 3:
for (yizymin; yi<symax; yi+=ytic)
fprintf (gu_fp, "puXd,Xd; yt: cp-6.0,-0.3; LbXSA\3;", xmin, yi,
(rint ({ymean + ((float) yi)/yfac)*ylrgfac*1000.0)));
break;
defaule:
for (yi=ymin; yi<aymax; yi+aytic)
foprintf (gw_fp, "pusd,Xd; yt; cp-6.0,-0.3; LbX5.2f\3;", xmin, yi,
. . {ymean + ((float) yi)/yfoc)*ylrgfac):
break; -

/* plot the data */
fprintf(gw_fp, “sm*;"): /™ select the data-point character */
fprintfigu_fp, "puXd,Xd;", *pltx,*plty); /* move pen to first point */
for (i=1; i<n; j++)
<
fprintfigu_fp, “pakd,Xd;", *(pltx+i),"(plty*i)); /* plot data poing “/
}

/* plet regression Line */
fprintf{gu_fp, “sm;puld,%d;", xmin, yfitmin); /* pen to beginning of Lline */
tprintf(gu_fp, "pdid,Xd;™, xmax, yfitmax}: /* move pen to end of line */
fprintf(gu_fp, “puXd,%d; sp;", xmin,ymin):
tflush (gw_fp);
cfree (plix);
cfree (plty);

return;

240



N

-

>
Y ninduiuinbuiobbebniiinidoiaioleiotofolaiebnioininiainiabniadaiole wew jalatainininiuinindehieolubnduiedsinindetatoininiadief /
float min{pt,n)
int n;
float *pt;
L4
int i;
float min;
min = *pt;
for (i=1; i<n: j++)
L4
if ("(pt+i) < min)
min = *(pt+i);
Y 2
return{min); B

3

I"“.im'.".‘"*'t‘ﬂ‘"ﬂ'*m""*.m"t“.*'“"'"*t"'i..".'.it"i""'/
1 -

float max(pt,n}

int n;

float *pr;

(

- int i;

float max;
max = *pt;
for (iml; j<n; i++)
<

if (*(pt+i) > mox)
max = *(pt+i);
3
return{max);
}

/'..'.--.-"'*i..'i't'.'t'.-"t-'t'.'i't"'*.-----".ﬁ...".-‘tt.'t.t.-'..t--l/

intpowl0(z)

float z;

c -
int xpnt;
double Llogl0();

/if:==0.0) £

return (Q);

if (2 <1.0)
xpat = {int) (log10((double} z) - 1.0);

xpat = (int) loglO((double) 2);

if ( (((fleat) logl0({double) z)) - {float) xpnt) > 0.9999 3

xpNtes \

return(xpnty; '
} .
/tt.""tt..--.-I.----".--.'--.I-.-.'Q....'Q..-""..Ii-t-".'.-t."I‘-.--Il.---."r
int rint(x) /* return 2 Rounded INTeger (ned truncated) */
float x;
{

return { (int) { (x < 0.0} ? (x - 0.5) 1 (x » 0.5} ) };
)}

/Q.t"ttt.t.-ttttn--t"---t.---.------.-o-t'..'.0*'.ttotttt-tt--.t--.-----c.c./

r
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btascii.c “ => Binary-To-ASCI!
.

-> this programme reads one of the RAM data files

(/emg, /force, /mmg) and writes the data in
ASCI1 form to the standard output. A portion
of the 2048-point data vector may be specified
if printing of the whole vector is not desired.
The first column of the output specifies the

L \ pesition in the data vector of the first
number in that Lline (0 to 1023).

-> parometers : .
=> required :  argvIll ->".nunc of source data file.

-> optional : argv[2] -» position of data value in data vector
to start printing with.
(integer 0 to 2047)
argvi3] -> number of data points to print.
(integer <= 2048)

v

-> compile %o generate executable code-using:
cc btascii.c -o btascii \o\/cpp/bin!fcc btascii.c

tt.ﬁ***..'..tﬁti'tttttﬁtttt.tt'tti"tiﬂ‘*tﬁ"’ittiii’ttttttit'*tt'tﬁﬂuw***tnill

#define N_INIT 2048 /* nuber of elements in the data vector */

#include <stdio.h>

main (arge, argv)
int argc;

char *argv(4];

( -~

. FILE *d_fp, “fopen(); .
char *calloc(), str1[S0], str2[20];
short *ybuf;
int naN_INIT, &, j, offset=0;
float *ffidat;

/* test to sce if cdata file nome argument was given */

if ( strien{orgv(1)) == 0 )

{ .
printf ("\n\nERRCR!\nThe name of the source data file must be provided ™),
printf ("ps an argument \nwith the command btascii.\n™):
exit (1); ‘

)

/* consider optional command paramcters */

if ¢ arge==4 )

{ L
sscanf (argvi2], “Xd“, Loffset); ’ \
sscanf (argv(3), "Xd*, En):

}

if ( meoffset » W_INIT )

printf ("\rOata vector length exceeded with argvl2] and argv[3!t\n™);
‘printf ("Default values of argvi2]=0 and argv[3]=N_IKIT were used.\n");
offset = 0 ; n = N_INIT ;

" the data file =/
Opt.ﬂ ile «
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if ( (d_fp = fopen(argv[ll, "r*)) == Q)
<r

printf ("\n\nFailure to open ASCI] RAM file in ‘graph’.»);

exit {1);
b

/* allocate memory for integer buffer "/

ybuf = (short *) calloc (N_INIT, 2);
ffrdat = (float *) calloc (2*n, 4);
if ¢ (ybuf == 0 || (fftdot == 0) )
{ -

printf (“NMemory allocation failure- in ’btasciif.n);
exit (1);
3

/* reod data from the RAM file */

if ¢ (stremp(™/fft™, argvI1])) == 0)

{
fread (fftdat, &, 2(offset+n), d_fp);
strcat (strl, “FFT Coefficients%);

strcat (str2, ®(real imaginary)“);
)

else

{
fresd (ybuf, 2, N_INIT, d_fp); ¢
fscanf (d_fp, *X[*\n)\nXs“, stri, str2);

)

/* print the data */
printf ("\t\r\t\tXs Xs\n", strl,str2);
if ¢ (stremp(®/fft™, argv(1])) == 0)
L4

for (i=zoffset; i<(offset+n); i+=d)

¢
printf ("Xid “,i);
for (j=0; j<8; je+) ‘
printf ("X6.1f *, *(ffrdat+(2%i)+}));
printf ("\n");
b
}
clse
¢ :
for (i=offset; i<(offseten); ie=8)
{ : -
printf ("Xid LIS 1
for (j=0; j<8; j++)
printf (vX&d ", *(ybuf+i+j));
printf ("\n");
}
)

/* tidy up memory and files */

cfree {yhuf);
cfree (ffrdat);

fclose (d_fp);

exit (0);

@
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. efft.c
-> Complex Fast Fourier Transform ' —

-> this function replaces ‘data’ with its discrete Fourier trsnsform
if isignz-1 or replaces ‘dats’ with the inverse discrete
Fourier transform if fisign’/=+1,

=> 'data’ is & real array of 2*nn elements with pairs of adjacent
elements representing the real and comptex parts of each
data point. ’

<> 'm’. is the number of complex dats points and must be an integer
power of 2. . : .
=> copy this file to /tmp and compile to generate object file using
/cpp/bin/fee -¢ cfft.c

-> to link with other required object files, use
/epp/bin/fec other_files.o cfft.o -lm

LN RN I T L,

#include <math, h>

cfft- ¢data,mn, isign)
float *data; )
int nn, isign;

{ .
double sin();

int i,j,n,m,mmax, istep:

‘fleat tempr, tempi,nninv;

double wr,wi, Wpr,wpi,wtemp, theta:

n=nn"*2;
i=1;
for (i=1; i<=n; je=2) /* this is the BIT-reversal section */
if () > 1)
{ : /* exchange the two complex numbers */
tempr = *(data + }-1);
temgn = “{data + j);

*{data + j-1) = *(data ¢ i-1);
*(data + j) = *(data +_i);
*(data + i-1) = tempr;
*(data +» i) = tempi;

) B

m=nn;

*

while ((m »= 2) &8 (] » m))

{
i-=m o
m »>= 1; /* divide mby 2 */
) . - -
i : m . ",
- = - LY
. - *
) | é’?
mmax = 2; /* here begins the Banielson-Lamczos section of the routine =/
while (n » nmarﬁ /* outer loop exccuted log2(nn) times =/ °
¢
istep = mmax << 1; /* istepsmmax®2 */ .

theta = 6.28318530717959 / (double)(isign * mmax);



wpr w sin(0.5%theta); ‘ -

+*
{

)

wpr = wpr;

wpr *= -2.0;
wpi = sin{theta);
wt = 1.0;

wi = 0.0;

for (me1; m<=mmax; m*=2) /* here are the two nested inner loops */
¢ '
for (i=m; i<=n; {+=istep)

( .
jo= i+ mmax; /* this-is the Danielson-Lanczos formula */

tempr @ (wr * *(data + j-1)) - (wi * *(data + j)); . -
tempi = (Wr ¥ *(data + J)) + (Wi * *(data + j-1));
*(data + j-1) = *(data + i-1) - tempr; .
*(cdata + j) = *(data + i) - tempi;
*(data + i-1) += tempr; . 7
*(date + i) += tempi; )

3} ) A -

wtemp = wr; /* trigonometric recurrence */

W ® Wr'Wpr - Witwpi + wr;
Wi = Wivwpr + wtemp*wpl + wi;
3 ‘

mmax = istep;
(isign == -1) /* scole data by'1lnn -/
mninv = 1.0 7 (float) nn;
for (i=0; i<(M*2); i++)
*{data + i) *= nnipv;

return;

)

/--QQQ!.OW'*tQt..t*ttttwttwt-t-ttttt-ttttt-ttttn-tt-----'Q-'tt'-c-----"a.."'/
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* cgw.c -> Create Graphics Window

-

" -> creates 3 graphics window with noame fplot?.
- - s

hd -> compile to generate executable code using

- JcC cgu.Cc -0 cgW or fepp/bin/fec cguw.c

-

.tﬁm.-‘mm"'m"I!mm""i"m"t'm‘*t*ﬂﬁ““"'..'““t'*'/

#define XSIZE 512

kdefine YSIZE 255 . /* window will fill the sereen */ .
¥define XLOC O

fidefine YLOC O 7* upper left hand corner of window on screen */

finclude <fentl.h> /* for opening the graphics window */

#include <scrn/smsysdep.h> b

#include <scrn/plotem.h> /* contains the ioctl() calls */

#include <scrn/wmcom.h> /* contains the window structure */

main () -

C

. int xsizeeXSIZE, ysize=YSIZE, xloc=XLOC, yloe=YLOG; ’
struct windio plot; /* window structure for the graphics window %/

write (1, ® \033&jav, S5); /* turn off so?;tkcy menu */
icctl (0,WMGET,Zplot); /* get the defoult window attributes "7

plot.w_type = PETYPE; /* assign window as Plotter Emulator type */

plot.w_stat &= ~-RECOVER ; /* prevent window from being destroyed */
/* keep graphics window from being comnected to the keyboard */

plot.w_stat &= ~(AUTQ_ACT | ACTIVE);

plot.w_width = xsize;

plot.w_height = ysize;. /* set sizs (in pixels) of the window */
plot.w_xloc = xloc;

plot.w_yloc = yloc; /* set the location (in pixels) on screen */
plot.u_gen! = 0; -

plot.w_gen2 = 0; /* use the default buffer size */

strepy (plot.w_path, “/dev/screen/plot_window"): /* define window name */
ioctl (0,WMCREATE,Splot); /* create the window ' */

exit (0);-

}

!.---lII..QQ*wt.ttt..-tt.l---'II..'..Qﬁwtt.ttttn'-ttnllnic--.t--.ttttt.tt'I-.-/
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N
efdhplt.c -> Erindale Frog Deta Herd Plot
1
- for HP-7470 plotter
. S
-> this programme plots s graph of the 2048-point cata
vector of any of the following binary RAM files
generated by ‘efder’:
Jemg
/force
/mmg
-> parsmeters :
-> required @ argv[1l -> name of source data file (on disc).
-> optional : argv[2} ->.rumber of data value in data vector
- to start plotting with.
argv(3] -> number of data points to plot
(starting at argv[2]).
argvi4] -> xmin \ -
argv[5) -> xmax |
’ - plot scate limits.
argv[6] -> ymin
argvin > ymax [/ -
. ' argv(8] -> pen speed
(integer between 0 and 100)
-> default value is 80.
. argv{?] -> Wlx -> harizontal distance of
bottom Left corner of plot
from left edge of paper.
(float) from 0.5 to 10.5 inches
=> default value is 0.5 inches.’
argv[10] -» wly -> vertical distance of
bottom Left corner of plot
. from bottom edge of paper.
(float) from 0.25 to 7.75 inches
-> default value is 0.5 inches.
argv[11] -> w2x -> horizontal distance of
top right cormer of plot
from left edge of paper.
(float) from 0.5 to 10.5 inches
-> default value-is 10.5 inches,
argv[12] ->» w2y -> vertical distance of
top right corner of plot
from bottom edge of paper.
(float) from Q.25 to 7.75 inches
-> default value is 5.5 inches.
-> compile to generate executable code using:
cec cfdhplt.c -Ilm -0 efdhplt or /epp/bin/fec efdhplt.c -lm

.ttt.tttt-.ttt---tt.------.o...aqttthntt'-.-tttt.ttt.---t'---ac--l-l.c-.oot../

tdefine N_INIT 2048
#idefine R_INIT 8192

B

/* number of elements in the data vector ¥/
/* data collection rate (samples/secord) */

Iy

-
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#include <stdie.h>

main {arge, argv)
int arge;

char *argvl];

4

FILE *gw_fp, *dvip, *pfp, *fopen(); -

char *calloc(), strif501, str2[20), ttl(33), xibl([33), ylbl[331;
short *ybuf, *parom;

int neN_INIT, nneN_INIT, r=R_INIT, fd, i, offsets=0;

int ips, wix=0, wly=252, w2x=10080, W2y=5292, plx, ply, p2x, p2y;
flont ps=30.4, psf=0.38, wtmpl(4);

float *x, *y, dx, lim[4), facs=0.0;

/* tcs;\to see if data file nome argument was given */

if ( strientargvl1]) == 0 )

'
printf ("\n\nERROR{\nThe name of the source data file must be provided ");
printf ("os an argument \nwith the command Xs.\n®, argv[0]);
exit (1);

b

Lim(0] = 0,0; lim{1] = 0.0; Llim(2) = 0.0; Llim{3] = 0.0;
/* consider optional command parameters */
switch (arge)

case 13:
sscanf (argv(?), “Xf", Ewtmpl[0]);
sscanf (argv[101, “Xf%, Swtmp(1)):
sscanf (argv([T11], “Xf", Swtmp(2]):
sscanf Cargv[12], "Rf", Bwtmp[31);
wix = (int) (1008.0 * (wtmpl0]1-0.5));

wly = (int) (1008.0 * (wtmp[11-0.25)):

w2x = (int) (1008.0 * (wtmpl21-0.5));

w2y = (int) (1008.0 * (wtmpl31-0.25));
case 9:

sscanf (argv{8], *Xd", Zips);

ps = psf * (fleat) ips; -
&

case B:

sscanf (argv(é), "Xf", Elim(01);

sscanf (argv[5], “Xf" &lim(1]);

sscanf (argvié]l, “Xf", &lim(2]);

sscanf (argvi7], "Xf*, &lim(3]);

case &:
sscanf (argv[2], “Xd", Roffser):
ssconf (argv(3], “Xd", Enn);
if ( notoffset > N_IKIT )

(
printf (“Data vector length cxceeded with argvl2] and argv(3]1\n"):
printf ("Default values of argv([2)=0 and argv[3)=N_IKIT were ");
printf ("used.\n");
offset = 0 ; nn = N_INIT ;

}

break;

/* open the data files and plotter device file */

if ( (dvfp = fopen(argv[1], “r")) == 0 )
{
printf ("\m\nFailure to open Xs in ‘efdplt’.*, argv([1]);



exit (1);
if ( (pfp = fopen(™/parometers®, “r®)) == 0 ) L
<

printf {™\n\nFailure to open /parsmeters in ‘efdplt’.");
exit (1);

b .

if ((gw_fp = fopen(™/dev/plotter®, “ren)) ax Q)

{

printf (“\n\nFailufe to open graphics window in fefdplt’ . ");
exit (1); )
>

/* locate and scale™the plotting region */

fprintf (gu_fp, *IN; VS Xf; IW Xd,%d, Xd,%d; $P 1;%, ps,wix,wly, wex, wiy);
Plx 2 wix + (int) (0.13671875 * (W2x-wix));

ply = wly + (int) (0.11764705 * (w29-wly));

pex = wix + (int) (0.95703125 * (wW2x-wiX));

Py = wly + (int) (0.94117647 * (w2y-wly));

fprintf (gw_fp, "IP Xd, Xd,Xd, Xd:", pix,ply,pex,py);

fprintf (gw_fp, *SC 137,957,118,941;"); .

/™ allecate memory for integer buffer and floating-point data vectors */

ybuf = (short *) calloc (n, 2);

param = (short *) calloc (32, 2);

x = (float *) calloc (mn, sizeof(float));

y = (float *) calloc (nn, sizeof(float));

if ¢ (ybuf =2 Q) || (param == Q) || (x == 0) || (y == 0))

{
printf (“Memory sllocation failure for ybuf, poram, x or y in 'cfdplt’ . *);
exit (1);

) ~

/* read data from RAM §iles */
fread (ybuf, 2, n, dvip); a
fscanf (dvfp, “XsXs%, stmwl, str2);
fread (param, 2, 32, pfp);
/* set up graph labels and the vertical scale factor */

strepy (ttl, strl);

strepy (xlbl, » TIME (ms) "y
if { (stremp(“/emg®, argv(1]1)) == 0 )
<

fac = ((float) *(param + 13)) * 0.001;
strepy (ylbl, » - EMG AMPLITUDE (mv) "y:

if ¢ (stremp(v/force™, argv(1))) == 0 )

fac = ({(float) *(param + 14)) * 0.00%1;
strcpy (ylbl, " TWITCH FORCE (mN) R H

if ( (stremp("/fmmg®, argv[11)) == 0 )

fac = 0.006134;

strepy (ylbl, » MAF AMPLITUDE (pT) "):
)
if { (stroemp(™/mmgmod™, argv({11)) == 0 )
{

fac = 0.006134;

strepy (ylbt, “ MAF AMPLITUDE (pT) b
)

/* prepare for plotting */

A9

-,



dx = 1000.0 7 (float) r ;
for (i=0; i<nn; i++)
¢
*(x+i) = dx * ((float) {i - 1023 + offset))
*(y+{) = { (floot) *(ybuf+i+offset) % * fac
b

. wa

/* plot the datal */

"plot (gw_fp.nn, Lim,x,y, ttt,xlbl,ylbl);

/* tidy up memory and files */

cfree (ybuf);

cfree (param);
cfree (x): -
cfree (y);

fclose (gu_fp); ' -
fclose (dvfp);

A i il "'t'*"'."“‘ﬂ"'*""'t.t.i'.‘."“."""“"*""'/

b

Fauiniedadeb il bbb b b A R L A L L L L e L L L e R e

" 8 F % FF & B¢ R OE R SR

efdtr.c -> Erindale Frog Data To RAM

-> this programme reads the DSQ-400 ‘packed-character’ data
from a disc file and writes it to 4 binary RAM files:
/ /emg
/force
Jmmg
/parameters

-> required parameter argv[1l is the nome of the source data file
(disc data file).

_*> compile to gencrate executable code using
) cc cfdtr.c -0 efdir or /epp/bin/fee efdtr.c

tntt.--.no'tn.tttttt.ttti'l"ﬂlttQ..t-ttttttwt--.t.'ttttttt.--c-.i.tqt.ntn..--/

¥define N_INIT 2048 /* mamber of elements in cach data vector =/

#include <stdio.h>
#include <fcntl.h>

main {arge, argv)

250



int argc:
char *argv([2];
L4 . -

FILE *efp, *ffp, *mfp, *pfp, *fopen();
char *calloc(), *buffer;

short *emg, *force, *mmg, *parameters:
int n=N_INIT;

int i, ¥d;

/™ test to see if data file name argument was given =/

if ( strientargv(1]) == 0 )

{
printf ("\n\nERROR!\nThe nome of the source data file must be provided ");
printf ("as an arglment \mwith the command efdtr.\n");
exit (1);

/™ open the disc data file (read only mode) */
if ((fd = open(argv(1], O_RDONLY)) == -1)

printf ("\n\nThe data file Xs cannot be openedi\n", argvill};
exit (1);

/™ open RAM files v/

fomn cn/mll' Iiull):

fopen ("lforcc", nun):

.-mfp = fopen (%/mmg", “w};
pfp = fopen (M/parameters®, "w");
if ¢ (efp==NULL) ~|| (ffp==NULL) || (mfp==KULL) ]| (pfp==NULL) )
{

efp
ffp

H K Hu

printf (“\n\nFailure to open ASCII RAM files in efdtrinn''y;
exit (1);
}

/* allocate memory for character.and integer buffers */

buffer = calloe (&4+4*n, 1):
emg = (short *) calloc (n,” 2);
forece = (short *) calloc (n, 23;
mmg = (short *) calloc (n, 2);
parameters = (short *) calloc (32, 2);
it ( (buffer==0) }{| ¢emg==0) || (force==0) || (mmg==0) ]| (paramcters==0) )
{ -~

printf (“\n\rMemory allocation failure for buffers in cfdtriyn");

exit (1); .
}

/* read the data from the disk file */
if ( read (fd, buffer, 64+4*n) 1= 64+4*n)
{

printf ("\m\nlncomplete read from disc in efdiriynm);
b

/* unpack data from the character buffer and write to binary RAM files %/

for (1=0; i<n; i++)

« .
*(emg + i) = (({short) *(buffer « &*i)) & OxFF) - (short) 128 ;
*(force + i) = ((short) *(buffer « 1 + &*i)) & OxO0FF ;
*{mmg + i } = (({short) *(buffer + 2 + 4*i)} << B) |
. (((short) *(buffer + 3 + 4*i)) & CxOQFF) ;
b

*(parameters) = (((short) *(buffer + 4*n)) << B) |



b

({(short) "(huffer +« 1.+ &4*n)) L OxFF);
*(parameters + 1) = (((short) *(buffer + 2 + 4*n)) << 8) |
(({short) *(buffer + 3 + 4*n)) & OxFF);

“(parameters + 2) = (((short) *{buffer + & + 4"n)) << 8) |

(((short) *(buffer « S +-4*n)) & OxFF);
*{parameters + 3) = (((short} *(buffer « 6 + 4*n)) << 8) |

(((short) *(buffer + 7 + 4*n)) & OxFF);

*(parameters + &) = (short) *(buffer +« 8 + 4*n);
*(parameters + 5) = (short) *(buffer + ¢ + 4*n);
*(parameters + &) = (short) "(buffer + 10 + 4*n);
*(parameters + 7) = (short) "(buffer + 11 + 4*n):
*(parpmeters + 8) = {short) *(buffer + 12 + 4*n);
“(parameters + 9) = (((short) *(buffer + 13 + 4™n)) << 8) |
({(short) *(buffer + 14 + 4*n)) & OxFF);

*(parameters + 10) = (short) *(buffer + 15 + 4*n);
*(porameters + 11) = (short) *(buffer + 16 + 4*n);
*(parameters + 12) = (short) *(buffer + 17 + &*n);
*(parameters + 13) = (((short) *(buffer + 18 + 4*n)) << B) |

(((short) *(buffer + 19 + &4™n)) & OxFF);
*{parometers + 14) = (({short) "(buffer + 20 + 4*n)) << 8) |

(((short) *(buffer + 21 + 4*n)) & OxFF):
*(paremeters + 15) = (((short) T(buffer + 22 + 4*n)) << 8) | -

(((short) "(buffer + 23 + 4*n)) & OxFF);
*(parameters + 16) = (((sh.ort) *(buffer + 26 + 4*n)) << 8) |

(C{short) *(buffer + 25 + 4*n)) & DxFF);
“(parameters + 17) = ({(short) *(buffer + 26 + 4*n)) << B) |

(({short) *(buffer + 27 + 4*n)) & OxFF);
*(parameters + 18) = (short) *(buffer + 28 + 4*n);
*(parometers + 19) = (((short) *(buffer + 29 + 4*n)) << B) |

({(short) *(buffer + 30 + 4*n)) & OxFF):
*(parameters + 20) = (short) *(buffer + 31 + 4*n);
*(parameters + 21} = (((short) *(buffer + 32 + 4*n)) << 8) |

(({short) *(buffer + 33 + &4*n)) & OxFF);

/* write the buffered binary data to the RAM files */ &

furite (emg, 2, n, efp);

furite (force, 2, n, ffp);

furite (mmg, 2, n, mfp);

furite (parometers, 2, 32, pfp); .

/* write disc file nome ond data vector name to RAM files */

fprintf (efp, “Xs\nEMG\n", argvil1l};
fpointf (ffp, “Xs\nForce\n™, argv[11);
fprintf (mfp, "Xs\nMAF\n", argv(il);
fprintf (pfp, "Xs\nParameters\n", argv[1]);

/* tidy up files and memory */

close (fd);

fclose (efpd;
fclose (ffp);
fclose (mfp);
fclose (pfp);

cfree (buffer);
cfree (omg);

cfree (force);
cfree (mmg);

cfree (porameters);

exit (0):
3

fnt..tt'-..q.'ttt..-ttt--.c-.Qqut.w.t-tt---ac-Q.wwt..--t.----.cocl.-'waottt--l
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ffthplt.c ' -> Fast Fourier Transform and Hard-Plotting programme.

- for HP-7470 plotter

-> this programme ¢alculates the Fourier Transform of
a specified portion of a 2048- t data
. vector from one of the binefy tfiles (/emg,
fforce, /mmg) and plots the resulting power
spectrum.  The complex Fourier coefficients are -
written to the binary RAM file /fft,

-> parameters @ ¢

-> required :  argv(l] -> name of source dats file.
(if argv{1lan/¢ft® then these Fourier
coefficients will be plotted.
=> o FFT new calculations )

-> optional :.. argv(2] => starting position number of data
value in vector for FFY calculntjon.ﬁ
argv(3] -> number of data points to be trans
formed (starting at argv(2)).
-> must be an integer power of 2.

argvi4] -> xmin \

: ]

. argv(5] -» xmax
- plot scale lLimits.

I
I

argv(s) -> ymin
argv[7] -» ymax /

argv([8] -> pen speed
(integer between 0 and 100)
-> defoault value is 80.

argv(9l -> wix -> horizontal distance of
bottom left corner of plot
from left edge of paper.
{float) from 0.5 to 10.5 inches
-> default value is 0.5 inches,

argv{10] -> wiy -» vertical distance of
bottom left corner of plot
from bottom edge of paper.
(float) from 0.25 to 7.75 inches
-> defoult value is 0.5 inches.

argv(i1] -> w2x -> horizontal distance of
tep right corner of plot
from left edge of paper..
(float) from 0.5 to 10.5 inches
-» default value is 10.% inches,

argv[12] -> w2y -> vertical distance of
top right corner of plot
from bottom edge of paper.
(float) from 0.25 to 7.75 inches
-» default value is 5.5 inches.

->» compile to gencrate cxccutai:le code using:
cc ffthplt.c -lm -o ffthplt or fepp/bin/fee ffthplt.c -im

* % & & % ¢ % & 2 3 & K 3 F K B R R FREREEN R RE R AR R R R RN NN RE SRR DN AR AR ER RN
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#dcfine N_INIT 2048 /* ounber of elements in the data vector */
#define R_INIT 8192 /* data collection rate (somples/second) */

#include <stdio.h>

main (argc, argv) -

int arge;
char "argv[];
{

FILE *gw_fp, *dvfp, *fftfp, *pfp, *fopen();

char *calloc(), str1[331, str2020], str3(22], ttl(33), xibl{33]), ylbl(331;
short *ybuf, "param;

int neN_INIT, nn=N_INIT, reR_INIT, fd, i, offset=0;

int ips, wix=0, wly=252, w2x=10080, w2y=5292, pix, ply, px, p2y:

float ps=30.4, psf=0.38, wtmp[4);

float *x, *y, dx, lim[4], *fftdat, fac=0.0;

/* test to see if data file nome argument was given "/

if ( strlen{argv[1]l) == 0 )

{
printf ("\n\nERROR!\nThe name aof the source data file must be provided =3;
printf (“as on argument \mwith the command Xs.\n", argv(01);
exit (1);

3 A

Lim[0] = 0.9; Llim(1) = 0.0; (im(2] = 0.0; Llim(3) = 0.0;
/* consider optional command parameters */,
. L4

switch (arge)

{
case 13: ,
sscanf (argv([®], "Xf", Lwtmpl0l);
sscanf (argv[10]1, “XfY, Zwtmpfi]);
sscanf Corgv(11], "%f", Swtmp(2]);
sscanf (argv(12], “Xf", Autmp(31);
Wix = (int) (1008.0 * (wtmp{01-0.5));
wly = (int) (1008.0 * (wtmp{11-0.25});
wWex = (int) ¢1008.0 * (wtmpl21-0.5));
w2y = (int) (1008.0 * (wtmp(31-0.25));
. -case 9:

sscanf (argv(8], “Xd", &ips):
ps = psf * (float) ips;
J
case 8: .
sscanf (argvl4], “xf*, &lim[0));
sscanf (argvI5], *Xfv, &lim{11); .
sscanf (argvI&l, *Xf%, &lim{2));
sscanf (argv(7], "af*, &Lim{3));

case 4:
. sscanf (argvi2], "X, Zoffset):
sscanf Cargv[31, “Xd*, &nn); v
if { pneoffset > N_INIT )
4
printf ("Data vector length exceeded with argvi2) and argv(3]!\n");
printf ("Defoult values of argv[21=0 and argv[31=N_[NIT were *);
printf {®used.\n%};
offset = 0 ; nn = W_INIT -
}
break;



/™ open the data file snd plotter device driver */
if ((gu_fp = fopen(™/dev/plotter", "r+#)) a= 0)

printf ("\n\nFailure to open plotter device driver in *fftplti.");
exit (1); )

if ( (dvfp = fopen{argv[i}, "r%)) == 0}

printf ("\n\nFailure to open source data file in ‘fftplt'.®*);
exit (1); . .

if ( (pfp = fopen(“/parameters®, “r#}) == 0)
<

printf ("\n\nFailure to open lparlmetérs, file in *ffthplts.™);
exit {1);

/* locate and scale the plotting region */

fprintf (gw_fp, "IN; VS Xf; IW Xd,Xd,%d,Xd; SP 1;", ps, wulx,wly,wix, wly);
plx = wix + (int) (0.1386T1875 * (W2x-wWix));
ply = Wiy + (int) (0.11764706 * (wW2y-wly));
p2x = wix + (int) (0.95703125 * (W2x-wix));
p2y = Wiy + {int) (0.94117847 * (w2y-wly));
fprintf (gw_fp, “IP Xd,%d,%d,%d;", pix,ply.pex,p2y);
fprintf (gw_fp, "SC 137,957,118,941;");
/* allocate memory for data vectors %/
x = (float *) calloc (P, sizeof(float));
y = {float *) calloc (mn, sizeof{float));
fftdat = (float *) calloc (2°mn, sizeof(float));
ybuf = (short *) calloc (n, 2);
param = (short *) callec (32, 2);
if C(x==0) || €y ==0)|] (ffrdat~== 0) || (ybuf == 0) || (param == Q) 3
{
printf ("Memory allocation faiture in fffthplt’.");
exit (1); ‘

/* test source data file name and perform FFT if required */
if ( ¢ stremp ("/fft™, argv(1]) ) == 0 )
< .

if ¢ (ffefp = -fopen (urffen, wenyy == 9 )

4
printf ("\n\nFailure to open file '/fft’ 1n 'fétple’.");
exit (1);
) .
if ( (fread (fftcdat, &, 2°nn, ffrfp)) = 2°nn )
{
printf ("Incomplete read from /fft in ‘ffrplt’.”);
exit (1);
3}
fscanf (fftfp, “X[*\nlXs", strl, strd);
)
clse
¢

, tread (ybuf, 2, n, dvip);
fscant (dvfp, “Xsis*, strl, strd);
fread (param, 2, 32, pfp): -
sprintf (str3, ™ FFT on pts Xd-Zd", offset, (offsetenn-1) };
streat (strl, s¢r3);

3%
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/* determine ADC scale factor */
if ¢ (streap("/emg™, argv(11)) == 0 )
fac = (({float) *(parem + 13)} * 0.00%; .
if ¢ {strcmp{"/force™, argv(1])) == 0 )
fac = (({float) *(param + 14)) * 0.001; .
if ¢ (stremp(®/mmg”, argv(1])) == 0 )
fac = 0.006134; :
N if { (stremp(*/mmgmoct®, argv(1})) == 0 )
fac = 0.006134;

for (i=0: f<hn; i++)

< .
wfftdat + 2%i) = fac * (float) *{ybuf + offset + i);
*(fftdat + 2*i + 1) = 0.0;

) .

cfft (ffrdat, mn, -1); -

if ( (ffefp = fopen (W/£ft¥, "w+™)) == 0 )
{ .

printf ("\n\nfailure to open file */ffr’ in ffrple! . v);
* exit (1);
)
furite (fftdat, &, 2*nn, fftfp);
fprintf (fftfp, "Xs\nXs\n", strl, str2);

/* set up graph labels */

strepy (tel, strl);

strepy (xlbl, ® FREQUENCY (Hx) "y
strepy (ylbl, » L H
streat (ylbl, str2); v

strcat (ylbl, " POWER (squared coef.)");
/* prepare for plotting */

dx = ((float) r) / ((float) mn);

for (i=0; i<(nn/2}; i++)

¢

*(x+i) = dx * (float) i;

slyei) = 4.0 % ¢ *(ffrdat + 2¢i) * *(fftdat + 2%i) + _
«(fftdat » 2*1 + 1) ~ *(fftdat » 251 + 1) ):

/* plot the data! */
plot (gw_1p,{nn/2), Lim, x ¥, ttl, xlbl,ylbl);
/* tidy up memory and files */

'}/cfrcc (ybuf);
cfrec {x);

. cfree {y);
cfree (ffrdat);

fclose (gw_fp);

fclose (dvip);

fclose (fftép); k¢
felose (pfp); ’

exit (0):
}

,-"QIIlt't.ﬂl.t't-"ttt'-"tt'-twtlt.t't't-ttttﬁt-tttttttt.-t-ttt.ttttt.t-tt.-l
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mmomdfy.c -> MMG Modify

-» this programne reods the MMG RAM data fil‘e. subtracts

the d.c. offset of the

first 1024 points from

the muscl® response and surrounds 'the muscle

response with zeros.
the muscle response is

~> compile to generate executoble code using:
cc mogmdfy.c ~o mmgmdfy or

The beginning and end of
determined interactively.

/cpp/binsfee mmgmdfy.c

"**"-"*.’i*"ﬂ'**"t-.t..ttt.““'.t'.'.".t'.'l"..i'tiittt...."".I"*-l...,

#define N_INIT 2048

#include <stdio.h>

main {)

<

FILE *mfp, *mmfp, *fopen();

char *calloc(), stri1(50), str2[20], cz'n’;
short *mmg;

int i, j, deos0, ib, ie;

/* open the source data file ¥/
if ( (mfp = fopen{"/mmg", *r*)) == 0 )
{
printf (“\n\nFailure to open ‘/mmg’ RAM file in
exit (1);
/* allocate memory for integer buffer */
mmg = (short *) calloc (N_INIT, 2);
if (mmg == 0)
{
printf ("Memory allocation failure in ‘mmgmdfy’.
exit €1); .
7" reod data from the RAM file */

fread (mmg, 2, N_IKIT, mfp);
fscanf (mfp, "X("\nl\n%s*, strl, strd);

/* caleulate d.c. offset of first 1024 points */
for (i=0; 1<1024; i++}

dco =" *(mmg + i);
deo /= 1024;

/* print the data %/

printf ("\T\I\t\TRs Xs\n", stril,str2);

printf (* i MMG --->\n\n"};
for (i=99; i<(992+128); i+=8)
{

printf ("&id L B
for (j=0; j<8; j+*)
printf (X6d “, *(mmg+i+j)});
printf (*"\n");
3

while ¢ (c t= fy*) B8 (e !z *Y’) ) /* cxecute loop while response 1s ‘no’ %/

/* mamber of elements in the data vector */

fomgmddfy’ (M) ;

"y:
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/* read location of muscle response from keyboard */

printf (™\nThe pre-stimulus d.c. offset is Xd. ' > " deod;

printf (“Enter the ’i’ values of the\n first and last MMG values to¥);
printf (* be considered part of the muscle response: \nint int\n¥);
scanf ("Xd Xd», &ib,Lie);

I

/* print the dats */

printf ("\t\t\t\tXs “Xs\n%, stril,str2);
printf ¢* i MHMG --->\n\n");
for (i=992; i<(992+128); i+=8)
{
printf (“Xid " i);
for (J=0; ]<8; j++) ‘
¢ .
if ¢ (Ci+j) >= ib)" 8% ((i+]) <= ie) ).
printf (*X5d =, *(mmg+i+j));
else
printf (*X5d %, 0);
}

printf ("\n");
) ! ’

/" request opproval of the modification to the MMG data vector */

printf (™\nls the modification to the MMG dato vector as desired?\n*);
printf (“(answer with the single charocter 'y' or 'nfd\n");
scanf ("Xls", &¢);

=

/* subtract offset from muscle response ond set rest of vector to zero */

for (i=0; i<ib; i++)
“(mmg + i) = 0;

for (i=ib; i<=ie; i++)
*{mng + i} -= dco;

for (iz(ic+1); i<2048; i++) . N
*{mmg + i)} = 0;

/* open the destinotion RAM data file */

if ( (mmfp = fopen(“/mmgmod", "w")) == 0.}
<

printf ("\n\nFailure to create '/mmgmod’ RAM file in ‘mmgmdfy’ _");
exit (1);

/* write modified mmg data vector to RAM file "/

furite (mmg, 2, N_INIT, mmfp);
fprintf (mmfp, *Xsmd\nMMG\n®, strl);

/* tidy up memory and files */

cfree (mmg);

>
fclose (mfp);
felose (mmfp);

exit {0);
>

/----"'"-"""'.'i"..'-"."'.."..t.tt.."t"ttt-t.-.t...t..-"tt..--‘t-.--',
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plot.c
. ->» plots fl mg point data vector 'y’ as a function of
j-point data vector ‘X' on a set of axes.
-> compile to genernte object file using:

- cc -¢ plot.c or fepp/bin/fee -¢ plot c

=» to link with other object files, use
cc other_files.o plot.o -lm or /fcpp/bin/fcc other_files.o plot.o -lm

variables :
gw_ fp ->» graphics window file pointer obtained from o call to
fopen in the callmg process.

n -> jrumber of data points in 'x’ and ‘y’ to be plotted.

1 => contains extreme values of “x’ and ‘y’ data vectors for
the determination of plotting limits.
L{0) = xmin
L11] = xmax
L[21 = ymin
L[31 = ymax
-» if xmax <= xmin then this subroutine will calculate
. new values of xmax and xmin.
-> if ymax <= ymin then this subroutine will calculate
rew volues of ymax and ymin,

px -> pointer to data vector ‘x' of type ‘float’.
(horizontal coordimates of data points)

py -» pointer~to data vector ‘y‘ of type ‘float’.
¢(vertical coordinates of data points)
-

ttl -> 32 character title for the graph.

™
-
-
»
L
-
-
-
w
»
-
-
-
L3
-
L ]
L ]
W
-
L ]
-
-
-
]
-
-
-
L ]
L]
-
-
-
»
-
-
-
-
- xlbl -> 32 character label for the x-axis.
-

-

-

ylbt -> 32 character label for the y-axis.

'ttntntl'ttt“'i*tnwﬁ"'t.l'tt--t.-ttt.nttttttttt.t-ttt-.ttnnqn-aq.fnc....-c--,r

#include <stdio.h>
#include <math.h>

plot(gu_fp,n, L, px,py, ttl, xibl,ylbl)
FILE *gw_fp; '
int n;
fleoat L[&), *px, *py;
char *ttl, *xibl, *ylbl;
{
char *calloc(};
int intpowl0(), rint{); )
double pow():
flgpt min(), mux(), xfac, yfac, xmean, ymean, xlrgfac, ylrgfac;
int i, *plitx, *plty, xpow, ypow, xmin, xmax, ymin, ymax, xtic, ytic, xi, yi;
/* allocate memory for data vectors */
plzx = (int *) calloc(n, sizeof{int));
plty = ¢int *) callocin, sizeof{int));
fOif ( pltx == Il plty == 0
( : .
printf{™\n\nMemary allocation failure in Plotf (pltx or pliy).\n");
return;



sz

/
o £
. /* find the extreme data volues */.
if CLIOT »= L[1))
<
1{01 = min{px,n); .
L0111 = max(px,n);
b -
it (21 >= 1030 ’
{ : .
L[2] = min(py,n}; *
L(3] = max(py,n);
3
/* determine the scaling factors */
Cxpow = intpowl0O(L[11-1101);
xfac = {float) pow(10.0, (dublp)(3-xpou))'
ypow = intpowiO(L3]- ltZ]), .
yfac = (float) pow{10.0, (double)(3-ypow});
/* determine rumber spacing on the axes */
if (CLL11-110))*xfac < 5000
xtic = 500;
if ((TERI-LL0) )*xfac < 2000) .
xtic = 200; . u
h)
else

xtic = 1000;
if ((LI31-102))yfac < 5000)
{

ytic = 500;

if (CL[3)-112) y"yfac < 2000)
ytic = 200;

3 .

clse ) :

ytic = 1000; *,

/* translate and scale the extrema and data vectors for plotting */
xmean = {((float)xticy/xfac) * (int)(xfac*(L{0)+L[1]1)/¢2.0%((floatixtic)));
ymear = (((floatdytic)syfac) * (int)(yfac*(L{2]+L[3]1)/(2.0*%((float)ytic)));
xmin © xtic * (int) (-0.9995 + (L[0] - xmean) * xfac /7 ({float) xtic));
xmax 3 xtic * (int) ( 0.9995 +« (L[1] - xmean) * xfac / ((float) xztic));
ymin = ytic * (int) (-0.9995 « (L[2} - ymcan) * yfac / ((float) ytic}));
ymax = ytic * (inﬂ ¢ 0.9995 + (L[3] -~ ymean) * yfac / ({float) ytic)};
for (i=0; i<n; i++)

{

+ & + *

*(pltx + i) = (int) ({ *(px + i) - xmcan) * xfac);

*(plty + i) = {int) (( *(py + 1) - ymcan) * yfac);
}

/* print labels and scale power factors */

forintf (gw_fp, “sr1.2,3.6;"); /* sct the character size */
fprintf (gw_fp, “pu352,961; LbR-32s5\3;", ttl); /* print title */
xpow = (LLTT*LLN] > LI0)*1{0)) 7 intpowlO(LT11}: intpowl0(L101);
ypow = (LIBI*L(3] > t[2)*1121) ? intpowlQ(1(31): intpowlO(L[21);
fprintf (gw_fp, "pu320,8; LBX-325\3;", xlbl); /* print x-axis label */
if ¢ (xpow < 0) || (xpow > 3) )

fprintf(gu_fp, *cp2,0; lbx10\3; cpd,0.4; sr1.0,3.0; {bX-3d\3;", xpow);
fprintf (gu_fp, =0, 1; 5r1.2,3.6;")

. fprintf (gi‘fp "puZS 50; tbX- 32‘=\.1:", ylbl}; /* print y-axis label ;{

if ¢ Cypow < 0) |] Cypow > 33 )
fprmtf(gu_fp "pusS5,810; Lbx10\3; cp0,0.4; sr1.0,3.0; le-Sd\S;“,ymu);

/* scale the plotting region and draw the axes */
fprintf (gw_fp, "dil,0; sr1.0,3.0; scid,Xd,Xd,d;", xmin, xmax,ymin, ymax);
fprmtf.,(gu fpp!'pu~d xd; pd:d xd; pdid, .-d. . *Mineymax, Xmin, ymin, xmax,ymin};
[

/" mark and r the axes */ °

h ~ . . -
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xtirgfac = (floot) pow(10.0, (double)(-xpow));
fprintf (gw_fp, *tl0.94,0.94:%);

switch (xpow)

¢

case 1:
for (xizxmin; xi<zxmax; xi+=xtic)
fprintf (gu_fp, “puXd,Xd; xt; cp-3.2,-1.0; 1bX5.1f\3;%, xi, ymin,
. (xmean + ((float} xi)/xfac)*xlrgfac*10.0);
bresk; .
case 2: ‘
for (xi=xmin; xi<=xmax; xi+=xtic)
fprintf (gu_fp, "pukd,Xd; xt; cp-1.2,-1.0; LbX2d\3;", xi, ymin,
. - (rint ((xmean + ((float) xi)/xfac)*xlrgfac*100.0)));
break;" . . .
case 3:
for {(xi=xmin; xi<=xmax; xi+=xticg) ’
fprintf (gu_fp, “puXd,¥d; xt; cp-1.2,-1.0; (bX2d\3;", xi, ymin,
- .~ ¢rint {((xmean + ((float) xi)/xfoc)*xirgfac*1000.03));
break;
default:
for (ximxmin; xi<=xmax: xi+=xtic)
fprintf (gu_fp, "puXd,Xd; xt; cp-2.2,-1.0; LbX5.2f\37", xi, ymin,
(xmeon + ((float) xi)/xfac)y*xlrgfac);
-4

break; .
3
ylrgfac = {float) pow{10.0, (doubled(-ypow));
fprintf (gu_fp, "tl0.47,0.47;");
sWitch (ypou)
{
case 13
for (yi=ymin; yi<zymax; yi+=sytic) /
fprintf (gw_fp, "puXd,Xd; yt; cp-6.0,-0.3; (bX5.1f\3;", xmin, yi,
(ymeon + ({fleoat) yi)/yfoc)*ylrgfac*10.0);
break;
case 2:
for (yizymin; yi<=ymax; yi+=ytic)
" fprintf (gw_fp, "puXd,Xd; yt: cp-6.0,-0.3; "IbXSd\3;", xmin, yi,
(rint ({ymean + ((float) yi)/yfac)*ylrgfac*100.03));
break;
case 3:
for (yi=ymin; yi<symax; yi+=ytic) '
fprintf (gw_fp, "puXd,Xd; yt; cp-6.0,-0.3; 1bXSA3;", xmin, yi,
. (rint ((ymean + ({float) yi)/yfoc)*ylrgfac*1000.03)};
break;
default: ) .
for (yi=ymin; yi<symax; yiesytic) R
fprintf (gw_fp, “pukd,Xd; yt; ¢p-6.0,-0.3; 1bX5.2f\3;", xmin, yi,
. . (ymean + ({float) yi)/yfac)*ylrgfac);

break;

/* plot the data */
fprintf(gw_fp, “pukd,Xd; pd;", *pltx,*plty); /" move pen to first paint %/
for (1=1; i<n; i++)
{

¢

3
fprintf(gw_fp, “puXd,Xd; sp;“, amin,ymin};
&

fprintf(gw fp, “paXd,Xd;", *(pltx+i},*(plty+i)); /=~ plot data point */

fflush (gu_fp); !
cfred (pltx);
» cfree (plry);

rfesurn:
3 -
,."'*‘*.'*"-.'-'.;’..'.""'-."'...'---'I--.'I.---.----I‘.---'.-.t'.."'.-.."'./
e . .
float min{pt, n) . -
- : /» J
.2 g 0
1
LS
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4 -
int n; .
floet *pt; . —
( .
int i;
float min;
min = "pt: 4
for (i=1; i<n; iH-}
<
if (*(pt+i) < mim)
- min = *(pt+i);
3
return{min);
}
/t"Hl’-fti“it“t“tttt"'Q"*'"**ﬂ'"*li‘ttﬂ‘ﬂ**Q-.'ttt'"’tt“ﬂttttttttt“/
! -
float max(pt,n) . -
int n; -
float *pt;
€
int 1;
float max;
mex = *pt;
for (im1; j<n; i++)
( -
if ("(pt+i) > max)
max = *(pt+i);
}
retura(max); \\
,'-'l‘..'...i.t"'*'tt.it'ttii.t..Q'."'I.i*tt*‘tt."t.'*"tﬂ‘ii"t.'!"'".l"-.-/
Aintpowi0(z) .
float z2; R —_— T T
G - . o C o
int xpnt;
double loglil();
if (z == 0.0)
return {(0);
if (z <0.0)
z T -z;
if (2 <1.0)
xpnt = (int) (leg10((double} 2) - 1.0);
else
xpnt = (int} logl0((double) z);
it ¢ (((float) logl0(({double) z)) - (float) xpnt) > 0.9999 )
Xpotes; : .
return(xpnt);
2 .
/‘t.t.t.ﬁ‘--t"'-""'--'-QQ.-l".‘l"'ll.'..'..l.."t!. lt'l""l‘..!"ﬁ"-"'#!./
int rint(x) /* return o Rounded INTeger (not truncated) */
float x;
{

return { {int) ¢ (x < 0.0) 7 (x - 0.5 : (x + 0.5) } );
)

I..""-"t-t‘...-I‘.-"--l"'..IQI--Q"---'.......Q'.l..'Q'..."".'.""t.'***/



®

#® posexan -> prepare data for the Position Experiment Analysis.
[

# Implement by typing ‘sh poscxan® in the'PAH window command Line.
®

cp Jusc/prog.d/analysis/brascii /

cp fusr/prog.d/onalysis/cgw /

cp fusr/prog.dfanalysis/efdplt /

cp fusr/prog.d/analysis/efdtr / -
cp fusr/prog.d/fanalysis/ffiplt /

:p Jfusr/bin/print_screen /

cgu :

cd fusr/data/Mod_posx

#

for i in F23LPCYIA1

do
fefdtr $i )
echo \\014 > sdev/ip # send form-feed to printer.
fefdple famg 992 128
/print_screen unframed window plot_window
/btascii /mmg 992 128 > /dev/ip *
echo \\012\\012 > /dev/lp # send 2 line-feeds to the printer.
Jefdplt /force 1024 640 '
/print_screen unfromed window plot_window
echoe \\014 > /dev/lp # send form-feed to printer.
Jffeplt /mmg 0 512 G.0 3000.0 0.0 5000.0
/print_screen unfromed window plot_window
/btascii /fft 0 32 > sdev/lp
echo \\012\\012 > /dev/lp # send 2 line-feeds to the printer.
fffrplt fmmg 1040 512 0.0 1000.6 0.0 5000.0
/print_screen unfromed window plot_window

__/btascii /fft Q 32 > /dev/lp

done
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# reptest -> prepoare data for the Reproducibility Test

¥

* Implement by typing ‘sh reptest’ in the PAM window command linec.
M .

cp /usr/prog.d/analysis/btascii /
cp /usr/prog.d/analysis/cgw /

cp fusr/prog.d/onalysis/efdplt /
cp Jusr/prog.d/analysissefdtr /
cp fusr/prog.d/analysis/fftplt /
cp /use/bin/print_screen /

»

cgu

ed fusr/data/Mod_stimx

#*

for i in F24RSCOT* F24RSCO3Z* F24RSCOS* F24RSCOT*
do .
Sfefder Si '
Jefdplt /mmg 992 128
echo \\D14 > /dev/lp # send form-feed to printer.
/print_screen unframed window plot_window
/brascii /mmg 992 128 > /dev/lp
echo \\012\\012 > /dev/lp # send 2 line-feeds to the printer.
Jfefdplt fforce 1024 640
/print_screen unframed window plot_window
/fftplt fmmg 0 512 0.0 1000.0 0.0 5000.0
echo \\014 > sdev/lp ¥ send form-feed to printer.
/print_screen unframed window plot_window
/btascii Jfft 0 32 > /dev/lp .
echo \\012\\012 > /dev/Llp # send 2 lLine-feeds to the printer.
/7fftplt smmg 1040 512 0.0 1000.0 0.0 5000.0 *
Jprint_screen unfromed window plot_window
/btascii ffft 0 32 » sdev/lp
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