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Abstract

The techniques of polarization-resolved electroluminescence  and
photoluminescence have been demonstrated to be accurate methods of measuring
mechanical stress in luminescent semiconductors. These techniques have been applicd
to measure stresses in AlGaAs/GaAs and InGaAsP/InP superluminescent diodes and
diode lasers and bulk GaAs and InP crystals. Stresses due to various diode laser
manufacturing processes have been measured. Individual dislocations in bulk crystals

and strained epitaxial layers have been detected and characterized by their stress patterns.
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Chapter 1. Introduction

1.1 Background

Mechanical stress in GaAs and InP-based diode lasers and LED's is of concern
to manufacturers because it has been correlated with reduced lifetimes of the devices.
Increased degradation has been attributed to externally-applied stress [1,2], oxide stress
[3,4,5], ridee waveguide stresses [6], bonding stress [7,8], lattice mismatch stress
[9,10,11], and thermal stress [12]. Stress can affect the optical properties of
diode lasers, including the threshold current [13,14,15,16] and the polarization
state of the light output above threshold [16,17,18,19]. Stress can induce changes
in the refractive index profile in and around the active region of the laser due'to the
photoelastic effect, affecting the waveguiding properties of the active region [20]. To
have better control over the device performance, manufacturers would like to be able to

measure quickly and accurately the stresses induced by the various manufacturing

processes.

Measurements of stress in laser diodes and other semiconductor devices have been
previously done using several techniques, including micro-Raman speétroscopy [21,6],
X-ray Automatic Bragg Aﬁﬁgflle Control (ABAC) diffraction [22,23,24], X-ray

topography [25], cathodoluminescence spectroscopy [26], photdiuminescence

spectroscopy [27], electron beaxﬁ induced current (EBIC) [28], and infrared

N
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birefringence [29]. However, none of these techniques are completely satisfactory for
diode laser analysis. The stress resolution of Raman spectroscopy, cathodoluminescence
spectroscopy, and photoluminescence spectroscopy is relatively low due to the small
change in the emission wavelength compared to the width of the peak. Therefore these
techniques do not have sufficient sensitivity to measure the stresses of about 10° dyn/cm?
which have been linked with increased device degradation in AlGaAs diode lasers
[5,10,11]. X-ray ABAC diffraction measurements of the radius of curvature of the
device crystal reveal only the average stress over the entire surface [23], which does not
necessarily indicate the stress at the active region. EBIC is not yet a quantitative
technique, and requires long exposures (10 hours or more) of electron irradiation before
the stress effects become apparent. The spatial resolution of about 15 um of infrared
birefringence and the spatial resolution of about 5-10 pm of X-ray topography are not
sufficient for diode laser analysis.

Recently, polarization-resolved electroluminescence has been shown to indicate
the stress in the active layer of diode lasers [30]. Polarization-resolved electro-
luminéscence is limited to measuring the stress in the light-erﬁitting active region, but
usually the active region is the area of greatest interest. In some of the work reported
in this thesis, polarization-resolved electroluminescence was used to measure stresses in
the active region of GaAs/AlGaAs diode lasers and superluminescent diodes (SLD’s).
The success of the electroluminescence experiments suggested the use of pﬁiérization-
resolved photoluminescence ;0 enable accurate stress measurements to be performed'

without being limited to the light-emitting active region. Both of these techniques are
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based on the effect of stress on the polarization state of luminescence from a
semiconductor. For unstressed GaAs and InP semiconductors, the probability of
emission of a photon polarized in a given direstion is independent of the dircction. A
uniaxial tensile stress causes a reduced probability of emission of light polarized in the
direction of the stress. To quantify the polarization state of the luminescence, the degree

of polarization p can be calculated,

p = 2 (O

where L_and L, are the measured luminescence signals polarized in the x and z directions
respectively. It has been observed (see Chapter 3) that the degree of polarization varies

linearly with the applied stress:

p = K (0.~0.) ()

Therefore, the value of p indicates the local stress (g, —o_) over the area from which the

luminescence is being produced.
1.2 New Contributions

In the work reported in this thesis, polarization-resolved electroluminescence was
us;ad to measure stresses induced by bonding of GaAs SLD’s to heat sinks [31,32],
an important measurement for the semiconductor diode laser industry. The magnitude
of-the bonding stress was observed to depend mainly on the type of solde: used, and the

sign of the stress depended on the thermal expansion coefficient mismatch between the
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diode and the heat sink. The bonding stress was observed to relax over time after
bonding, with the rate of relaxation dependent upon the type of solder used and the heat
sink temperature. The solder relaxation measurements are relevant to the interpretation
of diode lifetest data, since observed changes in light output during a lifetest may be due
to solder relaxation and not device aging. The coefficient X, for electroluminescence was
experimentally determined for the AlGaAs diodes used in order to obtain quantitative
stress information from the degree of polarization measurements.

A correlation between applied stress and degradation rate was observed in some
devices but not others, suggesting that stress only enhances or accelerates the effect of
other degradation-inducing defects such as dislocations. This is in agreement with
current theories of stress-induced defect motion. The observation of enhanced
degradation under stress, a confirmation of results reported by others, underlines the
importance of the present research into stress measurement.

Polarization-resolved photoluminescence was used to measure stress distributions
due to metallization, bonding, and ridge structures in diode lasefs 33,34], with a
stress reselution as low as 3% 10° dyn/em? and a spatial resolution of about 1‘ pm. To
my knowledge, this is the first technique capable of measuring diode laser stresses with
this combined resolution. “The coefficient K, was determined for photoluminescence of
GaAs-and InP, and for GaAs was found to be the same as for the AlGaAs
electroluminescence, witli\i\n;expeﬁmental error.

The ‘resolution of polarization-resolved photoluminescence was demonstrated to

be sufficient to detect and characterize (i.e., determine the Burgers vector and dislocation



5
direction of) individual dislocations penetrating the surface of a GaAs or InP crystal, or
running near the surface as occurs for misfit dislocations in epitaxial layers [35,36].
The detection of misfit dislocations is of prime importance to those involved with
epitaxial growth of strained layers or ternary or quaternary layers which may be
excessively strained if the compositions are not carefully controlled. The detection of
dislocations penetrating the surface of substrate material is important for quality control
of the substrate material and the resulting manufactured devices. Many techniques
currently in use for detecting dislocations, such as chemical etching, decoration, and
transmission electron microscopy (TEM) [37], are destructive and therefore not
suitable for routine screening of semiconductor wafers. To my knowledge, there are
only two non-destructive techniques other than polarization-resolved photoluminescence
- currently available which are capable of detecting and cha:acterizing individual
dislocations, namely X-ray topography [38] and infrared birefringence [39,40].
Polarization-resolved photoluminescence provides a higher spatial resolution than either
of these techniques. X-ray topography requires the use of a special X-ray source, and
is very sensitive to external stresses and the condition of the sample surface. Infrared
birefringence, while fast and simple, requireé a sample about 1 mm thick with a polished
rear surface and the dislocations running péi'pendicular to the surface. Polarization-
resolved photoluminescence provides a simple and non-destructive technique of detect‘ing

and characterizing dislocations which has advantages over other available techniques.

i
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1.3 Summary

In summary, the research performed for this thesis has provided some stress
measurements of practical importance for the semiconductor diode laser industry, and has
produced new practical techniques for measuring stresses and detecting and characterizing
dislocations in semiconductor devices.

This thesis is divided into nine chapters, including this introductory chapter.
Chapter 2 introduces the theory of the relationship between degree of polarization and
stress, and gives a description of stress-enhanced aging. Chapter 3 describes the
experimental apparatus and the experimental results of the electroluminescence
measurements. Chapter 4 describes the apparatus and resuits of photoluminescence on
the facets of diode lasers. Chapter 5 presents the calculations of stresses around
dislocations, and the observed dislocation stresses. Chapter 6 outlines some of the future
work which could be done using polarization-resolved photoluminescence and
electroluminescence. Chapter 7 contains some concluding remarks, and Chapter 8 is an
appendix containing one of the electronic circuits referred to in this thesis. Chapter 9

contains the cited references.



Chapter 2. Theory

2.1 Introduction

The measurements reported throughout this thesis are based on stress-induced
changes in the degree of polarization of luminescence from III-V semiconductors. This
thesis would be incomplete without some treatment of the mechanisms behind the effect.
Therefore, this chapter deals with the theory of stress-induced changes in the degree of
polarization. Stress-enhanced aging is also discussed. More specific aspects of theory,

such as stress calculations, are dealt with in subsequent chapters as the need arises.
2.2 Band structure and polarization changes induced by stress

This section presents a simplifie theory of the stress-induced degree of
polarization of luminescence in III-V semiconductors, in order to provide the reader with
sufficient background to understand the physical mechanisms behind polarization-resolved
stress measurements. The theory isﬁ developed assuming conditions which are normally
met during the present experiments, such as a sample temperature near room
temperature, and applied stresses below about 2x10° dyn/cm?. Only first-order effects,
- linear with stress, are considered. Many simplifying assumptions have been made, since

the object of this section is more to provide a physical picture of the effects rather than
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Figure 2.1 The band structure of GaAs or InP for the case of no applied stress,
uniaxial tension, or uniaxial compression, for k along the stress direction.
to provide an accurate quantitative model.

The band structure of semiconductors is known to be affected by applied stress
or strain. For a uniaxial applied stress, the effect is to reduce the crystal symmetry and
cause a splitting between the heavy hole and light hole bands and deformations of the
bands [41]. The band structure is illustrated in Fig. 2.1 for the case of no applied
stress, uniaxial compression, and uniaxial tension, evaluated along the stress direction
{the z axis). In Fig. 2.1, the labels c, hh, Ih, and so refer to the conduction, heavy hole,
light hole, and split-off bands respectively; Figure 2.2 illustrates the heavy hole and
light hole band structure evaluated along the x, y, and z axes for various strain states,

-~

according to formulae presented by Pikus and Bir ([41], eqs. (14-17)) using the values



9

Exx = 01, €;2=0

E E E E

x \ X \ X x.y
\; zy ; 2

y zy z z

; X : xly
—K —— K ——K K

Eyy = -0.05 Eyy = 0 Eyy = 0.05 Eyy = 0.1

Figure 2.2  Shifts in the heavy hole and light hole bands of GaAs for various strain
states, evaluated along the x, y, and z axes.

for GaAs of the band structure parameters [42] and deformation potentials [43].
The magnitudes of ¢, €,, and ¢, are in arbitrary units, since if the strains are scaled,
appropriate scaling of the E and k axes will produce the same graphs. Inan unstrained
crystal, the E-k curves (electron energy E vs. wave vector magnitude k) are identical
along the x, y, and z axes. The strain causes the heavy hole and light hole bands lo
deform, so that they are no longer identical along the x, y, and z directions. Note in Fig.
2.2 that away from k=0, the shift in the band energy along the y axis is proportional to
€, If the energy shifts are small compared to kT, where kT represents Boltzmann’s
constant times the temperature in degrees Kelvin, most of the free carriers will occupy
states away from the zone center k=0. (Boitzmann’s constant will always be written in
conjunction with the temperature, as k7, to avoid confﬁsion with the electron wave vector

magnitude &.) Far from the zone center, the direction-dependent components of the
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energy shifts in the bands can be approximated by ([41], Eq. (31))

2

ki
55, - £ 0By K

el SRy o
348
= — ) cos’Be;
TR
where
B = (B*+C¥S @

k = JIE K2k

and 8E, is the direction-dependent component of the energy shift, the plus and minus
signs are for the heavy and light hole bands respectively, b is a deformation potential of
the valence band, B and C are valence band parameters, the index i takes the values x,
¥, and z corresponding to the three coordinate axes, §; is the angle between the electron
momentum vector k and the axis i, and e represents the strain tensor referred to its

principal axes so that ¢, = ¢, =

. = € = 0. Other energy shifts occur which are

independent of k or depend only on the magnitude of k and not its direction. These
direction-independent energy shifts do not contribute to the degree of polarization of the
luminescence, so they are ignored in this discussion. The band splitting corresponding
to T at room temperature (0.026 eV) occurs at an applied stress of about 4x10° dyn/cm?
[44], well above most stresses of interest in this thesis, so the approximation of small
energy shifts is valid. Note from Eq. (3) that for a given strain, the energy shift depends
only on the direction of k, not on the magnitude of k.

The probability of interaction of a:photon with the semiconductor is evaluated

"
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using the optical matrix element,

LS Y | <dyle-pley> |2 5)

IM|? = —
le]* &

where ¢, and y, are the final and initial states, p is the electron momentum operator, €
is the polarization vector of the incident radiation, and e'p = ¢.p,+ep,+ep,. . The wave
functions for the conduction, heavy hole, light hole, and split-off bands, for quantization

along the z axis (i.e., k along the z axis, one of the crystal axes) are given by [45]

¥, = St, St

U = X+HNTN2, X-IDIN2

¥, = QZt -(X+iN N6, (ZV+X-iNHNE ©
Vo, = ~@1 + (XN N3, -@4 -X-INDN3

where X, Y, and Z contain the symmetry of the p,, p,, and p, orbitals respectively, S is
an s-like wave function, and the up and down arrows represent the spin up an\d spin

down states respectively. The only non-zero components of the optical matrix element
i '

are

<Xt|p|St> = <rt|pjst> = <Zt|p|St> ‘

9

.w
i

my
= <XU|p|SV> = <Yilp|St> = <Zi|p|Si> = =P

Normally, the split-off band is well below the heavy hole and light hole bands, so its
hole density is negligible and interactions with the split-off band can be ignored. For an

arbitrary direction of electric field, the matrix elements for transitions between the
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conduction band and the light and heavy hole bands can be written as [46]

M/, 1? = 1=-cos’a
@

M, | = 1/3 +cos’e

where |M' |2 = | M| XN/mP)? is a normalized matrix element, P is the momentum
matrix element as originally defined by Kane [45], and n is the angle between the electric
field vector e and the electron momentum vector k. Equation (8) is readily derived from
Egs. (5)-(7) for the case of k parallel to the z direction. For arbitrary directions of k,
the basis functions of the bands are no longer given by Eq. (6), but become more
complicated due to a rotation of the basis functions [45]. However, Eq. (8) can also be
shown to apply when k is in an arbitratry direction [46]. The matrix elements represent
the probability of interaction for a single electron. The total emission intensity from each
valence band into a given polarization will be proportional to the integral of the hole

density times the electron density and the matrix element, over all possible k values,

L =4[ |MI"6C.6)LELM) FAE(P)+0E,(6,8)) Psin drdfdd )

where f,(E,) and f,(E,) are the di§tributions of electrons and hoies as a function of energy,

_ 1
JLED = expl(E,-E,V/kT] +1

(10)
FEY = L

expl(E,-E)/kT] +1

E(r) and E,(r) are the electron and hole energies with the assumption of spherical

constant energy surfaces for zero applied strain, E,, and E, are the electron and hole
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quasi-Fermi levels, 3E, is the strain-induced shift in the hole encray, A is a normalizing
constant, and r, 8, and ¢ represent the k vector in polar coordinates. If E,—E, = kT,

i.e., the material is not heavily p-doped or under high excitation, then

S(E,) = exp [ E"—Eﬁ\ (h

and f,(E,+8E,) = f(E,) (1+0E/KT). The integral of Eq. (9) can then be separated into

radial and angular components,

SE. (0,
L=A I LEMSED) Pdr ] | M|%(0,8) {1 +_L£_T@] dQ

(12)
_ "  SE0.9)
G[|M|(e,¢)l1 o dQ
where
2., 2
G = Ai 2'”° ] FAEO) FEL) ridr (13)

and dQ = sing df d¢ represents an element of solid angle. The integral of Eq. (12)
must be performed for the light and heavy hole bands, with 8E, evaluated for each band
using Eq. (3), ﬁnd the results summed to obtain the total Juminescence.

For the case of a uniaxial strain e = ¢, along the x axis, Eq. (3) consists of only
one term with i = x. If the polarization direction is parallel to the strain direction, £,
= . Substituting for | M’ | 2 and 8E,, the luminescences from the heavy holes and light

holes respectively are given by



3hB ,
Ly = G:u.J(l -cosza) [1+23k;cos*a] dfl

(14)

Ly = Gu.J [ . +cos’a ] [ ;bf;cos a] dQ

For a strain e = ¢, applied along the y axis, perpendicular to the polarization direction,

and dropping the subscript on 88,

Ly, = Gw_[(l -cosa) | 1 +_':J’_‘?.B_Gcoszﬁ dql
' ' 2BkT 15)

L, = G”‘I [%+cosza] [1—2;5;&536] dg

Note that Egs. (14) and (15) apply for any directions of strain and polarization provided
that the two directions are parallel in Eq. (14) and perpendicular in Eq. (15). For a
uniaxial strain in the x direction, and with the degree of polarization defined as in Eq.

(1), the degree of polarization is given by

= (16)

where

L
l
™~
I

2 = Ly tLog~Luy Ly,

_ 3bBe (1n

2BikT

= (G, +G,,,)I(cos o - costacos?B) dQ

Note that in Eq. (17), Byrepresents the angle between k;and the perpendicular

polarization direction; the angle between k and the parallel polarization direction is equal

to «. To simplify the integral in Eq. (17), the angle -y is introduced as the angle’"-*betweeh
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k and a vector ¢ perpendicular to both the stress direction and the perpendicular
polarization direction. Since the stress direction, the polarization direction, and ¢ are
mutualty perpendicular, we have cos’e + cos’8 + cos’y = 1. Because of symmetry,
Icosza cos’BdQ = Jcos’a cos?ydQ
= J cos®a (1 -cos’a - cos?B)d (18)
= I (cos?a - cos*a - cos’acos’B) dQ

and therefore

I cos’acos’BdQ = _é_ j (cos’e —cos’a) dQ (19

which can be used to simplify Eq. (17) to

3bBEn 3 1
Lu‘ L 5T BT (G,,,,+Gm)j [acos‘a—-z-cos’a] dQ
_ _3bBe, 3(4x) _1[d4n 20)
* g O [5 [“5‘] 2 [‘3‘"]
47bBe
= =(Gu*Gy)

TSBKT

Evaluating the denominator of Eq. (16) for the case 3bBe J2BkT < 1,
Ly+L, = Ly +Lyy+Ly, *Ly,

= zj [GM(I-—cosza)+ G, [%wosza]]dﬂ @

1
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which gives

p =
20BkT

If the strain is applied along the z direction, p is given by

P BT

and for a combination of strains in the x and z directions,

p = - 368 (e,-¢€.) (24)

20BkT -

Strain in the direction of light propagation (e,) does not affect p in isotropic materials.
Using the stress-strain relationship for an isotropic material ([47], p. 203), p can be

written as a function of stress instead of strain,

= -&Bg.lii'.).(a ~a.)
20EBKT % (25)
= Kﬂ(qﬂ‘-o‘z)

in agreement with Eq. (2), where E is Young’s modulus and » is Posson’s ratio. Ijsing
the known values for GaAs of b = —2.0 eV [43], B = —4.4, || = 6.2 [42], and
El(l+v) = ¢, ~ € = 6.5x10" dyn/em? [48), and kT = 0.026 eV at room
temperature, the theoretical value of X, is given by .

_ _3bB(1+y) _

. ~1.5%10™" cm*dyn - (26)
20EBKT .

which is at least of the same order of magnitude as the experimental value of
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—5.1% 107" cm¥dyn measured in Chapter 4.

Taking into account the non-spherical valence band constant energy surfaces and
band mixing under stress will introduce modifications to X,. including nonlincarities at
high stress, and anisotropy. The additional complications of including these eftects in
the calculation of K, are beyond the scope of this thesis; interested readers are referred
to the work of Kane [45], Pollak and Cordona [44], Luttinger and Hohn [49], and Ahn
and Chuang [50].

The degree of polarization is proportional to the applied stress (or strain) for
sufficiently small applied stress, so that the stress or strain may be determined from a
measurement of the degree of polarization p. Usually .slresses are easier to determine
experimentally, so throughout this thesis, calculations are performed using stresses.
Under tensile stress, a hole has a lower probability of interaction with a photon polarized
in the stress direction, so a tensile stress o, decreases the proportion of stimulated or
spontaneous emission polarized in the x direction and hence decreases the value of o for
the emitted light. Simiiarly; a tensile stress o, increases p. Often it is known that
o.. = 0, 5o in that case it is convenient to refer to the dependence of p on g, only. 1
have observed experimentally that the degree of polarization is proportional to the applied
stress for stresses up to at least 10° dyn/cm?,

For GaAs, the effect of stress on electron-photon interactions is only slightly

dependent upon the orientation of the stress with respect to the crystal axes [44]. The

assumption of isotropy should therefore be reasonable in most cases. However, there

will likely be occasions when the isotropic assumption is not adequate. The next section
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discusses the treatment of anisotropy in K, in cubic semiconductors such as GaAs and

InP.
2.3 The tensor nature of luminescence

III-V semiconductors such as GaAs and InP are not isotropic in elasticity or
photoelasticity, so it is expected that they are not isotropic in the response of p to stress.
This section discusses the possibility of representing the polarization of the luminescence
in terms of a tensor. To my knowledge, the polarization state of luminescence has not
been previously described using tensors. However, this representation would be very
useful for performing calculations of stress-induced degree of polarization for arbitrary
stresses and crystal orientations in anisotropic materials such as semiconductor crystals.
The tensor representation of luminescence is not an exact relationship in birefringent
materials, but it is shown to be sufficiently accurate for practical purposes for calculating
the stress-induced degree of polarization in cubic crystals. Although the tensor nature
of stress-induced degree of polarization has not yet been demonstrated experimentally,
this section shows that the tensor nature is expe‘gted from thermodynamic and
phenomenological arguments.

If two vectors, such as electric field E and current J, are linearly related to one

another, the re]aiionship may be expressed as

J =c¢E 27)

where ¢ is the electrical conductivity. If J and E are always parallel, then o is a single
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constant, a scalar. In general, however, the vectors J and E are not always parallel. An
applied field E, may induce current components J, and J; as well as J,. The conductivity
o is then a second-rank tensor with nine components specifying the dependence of J,, J,,

and J, on E, E,, and E.. The relationship between J and E is then writlen as

J. = ¢.E (28)

¢ s
where i and j take the values 1, 2, or 3 (representing x, y, and z respectively). and
summation over repeated indices is assumed. Thus, Eq. (28) represents three equations,
each with three terms on the right hand side. Stress o and strain e are also second-rank

tensors, and are related to each other by the fourth-rank tensor of elastic stiffness ¢,
Oy = Ciuty (29)

If the coordinate system is changed by rotations of the primary axes, the new
coordinates (x,’,x,’,x;") can be obtained from the old coordinates (x),X;,x;) using the

direction cosines oy,

X=X (30)
Note that the direction cosines o do not form a tensor, although Eq. (30) resembles Eq.
(28). A vector such as E or J will also transform according to Eq. (30). The values of

a second-rank tensor such as ¢ will transform according to
oy = 000y 3

and a fourth-rank tensor such as ¢ will transform according to

K2
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c’,.ju = o, o,00,.C (32)

im Qg mnop
Note that Eq. (32) represents 81 equations, each with 81 terms, for a total of 6561
multiplications and additions required to perform the transformation. If it is required to
evaluate an equation such as (29) for a rotated coordinate system, it is often easier to
transform ¢ to the original coordinates, evaluate Eq. (29), and transform ¢ back to the
rotated coordinate system, rather than transform c to the rotated coordinate system.

The transformation rules of Eqgs. (30)-(32) apply to all tensor quantities of the
appropriate rank, and enable calculations of tensor relationships to be performed for
arbitrary choices of primary axes. Most crystals are symmetric about several planes and
axes, which reduces the number of independent coefficients in their tensor properties.
The use of tensor transformation rules then allows the calculation of tensor relationships
to be done for any crystal orientation after experimental calibration of the relationships
in only a few crystal orientations. The relationship between stress and the degree of
polarization is expected to be anisotropic for semiconductor crystals such as GaAs and
InP, since related properties such as elasticity and photoelasticity are anisotropic for these
materials. It would be desirable to be able to apply tensor transformation rules to stress-
induced degree‘ of polarization calculations, since the crystal orientation of a given sample
may not always be the same as that for which_the calibration experiments were
performed. To do this, it is necessary to determine how tensor relationships may be
applicable to calculation of stress-induced degree of polarization.

It is known that the real and imaginary parts of the dielectric constant, &' =

(n*—k%) and €" = 2nk respectively, transform as second-rank tensors [51]. Here # and
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k are the real and imaginary parts of the refractive index. These terms can be expanded

as

el +8¢! = nt+2nn+dn kg -2k Sk - 8k*
(33)
€5 +8€” = 2ngey+2n Sk +28nk,+25ndk

where ¢, &", Ny, and &g are the (isotropic) values of ¢, ", n, and & for zero applied
stress, and d¢’, 8e”, on, and ok are the stress-induced variations of the respective values.
The terms &¢* and S¢” transform as tensors since ¢’ and ¢” are known to be tensors.

It can be shown, by equating absorption and spontaneous emission at thermal

equilibrium, that the expected emission intensity is related to k by ([52], p. 109),

R = Un% ,_ (34)
where R is the number of radiative recombinations per unit volume at thermal
equilibrium, and U = 327%%c(exp(hw/kT)—1) is independent of the material. Although
Eq. (34) was developed to relate the spectral dependence of the emission to the spectral
dependence of k, it also must relate the directional dependence of the luminescence to the
directional dependence of k. This is because the incident flux of thermal radiation is
equal in all’ directions. If there is a difference in & (and hence a difference in the
absorbed thermal radiation) between two directions, there must be a corresponding
difference in the spontaneous emission in the two directions in order for thermal
equilibrium to be maintained. For nonequilibrium conditions in which free carriers are
being generated in the semiconductor, there can be no distinction between free carriers

which have been generated by thermal radiation and free carriers generated by other
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types of external excitation. Therefore, at low excitation levels, the spectral dependence
and the directional dependence of the luminescence are expected to be the same for
thermal equilibrium and nonequilibrium conditions. The radiative recombination rate at
nonequilibrium can be written as AR, where A>1 is a factor indicating the increase in
the recombination rate over thermal equilibrium conditions.

To a good approximation, the external luminescence intensity L (photons per unit
solid angle per second) outside the planar surface of the material is related to the internal

radiative recombination rate AR by [53]

L = ARVcosé (35)
wn(n+1)?

where V is the volume of luminescent material. Self-absorption in the material can be
ignored if the absorption length at the pump wavelength (and hence the distance through
which the emitted light has to travel in the material) is much smaller than that at the
emission wavelength. Assuming normal incidence (§=0), the external luminescence
intensity is given by

_ AVUnk
w(n+1)?

_ AVUGk+omk) | 26n
W("o"' 1)2 l 1 n0+l ] (36)
. AW N _ 2ngkon .
W(H0+1)2 ["okﬂ o(nk) Ho+1 + ]

where dn/ny<<1 is assumed so that terms of higher order of dn/ny can be ignored. The
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assumption dn/n,<¢! is met at sufficiently low applied stress in cubic crystals such as
GaAs and InP, which are not birefringent at zero stress. The quantity €” = 2nk is
known to transform as a tensor, so L will also transform as a tensor if a1 can be shown

to transform as a tensor. Evaluating the quantity

e

K k>
bl + Ogeh = 2(n0+7°)6n +28n6k +on* - 8k* (37
0

n,

it is seen that the left hand side of Eq. (37) is a tensor quantity (the sum of two tensor
quantities), and the right hand side is proportional to én, to first order in on and dk.
Therefore, 8n can be treated as a tensor quantity for sufficiently small applied stress, and
hence the approximation that L transforms as a tensor is as good as the approximation
dniny< 1. For an applied stress of 10° dyn/cm? in GaAs, dn/n, = 0.002/3.5 = 0.0006
[20], so this approximation is excellent. This means that calculations of 6L made using
tensor relationships will be accurate to better than 0.1 percent. It is therefore a good
approximation to assume that the luminescence intensity L can be represented as a tensor
in cubic crystals such as GaAs, with low applied stress.

The representation quadric for the tensor L is an ellipsoid, similar to the index
ellipsoid for refractive index, with the radius of the ellipsoid in any direction representing
1AL for light polarized in that direction. The luminescence intensity is the same for
light polarized in a given direction but emitted in any direction perpendicular to the
polarization vector, It can be shown that this is true for radiation from a classical
c.';scillating dipole. Moreover, the directional dependence of dipole radiation satisfies -

tensor transformation rules, supporting the validity of the tensor representation of
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luminescence.

It is convenient to break the tensor L into two components,

L, = L,+8L, (38)
where L, is the isotropic luminescence intensity in the unstrained material, and dL;
includes the stress-induced variations in luminescence intensity. Assuming a linear
relationship between 8L/L, and stress ¢, a fourth-rank tensor K can be defined which
relates 6L and ¢ according to

5L,

iL—o = Kﬂk-' o, (39

where i, j, k, and / assume the values 1, 2, or 3, corresponding to the three coordinate
axes, and the factor of 2 has been added to simplify degree of polarization calculations, -
as will be seen later. Summation over repeated indices is assumed. Equation (39)
represents nine equations (one for each coefficient of 8L), each with nine terms. The
tensors &L and o are symmetric, so they each have only six independent coefficients. For
this reason, an abbreviated matrix notation is often used, with the following index

substitutions:

11 -1
22 = 2
33 =3
| (40)
23,32 = 4
31,13+ 5

12,21 = 6



In the abbreviated notation, Eq. (39) becomes

oL
=K 41)
ZLO mngn (

However, note that in order for Eq. (41) to be equivalent to Eq. (39), the relationship

between Ky, and K, must be assigned according to

Ky = K., if n =123
(42)
K .
Kw = =5 if n = 4,35,6

For the cubic symmetry T, (43m) of zincblende type semiconductors such as
GaAs and InP, there are three independent constants in the tensor K, analogous to the
three independent constants of the photoelastic tensor relating stress and refractive index

[54]. The tensor K for cubic crystals can be written in the abbreviated notation as

'Kll Kl2 Kl2 0 0 01
K, K, K, 0 0 0
v - | Ka K 0 0 0 @3)
0 0 0 K, 0 0
0 0 0 0 K, O
(0 0 0 0 0 K,

where K,,, K2, and K, are the three independent coefficients of K. As an example,
suppose the analyzing axes x and z of the polarizing beamsplitter are along the x, and X,
axes ([100} and [001] crystal directions) of the semiconducuz-,' crystal lattice. An

equivalent crystal orientation occurs in Chapter 5 for a 45° sample orientation. In this
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case, the degree of polarization is given by

CL-L,  8L,-8L,
L+L, 2L,

P = (0,-0)(K,,-K}p) (44)

where it has been assumed that 6L < L,. Comparing Eq. (44) with Eq. (2), it is seen
that the constant K, is given by K, = K,, — K, for this crystal orientation. If the
analyzing axes do not coincide with the crystal axes, it is necessary to transform the
stress tensor to the crystal axes, calculate 5L using Eq. (39) (or Eq. (41)), transform oL
back to the analyzing axes, and calculate p. Note that the transformations must be
performed on the full tensors, not using the abbreviated notation. = These calculations
were performed using Maple {55], a symbolic computation program, on a personal
computer. For the case of x and z aligned in the [110] and [1T0] directions, which is
equivalent to the case of a 0° sample orientation in Chapter 5, the degree of polarization

is given by

p = (0,-0)K, (45)
In this case, K, = K,,. For the case of x and z aligned in the [110] and [001] crystal
directions respectively, which is the case for the measurements on diode laser facets
performed in Chapters 3 and 4, the calculation yields

K, -K,+K,, +a Ku'Klz—K-u

3 y 3 - oKy Ky) (46)

p =0

For this crystal orientation, the relationship between ¢ and p cannot be reduced to the

form of Eq. (2) due to the different coefficients mulitplying o, and o,. This is because
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the x and z axes do not represent equivalent crystal directions. By cquating the
coefficients multiplying o, and o, in Eq. (46), it can be scen that the condition for
isotropy is K,;—K;, = K. There is a term in Eq. (46) involving o,; however, at the
free surface (y=0), the boundary condition is o,, = ¢,, = 0, = 0, so that the term
containing ¢, does not normally contribute to o. In the beam-bending calibration
experiments reported in Chapters 3 and 4, only g, is present, so in that case the value
K, = (K, — K2+ Ky)/2 has been experimentally determined.

For arbitrary crystal orientations, it is observed from the Maple calculations that
when the degree of polarization is calculated, only two independent constants occur in
the resulting expressions, namely (K;,—K,,) and K,,. If a uniaxial stress o, is applied
along one of the analyzing axes, the extreme values of the proportionality constant
relating p and o, are (K,,—K),), for the case of [100] stress and analyzing along [100]
and [010] (or [100] and [011]), and K, for the case of [110] stress and analyzing along
[110] and [110]. For all other crystal orientations and stress directions, the
proportionality constant is between those two extremes. [t is noted that the value K,,,
measured in the beam-bending calibration experiments represents th: average of the
extremes of K,, so it is reasonable to use the measured value of X,,, for all crystal
di:i}ections when only one measurement has been performed. ‘Two calibration experiments
with stresses and analyzing axes in different crystal directions are required to determine
the two constants (K,,—K;,) and K, independently. Once these two constants are known,

the degree of polarization can be calculated for any crystal orientation and any applied

stress or strain. The tensor representation of luminescence is therefore useful for relating
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degree of polarization measurements to stresses when the sample crystal orientation is
different from the crystal orientations of the calibration experiments.

Equations {44)-(46) could be written in terms of strain e instead of stress o, with
a different tensor K,. Usually stresses are easier to determine experimentally, so I will
make reference only to the effects of stress on p.

If the approximation n/n,<1 is not met, for example in a material which is
initially birefringent or at high applied stress, it will be necessary to determine the
coefficients of the real and imaginary components of the complex dielectric constant ¢’
and €", and the two fourth-rank tensors relating ¢’ and ¢” with the stress o. To calculate
the degree of polarization for a given stress, it will be necessary to cglculate ¢ and "
along each analyzing axis using tensor relationships, then deterniine n 2nd & from ¢’ and

¢" and use the first line of Eq. (36) to calculate the luminescence intensity.
2.4 Stress-enhanced aging

It is known that the motion of dislocétions and other defects is enhanced under
the presence c;f free-carrier recombination [56]. This effect is called recombination
enhanced defect motion (REDM). REDM occurs under current injection, laser
illumination, or electron beam irradiation, all of which inject minoﬁtyxagiers into the
semiconductor. REDM can be an important degradation mechanism occurring in diode
lasers and similar devices, since they operate under conditions of high current injection. -

The REDM mechanism can be explained'by assuming that an energy level occurs in the

3
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band gap due to the defect, and that this energy fevel causes an injected minority carrier
to be captured by the defect. The energy released in the subsequent nonradiative
recombination of the carrier is transferred to the lattice in the neighborhood of the defect,
with a certain probability of stimulating a vibrational mode which causes defect motion.
These assumptions lead to an expression for the defect velocity which fits the form of the

experimental observations for dislocations [56],

V = V, exp(-EJkT) + V., Il expl-(E, ~SE)/KT] : A7)

H

where the first term represents the dislocation velocity in the absence of carrier injection,
and the second term represents the enhancement of dislocation velocity in the presence
of carrier injection 1. E,, is an activation energy for the dislocation motion, and o6&
represents the reduction in activation energy due to the presence of minority carriers.
It is important to recognize that in order for dislocations to move through a

crystal, a stress must be present to cause the dislocation motion to be energetically

—5ed OF e

(a)

Figure 2.3 A back stress 7, tends to oppose dislocation motion. This is illustrated for
(a) a strained heterostructure active layer, and (b) the stressed region
under a ridge or oxide stripe.
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favorable. The stress dependence of the dislocation velocity often exhibits a threshold
effect, which can be explained by a 'back stress’ 7, due to the dislocation line tension.
There is an effective tension along the dislocation which tends to oppose dislocation
motion, as illustrated in Fig. 2.3 for a strained heterostructure active layer and the
stressed region under an oxide window. Thus, recombination enhanced dislocation
motion will be suppressed at stresses below 7, = bG/h [56], where b is the magnitude
of the dislocation Burgers vector, G is the shear modulus, and % is the layer thickness.
Therefore, it is important to reduce the internal stresses in diode lasers in order to

prevent dislocation motion leading to device degradation.
2.5 Summary

This chapter has discussed the background information required to interpret
measurements of stress-induced degree of polarization and understand stress-enhanced

degradation. In the following chapters, the experimental results are presented and

discussed.
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Chapter 3. Electroluminescence Measurements

3.1 Introduction

When observing electroluminescence in planar structures such as diode lasers, it
is customary to refer to the two polarization directions as TE (transverse electric) and
TM (transverse magnetic). These names refer to the orientation of the electric and
magnetic fields with respect to the plane of the diode active region. When the diode is
mounted horizontally, the TE and TM polarizations correspond to the x and z
polarizations respectively of previous chapters, and Ly and Ly refer to the intensities
of the emitted light in the respective polarizations.

Near and above‘threshold in a diode laser, stimulated emission amplifies the
difference in gain (or loss) between the TE and TM polarizations, causing most of the
emission to be in one polarization. The major factor affecting round-trip gain is the
higher facet reflectivity for the TE polarization, which normally causes a diode laser to
lase in the TE polarization [57]. Well below threshold, however, stimulated emission
is negligible, and p is a sensitive function of the stress in the active region. The emitted
light is produced along the entire length of the active region, so the stress measurement
represents an average stress along the active region, weighted toward the facet being
observed. In comparison with other techniques such as Rzﬁnan spectroscopy or X-ray

diffraction, measuring the degree of polarization of the emitted light"is very fast and

31
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simple, making the technique practical as a quality assurance tool in a production
environment.

In this chapter, measurements of stress induced by bonding AlGaAs
superluminescent diodes to Cu, SiC, and diamond heat sinks with Pb-Sn (40% Pb-60%
Sn by weight) and Au-Sn (80% Au-20% Sn by weight) solders are reported. The change
in p per unit applied stress was determined experimentally, then bonding stresses were
determined by measuring p before and after bonding. The relaxation of the bonding
stress was characterized as a function of time and temperature for each solder.
Experiments demonstrating stress-enhanced degiadation are reported. Polarization-
resolved electroluminescence is applicable to AlGaAs and InGaAsP diode lasers as well

~ as superluminescent diodes.

3.2 Experimental Technique

i
WL
!

The measurements reported here were made on AlGaAs 830 né*‘.‘ superluminescent
diodes. These devices are 500 um long and have a planar active region and a current-
blocking oxide with a 4 um wide window [58]. This structure is similar to that of a
gain-guided diode laser [59], but the active region is angled 5 degrees from
perpendicular to the facets, and both facets have an anti-reflection coating to reduce
optical feedback and inhibit lasing.

The experimental setup is shown in Fig. 3.1. The emitted light from the devices

was collimated by a 20X microscope objective and put thrbugh a polarizing beamsplitter
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Figure 3.1  The experimental setup for polarization-resolved electroluminescence.

cube (PBS) to separate the TE and TM polarizations. The microscope objective was
mounted on an x-y-z translation stage to enable focussing. The TE and TM signals were
detected using two large-area (5 mm diameter) Si p-i-n photodiodes (L, L;). The device
current was modulated at 1 kHz with a 50% duty cycle, and the detected signais were
analyzed using phase-sensitive detectors, Current heating of the active region was not
considered significant because of the low current level used (5 mA). The beam block,
operated under computer control, was used to obtain the zero-light signal readings, 10
eliminate the offsets in the phase sensitive detectors (PSD’s) and analog-to-digital
converters (ADC'si. The slit was placed in the setup only when performing“high-'

resolution imaging of the active layer stresses (discussed in Section 3.5).
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The degree of polarization p could be measured reproducibly within +0.0004,
based on repeated measurements of a single device with repositioning of the device on
the apparatus between each measurement. This corresponds to a resolution of applied
stress of about 107 dyn/cm?, or a strain of about 107°, for the superluminescent diodes
based on the observed relationship between stress and p (Section 3.3). To obtain this
reproducibility, several steps were taken. The two detectors were positioned such that
their images through the beamsplitter aligned within 10 pm, by adjusting the detector
positions until a small displacement of the collimating objective caused a minimal change
in p [60). The splitting ratio of the polarizing beamsplitter varies slightly with the
angle of incidence of the radiation, which will change if the diode position changes. The
position of the diode was measured within 10 pm by measuring the position of the
collimating objective at maximum TE signal, and the value of p was corrected if the
diode position changed between readings (i.e., if the diode had been removed from the
apparatus and replaced). Measurements of p were taken for several values of applied
force on the probe (upper electrical contact), and the readings were extrapolated to zero
applied force. The value of p varies with current, so all readings were taken at the same
current level within 0.1 mA. A thermoelectric heater/cooler and a precision thermistor
were used to keep the device at a constant temperature within 0.1°C to avoid
unintentional thermal stresses.

To calibrate the relationship between p and stress for the superluminescent diodes,
known stresses in the plane of the active region were induced by two methods: by direct

v

application of bending forces on unbonded devices, and by changing the temperature of
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devices bonded to heat sinks of various materials. With the resulting calibration of p vs.
stress, the stresses induced by bonding devices to heat sinks were measured.

To apply bending forces to an unbonded diode, it was placed straddling two gold-
coated diamond biocks, as shown in Fig. 3.2, The diamonds were bonded to a Cu heat
sink, which was placed on the thermoelectric cooler. The diode was centered front to
back and side to side within 10 um over the gap between the diamonds. A stecl probe,

made from a #76 drill bit sharpened to a knife-edge using 600 grit emery paper, was

(a) (b)
FACNT VEW PROBE SIDE VEW PROBE
r 4 Z
N2 L
Ry
TE l X - Y
—l— | 1T
QBSERAVED DIODE
— EMISSION
Faq Oxyx | Faz Fa
DIAMOND DIAMOND DIAMOND

Figure 3.2 Bending forces were applied to unbonded diodes by placing them
straddling two diamond blocks. () Front view, (b) side view,

pressed down on the center of the diode. The probe also served as the upper electrical
contact. The applied force was measured by a strain gauge (Omega type 6/120LY 13},
with a reproducibility of £0.003 N. The strain gauge resistance was measured using an
AC bridge circuit (given in the Appendix) and a Princeton Applied Research Model 116
Lock-in Amplifier. The strain gauge was calibrated by inverting the probe mount and
bﬁlancing a weight on the probe tip. In most experiments, the maximum applied force

was 0.5 N, which was low enough to avoid observable damage to the devices.
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The device was placed with the active region down to avoid the effects of the
probe contact stress. One of the diamond blocks was 3 pm above the other, causing the
support points to be asymmetric, as shown in Fig. 3.2(a). This asymmetry was
confirmed by moving the diode and probe in the x direction and re-measuring the change
in p with applied force; the change in p increased if the diode and probe were moved to
the left (—x) and decreased if the diode and probe were moved to the right (+x), as
expected. The probe was tilted slightly forward to cause the diode to press on the front
corners of the diamond blocks as shown in Fig. 3.2(b); otherwise the distribution of
force on the diamonds would be indeterminate and dependent upon the surface condition
of the diode and diamonds. With this geometry, the induced stress in the active region
will vary along the length of the diode, with a greater stress nearer the emitting facet.
Since the sensitivity of p to stress is weighted toward the facet being observed, this
causes an enhanced change in p per unit applied force. Readings were also taken with
the probe rotated 180 degrees (in case of irregularities in the probe edge) and tilted
slightly back, to cause the diode to press on the back corners of the diamonds and induce
greater stress near the back facet. Values of the change in p per unit applied force were
averaged for the two probe orientations. The average represents the change in p per unit
applied force with uniform stress along the length of the active region, if the sensitivity
of p to stress varies linearly along the length of the active region. Pressing the corner
of the probe to several points along the active region of a device bonded active side up
revealed that the sensitivity does in fact vary roughly linearly with position, as shown in

Fig. 3.3, so this assumption is reasonable. The relatively large uncertainty in the

i
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Figure 3.3  The sensitivity to force applied directly to the active region varies roughly

linearly with the position along the active region. The observed facet is
at 0 pm, and the opposite facet is at 500 pm,

measurements of Fig. 3.3 is due to the difficulty in placing the probe exactly on the
center of the 5 um wide active stripe.

The construction of the force probe is shown in Fig. 3.4. The force probe was
designed such that the application of vertical force on the probe does not cause any
lateral movement of the probe. The use of flexible beams instead of a sliding stage and
a spring ensured zero friction and hence zero hysteresis, and allowed a strain gauge to
be mounted on one of the beams as a means to measure the applied force. The length,
width, and thickness of the beams were selected to produce a reasonably small Spring
constant (=6 N/mm) so that fairly small increments of force could be applied, and so
that small deflections in other parts of the probe mount would be negligible. Another

design criterion was that the beam materiai (aluminum) remain in the elastic range (¢ <
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35 MPa [61]) up to the maximum probe force that would likely ever be used (5 N).

The equations used to design the force probe were

Fo_ 8EbI?
d 3
- (48)
L3R
™ 4bh?

where F is the applied force, d is the total deflection of the beams, E = 70 GPa is
Young's modulus of aluminum [61], o,,, is the maximum stress in the beam, and b =
1.27cm, A = 0.1589 ¢m, and L = 16.4 cm are the width, thickness, and length of each
beam. The probe was mounted in an acrylic block to provide electrical isolation, and
a wire soldered to the probe (not shown in Fig. 3.4) was connected to the diode current
source when required. The top of the probe assembly was bolted to an x-y-z translation

stage so that the probe could be positioned accurately (within 10 pm) on the diode. The
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ﬁ I strain gauge —\l
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e L/2 —{ = L/2 —™

11‘_ T acrylic

T‘— probe
F

Figure 3.4 A flexible beam design was used for the force probe, to eliminate
hysteresis and to allow the use of a strain gauge to measure the applied
force,
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force was applied by moving the translation stage vertically to press the probe onto the
diode.

Stresses were also induced by varying the temperature of bonded devices between
25°C and 70°C. The temperature change induced a plane stress in the active region due
to the difference in thermal expansion coefficient between the active region material and
the heat sink. The thermal expansion coefficient of GaAs was taken to be the
"consensus” value @ = 5.73x107% °C~! [62], and the change in « due to Al content
was taken to be (—1.56X10~%x °C™!, where x is the mole fraction of Al in Al Ga,_ As
[63]. For the active region in the devices under test, x = 0.06, giving
o = 5.64x107%. Copper (1.3 mm thick, @ = 16.6x10~° °C™' [64]), Hita-ceram SiC
(1.3 mm thick, o = 3.7x107%°C"! [65]), and diamond (500 um thick,
a = 1.0%107% °C~! [66]) heat sinks were used to compare different thermal expansion
coefficient mismatches. The SiC and diamond heat sinks were gold-coated for solder
adhesion and electrical conductivity. Au-3n solder was used to avoid yielding of the
solder during the experiment.

Stress induced during bonding of diodes to heat sinks was determined by
measuring p of each diode before and after bonding, and the bonding stress was inferred
from the change in p. The bonding cycle consisted of heating the heat sink, flux, and
solder preform using a modified temperature-controllable soldering iron at a rate of
10°C/sec until the soIder? preform melted (278°C for Au-Sn solder, 183°C for Pb-Sn
solder [67]), then pressing the diode into the solder (maximum force 0.5 N) and.

cooling the heat sink at a rate of 2°C/sec back to room temperature, The devices were
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rinsed in isopropyl alcohol and distilled water to remove flux.

The rate of relaxation of the bonding stress for Au-Sn solder was measured as a
function of temperature, by observing the changes in p over periods of one to three days
with the heat sink held at 25°C, 50°C, or 70°C. For the Pb-Sn solder, the rate of
relaxation of the bonding stress was much higher, causing much of the stress to relax
before p could be measured after bonding. Therefore, for Pb-Sn solder, bonding stress
was simulated in an already-bonded device by suddenly (within 30 seconds) changing the
heat sink temperature by at least 20°C. The relaxation was then observed by measuring
p at intervals of 5 to 20 seconds for 7 to 30 minutes, with occasional measurements for

times up to 2 days.
3.3 Degree of polarization vs. applied stress

The stress induced in the device at the active region per unit applied force on the

probe can be approximated using a formula for simply-supported rectangular beams [61],

o bww,

Sa 12 (49)

F oI w +w,)
where F is the applied force, w, and w, are the distances between the probe and the
effective support points at the edges of the diode, and ! and 4 are the length and thickness
of the diode. The probe is assumed to be positioned directly above the active region.

The diode is assumed to be placed active region down for the proper sign of the applied

stress. The effect of the 5 degree angle of the active region is ignored. The applied
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force and stress are assumed to be uniform along the length of the diode.

The stress induced by a temperature change in a bonded device is caleulated
assuming no deformation of the mount and no yielding or deformation of the solder. The
induced stress is then a plane stress, with o, = o, and ¢, = 0. The change in stress per

unit change in temperature is given by

ba, E

(50)

7 ()
where Aa = a(heat sink) — a(active) is the difference in linear thermal expansion
coefficients between the heat sink and the active region, and 97 is the lemperature
change. For GaAs, E = 8.5x10" dyn/cm? and » = 0.31 [68].

It is assumed that the relationship between p and o is linear. Note that the value
of p can only vary between —1 for pure TM radiation and +1 for pure TE radiation.
Therefore, one cannot expect a linear relationship between p and applied stress if p varies
by more than about 0.1. In the experiments performed here, however, the absolute value
of p did not exceed 0.08, and the maximum observed change in p was less than 0.05, so
the assumption of a linear relationship between p and ¢ is reasonable.

The change in degree of polarization per unit applied force (8p/F) was measured
for three devices using the setup illustrated in Fig. 3.2. The results obtained were
5p/F = —0.033, —0.034 and —0.036 N~' with the probe tipped forward, and
8p/F = —0.020, —0.021 and —0.022 N~ with the probe tipped back, giving an average
value of 8p/F = —0.028 + 0.001 N~! for the devices under test. .Inserting the relevant

dimensions (/ = 500 um, w, = 150 gm, w; = 112 pm, and A = 110 pm, all
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Figure 3.5 The change in p vs. applied force for an SLD on the diamond blocks.
' The dashed line represents the average slope.

measurements + 10 um) into Eq. (49) gives 6,/F = (6.4 + 0.§)x 10% dyn/ecm?®-N, so the
change in p per unit applied stress is 8p/0, = —(4.4 £ 0.6)X 107" cm¥dyn. Figure 3.5
shows the observed relationship between p and applied force with the probe tipped
forward and back for one of the tested devices. The linear relationship between p and
Fis evident from Fig. 3.5. Note that the data points plotted include measurements taken

over a complete cycle of épplied force, with both increasing and decreasing force. There

is no significant deviation of the data points from a single straight line, so hysteresis in

the measurement system is negligible. The dashed line in Fig. 3.5 represents the average

sloﬁe of;tj‘ié two curves for the probe tipped f"orwzifd_ and back, cbrreSponding to the case

- of a uniform stress "being generated along the length of the active region.

Stresses were induced thermallgv in bonded chips by varying the heat sink
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Figure 3.6 The change in p per degree of temperature, for devices bonded to
diamond, SiC, and Cu heat sinks. The line represents the expected
relationship.

temperature by 5 degree increments between 25°C and 70°C. The devices to be tested
were bonded active-side down to copper, SiC, or diamond heat sinks using Au-Sn solder.
The change in p per change in temperature (8p/87) was averaged over the temperature
range. Figure 3.6 sho.ws the observed values of §p/8T plotted against Aee. The straight
line represents the expected relationship between 8p/8T and Aw based on Eq. (50) and
the value of 8p/o, = —4.4%10~" cm*dyn measured by direct application of force. The
observed values of §p/8T agree reasonably well with the predicted relationship. The
fairly large discrepancy in the case of the Cu heat sink may be due to elastic deformation

of the heat sink under stress. Nevertheless, it is clear that p is indicating the stress in

the active region.
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3.4 Bonding stress measurements

Measurements were made of stresses induced during bonding of diodes active
region down to copper, SiC, or diamond heat sinks, using Au-Sn or Pb-Sn solder. The
results are given in Fig. 3.7. The stresses are based on the value of
opla, = —4.4x107"" cm¥dyn determined from direct application of bending forces. It
was observed for the case of Au-Sn solder that the stresses were of roughly the same
magnitude (7-11x10® dyn/cm?) for each heat sink type, and uncorrelated with the
magnitude of the difference in thermal expansion coefficient between the heat sink and
the active region. The sign of the stress depended on the sign of Ac, the thermal
expansion coefficient mismatch between the heat sink and the active region. The results
are consistent with the idea that the bonding stress results from the thermal expansion
coefficient mismatch between the heat sink and active region as the device cools below
the solder melting point, and that the Au-Sn solder yields if the bonding stress is above
about 10° dyn/cm?. For Pb-Sn solder, the magnitudes of the induced stresses were much
lower (0-3.5 % 108 dyn/cm?). Note that the stresses observed for the Au-Sn solder are
well above the value of about 1-4 X 10® dyn/cm? found to reduce device lifetime in short-
wavelength (<780 nm) AlGaAs lasers [5,11,10].

To compare my bonding technique with that of a commercial supplier, I measured
bonding stresses for devices bonded to Cu heat sinks by EG&G Optoelectronics using

' Au-Sn and In solder. The Au-Sn bonding stresses for four EG&G-bonded deQices were

(1.9 £ 0.2)x10° dyn/cm?, which is about twice that for those which I bonded myself.
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Figure 3.7 Measured bonding stresses for diodes bonded to diamond, SiC, or Cu heat
sinks using Au-Sn or Pb-Sn solder. The stress magnitude depends on the
solder type, and the sign of the stress depends on édo:.

The bonding stress for In solder would be expected to be lower than Pb-Sn solder due
to its lower melting point (156°C). However, the four devices bonded with In solder by
EG&G showed bonding stresses of (3.7 + 2.5)x10® dyn/cm?, which is greater than that
for my Pb-Sn bonded devices. There are two possible explanaticns for the larger stresses
in the EG&G-bonded devices. The Cu heat sinks used by EG&G had a gold coating,
while mine did not. The gold coating could melt into the solder during the bonding and
harden the solder, increasing the bonding stress. The bonding procedure, in particular
the cooling rate after bonding, could also affect the bonding stress. The bonding -
procedure used by EG&G involves rapid temperature changes, about 50°Cls, to minimize
the time required to bond each device. My procedure used relativel.y slow temperature

changes (10°C/s heating, 2°C/s cooling), limited by the heating and cooling rates of the
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modified soldering iron. It is possible that a slow cooling rate allows solder relaxation
to occur while the solder is still relatively hot and soft. Extrapolating the solder
relaxation time of Eq. (53) to 250°C results in a relaxation time of only 1.3 minutes.
This suggests that allowing the device to cool over a period of several minutes after
bonding could result in a lower bonding stress.

For comparison with the active-down measurements, two devices were bonded
active region up to Cu heat sinks using Au-Sn solder. Both devices exhibited a tensile
bonding stress (4.2% 10® dyn/cm® and 1.8 %10 dynlém’), in contrast to the compressive
stress observed for bonding active region down to Cu. This suggests that the
compressive stress on the lower surface of the devices caused them to bend, resulting in
a tensile stress on the upper (active) surface. Increasing the temperature of the bonded
devices from 25°C to 70°C induced a slight additional tensile stress (3p/87 =
—0.33%x10™* C~'and —0.58%10~* C™! respectively), which is opposite to what would
be expected based on the sign of the bonding stress. The reason for this behaviour has

not been investigated.
3.5 Solder relaxation

Relaxation of the bonding stress for the device bonded to Cu using Pb-Sn solder

was observed to follow an equation of the form

h

Ap = e4r® | Gb

where Ap = abs(p — (pre-bonding p)), ¢ is the time in hours since the applicati-on of
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Figure 3.8  An example of Pb-Sn solder relaxation for a device bonded to a Cu heat
sink. The line represents the fit curve p = ™%,

stress (change in temperature), and A and B are constants which vary roughly linearly
with temperature. This formula was followed over a time period from 30 seconds to 2
days after the application of stress. Based on data taken at 25°C, 50°C, and 70°C, the
values of 4 and B are givenby 4 = (—3.3 — 0.0527) + 0.2and B = (0.01 + 0.00327)
+ 0.02, where T is the heat sink temperature in degrees Celsius and the uncertainties
indicate the scatter in the experimental data. An example of the relaxation behaviour is
shown in Fig. 38 In this case the temperature was ‘raised to 70°C for 10 minutes, then
i:educed to 25°C to induce stress, and readings were taken with the heat sink held at
25°C. Repeating the temperature cycling caused the relaxation behaviour to repeat itself,
confirming that the relaxation is not due to irreversible strain relief in the device itself.

The relaxation rate for Au-Sn solder was much slower than that for Pb-Sn solder.
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Figure 3.9  An expampie of Au-Sn solder relaxation for a device bonded to a Cu heat
sink.

Over a time period of 1 to 3 days, the change in p with time was essentially linear, as
shown in Fig. 3.9. Occasionally there was an initial 4 to 7 hour period of increased
relaxation after a temperature change. The bonding stress relaxation time r was
measured for the Au-Sn solder,

Ap

do 52)
&

where dp/dt is the rate of change of p after bonding, and any initial period of increased
relaxation is ignored. The results are shown in Fig. 3.10 for the two devices tested (Cu

and diamond heat sinks). The value of r followed the formula

r = AdeQh (53)
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Figure 3.10 The variation in relaxation time 7 with temperature for devices bonezd to
Cu and diamond heat sinks with Au-Sn solder. The fit curve is
(2.9% 107 hours)e®*7 <™,

within 15 percent for T = 25°C, 50°C, and 70°C, where A = 2.9X 1073 hours, @ =
0.47 eV is the activation energy for the solder relaxation, & = 8.6x 10" eV/K is
Boltzmann’s constant, and T is the heat sink temperature in degrees Kelvin. A
temperature dependence of the form of Eq. (53) is expected for creep in metals [69].

Figure 3.11 shows the relaxation behaviour for a device bonded with Au-Sn
solder tc a Cu heat sink over a longer time period. The relaxation behaviour follows the
form of Ar~® over the longer time period, similar to the behaviour of Eq. (51) for Pb-Sn
solder.

In measurements presented so far in this chapter, no spatial resolution of the
electroluminescence was attempted. Only the stress at the light-emitting active region

L

was being sought, and it was assumed that most of the luminescence would be emitted
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Figure 3.11 The relaxation behaviour for Au-Sn solder over a longer time period. The
line represents the fit curve ¢ = (3.9%10° dyn/cm?:~%7,

near the 5 um wide active stripe. This is in fact the case, but it was also observed that
even at low current levels, light can be observed from the active layer across the full
width of the diode facet. This light is of sufficient intensity to obtain degree of
polarization measurements across the full width of the facet, providing more detailed
stress information. With the optical setup used, the 5 mm diameter detectors would
capture light from an area about 80 um in diameter on the diode facet. To obtain a finer
spatial resolution, a vertical adjustable slit was placed in front of the beamsplitter cube
as shown in Fig. 3.2 and the facet emission was focussed onto. the slit to ;.{Iow only the
emission from a selected region of the facet to reach the detectors. The active layer

could then be scanned by moving the microscope objective, or for finer resolution (but

a smaller scan range), by scanning the slit. The spatial resolution could be adjusted by



varying the width of the slit.
Figure 3.12 shows the degree of polarization of the electroluminescence of two
SLD’s with a 10 pm resolution across the entire facet. These devices were bonded active

side down to Cu heat sinks with Au-Sn or In solder. The degree of polarization of these

I I 1 1 1
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Figure 3.12 The degree of polarization of facet emission across the width of the facet
for devices bonded to Cu heat sinks with In and Au-Sn solder.

devices before bonding (p = 0.07) has been subtracted from the data, so the ordinate
axis is labelled as Ap. The bonding stress distributions are clearly not uniform across
the width of the diodes. The distribution of p is much more uniform for the In-bonded
device due to the smaller magnitude of the bonding stress.

A simplified theory of bonding stress relaxation can explain the shape of the
Au-Sn bonding stress distribution observed in Fig. 3.12. Figure 3.13 illustrates the
situation considered. Itis assumed that the diode thickness / is much less than the width

2L, so that the problem becomes one-dimensional and the diode stress can be considered
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Figure 3.13 Illustration of the model for solder relaxation.

to be only a function of position x and time ¢, o(x,r). It is assumed that the heat sink
does not deform, which will be reasonable if the heat sink is much thicker than the
diode. The solder is assumed to support a shear stress distribution S(x,?) at the bonded

interface. The relationship between S(x,f) and o(x,?) is given by

el (54
Shdx )

The diode stress is related to the strain by ¢ = Ee, and the strain is related to the

displacement 1 by e = dul/dx, so

du
=EZ 55
o - (33)

Now it is assumed that the solder behaves as a viscous fluid, such that the rate of flow

is proportional to the applied stress, or

du
Z° = 56
- kS (56)

The rate of creep in metals does not usually vary linearly with stress, but varies to a

power of stress between 1 and 7 [69]. The power is usually between 2 and 4 for

alloys. However, at low stresses and high temperatures (near the melting point), the

vy
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power approaches unity. Because of the low melting point of selder, room temperature
could be considered to be in the 'high temperature’ regime, so Eq. (56) may be
reasonable. Note that as the solder deforms the resulting work-hardening may reduce
the rate of subsequent flow {69], resulting in a time-dependent and spatially-dependent
value of k. However, to keep the problem simple at this point, a constant value of & is

assumed. Differentiating Eq. (55) with respect to time 7 and substituting (56) and (54),

do . & ds &0
do _pdu _pdS _ 4 de 57)
T Cdd o g (

which is the well-known diffusion equation. In this case, the boundary condition is o(x,/)
=Qforx = Landx = —L, and the initial condition is o(x,0) = o, for —L <x<L. The

resulting solution is given by

n=-1
a(x,t) = ﬂ z n7? cos[zinx] exp[-kEh(2mn/L)] (58)

T nal ... n

For ¢t 1/kER(2x/L)?, the first term of the series will dominate, and

o(5,0) = 4—;13003[-2%"] expl-kERQ/LYA) (59)

A cosine distribution of stress is therefore expected for highly relaxed solder. The
observed stress distribution for Au-Sn solder in Fig. 3.12 does indeed resemble a cosine
curve. A stress of about g, = EAadT/(1—») = (8.8% 10" dyn/cm?) X (11.7X 10"t C™)
X (=253°C) / (1-0.31) = —3.8Xx10° dyn/cm’ would be expected if no solder
relaxation occurred, a;nd the observed stress was about —2 X 10° dyn/cm?, so some sqlder

~ relaxation has occurred during the cooling process. The observed cosine shape of the
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bonding stress is therefore expected.

The relaxation properties of the solders are important for interpretation of high-
temperature life-testing of bonded superluminescent or laser diodes. When the
temperature is increased to perform the life-test, a stress is induced in the device by the
mismatch in thermal expansion coefficients of the active region and heat sink. The
solder will gradually relax to relieve the induced stress caused by the temperature
change. This will cause changes in threshold during the early hours of the life test which
are due to reversible stress effects, not irreversible aging. If the device is returned to
room temperature for several hours or days to test the device, the opposite stress is
induced, and the solder will begin to relax again. Upon resumption of the aging test, a
stress is again induced which will gradually relax, causing a transient discontinuity in the
test data. Test data shnwing these effects have been reported [70],[71], and the
duration of the effects correspond well with.the relaxation times predicted by Eq. (53).
The presence of initial rapid degradation has been noted to depend upon the solder type
and mounting polarity (aétive side up or down) [72], suggesting that this effect may
also be related to bonding stress or solder relaxation. The effect of bonding stress on

initial rapid degradation certainly deserves further study.
3.6 Stress-enhanced aging

In this section, some experiments are described which indicate that mechanical

v

stress accelerates the aging of diode lasers and superluminescént diodes. The
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experiments were performed using the same force probe and diamond blocks used in the

calibration experiments.
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Figure 3.14 An aging experiment for sample 831-22 showing increased aging under
the application of mechanical stress.

Figure 3. 14 shows an aging experiment for a superluminescent diode, sample 831-
22. The applied force was changed periodically during the experiment. In this case, the
diode was placed active side up on the diamond blocks, but similar results were obtained
with diodes placed active side down. It can be clearly seen that the application of stress
induced accelé‘rated degradation. Each time the applied stress was increased beyond the
previous ma::ﬁimum, an initial rapid degradation occurred. When the-appliéd*stress was
reduced, the degradation rate returned to the rate before the application of increased

stress. When the stress was re-applied, the degradation rate seemed to return to the rate
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at which it left off when the stress was last removed, without a new period of initial
rapid degradation. Thus, it scems that each level of applied stress induces a different
mode of degradation, or causes a different class of defects to form. Higher-level defects,
induced by higher applied stress, cause more rapid degradation. The same degradation
mechanism cannot be responsible for degradation occurring at ali stress levels, otherwise
the initial rapid degradation would occur only once, instead of each time the stress is
increased.

It was observed that no degradation occurred if only stress was applied, with little
or no current through the diode. Thus, the simultaneous application of stress and current
are necessary for stress-enhanced degradation to occur. This is in agreement with the
assumption that the applied stress accelerates recombination enhanced defect motion,
increasing the degradation rate.

Figure 3.15 shows an aging experiment for a superluminescent diode number 164~
12, which is similar to sample 831-22, but from a different batch. This sample showed
a much lower degradation rate than sample 831-22, and did not show any increased
degradation with applied stress. Other samples from batch 164 behaved similarly. The
difference in degradation behaviour between the two batches suggests that the applied
stress d;iés not in itself induce degradation, but only activates degradation-inducing
defects already present in the diode, such as dislocations. &

The observed aging behaviour could be explained by the threshold stress gffect

of recombination enhanced dislocation motion discussed in Section 2.4. The dislocations

present in the diode active layer will grow into larger defects only if the sum of the
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Figure 3.15 An aging experiment for diode 164-12, showing no change in the
degradation rate with applied stress.
internal stress..and the externaily-applied stress exceeds the threshold stress. If the
internal stress distribution varies across the active region of the diode, then as the
external stress is increased, more and more dislocations will experience a total stress
above the threshold stress. Also, different dislocation types may have different threshold
stresses. This could explain the repetition of the initial rapid degradation behaviour with
each increase in applied stfess. It is reasonable that once each dislocation grows to a
certain size such as the width of the active region, or reaches a pinning site such as an
impurity atom, further degradation due to that dislocation is reduced. This would cause
the observed initial rapid degradation. To further explore these hypotheses, an

experiment could be devised in which the dislocation motion could be monitored during
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aging under stress.  Scanned polarization-resolved electroluminescence [60] or
photoluminescence could be used to monitor the defect motion, and it should be possible
to devise an arrangement for applying and varying the stress while the diode is in the
scanning apparatus.

Although aging of diodes on the diamond blocks allows the applied stress to be
varied during the test, it does not accurately represent the operation of properly bonded
diodes, because the thermal contact between the diode and the diamond blocks is quite
poor compared to a diode bonded to a heat sink. The thermal contact alone would not
explain increased degradation with applied stress, because the thermal contact would
improve with increased applied force on the probe, and would result in a lower junction
temperature and hence decreased degradation with applied stress, which is opposite. to
the observed effects. However, the poor thermal contact may somehow contribute to the
ability of stress to influence the degradation rate, possibly by allowing the active region
{6 reach a higher temperz;ture at"‘\;vhich stress effects become significant. For this reason,
an experiment was performed to compare the agiﬁg characteristics of diodes bonded to
copper heat sinks, with Au-Sn and In solders used to induce different stress levels in the
bonded devices. Six devices were bonded with each solder type. To ensure that the
bonding procedure used would represent that used in commercial devices, the bonding
was performed by staff at EG&G Optoelectronics. Some of the devices failed to operate |
after bonding due to short-circuiting of the devices by the Solder. This was not
considered to be a factor which would affect the behaviour of the surviving devices. The

bonding stresses were determined using measurements of the degree of polarization of
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the electroluminescence made before and after bonding for each device. The Au-Sn
solder induced a stress of about 2X10° dyn/cm®, and the In solder induced a stress of

about 4 X 10* dyn/cm?.
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Figure 3.16 Superiuminescent diodes bonded with Au-Sn solder degraded much more
rapidly than those bonded with In solder.

The aging of the devices was performed at 50°C and 24 .mA (normal operating
conditions for these diodes would be 22°C and 250 mA). Figure 3.16 shows the results
of the initial aging period for the devices which operated after bonding. The devices
bonded with Au-Sn solder aged much more rapidly than those bonded with In soider,
indicating that the increased bonding stress caused enhanced degradation. Thus, the
increased degradation observed with applied stress using the diamond blocks is not due

to factors such as poor thermal contact which would not be present in a properly bonded

device.
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3.7 Summary

Measurements of the stress induced by bonding AlGaAs superluminescent diodes
to Cu, SiC, and diamond heat sinks with Pb-Sn and Au-Sn solder have been reported.
The stress was deduced from changes in the degree of polarization of the facet emission
for low current injection. The magzaitude of the bonding stress was found to depend
primarily on the solder used, with Au-Sn solde: causing a larger induced stress. The
sign of the stress (tensile or compressive) was found i depend on the sign of the thermal
expansion coefficient mismatch between the heat sink and the active region.

The rate of relaxation of the bonding stresses was measured for the Au-Sn and
Pb-8n solders as a function of temperature, and empirical formulas were found for the
rate of relaxation. The relaxation time for Au-Sn solder at 25°C was found to be about
100 days, while for Pb-Sn solder substantial relaxation occurred within minutes. The
relaxation of the solder should be taken into account when interpreting aging data for
bonded superluminescent and laser diodes, since some changes in light output may be due
to relaxation of bonding stress, not device aging.

Stress-enhanced aging was observed in devices from batch 831, but not in devices
from batch 164 This suggests that pre-existing defects such as dislocations, present in
one b‘atc.h but not the other, are responsible for the effect. The occurrence of stress-

enhanced aging reinforces the importance of stress measurements in diode lasers and

SLD's.



Chapter 4. Photoluminescence Measurements

4.1 Introduction

In this section, images of stresses on the facets of GaAs and InP diode lasers and
SLD’s, obtained using spatially-resolved and polarization-resolved photoluminescence,
are presented. A stress resolution of about 107 dyn/cm? (strain resolution about 107%) and
a spatial resolution of about 1 pm full width at half maximum (FWHM) have been
achieved, which makes this the first technique capable of resolving the stress features
near the active region of diode lasers with this combined resolution. Broader stress
distributions over the entire laser facet can also be easily imaged.

The degree of polarization p is defined in this chapter, as in previous chapters,
by Eq. (1). For the stress distributions measured in this chapter, it is expected that g,
is the dominant stress; measured stresses are therefore reported as the value of g, rather

than (o, —0..).

4.2 Experimental technique

The experimental setup is shown in Fig. 4.1, and the x, y, and z directions and
the crystal axes relative to the observed facet are indicated in Fig. 4.2. A mechanically

chopped (about 1 kHz, 5 mW) HeNe laser (633 nm wavelength) is reflected off a cold
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Figure 4.1  The experimental setup for polarization-resolved photoluminescence.

diode
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IZ . L/ L
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Figure 4.2  The coordinate axes and the crystal orientation with respect to the
observed diode facet.

mirror and' focused onto the diode facet using a 40, 0.65 NA microscope objective
(Newport M-40X). The luminescence from the facet is collected with the same objective
in a confocal arrangement, and passes through the cold mirror (Melles Griot 03 MCS
005) to a polarizing beamsplitter cube (PBS) (Newport 10FC16PB.5). A filter (Melles

Griot 03 FCG 111, RG715) removes. any remaining HeNe light. The two polarizations
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are detected using two 200 pm diameter Si p-i-n photodiodes (Z,, L.), after an optical
path length of 1.3 m. Phase—éensitive detectors (PSD’s) are used to reject ambient light
signals and reduce noise. The photodiodes must be aligned to within 10 gm to image the
same point on the laser facet, in a manner described by Peters and Cassidy [60].

The lens in the path of the HeNe laser beam is required to make the tocal point
of the HeNe beam lie on the diode facet when the luminescence is focused on the
photodiodes, and to compensate for chromatic aberration in the microscope objective
between the HeNe and luminescence wavelengths. The focal length of 300 mm of this
lens was selected such that the HeNe beam just filled the 6 mm aperture of the objective
lens, to obtain the smallest diffraction-limited spot size on the diode facet while
maintaining efficient throughput of the HeNe light. The neutral density (ND) filter
(optical density 0.4) and quarter-wave plate in the HeNe path reduce he amount of the
back-reflected HeNe light which feeds back into the laser, to reduce fluctuations in the
HeNe laser power. The HeNe laser is polarized, so that a polarizer is not necessary in
conjunction with the quarte;-wave plate. About 2 mW of the HeNe optical power is
transmitted through the ND filter.

The diode is scanned past the microscope objective to obtain spatially-resolved
{inages of the photoluminescence. Scanning the diode rather than the objective lens
leaves the optical alignment undisturbed. The scanning is done under computer control
using DC motor drives (Oriel Motor Mike) to move the translation stages and electronic

gauge units (Mitutoyo series 519 Mu-checker gauge heads) to determine the position.

At each scan point, values of L, L,, and p are recorded onto disk. Scanning is done
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unidirectionally to eliminate hysteresis effects.  The system allows positioning
repeatability within about 0.1 pm, while the smallest step size used was 0.5 pm.

It is worth noting that the uncerainty of the calculated values of p is less than the
relative uncertainty of L, or L., because some of the uncertainties are due to factors
which affect L, and L, equally, such as fluctuations in the HeNe laser power and sub-
micron changes in the distance between the diode laser facet and the microscope
objective as the diode is scanned past the objective. It is therefore important that L, and
L. be measured simultaneously for minimum uncertainty in the calculated values of p.
When the computer reads and averages the values of L, and L., the readings are
interleaved, taking 10 readings of one channel, then 10 readings of the other, to obtain
readings as near to simultaneous as possible. Changing from one channel to the other
after each reading is not desirable because of a time delay required after changing
channels. A total of 300 readings of each signal are taken within the one second

averaging time,

strain gauge

acrylic —={ 1] 10 |9 "

@)
probe —s- i h

e L — ksl f

b
Figure 4.3  The design of the probe mount used with the photoluminescence setup.

A probe with a spherical tip (radius of curvature about 50 um) is mounted on the

moving platform which carries the diode. This probe can be used to apply force to
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diodes while being scanned, to determine the effect of a known stress on the measured
degree of polarization. The probe was made from a #76 drill bit by removing the
grooved portion of the bit and shaping the tip with 600 grit emery paper. The probe
mount is equipped with a strain gauge for measuring the applied force with a resolution
of +0.004 N. The probe also serves as an electrical contact for unmounted diode lasers,
The design of the probe mount is illustrated in Fig. 4.3. Since this probe mount is on
a moving platform, its size and weight should be kept to a minimum. To minimize the
size of the probe mount, a single beam spring design was used instead of the dual-beam
design used in the electroluminescence experiments, and the design parameters were
relaxed slightly, with a lower maximum applied force of 3.7 N and a higher spring
constant of 6.8 N/mm. The probe mount was designed such that the probe point was on
the same level as the beam spring, to minimize lateral motion of the probe point when

force is applied. The design equations for the single-beamn probe mount are

F _ Ebi ”

d 3 '

s 4L (60)
_ 6FL

o D o

E bh?

where the dimensions are L = 5.08 ¢cm, » = 1.27 cm, and # = 0.159 cm. The part of
the probe mount holding the probe itself is made from acrylic to provide electrical
isolatiqq. A wire soldered to the probe (not shown in Fig. 4.3) is connected to the diode
current source when required.

To align the system, first the electroluminescent signal from a GaAs-based diode

laser i$ maximized. The full-width at half maximum (FWHM) of the electroluminescent

5
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signal should be 2 um or less in the vertical direction, perpendicular to the active layer,
when the diode facet is properly focussed. Then the diode is moved vertically such that
the deteclors are imaging the substrate material, The HeNe beam is then aligned for
maximum photoluminescence signal. Aligning the HeNe beam involves adjusting the two
mirrors while monitoring the photoluminescence signal. This alignment is repeated for
several positions of the lens in the HeNe path, to find the optimum position of the lens.
A one-dimensional photoluminescence scan across the features near the active layer of
the diode {with zero diode current) is done to check the spatial resolution of the system
and ensure that optimum alignment has been obtained. A FWHM of 1 um or less should
be obtained for the photoluminescence peak from the active layer. The reduction in
FWHM for photoluminescence compared to electroluminescence is due to the resolution
enhancement of a confocal imaging system [73]. For electroluminescence, the
resolution is determined by the point spread function of the microscope objective at the
luminescence wavelength. The point spread function can be interpreted as either the
shape of the best-focussed spot or the shape of the image of a point object. For
photoluminescence, the resolution is determined by the product of the point spread
functions of the pump laser beam and the luminescence. This product will be at least as
narrow as the narrower of the two point spread functions. The point spread function for
) the HeNe pump beam should be narrower than that of the luminescence due to the
| smaller diffraction-limited spot size of the shorter wavelength, and due to the absence of
chromatic aberration for the monochromatic HeNe laser light. Therefore, a higher

spatial resolution is expected for photoluminescence.
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Once the system is aligned, focusing onto each sample is done by simply adjusting
the diode position to maximize the luminescent sigual from the substrate. The HeNe
light striking the diode may be viewed through a microscope to oblain a rough focus and
to ensure that the HeNe beam is incident on the diode facet. Fine adjustments of the
microscope objective toward and away from the facet will then bring the facet into focus,
maximizing the photoluminescence signal. The program XYZ.FOR is used for alignment
and focussing, providing a continuous readout of the detected signals and the diode
position and controlling the diode movement and PSD gain. The program PL.FOR
performs the scanning, moving the diode and saving the data to disk. The focus must
be maintained within a tolerance of about ! pm during a scan, so three points on the
facet are focused before a scan to determine the plane of the facet, and the y position is
continually adjusted as x and z vary to keep the plane of the facet in focus.

Each data point fequires about 2 seconds, which includes averaging the optical
signals for about 1 second to reduce noise, and movement to the next position.
Therefore, a typical scan of 101 X 61 data points requires about 3 hours to complete.
Reduction of the scan time by an order of magnitude should be possible by using a faster
positioning system and by reducing the averaging time. The averaging time is
determined by the signal-to-noise ratio of the detected luminescence, and by the required
stress resolution. The noise level in each reading can be reduced and hen“t-:-é the stress
resolution increased by averaging over a longer time period, or conversely, the averaging
time could be reduced by accepting a higher noise level and hence a lower stress

resolution. For the present system, the dominant noise source is the detector amplifier
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circuit, and the noise equivalent power is about 0.3 pWA/Hz. The averaging time could
be reduced without loss of stress resolution by increasing the signal-to-noise ratio of the
detected luminescence. This could be accomplished by increasing the signal level with
a higher pump laser power or larger-area detectors (this may cause some loss of spatial
resolution [74]), or by decreasing the noise with lower-noise (e.g. cooled) detectors
and/or amplifiers,

A spatial resolution of about 0.9 um (FWHM) was obtained using a 40X,
0.65 NA microscope objective, based on the observed size of features in the images
obtained. A slightly higher spatial resolution of about 0.7 pm (FWHM) could be
obtained with a 60X, 0.85 NA objective, but with tighter focussing requirements and a
resulting loss of stress resolution and repeatability, so the 40X objective was used for
most measurements. With the 40X objective, a stress resolution of +1x107 dyn/cm?
was obtained for GaAs and +3X%10% dyn/cm? for InP based on the standard deviation of
readings of p in scans of nominally unstressed material, The higher stress resolution for
InP is due to its greater luminescence intensity, resulting in a higher signal-to-noise ratio.
Repeatability of stress measurements between scans, with removal and replacement of
the sample, is about +3x107 dyn/cm?,

A major factor affecting the repeatability of stress measurements is the change in
degree of polarization of the collected light as the objective lens is inoved toward and -
away from the diode facet. Ideally, moving the objective lens toward or away from tﬂe
facet should not affect the degree of polarization measurement. However, stress

birefringence, circular asymmetry, or possibly dirt in the objective lens causes the degree
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of polarization to vary by as much as 0.005/um. The objective lens was determined o
be the source of the effect because rotating the objective lens about the optical axis by
90 degrees reverses the sign of the polarization change. Several objectives were tried,
some very expensive, but none were free of the effect. Apparently the minor asymmetry
causing the change in degree of polarization with focussing is either difficult to eliminate
or is not a problem in other microscopy applications. The problem was minimized by
selecting the available objective lens which showed the minimum change in p with
focussing. In addition, the objective lens was rotated to the angle at which the change
in p was a minimum. Recall that a 90 degree rotation reverses the sign of the effect, so
there must be an angle at which the effect is zero. A shim, made by cutting a circular
hole in a piece of paper of the appropriate thickness, was placed between the objective
seating surface and the threaded objective holder, such that when the objective was
tightened into the holder the resulting angle of the objective corresponded to the angle
of minimum change in p with focussing. With these precautions, the change in p with

focussing was reduced to less than 0.001/pxm.
4.3 Experimental Results

In this section, a scan taken near the active region of a ridge waveguide quantum-
well laser is first presented, to illustrate the form of the luminescence data obtained and
the methods used to depict the distribution of p. This scan also illustrates the spatial

resolution and the resolution in degree of polarization p of polarization-resolved
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photoluminescence. A ridge waveguide laser made by a different manufacturer is shown
to have similar active region stresses. Next, a calibration experiment is described from
which the relationship between p and applied stress o, was determined. Finally, scans
of devices bonded to copper heat sinks with Au-Sn and Pb-Sn solders are presented,
showing the different bonding stress distributions. A scan of an unbonded device of the

same type reveals stresses due to metallization and/or epitaxial layers.

4.3.1 Ridge Waveguide Laser Active Region

Figure 4.4 shows a scanning electron micrograph of the active region of a
GaAs/AlGaAs ridge waveguide quantum-well laser. The ridge width is 3 pm, and the
structure includes a current-confining oxide. Figures 4.5-4.7 show polarization-resolved
photoluminescence data obtained near the active region of this device. Figure 4.5(a)
shows the intensitfiﬁaﬁzedr in the x direction, L,, while Fig. 4.5(b) shows L. The
stepsize between data points; is‘\0.5 um, and the total scanned area is 50 X 30 um. In
Figs. 4.5(aj and 4.5(b), the height of the graph above the baseline is proportional to the
detected luminescence intensity. The greateét_.luminescenc;é intensity is observed from
the quantum well active layer of the laser. Below the active layer, other epitaxial layers
are resolved. Al,Ga,_.As luminescence is not detected for x > 0.2 due to the cutoff
wavelengths of the cold mirror and .ﬁlter‘;}\éi'.; so some epitaxial layers appear dark in
Figs. 4.5(a) and 4.5(b). The spatial resolution of less than 1 um FWHM is evident from

the thickness of the active layer image. Note that in Fig. 4.5(a), the lécation of the ridge

of the laser is apparent due to a small shoulder on the active layer luminescence (circled
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Figure 4.4  An electron micrograph of the ridge of a ridge waveguide diode laser.
This laser was scanned using the photoluminescence setup. The ridge is
3 um wide at the base and 1 pm high.

and inset). Fig. 4.5(b) is shown from a different angle to reveal the substrate and

- epitaxial layer luminescence under the active layer.

Figure 4.6 shows the distribution of the degree of polarization p calculated from
ihe data of Figs. 4.5(a) and 4.5(b) according to Eq. (1). In Fig. 4.6 the height of the

graph above the baseline is proportional to p; data points above the baseline represent

o~

positive values of p, and data points below the baseline represent negative values. The

value of p\a‘_i’s undefined when the scan point is off the facet and no signal is present; p
“ ‘

\'.' - - . - » . -
has been set.to zero in this case. The variations in p in the substrate material indicate
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Figure 4.5 . The polarization-resolved photoluminescence data obtained near the active

region of the ridge waveguide diode laser, (a) L, (b) L..



Figure 4.6 The distribution of the degree of polarization for the ridge waveguide
laser.

stressed regions near the ridge structure, according to Eq. (2). The quantum well
structure of the active layer causes its luminescence to be highly polarized even in the
absence of stress, evident from a comparison of Figs. 4.5(a) and 4.5(b}, so p is offscale
in Fig. 4.6 for the active layer. The variations in p indicate a peak strcs:‘: of o, =
2.5%10® dyn/cm?® in the substrate near the ridge waveguide, based on the v;lluc of K,
determined later. The center of tl;e stressed area in Fig. 4.6 lies directly below the
location of the ridge visible in Fig. 4.5(a).

Fig. 4.7 is an image of the same data as Fig. 4.6, shaded to resemble the stress
fringes of photoelastic measurements [75). The shading at each point is assigned

according to
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1 = cos*(wplp,) (61)

where /1 is the "intensity’ of the shading (O=black, 1 =white} and p, is the increment in
p between 'fringes’. In Fig. 4.7, the fringe spacing is pp = 0.005. The fringes
represent lines of equal values of p, similar to contour lines in a contour plot. The
numbers in Fig. 4.7 denote the fringe order; the fringe of order 1 would indicate a value
of p = p,, the fringe of order 2 indicates p = 2p,, and so on. For points of the image
which lie between data points, the value of p was interpolated before assigning the
shading to produce a smoother image. It is to be noted that photoelastic stress fringes

indicate a stress difference (o, —0..) similar to polarization-resolved photoluminescence,

Figure 4.7 An image of the degree of polarization data of Fig. 4.6, shaded to
resemble the stress fringes of photoelastic measurements.

so that similar stress distributions should yield similar images for the two measurement

techniques. >
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Figure 4.8(a) shows the assumed forces exerted by the ridge on the substrate. An

-acting force of S = 2x10° dyn/cm is assumed along the edges of the ridge. A

outward

itude corresponds roughly to the force exerted at the edge of a 2000 A

force of this magn

N, deposited onto GaAs [20], and could also be caused by

1y

.

thick layer of SiO,/S

metallization layers or slightly mismatched epi

ial layers. Figure 4.8(b) shows a

calculater! distribution of p beneath a 3 pm wide ridge, assuming that the stress-causing

)
force is as shown in Fig. 4.8(a). The data of Fig. 4.8(b) was calculated over the same

50 % 30 wm area as the data of Fig. 4.6, and the vertiéal scale is the same as for Fig,.
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4.6. The calculation of stresses was done using equations presented by Kirkby et. al.
[20] for the solution of stresses under an oxide stripe window. Isotropy was assumed,
and the values chosen for the elastic constants of GaAs were as given by Kirkby et. al.
Virtually identical results were obtained using formulae presented by Saada [47] for a
tangential line force on the surface of an isotropic, semi-infinite material. The formulae
presented by Saada are much simpler and are independent of the elastic constants of the
material. It was assumed that the forces were applied at the planar surface of a semi-
infinite medium; the presence of the ridge was not considered in performing the stress
calculations. The values of p were assigned according to Eq. (2), with o, and o
calculated according to the equations presented by Kirkby et. al., and X, = -5.1x10""
cm?/dyn as determined in the next section. In Fig. 4.8(b), the top surface of the laser
corresponds to the upper left edge of the figure. The calculated values of p were set to
zero for points which are closer than 3 um to the surface of the laser, since variations
in the measured values of p in this region of the real device are obscured by the highly-
polarized active layer luminescence. Also, the calculated values of p tend to infinity near

the points of application of force, which will not happen in the real case since the force

+ is not applied at infinitesimal points. The calculated distribution of p is very similar to

i

the distribution observed in Fig. 4.6, supporting the claim that Fig. 4.6 represents a

s
v

measurement of the stresses in the substrate due to the ridge structure, and suggesting

that the force exerted at the edges of the ridge is about 2>$\10’ dyn/cm.

NS
If trfii!_'xttice{.‘mismatch beiween the AlGaAs ridge\a;.\gg\ the GaAs substrate is
£ ——\\w;
causing the active region stress, the compressive strain in tiie ridge is about ¢ =

3
LT
=
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—S(1—v)/Ed = —0.0016, where d = 1 pm = 107" cm and E/(1-») = 1.2X10%

dyn/cm?® for GaAs. The mismatch strain for Al Ga,_As is about —0.0013x [76]), or
about —0.0010 when x = 0.75 as in the ridge of this device [77], so it seems that the
mismatch strain is not sufficient to account for the observed stresses. Other contributions
may come from the current-blocking oxide (although it is expected that this stress is of
the wrong sign [20]) or the metallization layers. It may be possible to reduce the lattice
mismatch in the ridge layer by using a quaternary material which is better lattice-matched
to GaAs, such as Al;5Ga ,5AS5.g0sP ops.  The stresses due to the oxide and metallization
layers could be reduced by using different materials and different layer thicknesses
[20],[24]).

Figure 4.9(a) shows the degree of polarization data from another type of ridge
waveguide laser in which the ridge was formed by etching two channels, one on each
side of the ridge. Figure 4.9(b) shows the assumed forces of § = 2X 10° dyn/cm acting
on the edges of each channel. Figure 4.9(c) shows the calculated distribution of g
assuming the forces shown in Fig. 4.9(b). The calculated distribution resembles the
meas_ured distribution closely. It is interesting that the two diodes of Figs. 4.6 and 4.9,
made using different techniques by different manutacturers, have active region stresses
which can be modelled by similar forces at the edges of the ridges and grooves. The
stress-causing factors may be the same in the two devices. If the stress-causing factors
could be positively identified and the processing modified to reduce the stress, a more
reliable device may result. This would be an important topic for future work.

It is worth mentioning hére that the stresses induced near a ridge or oxide stripe

\

NI



78

\\'
L

i \‘
\\ \\\\\\ \m}!’

"A":
\ iy

LAt

/!

(a)

‘\'n

®  —L L
S

e -
. .“.
' 0 ‘.’.'.
gt -
= SSORC00
‘\\ ""'0‘.. o ety
“\\\\ AL ) 250585 ¥l
AL 4ot te e tats SO0
N1 e te 0% '0.0.0:0:0‘:*:0‘:°
STiteeteet, e
.‘\\‘_v::t"oooznb:o.o"o‘:“":
OO ‘:;:’°:",0’a-"o’:""“0.:’.‘
0‘."&“::“. .:".'.":‘:"‘":‘.
Tty - - e
.,.o..:..;.:;.;:-:.;:;:—:.;:o:-
o o™ e, . o
0“‘.-““‘..‘.’
': ...o.. s e G e e?
oo“‘to’o"""“"
e e e e e Ty ey
o—‘o“‘."’o’ 0‘."."0"‘."‘:
Attty e e TaTe ey
:—’,‘:0’:0‘o‘:°°0’:°."’"
S .’.‘.0'.'." oo
Tetet s, OO0 o0 -
o“‘o"""“"
"‘.‘...‘.".
‘:*’:0:0‘:0’:""-‘
B e e 7
s
Tatetit e
!

()
0.0
4

Figure 4.9
. (a) The distri
istribution '
g:ﬂ}nul;els' (b) The Oafs:u:?;da ridge waveguide di
lated distribution of p forces on the :h:;?]df laser with etched
. el edges. (c
. (c) The



79
can affect the refractive index profile near the laser active region due to the photoelastic
effect. This can affect the waveguiding propertics of the active region in unwanted or
unintended ways [20]. Polarization-resolved photoluminescence ts capable of measuring
the stresses, and given the stresses, the refractive index profile can be determined.,
Polarization-resolved photoluminescence is therefore a useful tool for investigating stress-

induced waveguiding properties of various structures.

4.3.2 Calibration

To determine the value of the constant K, for GaAs, a GaAs-based diode laser bar
(consisting of 16 lasers side by side, not yet cut into individual lascrs) was placed
supported at two points 2.45 mm apart, and a force was applied 16 the top surface of the
laser bar using a spherically-tipped probe (radius of curvature about 50 um) as shown in
Fig. 4.10. This induced a bending stress in the device, creating a tensile stress +o,, on
the lower surface and a compressive stress —o,, on the upper surface. Because of the
high length-to-thickness ratio of the laser bar (23:1), contact stresses (o..) are negligible.

Figure 4.11 shows the measurements of the distribution of p over the edgc of the
diode laser bar (the laser facets) (a) with no applied force, (b) with an appli"ié‘-cl force of
0.075 N on the probe, and (c) with an applied force of 0.156 N. The total scannéd area
in each case is 2.80 mm (wide) x 0.144 mm (high). The vertical scale of each image is
expanded 10 times relative to the horizontal scale for clarity. The stepsize is 40 pm
horizontally and 4 um vertically. The fringe spacing is pg = 0.0! in each case. In Figs.

4.11(b) and 4.11(c), the tensile stress +g,, near the bouom of the bar decreases p, and
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Figure 4.10 The constant K, was determined by applying a known force to a diode
laser bar.

the compressive stress — o, near the top of the bar increases p, and the observed values
of p increase linearly with applied stress. Note in Fig. 4.11(a) that nine stressed areas
along the upper (active) surface due to breaks about 35 pm wide in the metallization
layer between diodes (shown in Fig. 4.10) can be resolved. Metallization layers are
therefore capable of inducing significant stresses, in this case g, = 2%10® dyn/cm®.
_ ‘Weaker stress distibutions due to the ridge structures of the active regions are evident
) midway between the breaks in metallization; the stresses near the ridges also reach about
2X10* dyn/em? (not evident in a scan of this scale), but the extent of these stress
distributions is less due to the smaller width of the ridges (about 4 um).

Figure 4.11(d) shows a theoretical calculation of the distribution of p for a
simply-supported rectangular beam, with o calculated using [61]

_SF (L

0, = — | Z~|x|{z (62)
w2 Il]
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(d)

Figure 4.11 Images of the distribution of p for the diode laser bar with (a) F = 0, (b)
F = 0.075 N, and (c) F = 0.156 N, and (d) a calculation for F =

0.156 N. The fringe spacing is p, = 0.01.
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and o, = 0, where F is the applied force (0.156 + 0.004 N), w is the width of the beam

(400 -+ 10 wm), A is the thickness (108 + 2 um), and L is the length (2.45 £ 0.05 mm),
and the origin is at the center of the beam. The value of K, in Eq. (2) was adjusted for
the best correspondence between Figs. 4.11(c) and 4.11(d), giving K, = —(5.1 *
0.3)x 107" cm¥dyn. This value of K, corresponds reasonably with the value of —(4.4
4 0.6)x10™" cm¥dyn reported for electroluminescence in Chapter 3.

A rough double-check of the applied stress is provided by the observed deflection
of the laser bar under stress. The deflection at the center of a narrow rectangular beam
is given by [61]

5= L (63)
AEWIT

where E is Young’s Modulus. For the crystal orientation of the current experiment (see
Fig. 4.2) and uniaxial stress applied parallel to the x axis, the effective value of 1/E is
Beo /80, = (8),+5,2+5,/2)/2, where 5, = 1.173% 1072 cm¥dyn, 5,, = —0.366%x10712
cm¥/dyn, and s,; = 1.684 x 10~'? cm?*/dyn are the elastic compliances of GaAs [68]. This
yields an effective value of £ = 1.21x10'2 dyn/cm?. Note that for the case of bending
of a thin plate, which may be closer to the present situation, we must have e, = 0. This
causes E in (63) to be replac-\e\d by E/(1—+*). However, the effective value of » for
uniaxial stress applied par;ilel to the x axis is given by ~—0¢, /0, =
—(A‘..+sn—s“/2)/(su+s,2+s44/2) = (.021, so (1—+?) = 1 and the expected deflection
is essentially the same. This result also means that the stresses at the facets of the laser

bar represent the stresses throughout the width of the bar. A deflection of 9.4 um is
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expected with an applied force of 0.156 N, and the observed deflection in Fig, 4. 11(0)
is10 + 1 um,

To determine the value of K, for InP, a piece of semi-insulating InP . mm long,
0.93 mm wide, and 0.3¢ mm thick was cleaved from a wafer. The beam-bending
experiment was performed by scanning the cleaved facet, as for the GaAs diode laser
bar. The resulting value of K, was —(9.4 + 1.0)X10™"' cm*/dyn, about twice the value
for GaAs. This sample was also turned on its side so that the polished (001} surface was
scanned, making the analyzing axes correspond to the [110] and [1T0] crystal dircctions.
In this case the value of K, was —(4.6 + 1.0)x10~" cm?*/dyn, indicating a large degree
of anisotropy in InP for the two crystal orientations. The tensor analysis of Section 2.2
suggests that the value K,,, = —9.4x107"" cm’dyn should be used when the isotropic
assumption is to be used, since the value for this crystal orientation should represent the
average of the upper and lower bounds of K, for all crystal orientations.

To obtain a comparison of polarization-resolved photoluminescence with another
strain measurement technique, a comparision was made with an X-ray diffraction
measurement of a strained epitaxial layer. The sample consisted of a 3 um thick layer
of GaAsP grown by molecular-beam epitaxy (MBE) on a GaAs substrate (samplc MBE-
210). The phosphorus was present at a low concentration as a contaminant in the grown
layer, causing a slight lattice mismatch. The cleaved facet of the sample was scanned
using polarization-resolved photoluminescence, revealing a difference in degree of
polarization of §p = —0.002 + 0.0005 between the epitaxial layer and the substrate.

Using K, = —5.1x107*" cm?dyn, this indicates a tensile stress of about o, = (4 *
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1) 107 dyn/cm?, or a strain of about (3.4 £ 1.0)x107%, in the epitaxial layer. The
X-ray diffraction racking curve showed the epitaxial layer diffraction peak offset by
about 18 + 4 arc seconds from the substrate peak, indicating a tensile strain in the
cpitaxial layer of about (4 £ 1)x107%. The value of K, obtained by the beam-bending

experiment thercfore appears to be reasonable.

4,3.3 Bonding Stresses

Figure 4.12 shows scans of gain-guided oxide-stripe diodes (4 pm stripe width)
bonded to Cu heat sinks with (a) Au-Sn solder (80% Au, 20% Sn by weight) and (b} In
solder, and (c) an urbonded diode of the same type. The bonding of these devices was
done by EG&G Optoelectronics. The scanned area is 400 X 100 upm? and the stepsizes
are 4 um horizontally and 2 um vertically in each case, and the fringe spacing is po =
0.01. The diodes in Figs. 4.12(a) and 4.12(b) had been bonded two months prior to
taking these scans and life-tested for two weeks at 50°C, so some relaxation of the
bonding stress has undoubtedly occurred, as observed in Section 3.5. Nevertheless, there
is a large compressive stress throughout the AuSn-bonded device, greatest near the
bonded surface, with a peak value of about g, = —2.0%10° dyn/cm?. This is consistent
with the bonding stress of ~(1.96 + 0.12)x10° dyn/cm® measured for this device using
electroluminescence (Section 3.4). The stress is much lower for the device of Fig.
4,12(b) bonded with the softer In solder, and reaches a maximum value of about
-2.5%10% d),r‘i‘ilcm2 near the bonded surface. The stresses in the unbonded diode of Fig.
4.12(c) appear to be due to the metallization and epitaxial layers. In Fig. 4.12(c),

.\\\\
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Figure 4.12 Images of p for diodes bonded to Cu heat sinks with (a) Au-Sn solder, (b)
In solder, and (c) an unbonded diode. The fringe spacing is py = 0.01.
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g,. = 0 near the center of the chip, and g, reaches about 2X 10° dyn/cm® at the active
(lower) surface and about —2x10* dyn/cm? at the upper surface. The difference in
stress between the active layer of the In-bonded device and the active layer of the
unbonded device is about —4.5 x 10* dyn/cm?, which agrees reasonably with the bonding
stress of =(5.5 + 1.5)% 10" dyn/cm? measured for this In-bonded device using electro-

luminescence.

eﬁ%ﬂ.ﬁg‘.!:p‘;&‘m_ r s

Figure 4.13 An image of p for an InGaAsP/InP diode laser bonded active-side up to
a diamond heat sink with Au-Sn solder. The fringe spacing is p, = 0.01.

Fig. 4.13 shows the stress distribution for an InGaAsP/InP diode laser bonded
active side up to a diamond heat sink using Au-Sa solder. The bonding stress reaches
a peak value of g, = 5%10° dyn/cm? (tensile) near the bonded (lower) surface. The
tensile stress is expected due to the low thermal expansion coefficient of diamond, but
the magnitude of the stress is smaller than that of the GaAs devices bonded to copper or
diamond heat sinks with Au-Sn solder. The difference in thermal expansion coefficients
between InP (@ = 4.56% 1078 C~! [68]) and diamond (& = 1.0X107® C™' [66]) is less
than the differené:e between GaAs (¢ = 5.73%107¢ C™! [62]) and diamond, so it is
reasonable that the bonding stress would be smaller for InP. Using the values E =

6.07x 10" dyn/cm? and » = 0.36 [68] and 8T = —253°C between the Au-Sn solder
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melting point and room temperature, the maximum bonding stress expected for InP on
diamond is o, = EAadT/(1-¥) = 5.5X10% dyn/ent’, so a measured value of sx1o8

dyn/cm? is reasonable.

4.4 Summary

Stresses on the facets of GaAs and InP based diode lasers have been imaged to
a spatial resolution of 1 gm and a stress resolution of 107 dyn/cm? or better using
polarization-resolved photoluminescence. This technique enables the investigation of
stresses induced during processing of diode lasers, due to ridge structures, oxide and
metallization layers, lattice mismatch, and bonding. The sensitivity of the technique s
sufficient to detect easily stresses of about 10* dyn/cm® which have been reported to
cause increased degradation rates in GaAs/AlGaAs diode lasers, and stresses exceeding
this value have been observed in several devices. It should be possible to use
polarization-resolved photoluminescence to identify the role of mechanical stress in
device degradation, and to assist in the reduction of stresses induced during the
manufacture and bonding of semiconductor lasers, with the possible benefit of longer

device lifetime.



Chapter 5. Dislocation Detection
5.1 Introduction

Dislocations in semiconductor electronic and opto-electronic devices can be
expected to impair the device performance. Dislocations reduce the mobility of the free
carriers and create generation/recombination centers in p-n junctions [78], and
contribute to rapid degradation of III-V semiconductor opto-glectronic devices [10]. It
is therefore important to be able to detect dislocations in the semiconductor material, to
ensure good substrate quality and to adjust growth and fabrication processes to discourage
the formation of dislocations. Many techniques currently in use for detecting individual
dislocations in semiconductors, such as chemical etching, decoration, and transmission
electron microscopy [37], are destructive and therefore not suitable for routine
monitoring of substrate material or epitaxial layers before processing. X-ray topography
techniques provide clear images of dislocations [38], but are extremely sensitive to
macroscopic stresses and thus may not be suitable for examining wafers after epitaxial
growth or other processing. Infrared transmission microscopy has revealed dislocations‘
in n-type GaAs [79], probably due to an impurity decoration effect, but it must be
determined by comparison with other techniques whether all dislocations are detected for
a pgrticular material.  Images of photoluminescence intensity [80], cathodo-

luminescence intensity [81], or electron beam induced current (EBIC) [82] reveal

88
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dark lines along misfit dislocations in epitaxial layers, but information about the
dislocation Burgers vector cannot be obtained, and it is difficult to discriminate between
the dark spots of threading dislocations intersecting the surface and dark spots duc to
contamination or other defects. Similar disadvantages apply to Nomarski optical
microscopy of surface morphology [83]. Infrared birefringence measured in
transmission can detect stresses due to individual dislocations in semiconductors and can
determine the Burgers vector [39,40], but the sample must be about | mm thick with a
polished back surface and with the dislocations running perpendicular to the surface,
which limits its general use.

In this chapter it is demonstrated that the spatial resolution of 1 um and the stress
resolution of 3x10° dyn/cm® (strain resolution 3X107%) are sufficient to allow
polarization-resoived photoluminescence to detect the stress fields due to individual
dislocations. Since it is essentially a surface technique, it can detect dislocations which
intersect the surface from any angle, and dislocations in epitaxial layers. Different
dislocation types produce different patterns of surface stresses, so the dislocation
direction and Burgers vector can be determined from the stress patterns. Polarization-
resolved photoluminescence does not require special sample preparation such as back
surface polishing as required by infrared transmission techniques, or chemical etching as
is often required by X-ray diffraction techniques. Measurements of photg;uminescence
intensity are often done at low temperatures, which complicates the experimental sciiup.
Polarization-resolved photoluminescence, on the other hand, provides sensitive

dislocation detection at room temperature. It appears that polarization-resolved
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photoluminescence will be a useful tool for routine checking of substrate quality,
checking of growth quality in epitaxial layers, and basic research into dislocation
formation and structure.

The experimental setup is the same as that used in Chapter 4 and illustrated in
Fig. 4.1. However, it is the usual convention when analyzing dislocations intersecting
a free surface to denote the free surface as the plane z=0 with the (semi-infinite) material
occupying the region z<0. Therefore, in this chapter, the degree of polarization is

defined to be

p = X2 ' (64)

where L, and L, are the detected luminescence intensities polarized in the x and y
directions respectively, so that the observed surface is the plane z=0. The x, v, and z
coordinates of this chapter correspond to the x, z, and —y coordinates respectively of
previous chapters. In this chapter, the observed surface of the sapi;ple is the top surface
of the semiconductor wafer, while in Chapters 3 and 4 the cleavé'drfacet was observed.
Therefore in both cases the top surf‘:clce of the wafer corresponds fo a surface of constant

Z, 80 a consistent coordinate system is maintained for the sample itself.

Assuming that the sample material is isotropic, the degree of polarization is then
given by
p(XY) = K,[o.(x,y)-0,(x,y)] (65)

where X, is a constant and ¢,,(x,y) and 0,,(x,y) are the stress distributions on the sample
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surface. A second independent measurement can be made by rotating the sample 45
degrees clockwise. If the ccordinate system (x,y,2) rotates with the sample and the

coordinate system (x’,y’,z") remains fixed to the measuring apparatus, the distribution of

p is now given by

p(x',y) = 2K, 0, (x,) (66)

where x = (¥'—y")WV7Z andy = (x'+y')"V2. The coordinate axes and the corresponding
crystal directions are illustrated in Fig. 5.1 for (001) oriented samples, as used in the
experiments reported in this thesis. Thus, polarization-resolved photoluminescence can

determine the distributions of (g.—0,) and g, on the sample surface. In the isotropic

observed
surface ——tu

[110]
Yy
Z X lo10]
[oo1] [1701 y'\ [100]
e
[o01]
/

Figure 5.1  The coordinate axes and crystal directions with respect to the observed
surface.

~
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case, the stress components o, ¢, and ¢, do not contribute to the degree of
polarization; this does not represent a shortage of stress information since these stress
components are known to be zero at a free surface.

The measurements of K, reported in Chapter 4 suggest that the value of K, varies
depending on the crystal orientation. To keep the calculation of the dislocation stresses
and p down to a reasonable level of complexity, the isotropic approximation was used
and the measured average value for InP of X,,, = —(9.4 + 1.0)x10~" em¥dyn. Using
the isotropic assumption produced reasonable results, supporting its validity.

Two types of dislocations were studied in these experiments. Threading
dislocations are created in bulk material during growth of the semiconductor crystal, and
were observed where they intersect the sample surface. Misfit dislocations are caused
when the thickness of a strained epitaxial layer exceeds the critical thickness, and run
along the interface between the epitaxial layer and the substrate material. Although the
misfit dislocations do not intersect the surface, they are sufficiently close to the surface
that significant surface stresses afe induced. Observations of threading dislocations are

reported in Section 5.2, and observations of misfit dislocations are discussed in Section

3.3.

5.2 Threading dislocations intersecting the surface

A dislocation is characterized by its direction and its Burgers vector. Figure 5.2

illustrates a distocation in a cubic crystal. At the dislocation, indicated by the symbol
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Figure 5.2  An edge dislocation in a cubic crystal. The Burgers vector b is the
residue after making a circuit around the dislocation.

L, there is an imperfection in the crystal lattice. The direction of the dislocation is the
line along which the imperfect crystal occurs. In the case of Fig. 5.2, the dislocation
direction is out of the page. The Burgers vector b of the dislocation is determined by
tracing a path in the perfect crystal around the dislocation, keeping track of the number
of atoms passed in each direction. If one attempts to make a closed path by moving five
atoms down, five atoms to the left, five atoms up, and five atoms to the right, for
example, the end point will not coi‘respond to the starting point if the path encircles a
dislocation. The difference between the starting point and the end point is called the
Burgers vector. Note that the path is taken in a right-handed sense around the dislocation
line. If the dislocation direction is chosen to be in to opposite direction (into the page
in the case of Fig. 5.2), the Burgers vector also reverses, which can lead to confusion

if the dislocation direction is not assigned consistently. In this thesis, the direction of a
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dislocation intersecting a free surface is chosen in the direction of increasing z, i.e.,
emerging from the material.

If the Burgers vector is perpendicular to the dislocation direction, as in Fig. 5.2,
the dislocation is called an edge dislocation. A screw dislocation has its Burgers vector
parallel to the dislocation direction. Dislocations can also be mixed, with both edge and
screw components, and are then usually identified by the angle between the Burgers
vector and the dislocation direction. For example, a 60 degree dislocation is common
in zincblende type crystals such as GaAs and InP. Dislocations tend to have directions
which follow crystallographic directions (usually <110> type directions in zincblende
type crystals), but in general there is no limitation on the dislocation direction. The
Burgers vector, however, must be a vector joining two identical atoms of the crystal, and
hence must lie along a crystallographic direction.

Several authors have approached the problem of calculating the stresses around
a long, straight dislocation in an isotropic material, Hirth and Lothe [84] give the
stresses due to a straight dislocation in an infinite material. Honda [85] gives the
stresses due to a dislocation intersecting a free surface at normal incidence, and Shaibani
and Hazzledine [86] give the stresses for a dislocation intersecting a free surface at an
arbitrary angle. These formulae give the stress field throughout the semi-infinite
material, but the present experiments only measure the stress in the material which is
within a fraction of a micron of the sample surface, due to the short absorption length
of the 633 nm pump light in InP. As long as this sampling depth is much less than the

distance from the sampled point to the dislocation (|z| <r, where P = xX+y?), the
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surface value of the stress (z=0) can be used W predict the measured degree ol
polarization. This considerably simplifies the calculation of the distributions of p.

For the case of an edge disiocation at normal incidence (parallel to the 2 axis),
the surface values of the stresses (o, ~0,) and g, arc simply (1-+2)(1—») times the
values far from the surface (an increase of about 12 percent for »=0.3). For the edge

component of the Burgers vector b, along the x axis, the resulting surface stresses are

given by

Wb (142) ¢
ax‘(x,y)—aw(x,y) == * )

™ (.‘.2 +y2)2 (67)
o Xy = pb(1+20)  x(x*-y?)
AN 27 (2+yH?

For a screw dislocation parallel to the z axis in an infinite material, o, = 0y, =
g, = 0. However, a screw dislocation intersecting a free surface at normal incidence
induces surface stresses (o,—¢,) and g, of similar magnitude to those of an edge

dislocation. If the screw component of the Burgers vector b, is in the +z direction, the

surface stresses are given by

b, xy
UH(X,)’)-UW(I, ) == T ’ ('t2+y2)3|'2

(68)
p,b: x2 _yl

21 ()"

o, (%.y) =

The surface stresses of a mixed dislocation at normal incidence can be calcuiated by
summing the stresses due to the edge and screw components of the Burgers vecior.

The formulae of Shaibani and Hazzledine [86] apply to a dislocation lying in the
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Figure 5.3  The threading dislocation lies in the yz plane and makes an angle « with
the z axis.

yz plane, intersecting the surface at the point (0,0,0) and making an angle o with the
normal to the surface as shown in Fig. 5.3. The dislocation Burgers vector is resolved
into three components: b,, which lies along the dislocation directiﬁn; b,, which lies in the
yz plane and is perpendicular to the dislocation direction; and &, which lies in the x
direction (out of the page in Fig. 5.3). When evaluated at the free surface (z=0), the

stress formulae of Shaibani and Hazzledine [86] reduce to the following:
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and C' is related to the parameter C of Shaibani and Hazzledine by C = C'xsinc. If the
dislocation direction is not in the yz plane, it is necessary to perform a coordinate
transformation to place the dislocation in the yz plane, calculate the stresses using Eqs.

(69)-(71), and transform the stresses back to the original coordinates. Note that
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singularities at =0, such as cot(a), appear in the formulae of Shaibani and Hazzledine.
These singularities have been removed from Egs. (69)-(71) so that they can be evaluated
accurately by computer for small values of @. The following relationships have been

used to remove the singularities:

cosa + %sina - % = 2sinX(a/?) [ 1+ 2y*cos*(a/2) ]

RB

Reos’e | ysina _, _ (2y-Rsing)sina (74)
B B B

1_1) _ _ysine
R B RB

The stress formulae of Egs. (69)-(71) are quite complicated, even for the spécial case of

evaluating the stresses only at the free surface. Thus it is considered impractical at this
time to attempt to calculate the stresses with the additional complication of anisotropic
materials.

Computer evaluation of Eqs. (69)-(71) for various dislocation types, using the
program DISS.FOR, indicates that all dislocations which intersect the surface will cause
surface stresses of similar magnitude if the Burgers vectors are comparable. Different .
dislocation types produce different patterns of surface stresses, so that the Burgers vector
and direction of a dislocation may be determined by matching the oi)served distribution
of p with calculated distributions. Because the Burgers vector must lie along a
crystallographic direction and the dislocation direction also tends to lie along a
crystallographic direction, there are only a finite number of common dislocation types,

so the problem of finding a dislocation for which the calculated distribution of p matches
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the observed distribution is greatiy simplified.

The calculated distribution of the degree of polarization due to an edge disiocation
at normal incidence to the surface (direction d out of the page) is illustrated in Fig.
5.4(a) over a 50 x 50 um area for the case of a dislocation with Burgers vector b =
1/2 [1T0] = 4.15 A in InP. Note the characteristic four-petal pattern. The shading of
Figs. 5.4-5.8 is such that lighter shading corresponds to a higher value of p, with the full
graduation from black to white corresponding to a variation in p from —0.00167 to
+0.00167. The image is shaded black if p is below —0.00167, and white if p is above
+0.00167. The distribution of Fig. 5.4(a) was calculated using Eq. (65), with
0.{x,y)—0,,(x,y) given by Eq. (67). When evaluating the dislocation stresses, the Voight
averages of the shear modulus u and Poisson’s ratio » were used [84], calculated to be
g = 3.65X10" dyn/cm? and » = 0,28 from the elastic stiffness coefficients for InP [68].

If the sample containing the dislocation of Fig. 5.4(a) is rotated 45 degrees
clockwise, the calculated distribution of p around the dislocation exhibits the six-petal
pattern illustrated in Fig. 5.4(b). This distribution was calculated using Eqs. (66) and
(67). Images of the stresses due to edge dislocations normal to the wafer surface have
been previously obtained using IR birefringence [39], and are similar to the images of
Figs. 5.4(a) and 5.4(b) since in this case the surface stresses are simply (1+2v)(1—»)
~ times the stresses in the bulk material. However, in general the surface stress
distributions are considerably different from the distributions far from the surface.

Figures 5.5(a) and 5.5(b) show the calculated distributions E)f p for a screw

dislocation penetrating the surface of the material in a [011] direction, at 45 degrées to
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Figure 5.4 The calculated distribution of p near an edge dislocation at normal
incidence, with the sample rotated (a) 0°, and (b) 45°.
the (001) surface with Burgers vectorb = 1/2 [01T], for O and 45 degree orientations
of the sample respecﬁvely. These distributions were calculated using surface stresses
given by Eqs. (69)-(71) with appropriate coordinate transforrﬁations. Note that unlike
Figs. 5.4(a) and 5.4(b), rotation of the patterns of Figs. 5.5(a) and Fig. 5.5(b} by 180
degrees and inversion of shading result in different pa;tems. This asymmetry is due to
the non-normal incidence of the dislocation. In general, the distribution of p will show

the same symmetry as the dislocation’s direction and Burgers vector.
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Figure 5.5  The calculated distribution of p near a screw dislocation at 45 degrees to
the sample surface, with the sample rotated (a) 0°, and (b) 45°.

Figures 5.6(a) and 5.6(b) show the calculated distributions of p for a 60 degree
dislocation with Burgers vector b = 1/2 [101] intersecting the surface of th¢ material
in a [011] direction, for 0 and 45 degree orientations of the sample respectively. These
distributions were calculated using surface stresses given by Eqs. (69)-(71).

The calculated distribution of p due to a screw dislocation at normal incidence,
calculated using Egs. (65) and (68), is shown in Fig. 5.7.4 The distribution of p is the

same regardless of the sample rotation, due to the rotational symmetry of a screw



@ (®)

Figure 5.6  The calculated distribution of p near a 60° dislocation at 45 degrees to the
sample surface, with the sample rotated (a) 0°, and (b) 45°.
distocation at normal incidence.

Often, dislocations in observed samples will not be in the same orientation as
those of \Figs. 5.4-5.6. For example, a screw dislocation similar to Fig. 5.5 may have
any of the equivalent dislocation directions of [011], [0T1], [101], or [T01], with the
Burgers vector either in the same direction or the opposite direction as the dislocaiion

direction, for a total of eight equivalent dislocations. The distributions of p for each of

these dislocations can be determined by rotating or inverting the shading of Fig. 5.5. In

£
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Figure 5.7 The calculated distribution of p near a screw dislocation at normal
incidence to the sample surface.

general, if the dislocation is rotated by 90°, 180°, or 270° from the given dislocation,
the distribution of p image will be rotated by the same angle. Note, however, that the
shading will invert for 90° and 270° rotations because of the reversal of the sign of p as
g, and o,, are interchanged in Eq. (65). A reversal of the Burgers vector also causes
inversion of shading. Thus, the distributions of p for all 8 equivalent screw dislocations
can be readily derived froh‘u Fig. 5.5, and hence the direction and Burgers vector of a
screw dislocation causing any of the 8 images can be easily determined. In the case of
the 60° dislocation of Fig. 5.6, mirror images of the dislocations are possible as well as
reversal. of the Burgers vector and rotations. A mirror image of the dislocation about a
vertical or horizontal plane, i.e., x = 0 or y = 0, causes the distribution of p to be a
mirror image about the same plane with inversion of shading. A mirror image about a

W
diagonal plane, i.e., x = y orx = —y, causes the distribution of p to be a mirror image
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about the same plane. Thus, 16 types of equivalent 60° dislocations are possible, and
each may be identified from its pattern of surface stresses.

It is clear from the calculated stress distributions that different dislocation types
produce very different surface stress patterns. The direction and Burgers vector of

dislocations may therefore be identified by comparing the measured distributions of

(0—0,,) and o, with the calculated distributions.

(@) ) .
Figure 5.8 The measured distribution of p for an InP sample indicating an edge
dislocation at normal incidence to the surface (compare Fig. 5.4), with the

sample rotated (2) 0° and (b) 45°.
Fig. 5.8(a) shows the measured distribution of p over a 50 x 50 pum area of a
(001) oriented InP sample consisting of an MBE-grown InP layer on an InP substrate.
The feature in the lower right corner is due to an oval defect in the grown layer. The

four-petal pattern of Fig. 5.4(a) is clearly visible near the center of Fig. 5.8(a),

indicating the presence of an edge dislocation normal to the wafer surface with Burgers
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vector b = 1/2 [1T0] (horizontal and to the right in Fig. 5.8(a)). A reduction in the
luminescence intensity of about 10 percent was observed over a 1 um diameter area (the
spatial resolution of the optical system) around the dislocation. The observable stresses
(greater than 3% 10° dyn/cm?) extend at least 15 um from the dislocation. Fig. 5.8(b)
shows the distribution of p for the same dislocation after the sample was rotated
clockwise 45 degrees. The distribution of p now resembles the six-petal pattern of Fig.
5.4(b). Itis clear that Fig. 5.8(a) and Fig. 5.8(b) indicate the presence of a dislocation,
since the observed distributions of p closely match the calculated distributions in shape
and magnitude (within 30 percent).

Fig. 5.9(a) shows the distribution of p over another 50 x 50 um section of the
same InP wafer. The pattern near the center of the image resembles Fig. 5.5(a),
indicating a screw dislocation running along a [0T1] direction with Burgers vector b =
1/2 [01T], penetrating the surface at a 45 degree angle. A second dislocation with
inversion of shading is visible in the lower right corner of Fig. 5.9(a), indicating a screw
dislocation with the same direction but opposite Burgers vector. Fig. 5.9(b) shows the
same region after the sample was rotated clockwise 45 degrees. The two-petal pattern
of Fig. 5.5(b) is apparent. For these screw dislocations the reduction in the
luminescence intensity was about 5 percent at the position of the dislocation.

Screw dislocations resembling the ones in Fig. 5.9 outnumbered edge dislocations
resembling Fig. 5.8 by about 50 to 1 on the observed samples, and appeared in only four
of eight possible orientations, with roughly eq(ilal probability. The four orientations

observed included the two seen in Fig. 5.9 (i.e., inversion of shading), plus rotation of
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(a) (b)

Figure 5.9 The measured distribution of g for an InP sample indicating a screw
dislocation at 45 degrees to the surface (compare Fig. 5.5), with the
sample rotated (a) 0° and (b) 45°.

those by 180 degrees. The absence of images rotated by 90 degrees in these samples

: suggesfs a directional preference for dislocation formation during crystal growth. No 60°
threading dislocations or screw dislocations at normal incidence were seen.

The observed dislocation densities were about the same on the MBE-grown layers
and the substrate material, which indicates that the dislocatioﬁs were not generateq during
the MBE growth. A density of dislocations of about 4 X 10"/cm? was observed, which
is in agreementp with the dislocation density of =5x10%cm? specified by the
manufacturer of the substrate material (determined from etch pit density). By
comparison, a dislocation density of about 5% 10°/cm? was observed on another type of
InP substrate material specified as <5Xx10%cm?. These factors strongly support the

claim that the observed stress patterns are due to individual dislocations. Dislocation
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stresses have also been observed in GaAs samples, and it is expected that the technique

is suitable for any luminescent semiconductor,

The images presented in this section cover an area 50 x 50 pm in 0.5 pm steps.
The fine stepsize was used to produce clear images of the dislocation stresses. However,
dislocations may be readily identified from images produced with stepsizes of at least 2

pm, allowing faster counting of dislocations if necessary.

5.3 Misfit dislocations in epitaxial layers

The stresses due to a dislocation running parallel to a free surface can be
calculated using techniques similar to the image charge technique of electrostatics. If the

surface is the plane z=0, the free surface boundary conditions are ¢.=0,.=0,=0.

image -+ (0,0,a)

free surface —\

dislocation - (0.0,-a)

Figure 5.10 The surface stresses due to a misfit dislocation can be sotved by placing
an image’ dislocation outside the free surface.
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Taking the dislocation to run in the +y direction through the paint (0,0, =), an image
dislocation of opposite Burgers vector is placed passing through the point (0,0,d) as
shown in Fig. 5.10. The image dislocation induces stresses which cancel, or partly
cancel, the stresses d, oy, and g, induced by the real dislocation at the planc 2=0. For
a screw dislocation, the combined real and image stresses satisfy the boundary
conditions, and hence the problem is solved [84], resulting in surface stresses which are
double the values in an infinite material, and for the case of the Burgers vector b, along

the -y direction,

£ »

75)
. = pb, a (
'“’ T xi+q?

For the case of an edge dislocation parallel to a free surface, the problem is not
so simple. Additional stress terms must be added to satisfy the boundary conditions.
This problem has been solved by Head [87] for edge dislocations with Burgers vectors

paraliel and perpendicular to the free surface. The surface stresses (z=0) are given by

. = 2ED) ax?

T oa(l-v) (@)

o, = Vo %)
» Xr

g, = 0

if the Burgers vector b) is parallel to the surface (along the +x direction), and
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y = 2Eb | _ax
o ow(l-vY) (@+x?

) (77)
¥ = x"(Iatl.'

g =0

if the Burgers vector b, is perpendicular the the surface (along the +z direction). The
normalized stresses a(v,—0,) and 2a0,, are graphed in Fig. 5.11 as a function of the
normalized position x/a for each dislocation type, assuming a Burgers vector of
magnitude 4.15 A in each case. Note that the shear modulus g of Eq. (75) and Young’s
modulus £ of Egs. (76) and (77) are related by u = E/2(1+v) [47].

For mixed dislocations with arbitrary Burgers vectors, the stresses can be
calculated by summing the stresses induced by the edge and screw components [84]. For
example, for a 60 degree misfit dislocation in an (001) oriented sample, the components
of the Burgers vectorare |&y| = |b|[/2, |b,| = |b|AM2,and |b,| = |b|/2.
The resulting surface stresses are graphed in Fig. 5.11.

Note that the width between the two peaks of the surface stress generated by a 60
degree dislocation is about 1.2 times the thickness of the epitaxial layer. Provided the
epitaxial layer is sufficiently thick (>0.7 um) so that the two peaks may be resolved, it |
is possiole to determine th§ éjgn of the perpendicular-edge component of a 60 degree
misfit -dislocation. "The ‘pa}f-élllel edge component and the screw component can always
be resolved, since the surface stresses are of a single sign. Even if the spatial extent of
the stress dlstnbutlon is smaller than the resolution of the measurement system the sign

of the observed stress will indicate ‘the sense of the parallel edge component and the
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Figure 5.11 The calculated surface stresses near misfit dislocations of various types in
an epitaxial layer of thickness a.

screw component of the dislocation.

Figure 5.12 reveals misfit dislocations in a 2.3 pm thick InggGag P layer grown
by MBE on an InP substrate (sample M]_':TE;296). The scan area is 100X 100 um?. The
dislocation lines in Fig. 5.12(a) show the pattern expected from the edge components of
a 60 degree dislocation, with the verﬁcal dislocations appearing light with a weaker dark
linelto the right, and the horizontal lines appearing dark with a weaker light line above..

The lines in Fig. 5.12(b) show the single-shaded pattern expected from the screw
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@ (b)
Figure 5.12 The measured distribution of p for an MBE-grown InGaP/InP sample

indicating 60° misfit dislocations, with the sample rotated (a) 0° and (b)
45°,

componen% of a 60 degree dislocation. Therefore, the misfit dislocations seen in Fig.

(7;5.1_2 are all determined to be 60 degree dislocations. The magnitudes of the observed

stresses match those of the calculated stresses within about 20 percent. The direction of
the parallel edge component of the Burgers vector (determined by the sense of the most
stroﬁgly shaded line of each dislocation in Fig. 5.12(a)) is always in the direction
required to relax the strain in the epitaxial layer, as expected. The edge component
perpendicular to the surface (determined by which side of each dislocation in Fig. 5.12(a)
has the Qeakly—shaded lin) is the same for each dislocation of Fig. 5.12(2). Some
dislocations in other pa;s of the sample had opposite perpendicular components of the

Burgers vector, but there were a greater number with the same sense as Fig. 5.12(a).

The screw component direction (determined by the sense of the shading of each line in

i
l\ \
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Fig. 5.12(b)) appears to be random. The perpendicular edge component and the screw
component of each dislocation should be random, since these components of the Burgers
vector do not contribute to the relaxation of the misfit strain. The apparent preference
for one sense of the perpendicular edge component is unexpected, and suggests that there
is a difference in the energy of formation of 60 degree dislocations with different
perpendicular edge components of the Burgers vector.

Note that one of the dislocations near the center of Fig. 5.12 became shorter
between the scans of Figs. 5.12(b) and 5.12(a) (the scan of Fig. 5.12(b) was done first).
This dislocation was repeatedly observed, and became shorter in each successive scan,
eventually diminishing to only a threading dislocation penetrating the surface.
Apparently, the pump laser illumination caused the dislocation to move through
recombination enhanced defect motion. It is interesting that, although it was obviously
energetically favorable for dislocations to form in this sample at the growth temperature,
it appears to be energetically unfavourable for the misfit dislocations to be present at
room temperature. Perhaps the dislocation density could be reduced in certain strained
epitaxial layers by illuminating the sample for a period of time after the epitaxial growth.

Fig. 5.13(a), also taken from sample MBE-296, reveals two 60 degree misfit
dislocations, plus an edge dislocation with Burgers vector parallel to the sample surface.
The scan area is 45X45 pm?. The separation between the two lines of the edge
dislocation stress pattern in Fig. 5.13(a) is about twice the layer thickness, in agreement
with the calculated stress distribution of Fig. 5.11. The edge of the sample is at the

upper edge of Fig. 5.13(a). At the edge of the sample, the compressive elastic stress d,,



(a) (b
Figure 5.13 (a) Two 60° misfit dislocations and an edge misfit dislocation are revealed

in an MBE-grown InGaP/InP sample. (b) The edge dislocation splits into
two screw dislocations, which intersect the surface.

of the epitaxial layer is relieved because the boundary condition g,, = 0 must be met at
the free edge. This causes the dark band at the top of Fig. 5.13(a). Near the top of the
picture, the edge dislocation ends and two screw dislocations are seen penetrating the
surface. This combinati;; of dislocations maintains continuity of the total Burgers vector
at the intersection point, illustrated in Fig. 5.13(b), ac required by any dislocation
network [88]. In Fig. 5.13(b), the dislocation direction d was chosen such that the
directions for the screw dislocations would be emerging from the material. The relieving
of the stress at the edge of the sample may have caused the edge dislocation to split into
the two screw dislocations, which then moved away from the edge of the sample.
Figure 5.14 shows a pattern of misfit dislocations in a 0.3 um thick MBE-grown

Ing 0sGagosP layer on InP., The scan area is 50 X 50 um? Dark horizontal lines and



Figure 5.14 The distribution of p for an MBE-grown InGaP layer on InP, revealing an
array of misfit dislocations. The stresses add where dislocations overlap.

light vertical lines indicate misfit dislocations. In this image, some of the dislocations
are too closely spaced to be resolved optically. Nevertheless, the dislocations can still
be *counted’ because the stresses from each dislocation add linearly, creating lighter and
darker lines where dislocations overlap. Other techniques such as photoluminescence and
cathodoluminescence intensity maps [80,81], which reveal ;lislocations from the reduced
luminescence intensity near the dislocation, do not have the property that the signal depth
is proportional to the number of dislocations present, and therefore cannot provide an

accurate dislocation count at higher dislocation densities.
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5.4 Summary

In summary, it has been demonstrated that polarization-resolved
photoluminescence can be used to detect stresses due to individual dislocations in
semiconductors. The observed stress patterns matched the calculated patterns in shape
and magnitude for both threading and misfit dislocations, and the observed density of
threading dislocations agreed with the wafer manufacturer’s specification of dislocation
density. It has been shown that the Burgers vector and direction of the dislocations can
be readily determined from the stress patterns. This technique provides a simple, non-
destructive method of counting and characterizing dislocations in Iluminescent

semiconductors.



Chapter 6. Future Work

The results of the research presented in this thesis suggest many possibilitics for
future work. The most important topic to be addressed, in my opinion, is the
relationship between the processing-induced active region stresses and device degradation
in semiconductor diode lasers. The techniques of polarization-resolved
electroluminescence and photoluminescence provide measures of the active region stress
to a resolution not previously attainable. The relative simplicity of the techniques should
allow stress measurements to be done on statisticaily significant numbers of devices, to
look for a correlation between active region stress and life-test performance. This would
require a high level of interaction between manufacturers and researchers, because
special stress-free and/or stress-enhanced structures would have to be made to provide
meaningful comparisons. A conclusive experiment would probably require several
iterations of refinements in device structure and processing. Unfortunately, I did not
have the time or the required level of interaction with the manufacturer(s) to achieve this
goal,

Before the relationship between stress and degradation can be adequately
addressed, it must first be determined which manufacturing processes are inducing the
active region stresses. This could be achieved by examining wafer sections at various
stages of processing. Once the causes of the stresses are known, modifications to the

manufacturing processes could be developed to reduce the stress.
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More information about degradation could be obtained by imaging the active layer
through the substrate (similar to the technique of Peters and Cassidy [60]), using
electroluminescence or photoluminescence, to observe the formation of dark line defects
or dark spot defects during device operation. It could be determined whether the defects
form more readily in regions which are under greater stress. This experiment would be
possible only for devices for which the substrate is transparent to the active region
luminescence, such as InP-based devices or GaAs-based devices with an emission
wavelength greater than about 910 nm. It may be possible to examine shorter
wavelength GaAs devices through the p-side cap layers if they could be manufactured
with a window in the metallization layer.

An interesting experiment would be to determine the coefficients of the tensor K
relating stress and the degree of polarization, and to verify that the stress-induced degree
of polarization does in fact vary with crystal orientation according to the tensor
relationships developed in Chapter 2. A more complete theory of stress-induced degree
of polarization, and comparison with the experimental data, may provide useful
information about the band structures of GaAs and InP. Any measured dependence of
K on temperature, doping level and type, excitation level, or other parameters may also
provide useful information.

It would be useful to calculate and measure the effect of stress on the degree of
polarization of quantum well structures, which are aiready highly polarized due to the
quantum confinement. It is likely that the changes in band structure due to the quantum

confinement significantly affect the relationship between stress and the degree of

-
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polarization. More information about this effect would be valuable tor determining
active region stresses from the electroluminescence data of quantum wetll lasers, and tor
determining the level of strain in strained-layer quantum wells from polarization-resolved
measurements.

Three-dimensional scanning of stress distributions may be possible with
polarization-resolved photoluminescence. It is a property of a confocal imaging system
such as the photoluminescence setup that resolution in three dimensions can be obtained.
If the pump laser wavelength is selected to provide a fairly long absorption depth in the
semiconductor sample, the pump beam may be focussed such that the region in the
sample producing the brightest luminescence is well below the sample surface. If the
detectors are also focussed at the same point, the luminescence from other regions of the
sample will be rejected, and hence a stress measurement at a point below the sample
surface can be obtained. A tunable diode laser may be a suitable pump laser. Possible
problems may arise from self-absorption of the luminescence from the sample, or
variations in the absorption cutoff wavelength (bandgap) throughout the sample due 1o
stress variations, impurities, or defects.

Investigation into the waveguiding propéfties of various structures may be aidex
by polarization-resolved photoluminescence. Stress-induced refractive index changes can
affect the waveguiding properties, and polarization-resolved photoluminescence is capable
of measuring the stress distributions, so that a more accurate picture of the refractive
index profile of the waveguide structure can be obtained.

Polarization-resolved photoluminescence may be used to determine the critical



120

thickness for strained layers, which is the maximum thickness which can be grown
without misfit dislocations. Anisotropy effects in the dislocation formation could also be
investigated. These measurements can also be easily made using other dislocation-
detecting techniques such as photoluminescence or cathodoluminescence intensity maps,
but polarization-resolved photoluminescence has the advantage of determining the Burgers
vectors of the dislocations. This information can be interesting; for example, recent
measurements indicate that for strained layers grown on misoriented substrates the screw
and perpendicular edge components of the dislocation Burgers vectors are not random,
but are correlated with the dislocation direction and the direction of misorientation of the

substrate.

7]



Chapter 7. Conclusion

After completing this research, I have become convinced of two things: first, that
it is important to be able to measure stresses in diode lasers and related structures; and
second, that polarization-resolved electroluminescence and photoluminescence are the
most useful techniques for performing such stress measurements. [ hope that others will
reach the same conclusions after reading this thesis. The relationship between stress and
degradation has been mentioned in many articles and books on diode laser reliability
from 1975 to the present, but most experimental correlations of degradation with internal
processing stresses have been based on calculated stresses, not measured stresses. As
mentioned in Chapter 1, all previous methods known to me of measuring stress in diode
lasers have either insufficient spatial resolution or insufficient stress resolution to be of
practical use for diode laser analysis. Fortunately, polarization-resolved
electroluminescence and photoluminescence have the required resolution in both stress
and position to provide useful information near the active region of diode lasers, as
shown by the results reported in Chapters 3 and 4.

I anticipated that polarization-resolved photoluminescence should be able to detect
individual dislocations, since the product of the spatial and strain resolutions suggests that
an atomic displacement of about (1 pm)x(107%) = 0.1 A should be detectable.

However, I expected that it would be difficult to prove that an observed feature was in

fact a disloc%tion. Fortunately this was not the case, since as shown in Chapter 5, the

2
-
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observed stress patterns are unmistakable. The greatest advantage of polarization-
resolved photoluminescence in dislocation detection is its ability to determine the Burgers
vector of the dislocations. In this respect the only competing non-destructive technique,
to my knowledge, is X-ray topography. Because of fundamental differences in the
detection mechanisms, X-ray topography and polarization-resolved photoluminescence
will likely be complementary techniques, each with certain advantages in particular
situations.

Since polarization-resolved stress measurement techniquer are so simple and
useful, it is puzzling that they have not been used until so recently. Ryan and Miller [13]
noted in 1963 that uniaxial strain affects the spontaneous emission probability in the TE
and TM polarizations of a GaAs diode laser. Still, in 1990, Kawasaki et. al. [27] used
polarization-resolved photoluminescence to determine the stress direction in GaAs, but
used the wavelength shift instead of the degree of polarization to determine the stress
magnitude, resulting in much more time-consuming and less accurate measurements. It
is unfortunate that the degree of polarization has not been utilized to a greater extent for
measuring stresses in GaAs and InP, since many efforts have been made using less

favourable techniques. Hopefully this oversight will be corrected in the future.



Chapter 8. Appendix

V., is supplied by PAR Model 126 lock-in amplifier, 1930 Hz, 1V rms sinewave,
Lock-in input is set to 'A—B' mode.

Figure A.1 The bridge circuit used to measure the strain gauge resistance.
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