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This thesis describes the devéiopment of a softw&ré
'system, wgﬁch ‘integrates b{é optimization, finite_e;emenzb
expert syit?m and computer‘ aided 'fesign techniques .to
achieve a highly automatic structural:ﬁesign.

New knowledge has been developed for the theory of.
Qexpert systems, inclpdihg an knowleege.acquisition aﬁproach
by linear prégramming and machine learniAg.

J_ Several algorithms have been developed to increase

the:eféiciency of the finite element based optimization.
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v . CHAPTER 1
? ) . INTRODUCTION

i.l fHE.OBJECTIVE'OF THE RESEARCH

The p;imary objective of this research program is to
develop new techniques for applying structural optimization
to designf in which the structural analysis technique is' the
finite element method. It is important from the point of.
view of the designer's productivity and effectiveness that
the design process be automated as much as possibleﬁ_gsing
the computer. This means that the interface between a
complex tool 1like structural optimization and the designer
is an important candidate for ‘this automation. Using
current technoleogy, the designer must be both an expert in
the art of optimization, and an expert in the finite element
method. And even if this rare combinatiqn exists, it is a
complex *and time consuming procedure to properly formulate
and execute a problem. Héwever, not utilizing these
sophisticated software systems will be an enormous waste of
our intellectual resources. A promising technique for
automating this interface is the use of expert systems, one
.of the new methods used in applied artificial intelligence.
Tﬁe' goal of the program will be to develop an automatic
system that will make it feasible for a practicing designer
with limited experience and expertise in both optimization

1
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and structural %nalysis "to routinely do'appliéations in
structural optimizadtion. It is alsb our goal to éevelop new
knowledge in the‘ area of applying artificial intelligence
methods_to design automation in genefal.

The project will thus have four main thrusts.

1. To develop a super-expert system {expert system.

'shell) in order to establish expert systems for the design

of different kinds.of structures,

~. 2. To wutilize any of such established expert
A .
systems to design a structure.

3, To explore new knowledge in the area of

interactive, graphics oriented -and user friendly program@ing

- .

for . structural optimization in the sense of the overall
value.
| 4., To develop new algorithms for saving computer
time in finite element based optimization.
The present system is limited to the preliminary

designs and to the 2-dimensional problems only, however the

basic ideas about the expert system /can be applied to

3-dimensional problems directly.

Q
There 1is an important additional long term goal for

this work. A major world problem is that countries with
limited broad technological devélopmept are tending to fall
further behind those countries with a very highly developed
technological infrastructyre. This infrastructure enables

" these countries to develop new products, new technologies,
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- . .
and greater productivity at an,accelérating raté. One of
the ‘important compor_nénts - of this idfrasﬁructur& is the
extensive engineéring“educational'system and the‘iarge'pool
of experienéed experts in the:éfea of design and agsociéléd-
fields. Methods must be found that bypass this constraint
on the pfbgress of less developed coﬁntries,.and applied
artificial intelligence in design automation is one
promising possible approach, in which the éomputer wopld
provide the mass expértise required. Structural
optimization 1is just one exaﬁple of this expertise; and it
‘ié hoped that the knowledge developed in this_researcﬁ’would
bé generally’ applicable to other areas of expertisé in
“design, ’

- ’ . '

1.2 LITERATURE SURVEY

1.2.1 Expert System

Over .the past 20 or 30 years, a lot of effort has
been devoted to research in AI (artificial intel}igence).™
Scientists doing fundamental reseafch in AI attempt to set
up algorithmic principles for simulating thinking processes
»f  the Brain, to develop some sort of general problem
solving or human-like‘intellectﬁal behaviour.

0

However it seems tgibe generallyvconceded that not

too much progress has been made in fundamental research into

AI, On the other hand, rather strong claims are now being

made for the progress and utility of applied research in AI,

-



particulérly in the afea of expert sjstemé.
Barr énd Féigenbaum {1982) described a valid éxpert
system as follows,
"Most. of the applications systems described ...
can be viewed as conéultants that formulate opinions and

give advice to their users. The ks these consultants -

are designed to perform require the application of facts

and relationships known only hy & specialist. The current
systems emphasize Ehe&/cgaﬁffgve «abilities that support
interaétion with the user dﬁ?ing problem solving,~such aS
the ability to explain lines of reasoning or t6 acquire
new domain knowledge interactively.

Typically, such a system will be considered
"intelligent' if it meets the following criteria: (a) The
system gives correct answers or useful advice, and (b) the
concept and reasoning processes it wuses to solve the
problem resemble those that the user might employ."

An expert system consists of a knowledge database
and an inference engine. The knowledge database mainly
contains a lot of logic rules extracted from the expertise
of the human expert. The inference engine is the control
algorithm used to decide the search path.

A distinctive feature of the expert systems is that
it includes not only knowledge that can be found in books,
but also privileged knowledge known only to highly trained

and experienced experts in a field. Such knowledge is
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primarily. intuitive. 1In 'a given situation an expéft makes
én intuitive decision based on judgement aﬁd_exper;enge and’
tﬂe contexé of the problem. ) |

Aﬁother feature of expert system is that the scope
~of: the prdblem domain, uéualLy sméll énd specific, must be
clearly defined.‘ In case the need is very broad in nature,
the system should be decomposed into subsystems (Naylor,

L 3

1983} .

el
A

Different approaches have been developeﬁ to deal
with the problem of uncerﬁainty, based on Bayes' theorem,
fuzzy set theory, or a kind of pseudo‘probability.

As in the other areas in AI, expert systems adopt
the conventional search algorithms, e.g. forward chaining or
backward chaining, breadth first search or depth first
search, combined with intuitive decision making. When the
data base is large, searching takes a lot of computer time.
Some algorithms have been studied to accelerate the search
by discarding some weaker candidates earlier (Shirai 1985).

An e;pert system generally works on one of the
_following types of tasks: 1interpretation, diagnosis,
prediction, instruction, monitocring, planning, aﬁd design.

Siddall (1984) predicted that several factors would
be good applications of expert systems in enginéering
desién. |

1. The expert systems will in éqme sense autcmate

™ N
the design process, make it more efficient, by reducing
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_ engineering . cost or engineeting‘leading time. The expert -~

system can éssist the deéigner in septing up an engineering
“model, synthesis, gesthetics and riqk_juagqment. v

2. The expeft. systems can help to increase the
overall wvalue of therengineering design to society.- It-is
meant to include all of the basic, and some what abstract,
desires of mankind- into:the design by combining judgement

with the immediate criteria.

3. Expert systems can be incorporated with
sophisticated software packages, and thus provide the
necessary ‘expertise for use by an engineer or technologisf
who 1is not specifically familiar with the theory used, nor

has _a strong experience for judgemental aspects of the

software.

¥

The same author suggested possible examples of

~ ~

applying expert systems in mechanical design, including
material selection and configuration selection., 'He gave a
course projéct (1982) of a simplified version of selecting
configuration. Hanley (1980) described a computer program

for selecting material based on numerical evaluation.

.':‘
L

" The expert design system tha; is most frequently
mengioned and most sucéessfu%&y in active use is the program
used by Digital  Equipment Corporation to select an
appropriate configuration' for their VAX computer, in order
toc meet a specific customér's requirements (MdDermott,

1981). This would be considered applying expertise to

¢ ) ' 4



,deSign.syﬁthegis.- Also in the area of synthgéis, a papér by
Lenat, .et al (1982) deséribed a method of finding new
-micrbciréﬁit st:uctures. Closely related to this is a_papir;
by Greenberg (1980) on a knowledge-based system for digital’
electronics, and a ‘paper ‘by Mitchell, et al (1583) on
circuit redesign. Roswnmcm (1986) built an expert system in
CAD with the help of a shell. Maher (1984) in his paper
discussed the tools and technigues for a knowle@ge based
expert system for engineering design.

There are very few concrepg examples of expert
design systems in mechanical éngineering. Bennet and
Engelmore (1979) have described an expert system for
structural analysis. And Bundy et al (1979) wrote an expert
system program for solving mechanics problems. A research
group led by Dixon and Simmon (1985) has been‘developing
expert system project in mechanical designv’lTheir published
papers examine the concept of expert systems and how it
might be applied to mechanical design. They are working con
a system that performs a design "...through evaluation and
redesign”. It appears to be a synthesis procerss for
selecting candidate configurations. A major research issue
has been Ehe development of a configuration data base
co&posed of many feature-primitives, The} mentioned as
examples, V-belts, extrusions, casting design, plastic
material selection. Recently, Jones (1986) reported an

expert system for selecting welding materials.



. . N . .
Some ;other authors have tried to 'apply expert system-
in optimization. Azarm . and .Papalambros (1984) have

suggested ' a wéy of using symbolic rqaéoning to assist the _
. . l -

numerical .search stratggy and USing]thé knowledge base to
determine active- conél;aintsi In aqother paper by'Li'and
Papalambros (1985), a production syétem was described for
use of global optimizétion knowledgé.instead of exploring
the search only by local topography. Arora.et al (1986)
presented some. arguments suggesting that AI' can be used to
determine the optimization parameters, in order to assuge a
successful run. As the authors conceded, it is just "the
first step toward development of an expert optimization
system..." |

Up to date, the buildirg of an expert -system for a
particular application is still a ahallenging, difficult and
time consuming task. It requires the close coogeratioﬁ of a
knowledge engineer and a human expert in the field.
Exploring the expertise, finding out the rules, converting
the expertise to a data base, adjusting a great number of
parameters, all take a great deal of time, half to several
years.

The primary computer languages of AI are LISP and
PROLOG, which are ldesigned particularly to work with word
symbols rather than numerical calcﬁlations and analytical.

-
algorithms, and with which most of the engineers are not

. ] w
familiar and find difficult to use for programming.
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Some effort hgs been made tq*bteqk these tight bonds
in order to 'encoé%age ‘the more widespreadriﬁse of AI
applications in engineering;\“ | |

‘Some researchers ﬁave developed the tools called
expert s&stem shellé; which support one knowledge’
represenéation‘ forma}ibm ‘and cne inference mechanism
(Goodall, 1985). Boose (1986) described a Expert Transfer
System (ETS) which is a framework for khowledge elicitatidn,
analysis and testing.‘iThompson et al (1986) made a program
which reduces redundancy in the knowledge base,'orgénizes
the data to recognize pattern, and produces a set of rules
¢
that can then be manipulated by an expert system éhell.
However, the wutility of the shells have never been well
established and- none of them can replace the knowledge
engineer completely,

Recently, more and more expert systems have been
developed 1in other high 1level languages, such as PASCAL,
FORTRAN and even BASIC (Thompson 1988, Frey 1986, Schrodt
1986). It is reported that all of ‘them perform very
well,

Considerable research work is currently being done
on expert systems incorporating machine learning (Michalski
1983 and 1986, Naylor 1983, Forsyth 1984, Crawford 1987), in
which the computer systems learn to perform a task through

examples or by analogy to a similar, previously solved task,

or .they can improve significantly on the basis of past

e
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mistakes or acquire new abilities by observing and imitating

experts,

Much ipvestigation has been.done on learning from
examples (Naylor  1983, Terheyden 1967)._.Given a set of
“examples of a coﬁcept, a general concept description.can be
,fnducéd that' descfibes - all of the examples. Naylor
described in detail the building of an expert sy;tém by

learning from examples. Simple formulas are used ;F\adapt

e
the rules (parameters} from examples. However fo

larger
problem, there 1is no guarantee of success. In Naylor's
demonstration expert system for predicting weather, where
there are four items of evidence and two outputs (dry or
rain), the percengege of correct prediction is 75%.

Another widely used learning strategy is learning by
memorization (Schrodt 1986), 1in which the programs record
and process the information obtained durihg the procedure,

and use them to wupdate the system data base or guide the

subsequent procedure dynamically.

1.2.2 Integration of CAD, Optimization and FEM

Over the last several decades, great achievemenis in
three areas, CAD (computer-aided design), optimization and
FEM (finite element method)}, have been made. It is now time
to integrate them in order to increase design efficiency and
improve design quality as a whole. There are several key

‘problems that must be solved before this comes to reality.

<§-



1. How to develop an overall database to manage the
data uniformly tﬁ;ough'the whole'pfocedure.i -

%: How to déterﬁ}ne or create thé dgsign parameteré
‘'such as material 'aﬁd configuration in CAD and, more
important, hqw..to adaptlthem to the model appropriate‘fqr
optimization desién and FEM analysis?

3. How to reduce the computer time when each opti-
mization iteration includes a time-consuming FEM analysis?

4. How to generate the FEM mesh automatically with
minimum interface with the user, and, more important, how to
adjust or regenerate the mesh automatically during the
optimization search?

5. How to monitor the interface between such a
large and complicated software package and the user, and
assist him in making a lot of design decisions? Here an
expert system should be a competent candidate,

Recently more and more authors have discussed the
different aspects in integrating CAD, optimization and EEM.
However .no proéram has been found that combiﬁ%s‘these three
techniques in a wunified system. Dixon and Simmons (1985)
are developing a system that integrates geometry model
building (by solid model), manufacturable evaluation (only
for casting currently} and analysis (by FEM). Lambourne
(1986) discussed the necessity and possibility of

integrating CAD, CAM and production management.

Many authors {Sabourin 1986, Fulton 1987, Gloudeman
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1987) have reported the development of database management

developmept in the USA. : ot _

Most of the CAD systems use solid models to
constitute structural configurations (Requicha 1953,ATah
1986, Tang 1987). However for 2-diménsiona1 configurations,
interactive creation of the graphic primitives {like
AutoCAD) may be more convenient and flexible. ‘The problem
remainint;< is how to transfer the data created in this stage
to the optimization and FEM programs. Revelli (1985)
reported his approach in getting CAD and FEM to cooperate,
in which he 1linked an existing computer-aided drafting
program with.a mesh generator for FEM.

In the sixties and early seventies, a lot of
research efforts were put into the study of structural
reanalysis (Fox 1971, Kavlie 1971, Kirscg 1972). The common
algorithms can be divided into following types.

’

1. Reduced basis method including reducing the

degrees of freedom, number of design variables or number of

constraint functions.

2. 1Iteration method including some algorithms to

improve the convergence.

3. Taylor series expansion including first and

second order approximations.

4., Substructure method.

Other authors (Arora 1976, Lee 1987) evaluated the

for integrated CAD. A large project'called'IPAD-is under



g 13
eff%ﬁi'ncy aﬁd accuracy of different algorithms. Strucéural
reanalysis  closely réléﬁéé to FEM 5ased optimization.
Hoﬁever the above authors studiéd the problem basically 'on
the matrix algebra level; it was not program:priented, and
they sgldqm implemented the‘algorithms for this pﬁrbose.

Morris (1982) 1in his text book discussed in detail
the theory‘of structural optimization, whgre the FEM is used
for the analysis.process. Hornbuékle (1975), Cook (1977),
Bennet {(1979), Queau (1980), Silva (1985), Thevendran (i986)
gave examples in plane, beam and truss and axisymmetric
structural | designs. However most authors seem to be
unaware of the previous work in structure reanalysis and
pay little attention to increasing the efficiency of
programs, |

Later, Grandhi et al (1985) discussed a program
using approximate formulation (Taylor expansion) to present
complicated constraints or objective functions. Siddall and
Wu Zhang (1986) suggested several algorithms to save the
computer time in FEM based optimization.

Shephard et al (1986) and Kela et al (1986}

\Qigcussed the indispensable prereéuféites of automated FEM
modeling for the wunification of endineéring design and
analysis, 1i.e, fully automated mesh geﬁeration and adaptive

¥

error estimation. Since the error analyses processes

proposed by other authors are very difficult to implement,

Shephard suggested using expert systems.
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Nowadays a  lot of mesh generators are évéilable inl
the market (Boubez 1986). A ﬁgw' of them (Rusnock et al
1985)  appear to apptoach being fully automated. The
majority ‘réquire ﬁhat . the structure to _be analysed be
decomposed into appropriate regions first. .However all of
the mesh generators have to interface with the user more or
less.

Zienkiewicz (1987) and Jiang (1987) described some
error estimators and mesh refinement algorithms for FEM
analysis. An alternate algorithm suggested by Schiemeier
{1987) for. increasing the accuracy of énalysis is to
incre;;e the degrees of shape function instead of increasing
the number of elemenfs.

Cuthill (1969), Akhra (1976) and otheér authors have

developed algorithms® for 'minimizing the bandwidth of the

stiffness matrix in FEM analysis.

1.3 THE LAYOUT Oé THE PROJECT

Figure 1.1 1is the layout of the project. It
iEEually consists of two program;: SES (Super-Expert System)
for building the knowledge databases of the expert systems,
and ESSFPF (Expert System of a Structural Family) for
utilizing the expert systems.

Although symbolically oriented LISP and PROLOG are

the dominant computer languages in. artificial intelligence,

the computer language used in this project is FORTRAN, It
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“is because this project involves a lot of numerical
calculations; even ‘the main Ehferénce engine of theféisért
| system is numerically oriented. . The coding by FORTRAN may
not be as elegant, or as compact, or as efficient. 'This
does not seem to have beeh demgnstrated.as neceégﬁrily true,
but in any event these may not be p#imary concerns. The
major' éonsiderations are. easé of 'reading, ease of
maintaining 'or. updating, portability, familiarity of the
programmer with the langﬁage,.and time to code. We believe
‘the more widespfead use of artificial intelligence

applications in . engineering may in fact be encouraged if a

more familiar language is used.

1.3.1 Building the Knowledge Databases of the Expert Systems

SES 1is: similar to an expert system shell, i.e, a
toel for building expert systems with similar knowledge
representation formalisms and inference mechanisms. The
user of>SES is the human expert in the field of designingla
certain kind of structure. The human expert interacts with
SES through a cathode ray tube (CRT in short}) terminal td
build the knowledge database of his expert system for the
design of that kind of structures. SES itself is an expert
system at the same time, since it containé a‘_lot of
knowledge for the design of general structures. Such

£ Y

general knowledge can assist the human expert’'s building the

) j .
knowledge database of his expert systed in a more specific



domain. .

-

As a convention in “"this lthesis, the term expert

system‘-alﬁays refer to that one which is built by the humah
1| ,

L

éﬁpert and which, ih a more specific domain, aids the design

e . o -
of certain kind of structures.

An expert system must contain an inference engine

and a knowledje database. Unlike many exiSting expert

-

systems, our main inference engine is to evaluate the merit

values of the candidates as follows.

A

M, = §; (7> .D,i,j ) i=1,2, (.. ,N (1.1)
=1 . ~
where My —-=- merit value of the ith candidate
. Pj ---- importance value of the jth performanceﬁ
characteristic T
] -Di,j -- desirability value of the i;h candidéte'to

the jth performance characteristic
N —===- numbér of candidates

K -==—- number of performance characteristics

-

The candidate (e.g. material, configuration, etc.)

with the highest merit value is considered to be the best.

A .
The importance values designate the relative importance of

the performance chargcteristics (e.g. . cost, weidht;

accuracy} 1in the design. Desirability values are used to

evaluate the goodness of the design cgﬁuiggjes with regard
"to a performance characteristic. For example, plain carbon

steel is a chéaper material candidate, so its degirability
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‘value with regard to cost is higﬁ.
besitabi;ity'_values represent . the most important’
" expertise. in the kn0w1edge‘databasgs of our e&per£ syétems;_
‘A new algorithm. has been developed for aéquiriﬁg these_‘
desirability‘ values systematically using machine learning”
based on é‘ sample of examples and linear optimization
programming. Previous design examples can be used in this
procedure, In <c¢ase no existing examples.arenévailablé, a
facility in the super-expert system can help the human

expert or a group of experts to create the sample of

»
examples, »

" Besides the deéirability valués, the. knowledge
database also contains the material database, configuration
daﬁabase,'ﬁnowledge about the selection of the failure mode,
the factor of safety, the optimization methods, the analysis
algorithms Based on the finite element method, and so on.
The material database 1is a permanent database residing in
the supFr—expert system. The configuration database has to
be created by the human expert, because the configuration
databases are quite different for different kinds of
structurés. The design variables, optimization function and
constraint functions should be defined at the same time
relating to the configurations.

Chapter 2 describes the building of the experg '
system in detail. |

N

L



1.3.2 dtilizing the Expert Systems

ﬁhen an expert system has been built, the designer
= .

can ,ut{lige it to do optﬁniiafioﬂ design by executing tHe

' ﬁrogrémJEESF {Expert System of EIS£?uptura1 Family) at a bR
terminal. ‘ | - A |

Fir§t' of "all, the designer enters the requireménts
of the design, iig. thelimportancg values -of the pefformand!
characteristics. The experE sYstem. will search the
détabaée, evaluate the'goqdness of the material candidates
or configuration candidates there, éﬁd return them to the
bdesigner. Three search methods have been developed: the
Full' Search method, the Dis?ard'Search method and the Quiék
Search method. All of.them are_based on formula (1.1), but
have different accuracy and speed in search.

| The designer also has to determine some other design
parameters, such as the failure mode and factor of safety,
in consultétiqn with the expert system.

In an alternative mode if the designer wants to
create a completely new design, \he can'bypass the expert
system and .enter all of the design pgarameters directly,.

When all of the design_ paraméteré have been
determined, the designer is asked to give detailed
specifications for the design, such as concrete dimensions

. 3 »

of the configuration, and upper and lower bounds of the

design variables.

In each stage mentioned ahave, the program fetches

19
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datq.and knowledge from therknowledgé databasé\ofAthé expért

system. - On'" return, it pushes some new inforiition back -to

update the knowiedge database. Then available data will be

converted by - the expert system to constitute the user

-

written subrbutines and data files for the existing.

optimization and finite element method (FEM in short)

‘packages.

The optimization search begins! 'The COnfigufation
of the structure at the current design point and'thé
topography of the optimization search will be displayed on
theﬁ screén alternately. The designer has full freedom to
dg;ect or adjust the design.point at an§ time. The exﬁert
system continually adjusts or regénerates the FEM mesh in
order to avoid severe distortion,

1 Since the FEM based optimfzation is very time
consuming, six algorithms have been adopted to improve itt
i;e. the Substructure method, the Skipping method, the
Global Djirection method, the Safe-Fail Line method, the
Quadratic method and the Differential method. The latter
four are new algorithms developed in this project.

Whén the design is finain completed, a set of
hardcopies of the solution are plotted at thé designer's

s 1
request.

Chapters 4 and 5 describe how to utilize the expert

system in detail.
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“

1.3.3 Book
. Book’™ is a manual for explanation which i ailable

to both the super-efpert system and the expert syStems.



CHAPTER 2 o o \

THE EXPERT SYSTEM APPROACH

2.1 THE TWO-LEVEL EXPERT SYSTEM

2.1.1 The Top Level Expert System --~ Super-Expert System:

There ére an enormous number of different structures
in this. wofId; some éke gquite different; some are similar.
We can catalogue them into many classes (kinds). Our
objectives . in this project is to develop an expert syétem
which is able to design all kinds of structu?es.

Unfortunately, it is well known that any realistic
expert system must be limited to. a specific domain of
expertise, Should we develop a  lot pf. expert systems
independently and in 1isolation, each for the design'of a
~certain kind of structures? Our answer is no, Because.this
would cost too  much in intellectual resources and
engineering lead time. J

5 challenging design always requires three kinds ofl

knowledge.

1. Common knowledge: it can 'be applied to the

design of almost all kinds of structures without

modification.

2. General knowledge: it can be applied to the

design of most kinds of structures. Some modification may,

or may not be required when applying the general knowledge

o ) 22



to a specific structure.

3. Specific knowle&ge:' it is the core of an expert
'system; but only.suitablg for a certain kind of structure.
An exémple of common knowledge 1is the material
database. An example of specific knowledge' is the
configuration database.
| We first create a super-expért system whose
knowledge database contains the common knowledge and general
knowledge for structural optimization of a désign. Then
following the three steps below, the human expert can build
the knowledge database for the expert é&stem for the design

of a specific kind of -structure.

-1. The .;ommon knowledge is copied from the
knowledge défabaée of the super—-expert system to the
kﬁqwledge database of the expert system, This frees the
human expert from dealing with the common knowledge.

2. The general knowledge 1is fetched from the
knowledge database of the super-expert system, modifications.
are made .if necessary, and then it 1is pushed into the
knbwledge database of thé expert system.

3. The'specific knowledge-is created, and added to
the knowledge database of the expert system,

The human expert has the full freedom to accept,
ignore or revise the common knowledge and general knowledge,

and to add the specific knowledge..

So the super-expert = system provides a useful

RN -
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foundation to accelerate the Freatién of 'the knowlédde
database of éach'individual expert system,_and_at the same
time retains the distinct features of the.expert system,
i.e, privileged nexpert knowledge for a specific problem to
‘be solved. |

| The basic fuﬁction of ‘the super-expert éystém is
similar to that of an expert system shell. Both are tools
fof -assisting in building expert systems. With the aid of
the super-expert system, the human expert need not cooperate
closely with a knowledge engineer and need not know anything
about programming, such as manipulating databases, use of

data structures, or even the <computer languége.a In the

building of an expert system, he has to enter his expertise
/

by interacting with the super-expert system at a CRT
terminai. The super-expert system manipulates and converts
his expertise and pushes it into the knowledge database of
the expert system to be bdilt.

The super-expert system is different from an expert
system shell -in two points.

1. . The super-expert system itself 1is an expert
systém, It has 1its own knowledge database contaiﬁing the
common knowledge and the general' knowledge.‘ Apd dlso,
during the interface with the human expert, the super-expert
sgstem’can provide a lot of advice, guidance and suggestfon.

= 2., An expert system shell aids in the building

of the complete expert system, including the inference



‘engine'and‘knowlédge‘databése.' The super-expert system only
helpg'build“tﬁe‘knogledge databases of an expert system.

The super-expert system is an expert system that‘
.builds the knowledge databases of the low level Expert
systems, ‘ -
‘The detailed structure of the super-expert ;ystem

will be described in sections 2.2 and 2.3.

2.1.2 The Low Level Expert System

The low ievel expert system is the expert system
that we generally refer to in this thesis. It assists in
the designing oﬁ certain kind of structures.,

While the knowledge databases of two expert systems
are rather different, their inference .enéinés ;;e very
similar. Thg main mechanism is the evaluation of the merit
values f the design candidates by formula (l1.1}. So we
only nejﬁ\-to create one inference engine, and combine it
with any knowledge database to obtain a complete expert
system, -

Now let wus look at an example, If a company wants -
to design an expert system which is able to design ten kinds
of structures, 1i.,e. a gas chamber family, liquid tank
family,.... What should we do?

1. Develop the super-expert system.

2. Develop the ‘inference engine that is common to

all of the expert systems.



3. Find ten human experts, each in the area of the
de51gn of a certaln kind of structure.
4. Each human expert builds the knowledgé database

of an expert system Dby ‘interacting.with the super-expert

system,

Tﬁus we obtain the knowlédge databases of ten expert
systems. ‘Then, if  a non-expert designer in the company
wants to design a gas chamber, what should he do?

5. Load the inference engine of the expert systems
in the computer,

6. Load the knowledge database of the gas chamber
family.

7. Run the expert system for the design of the gas
chamber family, built in 5, 6.

Next, if another non-expert designer wants to design
a liguid tank, what should he do;

8. Unleocad the knowledge database of the gas chamber
family.

9. Load the knowledge database of the ligyid tank

family.
‘,m .
10. Run the expert system for the design of the
liquid tank family. 1Its inference engine was loaded in step

five and its knowledge database in step nine.
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2.1.3 Adopting Same Routines in Both Levels of the Expert

Another advantage of developing a two-level expert

system is that the-same proggah routines can be called py
both levels of the expert systehs. It makéslthe system
. developer's job much easy.. It is based on the fact that
many brocedures, and the knowledge- to be manipulated in both
levels, are the same.

At the top level, the super—expert system works as
the consultant and the hﬁman expert as user. When' a
decision has to be made, the super-expert system gives
advice, the human expert pérforms ﬁis judgement and makes
the decision. 1In the expert system, the procedure of the
decision making 1is almost the same,uhexcept + that the
consultant is now the expert S;ggem and tﬁg’user is the
designer, The knowledge manipulated in both levels is very
similar, except that it is more general in the‘tdp level and
more specific in the.bottom leéel.

Let ué give an example. In the top levellexpert
system, the human expert has to detefmine a set. of standard
importance values. First, the super-exper%\system givé; the
recommended values by means of a bar chart. The human
expert can modify the values by moving a crosshair at the
CRT terminal to change the heights of the bars. Later these
modified importance values will be recommended to the

designer in the "expert system, still by means of the bar

chart, and the designer .can modify them in the same way as
: ‘ /
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ﬁhe' human expert did in éhe top ievel;‘ SOia prégram mddulé_-
dealing with the bar chart of the importance values can be
.éalled by both levels df the expért sy;tems. A ' .
Some dther examples of th1§ type are as‘follows.
1. The - routine concerned I‘withj configurﬁtion
graphics, which can.be called by the superééipert system to

create configuration database, or by the expeft system to

modify a configuration in the database or enter a completely

4
new one.

2. The routine to determine the failure mode and
the factor of safety.

3. _The routine to determine the optimization mpthod
and FEM algorithm, and their parameﬁers.

4, The rgutine to show all of the design candidates

in the database.

2,1.4 Summary

The two-level expert 'system has the 'Eollowing
advantages,

l. It helps to solve the -contradiction between the
desire that an expert system be able to solve a wide range
of applications, and the requirement to limit the domain of
an expert system strijctly.

2., It frees the human expert from relying on
a knowledge engineer to build an gxpert system.

3. It lightens the burden on the human expert to
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be concefned about both the commoh knowledge and thefgené:al.

-

knowledge.

~

- i

This algorithm is r?alistié and-valid as an experﬁ
‘system approéch due to the following two points. |

1. The human expeft can accept, ignore or modify
‘the cohmon_ kﬁbwledge and genéral knowlédge from the
éuper—expert system.,
' 2. The_human‘éxpert can freely add his own specific
knoWlédge. ‘

It ié believed that the tﬁb—level-expgrt systems can
be applied to other fields, such as medical diagnosis,
mineral expioration, and_so on. EQen a multi-level expert

system could be adopted. Figure 2.1 is a hypothetic example

of a t':‘l:lree-level ex;_oer't sfstem for fiking vehicles,
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2. 2 SPECIAL FEATURES OF THE EXPERT SYSTEM APPROACH

2.2.1 The Overall Value of the Opttmlzed De51g_

< ' . o
formula (1 l) 15 the'main‘

In ' our expert.‘systems,
inference engine. - It is called the merlt method, and 1t is
rewfﬁEén béidw, w1th a' detalled 'a

explanatlon .u51ng

-~

hypothetlcal example.‘_

= ','é (_ij * Di_,j ) -Ai=1,'2,...,L.'N (1.1)
, \
where .Mi ---- merit value of the ith candidate
Py —=== importance value_ of the jth performance
characteristic o
i Di,j - desi;ability va;ue of therith candidate ko
thé jth performance characteristic
N —=—=w- number of candidates
K ==-——- number of performance characteristics '
Suppose there are three performance characteristics,
i.e. cost, .weight and volume. If theldesigner feels that
cost isv a vefy important consideration in the design, he
should specify the 1mportance value of cost as 10. On the
contrary, if the volume ;s tﬁgqght less important in the
design, an importance value of Z.Q\Wight be assigned to it

{Table 2.1). The

The importance v{?ﬁe rénges from 0 to 10.

the importance value, the more important the

performance characteristic is in the design.
© Now

let wus consider the selection of material, and

\
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Table 2.1 Importance values and desirability values
_for the hypothetical example

‘Performance Importance Desirability value
characteristic value | Steel Copper Alumiﬂium
Cost 10 0.5 0.1 0.2
Weight 8 '0.05 0.2 0.7
Volume 0.2 0.3 0.2

o2 0.2 |
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assume for illustration that there are oﬁlf threé‘matgrigls
in the database: steel, coppé: and aluminum. |
For'a.certaiqgéérformanée chafaéteristic, e}g..éost,
tﬁé stéel has a.féesirAbility“value of 0.5, cobpér_d;l,
aluminum 0.2 (Téglerz.l). The; larger the. desirability
~value, "'the more suitable the 'material is based on cést
consideration. So in this case, steel is the best one -if
only .cost is ¢oqcerned; aiuminum is the second, and copper

is the worst.

For weight, another performance characteristic, -

steel, copper and aluminum have desirability vélues of 0.05,
0.2, 0.7 reséectively. This meané if we_'only consider
weight, aluminum 1is the best matefial while steel is the
worst one, :

All of the information of the hypothetical éxample
is shown in Table 2,1, We shall explain how to obtain the
desirability values shortly. Now lét us calculate the merit

values of each material, using formula (1.1).

- * * * =
gsteel 10*0.5 + 8 0.05 + 2*0.2 5.8
- *x ] * =
Mcopper = 10*0.1 + 8 9.2 + 2*0.3 = 3.2
= * *nt * =
&al i num 10*0.2 + 8*0.7 + 2*0.2 8.0 {(2.1)

The larger the méri; value, the more desirable the
material 1is -for the design from an overall viewpoint. 1In
this example, obviously we shall select aluminum, whose
greatest advantage is light -weight, which the designer has

specified as important, and the desirability values of
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aluminum for other performance characteristics are not too

low. - Although steel _is good for cost, it is not desirable

for weight, haying'a very émall"dééirébilitj value of 0.05,

so the merit value of §CEéi\is less. than-that of aluminum.

The merit . method ‘can also be considered as a

multi—objective‘optihizatibn‘procedure £rom the Giewpoin;‘of-
value theory '(Siddalli l982), where thelobjective'of the
6ptimizatioﬁ is the overall value of the engineering device
or system to society, as a whole or as indi#iduals. It is
meant to include all éf the basic desires of hank{nd -——
pleasure from food, drink, warmth,- comfort, safety,
=
excitement, convenience, -status, playing games, love of
technological -devices, to name a few. Formulating such
objective functions includes a lot of intuitive judgement
and . synt:hesis..o Because of the difficulty in inlislementing
it, conventiénﬁl optimization methods simply take a single
performance characteristic (e.g. <cost, weight) as the
objective. | ' ‘

Recalling the hyﬁbthetical example, we find that the
search for a desirable material using the merit method is
similar to the practice of multi-objective optimization
using the value concept. Eath pérformance characteristic isg

actually an optimization objective and its importance value

. ‘ S —
is the weighting factor for the total value. \_—‘\\\\_//’

Referring to Table 2.1 and Figure 2.2, each material
7
is similar to a design point, each desirability value is the

;o '3;,

[ T
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Figure 2.2 Value curves
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,valpe.,fbr””é.'perfﬁrmanqg'chachfefigpfc. For éxgmﬁle, the
desirability.thﬁﬁ_ofvséeef:%elative ;o.fbst_is‘thérvaLue of
steéi',onh;he value curﬁe‘of;cpsg._'The éum of thehvaiu;s\of
a"materiai Tdh éachxéglﬁe éﬁrvé is the tétéi Qalue of this
métetiél, _ i.e. the merit value .of the ﬁaﬁéfialw"Ihg
‘iméorp;nce values ' of thé:pérforﬁance chéractetiétics‘scale
Ithé different value,curvés.'

The désign procedure in ‘this project actuaLly .
includes two steps. .

1. Using the expert system to determine an opt imum
modell in the sense of maximum overall value, based oﬁ the
intuit%ve expgrtise df thé'human expert.

2. Optimizing this model based on .a single -
performance characteristic;_using the numerical algorithm.

The result should lead to a better design.

2.2.2 Using Linear Programming to Fit the Desirability
Values

2.2.2.,1 Introduction to the Algorithm

In this seqtion, we discuss a systematic method,
based on a linear optimization program and machine learning
from a sample, to qdapt the desirability values with the
help of the‘computér.

In expert system literature, it is rep&rted thqt it
takes several months for the human expert and the knowledge
engineer to work together to adjust many parameters

disseminated in the expert system, e.g. the possibility

“\\\.
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v@lﬁeé. iﬁ':médical diagnogis, by teé#iné'some examﬁles.? If
,the‘expert éyétem_so developed.is expécted to work well in a
" realistic field, a .great.inumber of examples should be
‘ ﬁesteq,- Howéver the larger the number of‘the e;amples, the
more diffidulf‘for the parameters tobbe adjusted.

- The desirability véiues in formula (1.%1) are similar
ﬁaramefefé._ We have tried to derive the desirability values
of qateriai cahdidans by some formulas (Farag, 1979) based-
29//:%e mateqial prOpeFties. But these formulas seem not
very practical or reliable. For configuration candidates,
there 1is no formula at all. The beét way would seemfto be
.to resort to the heuristic knowledge of the human expert,
Usually a human expert is good at making a conclusion
directly, given an. input, and not good at answering why.
This is because the conclusion 1is derived by some
.theoretically based rules, combined with a lot of experienc;
and heuristic knowledge, which is‘ difficult to express
exactly, particularly in a numerical form 1like the
parametegg. | J

In this project, the expert is only required to give

a desired candidate for the 1input of each example in a

sample. The desirability values are adapted to fit all of
the examples by the computer. In this thesis, a sample
consists of a lot of examples, each of which includes an
input and a desired candidate. The input is a set of

importance values each for a performance characteristic.

'l
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<,Tﬁe"4desired candiéate is apgpintéd byzthé humaﬁ-eipert and

reflects his héuriétic expertise. We . shall postpond. a
‘discussion of how to acquire the sample, And aésume for the
time being that'it is available already. ‘

We  have tested three methods to adapt the

"desirability values from the sample

l. Direct Addpt Method ' ~

All of the examples are fitted one by one, by
adjusting _ the desirability values based on-some theoretical
Oor heuristic rule, to make,

Mg > My i=1,2,...,N

i#d (2.2}
where M, is the merit value of the deSired candidate, N is
the number of the candidates.

\ Each time the last example is fitted, we‘go back to
fit the first example again until all of the examples-have

-been fitted at the same time. -J'

2. Nonlinear Program

For each example,

N
- T,= XL <My - MO r=1,2,...,NSA - (2.3)
i=1
i£d
where NSA is number of examples,
' 0, M. OM, p
<Md-Mi>={ d"mi (2.4)
“(MgTMy) s MMy

The objective function is to minimize the sdm of T,
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U = E Tr i ' : (2-5)

. =1
The design variables are‘ the desirabilitg Qélﬁes
Dij' subjecp to | ‘ -
Djj 2 0 | SR (2.6)
Above two methods have two disadvantages.
(1) Both of them reguire the starting desifability
values which is still a burden 6n thé human expert,
(2) No soiution can be guaranteed in a definite

number of iterations, especially when the nimber of examples

is large.

3. Linear Program

Linear programming can eliminate the above two
disadvantages, and is very robust, It becomes the
preferable method in this project.

For each example, there are (N-1) inequality
constraints,

My - 1.01*M, > 0.01° i=1,2,.44,N

itd N (2.7)
Referring to formula{l.l),

K K

*D,. . - 1,01 *D, . > 0.
E‘ P, Dd!J .?1 By Dl'J 0.01
B J— i=1'2p.--;N
ifd (2.8)

So the total number of cgnstraint equationg is,
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NC = NSA* ( N~ 1) (2.9)

slack variables. éo.the total numbe

NV = K*N + NC = K*N f NSA*( N ) o - .(2.10)
In linear programmipg,.all of~the design variablgé
are greater' or-equalrto zZero aﬁtomatically. The parameter
1.01 at the left hand side of formula (2.7) gparantees that
the merit value of the desired candidate'will be larger thaﬁ
all others. The number 0,01 at the right hand side of the
same férmula avoids the trivial solution for the inequality
équation. A peculiarity in our problem is that it needs no
objective function. Any feasible solution of linear prog-
ramming means all of the examples are fitted; and this is
all that 1is required. So as soon as all of the artificial
variables have been dropped, i.e. when the first phase
optimization - in the simplex method is finished, the linear
program stops, and a solution is retufhed.

Originally, we tried to make use of an objective
function to improve the distribution of the desirability

1

values, Numerical trials show that it is unnecessary, The

‘desirability values restrict each other through the

constraint eguations and their distribution is reasonable.

For a trial of 25 performance characteristics, nine
candidates and 50 examples in the adapt sample, the number
of inequality equations is,

NC =50 * (9 -1) =400 (2.11)
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The number of the variables finé}uding'thé élack'vériaﬁies;\
is .. S - h -

NV = 9 % 25 +.40d = 625 S (2.12)

It tqu about 4.5 hours of CPU kCenFral Proceés
Gniti_timé on a VAx'iﬁO tb get-a feasible sblution.‘ |

- From the above discussion, it can bé found that the
desirébility values adapted by the linear programming in the
compuﬁer should behave no worse than the parameters adjusted
by a human gkpert and a knowledge éngineer ménually in
general expert systems., While the best result that can be
exéected in the latter is that all of the examples used to
test the expert system have been satisfied, the desirability
values aaapted by linear programming can satisfy all of the
examples in the sample by 100 %.

The ultimate purpose in adapting the desirability
values 1is not to fit the sample; it is Eather to use such
adapted desirability values to produce correct conclusions
in a real design problem, where the design input is usually
more or less different from the input of any example in the

sample,

2.2.2,2 Testing the Algorithm
A method has been developed to test whether the
desirability values adapted by 1linear programming from
R _

the sample will work well. This test is only done here in

order to confirm that the 1linear programming procedure
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. | , , . | |
adequatéi})fitsfghe adaption of the desirability values, and &

~need not be called in later‘applications.- First let us

introduce some terminology. :

-,

Standard imbortance Values -- These are a set of importance \\#\
? values for the performance characteristics. They ‘;'\?\j
. ; T 3
. : : Y
are specified by the human expert and are assumed to ~

be the most typical input in the real field.

Pseudo - Desirability Values =-- They are fabricated just to
serve the test purpose and asstj?d to be "exact".
However they do not really exist and are unnecessary

in real applications.

Adapt Sample -— This is a group of examples used to adgggi
the desirability values. We assume thit the
importance values of a performance characteristic in
diffsrent example inputs have a normal distribution.
The mean is the standard importance value and the
standard deviation is four. Then we use Monte Carlo
simulation with, the rejection method in order to
c;:;te the- eiample inputs, These example inputs
have two characteristics.

l. Since the standard deviation is four, the
example inputs cover a large percentage of the whole
range  of the importance value, 1i.e. different

possible inpuéé in a real application will be

simulated.
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_ 2. The adapted, '.d't‘es;l'.fébi_‘lli;tyd _-bhiue_g will be
moée_‘sgitaslé - for tﬁogé\inpqtsfbﬁich ére_c{osér o
7,Lhe'_étaﬁaafa;impérténce valﬁe;?wﬁicgrié ﬁhe méén,%f 
_the normaljdistribution,'“ ' o
.for each -;xample  input, we Vuse. the pSeudot:‘
desirébility 'valdés'to-calqulate thefmerit-value,of'
eéc#"candidaté, usind formula "(1.1), the candidate

“with the largest merit value is the desired/
candidate for that example input. 1In a real sample,
the desired candidate would be appointed ﬁigectly'by

the human expert.

Adapted Desirability Values -- The adapted desirability
' values are the result of the linear programming
operation on the adapt sample; and they will be used

in the real design applications.

The algorithm of the .test <can be interpreted as
follows,

1. ‘The standard importance values are used to
create the inputs of the examples of the ad§pt sample by
Monte Carlo simulation,

2. The pseudo desirability values are used to mimic
the human expert's finding a desired candidate for the input

of each examplg in the adapt sqppgé. Thus the adapt sample

is completed. Al

3. The adapt sample is used to adapt the adapied
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) dééirabiiity;ﬁalhék;byzlinéar:pkogrammiﬁéﬁ

l':f“Ifi_ the method- is gdbd*'endugh,' the adapted -
dééifability. valuésf.éhoﬁld givef‘regults"similar-Fto the
‘pseudd Ydesirability values. To evaluate this,analog&, let

;hslintrdduce two ‘additional terms.

Test Sample --- The test’éample is.created'in'the same way as
“the adapt sample, but the number of examples in the
test sample is much larger and the seeds to generate

the random numbers are different.

‘Consistency Value -- We shall explain the consistency value

through an example. First we assume there are only _
three candidates to be selected, i.e. A, B, C, T

Taking the input of an example from the test

sample, if the merit valuegl for each of th;
‘candidates, calculated by usintgpseudo desirability
~values, rank as,

B A C
that means B is the best for this test examﬁle, A is
the second and C is the wors!"

We now usé the adapted desirability values to
evaluate the merit values of the same test example.
If the candidates rank as B, C, A, i.e. the best
candidate detérmined by the pseudo desirability

values is also the best if determined by the adapted

desirability values, thep the consistency value i?

o
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t < INT(N/2)

where N is the number offtﬁé'cahdidaﬁés.' Iﬁtbui

4 -

example, N is three and Lhus t .iS one.
ty values now ranks

. If' they 'rank asjfh,,rB,"C;"i.e. the wbest

candidate for pseudo desirabili

f%econd. for the adapted-desirability value, we let t

equal zdro, or smaller by one than the first case,

Using the same argument, if the merit values
smallest possible

the
only
Y ~ |

from adapted désirability values rank C,.A, B, then
three

t

equals -1, which is
consistency value when there are
candidates. : ' ‘ ) -
opsistency value is the sum Of the
for each test example. : !

The total c
consistency valuep/?
Suppose that there aree 1000 exémpleé in "the
consistency value ranges -
this value, ‘the

total

The
larger

sample.
1000. The

test
-1000 to
better our linear programming method is found to be.

from
total consistency value is 1000, that means
value is consistent with
value,

If the
adapted desirability
desirability

the
the pseudo

its father,
completely for all of the 1000 test examples.
us first test a small example, where there

Now let
examples; so the perfect total consistency value

three candidates, five performance characteristics, and

are
1000 ‘test
\

is 1000,

e



Table .2.2 gives the total ‘éonsistenéy values
corresponding to " different téizeg of the adapted sample '
tpumbef _of examples). ‘They. are also shown in solid 1in§iin“
Figure 2.3. | ‘

R o
" We can make the following observations on these
nesuit;; ) ) ‘

. 1.. As the size: of thé adapt sample incnqasés,_the
qualityn of . the adapted desirability 1va1ues tend to be

improved gnd- the total consistency value approaches its
perfect valuet /~

‘ 2. The totaliconsistency valee fluctuates a lot, it
is obviously due to the random characteristic of the adapt
sample, When the adapt sample size is small, such
fluctuation is inevitable.

Increasing the adapt sample size is prohibited by
the CPU t{me and doﬁputer central memory reguired. The
number of ‘constraint equations in linear programming is
directly proportional to the number of the exaﬁﬁles in the
adapt sample. ' According to the literature '(Reklaitis,
1983), 1if the number of constraint equations increases K
times, the CPU time will increa;e K3 times and the central
memory K2 times.

| Suppose fitting ten adapt examples féquires CPU time
of T, and ‘central memory of C. Now if we-have 20 adapt
-/ examples and try to fit them simultaneously, we-have to use

8*T CPU time and 4*C central memory.




Table 2.2 The cohsis;ency values of the first'example

"adapt samplé size Total consistency value
3 | 404
6 648
12 843
24 704
25 912 |
50 883
51 B65
100 924
A
o 1000 perfect consistency value
3 e T T T
S soo|
W
Y 600
w
+
w 4000
;!
G
g 200
3 1]
2
-200¢
-400; .
-600(
-800/
-1000 .

20 40 60 80 100 sample size

Figure 23 The consistency values

of the first exomple
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We coﬁld_ dividé;'theée' éonadépt'gxaﬁpleglintst;o -
éroups ‘éééh _}iﬁh id?jédaéﬁ.:e;émplés, -é@d‘fitlegch?gqup'l~‘
lindepeqdehtly;. _fhen: we 6ould f&ombiﬁe: ﬂthet ';dapiéq7, ,-i'7
"désirability- values ‘froﬁutwo indépendent gréups_éomehQQA§Q;.

order to. improve the total consistency value: Now the CPU

© time required 'is only -2*T and no -more central memory is .

required at all.

Let . a - pair of corresponding desirabiiity.values-be

1 2

D" - {in group one} and D (in group two). If both.ofrthEm
are large (or small), for fitting the total 20 adapt
examples, the overall D‘should be large (or small). If one

of D1 and D2 is large and another is quli; the'overakl D

" should be a comprom*se, so that it is the mean.
So the simple expre sion

D=0.5*( pl

+ D% ) (2.13)
should represent the above arguments. Since desirability
values have only.relative meaning, the parameter 0.5 can be
dropped.

However due to the random characteristic of the
adapt 'examples, the value level of the desirability values
in each group are very different. To mak% the desirability
valuesi of each group contributé equally to the overall ones,

the desirability wvalues within eqch.group are unified as

follows

. (2.14)
1)

wn
1

i M=
M=
o

—
o
—

Then,
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Dy4 = '/'s , ((3 1 2,...,x) i=1, 12,40 NY (2.15)
. where N and K have the same meaning as 1n formula (2. 10}

< 1n hhia"way, :Ehe sum - of the de51rab111ty values 1n each;

-

group 15 always unlty. ' s

1
"

. Table 2.3 llStS the total coquetency value versus a‘j'
triple—grqup adapt sample,. where' the'sample 31ze-1s NSA,
three grduée' of examples are used, and each group has NSA
) adabﬁ examplest able 2 3.is. represented by the dashed llnel

in Figure §‘3r

We can conclude the following from these resdlts.

i; rThe- multi—greup adapt sample does increase the
totaLreonsistency value from an overall peint-of view, When
the sample size is _160, the total consistency value is
almost perfect.

2. What is more significant is that the curve
produced by the multi-group adapt sample is very stable,
almost continually increasing along with the sample size. =

3. Although now the .adapted desirability values
cannot fit all of the examples in the adapt sample exactly,

they are less sensitive to a few abnormal examples.

The multi-group adapt sample is wuseful for
. . = . . < s
increasing the total consistency va1d§JCZthout reguiring

much more CPU time.
\
Finally a large example was tested. There are 9
candidates and 25 performance characteristics. The 900

'adapt examples were divided in three ways.



- Table 2.3 'Consistency values of the triplé—group sample

"Sample size . Total cbqsistency'valde o

' 3 .~ 534 | ]

6 | . 611
c12 - - 741 ,

24 ‘ 882
25 909

] - - .8
50 .. 969
- 51 946
100 . 978
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| Case-i;: the_"éoo .e#ampleﬁ, were‘,diViééd into 90
groups,f eaCH’ h?ving'-10'adapt_examples, o the sample siéé-
was ld, gndag;qup ﬁumber was'90;-- o )

-

‘Case 2: the sample size was 20, anq _tPe.gﬁQup
ndmbeg-wéé.45.. ‘ o |
. ‘Hw'Case_3E the sampié size,/ﬁgg 30;'.and“the:group
‘number was 30, " | ' .
For all ofrthe Casés, the total.samplé size was
( sample size ) *.(.grOUp number )} = 900

The reshits are shown in Table 2.4 and Figure 2.4.

From these resﬁlts, we can conclude the following,

1. This example had a total of 225 desirability
values to be adapted.‘ So the size of the adapt samplé was
much larger than that of the first exaﬁplé. For the tcotal
of 900 examples, all of the three cases gave reasonable
results, i.e. the total consistency values were between 2000
to 3000 (note the range of the total consistency value was
from -4600 to 4000 ih thls example). It is equivalent to
the case where, if a candidate is considered to be the best
by the pseudo desirability values, it will always be
- considered to be the second or third best by the adapted
desirability values among the nine candidates.

2. The three curves fluctuate a 1lot ~at the
beginning. As the number of the examples to be fitted

increases, they become stable and tend to increase little by

little,.



Table 2.4 . The consistency values

_for the second example

52

Case 1 Case 2 Casg 3
- - o
Number of groups 90 45 30
Number of examples 10 20 ~ 30 °
in each group
¢ TOotal sample size’ 900 "900 300
Max. total consistency" 2133 2650 2765
value
\3
CPU time (sec.) 3918 27949 74689
Central memory 6800 26400 58800
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[

, ¥ S . S
4000.‘*per~Fec_t_ total consistency value

30001

.case. 2 .

2000|

1000{

~total consistence value

—-1000}

-2000{

—-3000]

-4000

300 & 600  S00
total sample size

Figure 2.4 The consistency values
of the second example
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3.L'The role -of ' the multi-group sample is
'significant._ For example, in case 3, it increases the total

consistency value from 763 to 2765. Furthermore the latter

is much more stable than the former. Without ‘the .

e

multi-group method, we have no way to deal with the total

900 examples with currently available computer resources.

*

4. 1In Figure 2.4, we can see that, after the total

sample size exceeds 600, -the curve for case 1 and 2 are -

almost horizontal. The curve for éase 5 appears to be still
rising‘ after a total sample size of 900, It suggests that
we cannot increase the total consistency value infinitely by
ﬁ%ust increasing .the number of:groups. When the total sample
size is increésed, the number of examples in each group
should be increased correspondingly. However it will
increase 'the reqgquired CPU time and central memory
dramatically.
5. The best total consistency vglue obtained so
far was 2765, which represents an array
| 499 196 122 78 39 24 18 15 9
It means, within 1000 test examples, the candidates which
had been considered best by pseudo desirability values, were
the best 499 times by the adapted desirability values, 196
times the second best by the adapted desirability values,
and so forth,
If we have a total of 1200 adapt examples which are

divided 1into 30 groups, each of which has 40 examples, we

¢ SRR c 54



should be able to obtain desirabilidy values with a total

consisﬁéﬂcy-'vdlue ~higher than 3000, hich 'is equivalent to

the result that the best ¢ e from pseudo desirability

vdlues {s always the best or second best céhdidéﬁe by the
adapted desirability values. However it would take more
than 70 CPU hours in VAX 730, - R |

| The -testing of the "algorithm described above
suggests the following conclusioﬁs abéﬁt the method of
adapting desirability values by linear programming- and
machine learning from a éampie.

l.” This metﬁod providéé a systematic and uniform
formulation to manipqlate the expertise, which is the most‘
difficult task in BuildingJexpert systems. ‘ r

2. This method frees the human expert from the
bothersome job of giving his reasoning/ for a lot of
intermediate steps. ,jin the derivation of a conclusion which
can now be given directly, and which includes intuitively
all of the potential factors, and even the uncertainty
factors, affecting the conclusion., It is exactly consistent
with the basic. idea of intuitive . expertise 1in expert
sSystems.

3. The strenuous job of ?djuéting the large number
of parameters (desirability valhes in this method) in an
expert system is taken ove} by the computer from the human

expert and the knowledge engineer. The development time of

an expert system drops frqp several months to several hours.
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4. Linear jp:déramﬁing, is a very ‘suécessful and

fmatdré"nuﬁerical_ algofithm. It is much eaSiér td‘;all;ghg
linear progr;mming than 'to code a lot of produ;tion rules
which vary quite a lot from application ;o application.

.5. When new inform?éion‘ is available (i.e. a new
adapt example), it is very easy Eo update the knowledge
database by calling once again the linear programmiqd.

6. From the above two examples, it was found_that.
this method can | give reasoﬂébly accufate ‘results.
Furthermore the.accuracy can be continually improved if more

examples are adapted. 0f course, it depends on the

available computer resources. -

&*

7. This method is not very sensitive Ffo abnormal
inputs of the adapt sample. '
8. By adopting a multi-group sample, this method

can adapt a rather large sample.

2.2.2.3 Applying the Algorithm to Other Fields

In the expert system world, peopasstend to use a lot
of IF ... THEN statements, or even more comﬁlicated
structures to codify the derivation. It is not only a
matter of making the programming'complex, it=;150 results in
different applications héving quite different programming
structures. Eventually the development of expert systems

will become a privileged field for a few specially trained

people.
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It is‘ antiéiéated "that -the merit method (fdrmula‘
“(1.1)) will'.ﬁnify a large qrea_of expért'sgsteﬁs, so that
éxpert systems - béqomer an easy'aﬁd’routine applicafion in*
" science and engineering. ‘ .  | ’
" “Now let us study a hypothzkfgfl example ih medical
diagnosis: Suppose the diagnoéis dépends on threelsymptoms

-- temperature T, blood pressure B and speed of heart beat

- S 7

34 < T < 46

120 < B < 200

40 < § < 100

There are ten hypothetical diseases which corregpond
to the candidates in. structural design. The symptoms
~correspond to tﬁe performance characteristics, both are the
input features, Figure 2,5 is its logic tree with obvious
meaning. For example, i1f T = 35, B = 162 and S - 80, then
it can be found from the logic tree that the diagnosis is
disease nine.

To uge linear programming to adapt the desirability
values of the diseases {a better name in this example may be
the 1likelihood values of the diseases), a set.of adapt
examples have to be acquired first. For example, T = 35,
B = 162, § = 80 and disease nine constitute an adapt
example,

However, since the values of the symptoms have quite

different ranges, it is better to normalize them into a
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T~ .
T>=40 37¢=T<40 ' <37
B B S B
B>=160 BC160 B>=150 BCISO B>=170  BC170
S S N | . S
$»=70 SK70 S>=65 K65 S$>=75 K75 $>=70  S<70

o |
ONGCHONONONONONONONOE

Figure 235 Logic tree for medical diagnosls ~
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'“value R between zero and one, uSLng the follow1ng formula.

R S N AT R Ry . R
A R = mmen Sgmmmmmm=== + 0.5 | . - (2.16)
R I A o ,

" e et LT T U
where:X is the value of a symptom, and U and L are its'upper,

’ ‘and lower bouhds;l. For T = 35, - B = 162, S = 80, their

\Heduivalent* importance values t, b and s*can be calculated

u31ng Eormula (2.16)"

35 -~ 0. 5 * (46 + 34)

t — - —-—--——- —————————— + 0.-5 ‘= 0.083
46 - 34 '
162 - 0.5 * {200 + 120)
f o bm e 4+ 0.5 = 0.525
. 200 - 120 :
80-°- 0.5 * (100 + 40)
8 = — i i o ——-' ————— + 0.5 = 0.667
s 100 - 40 B : ) (2.17)

So it is actually the equivalent importance values
t= 0.083, b =l0.525; s = 0.667 and diséase nine that are
entered into thé linear programming as an adapt example,.
Using Monﬁs Carlo simulation, a total‘of 90 adapt-
examples have been created, and divided into three groups.
Linear prograﬁming_ is called to adapt them, and the
desirability (likelihood) values corresponding to each of
the, symptoms for all of the ten diseasesa are obtained.
. Now another 1000 test examples are created. For
each oE\ them, we can derive the diagnosis by two different
methods: (1) the ‘logic tree method, using the values T, B

and S of the symptoms directly; (2) transferring T, B and S

into their equivalent importance values t, b and s, and then

-



e

using the merit method (formula (1.1)). Table 2.5 shows the

- . results.. Theré _ére“516 Eimes when the disease diagnosis by
the two methods are the éame,‘and 233 ‘times when Ehe'dfseasg
diagnosis'by thé;logic treé-ﬁéthod_fanks second to the merit -

method, and so forth. The probability that the;diégnoseS'of*

the first two diseases from the merit method ‘are the same as
-tﬁe ones from logic tree is féifly_high,

P = (516 + 233 ) /. 1000 = 75% ' (2.18)

Unfortunately, the possibility ﬁhaE“these diagnoses
from the ' logi¢ tree will rank as the last two in the merit
method is rathér high too.

P = (41 + 65 ) / iOOO = 10.6% ' ?}.IQJP

Let us loék for some way'to improve it. It is very
difficult to detérmine a complete logic tree, éQen for tEe
human expert., However if we just try to determine the logic
relationship about a key symptom (say body temperature T),
it 1is relatively much easier. Figure 2.6 is a simplified
logic tree.

The simplified logic -tree is combined with the merit
method as foliows.

1. For the input body temperature T, the simplified
iogic tree is used to find the three (or four) possible

diseases, , !

~ 2. The merit method is used to evaluate the merit

u

values of these three possible diseases, ranking them from-

one to three according to their merit values.

60
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~ Table 2.5 Comparison of the results from two different

~  * methods for the medical diagnosis
' Position of the accurate The number of
; diagnosis in the rank occurrences in
. ) obtained from the merit 1000 test examples .
me thod N
1 ) : 516
FJ 3 " -
2 . 233
3 . 57
- t | .
-~ T ; S
5 e | 26
6 ' - 9
7 ' . 5
8 4‘ p
g ‘ 41
£
10 65




Ty a0 T-213._7‘*_ 1< 37
Dor @or@or® @or®or@ @ orB)or [
| } |

} . Figure 2.6 Slmpll'{-‘led\ logic tree of the Jmed[c_al dl\agnosls

Table 2.6 ‘Simplified Yogic tree of the medical diagnosis

Position of the accurate [ The number of occurrences
diagnosis in the rank ; - .
obtained from the combined in 1000 test examples
method
1 L 720
, 2 | 139
3 § 41
. —_ —
4 ' 100
o | SR
S | 0
6 0
7 0
8 0
9 0
10 0




3. The merit values of. other -diseases ' are
evaluated, ranking them from four to ten.

N Table 2.6 shows the results, wﬁich appear quite
gdod. ;
| "Ffém.this,example, we-f§Qnd it is indeed possible to
apply' the m¢rit method to mapy other eipert systems (maybe
combined in some way with another inferenqe engine, e.g. a
simplified logic tree).

Actually, the 1logic tree is analogous to the "hard
specification", while the merit method is analogous to thg

"soft specification" (Siddall, 1982). The latter must

reflect the real world better than the former. ' -

Q
2.2.3 Setting Up the Adapt Sample

This section is concerned with howlto create a large
enough nqgger of exémples, which will be then adapted to
//generate desi;ability values and other information for the
can&idates in‘the Qatabase.
It 1is ideal if there are detailed design records in
a company or institute. Each design record corresponds to a
real example, and the desired candidate is known and design
requireménts can be converted into the form of importance
values,
. When there are no sucﬁ design récords available, we

can generate an -example input, 1i.,e.Ja set of importance

values each for a performance characteristic, by Monte

-



Carlo method. Then the human expert determines a desired

candidate according 'to tqu\\Ef?mple input. Note that an

example consists of an example input and a relevant desired.

candidate, ) - f

Since the concept of the importance value the
performance characteristics 1is abstract and intuiti e,
importance values can be determined only in a subjective
sense. The human expert _sho%}d ‘be very éleér about what
kind of structure the expert sysﬁem he developed is going to
- help design, since the meaning of the importance values is
more clear in a well specified dumain., Furthermore, the
human expert and the designer, who will use the expert syst-
em, should be as consistent as possible.wffﬁrzhe measures of
-the importance values. This can be accommodated by adequate
explanations to the designer about the definitions of the
performance characteristics from the expert system.

As described in section {(2.2.2), the human expert
must first deté%mine ajget of standard importance values for
each performance characteristic, which is'considered as the
typfcal design requirements for prac;ical designs. Such
standard importance values will be tak % s the mean values
of the normal distribution of the impoFt AZe values.

Now the humap expert has to detexmine the stendard
deviation of the normal dis£ribution. I1f the expert system

will be wused for widely varying design applications, the

standard deviation should be larger, otherwise it should be

the

64
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smaller. :
. S
When an example input is created, it will be shown

on the. screen.as a bar chart (Figufe 2.7). The human ‘expert

£

has three_ options.
1. If he feels the example input is reasonable, he
can accept it,

g

2. If he feels the example input is too abnormal to

be realistic for any design application, he can reject it.

3. If he thinkss the example input is basically

reasonable but some modification is needed, he can change
i

the height .’ of the bars interactively, .corresponding

»

importance (value in the example input will be modified
au&ggatically. Then this modified example input is

accepted. ¢

Since the human ‘expert can modify the example
v D el i,

inputs, the inputs must be more realistic than those totaily
resorting to the Monte Carlo simulation as in sectign 2,2.2.
Therefore the adapted desirability values should bawbetter
as well, ( {

Finallyl the human expert provides a desfred
candidate fdr the accepted example input by his knowle
and experience,ﬂ;hus creating a coﬁplete example, Usually,
several human experts could sit down together before thé CRT
screen, each would give his opinion independently, and the
opinion of the majority would be accepted.

'S
- The super-expert system provides two facilities to
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‘help the-expert or experts to determine a desired cahdidaté

for-an example input.

1. Information acquisition - ) ¢

If at any time, ﬁhe human.ékpert types fhe‘H key'on_
the keyboard;' the-information ébodt the candidateg will be
displayed on the screen. “If the candidates are materials,
the information is their properties, e.g. g;st, streﬁgth,
modulus of‘ elasticity. = 1If the candidates are
configuratioﬁs, all of them will be displayed on the screen,
Since there may be a lot of candidates, each configuratidn
in the display may be very small. The human expert can move
the crosshair to point to a certain configuration and press
the D kiy, all of the configurétions disappear, except
the pointed one being amplified_.to the full size of.the
screen, in order to let the human expert have a close

look. ' .

2, Reference

Suppose we have set up some examples already, and
the input of a new example is available. Let its importance
Al
values be
Pir Por weer Py
where K is the number of the performance characteristics.
Let the importance values of the ith existing example be
Pi17 Pjpr «+-r Piy

The characteristic difference of the ith existing example

L3
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# '
with the new example is defined as g
~ k - . 2 . . . .‘
_ = i
” : G 3
Since Dy only has relative meaning, we simply let it be
- = 2
= _

- e,

If Dy is very small, it means the input of the new example
is quite similar to that of the ith exiéting example. Sé it
is reasonable to recommend, the desired candidate of the ith
existing gxampie as the solution for the new example. It is’
actually. a “self~stud§ingf bfocedure; the super;expert
system studies the accumulated information to induce new
&ﬁbwledge. However, it is just a refﬁrence or
recommeﬁdatioh, the human expert should take the
responsibility to make the final decision.

Suppose there are three candidates A,”B, C and‘six
existing examples as in Table"2.7. It can be seen that
candidate B is most likely to be recommended as the hesired
candidate for the new example, due to the third existing
example. Candidate A is the second due to the fourth
existing example, Candidate C is thg last due to existing
example two. Now all of the three candidates are listed on
the screen in the sequence as follows.

1 B 2 A 3 C
This serves Ehe human expert as a useful reference to decide

on the desired candidate.
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Table 2,7 Existing examples and the
. characteristic difference

-~

flExample': Desired Characteristic
number candidate difference
T B 7.0
2 C 2.0
3 B 0.1
~a
4 A 0.5
5 A 4.0
6 C 3.0
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L

Since . the number of the performance characteristics
and .- the number of existing examples are large, the
evaluation of formula (2.21) costs significant CPU time.

The actual algorithm simplifies the calculation as follows.

(1) For a new example, 'select n (say one f£ifth of the total
khumber of performance characteristics) performance
characteristics with the highest importance values as

the c¢ritical performance characteristics. A pointer

-array, K{n), points to them. The importance values of

the critical performance characteristics are

Pryr Pre2yr ot Pr(n)

with Pr(1) > Py (5) 32,3, 4..,n (2.22)
For example, if a ne@; example contains the

importancé Jélues of six peerrmgnce characﬁeristics,
2.3 5.2 7.4 1.6 9.2 3.3 ."j-

from which three are taken as the crf%ﬁcal performance‘

caaracteristics (i.e. n= 3). So

k(1) = 5
k(2) = 2
k(3) = 3
Py(1y = Ps = 9.2
Py(2) = P2 = 3-2
P 3y = Py = 7.4

(2) Loop for.each existing example

£ O] Pygqy ~ Py 1220
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neglect the ith existing example,

otherwise,

. n 2 . |
Py = Z U Ps) ™ Py ! A2.23)

bR |

herq; a is a predetermined positive number say 2.

Note that Pi,k(3) the importance value of the k(j)th

performance characteristic of the ith existing example.

Since the human expert has to set up a great number

. of ékamples, he. may 1lose consistency in his judgement
inadvertently,- Some examples may conflict with each other,
creating a situation where = the linear programming

intrinsically has ‘no feasible solution. Let D, be the

t
desirability value of the rth candidate to the tth
performance characteristic, Pie be the importance value of
the tth performance characteristic of the ith example. If

the desired candidate for the ith example is the dth

candidate, then

Kk ‘K
* L 4
tz:,l Pit Dyy > t§1 Pie5Det s#d (2.24)

*

where K is still the number of performance characteristics,
If the desired candidate for the jth example is the sth

candidate,

k k
* *
E\ Py Dgy < 5:1 Py Dge d#s (2.25)

Both sides of (2.25) are subtracted from (2.24),

k.
E‘ (Pit - Pj’t)*Ddt > t'z_:1 (Pit - P.._)*D (2.26)



T

If P, = Pyyps t=1,2,...,K, i.e, all of the corresponding

importance values of the ith.example and the jth exaﬁble'are' :
the same, then equaBion (2.26) ‘will never be satisfied.

Conflict occurs. If_Pit = Pjt' t=2,3,,,..K2 but P, #,le,
iLe. only one performance characteristic has different

importance values in the two examples., Equation (2.26)

.bécomes,
o *_ - *
(Pyy = Pyp)*Dygy > (Pyy = Pyy)*Dy,y
i.e. Dg; > Dg1 if Py > Py
or Dg; < Dgp if Py <Py o (2.27)

Thus it is mandatory for Ddl be greater {(or less) than DSl
. 1f equation (2.26) is to be satisfied. However between some
other two'eiamples, it may be mandatory that Ddl be less (or
greater) than Dgy - Conflict occurs again,

From the above study, it has been found that, the
greater number of performance characteristics that have the
same importance values, the greater possibility there is
that coaflict will occur., To aveoid the conflict, the
super-expert system makes a check before a‘ﬁ%w example input
is accepted. It requires that thé new input have at least
five importance values different from their counterparts in
each existing example,

Now that the sample is available, linear programming

4
can be called to adapt the desirability,values.
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: 2.224 Search Methods

In “the ‘expert .system literature, the word search.

usually means finding a solution in the database. " In this

" 'project,- search is the evaluation of the merit values of the

o candidates in"thé database wheﬁ théir"desirability values

. are available. Thén_ all of the candidates can berréhked

atcording to their merit .values, i.e. the goodness for a-

design, X
: Three search methods ' have been develbped. All of

. them are based on formula g1.1).

-

1. The Full Séarch method, in which formula (1.1)
is used directly.

2. The Discard Search \ methed, in -"which some

hopeless candidates are discarded|at t@e beginning of, or

during, the search procedure.

3. The Quick Search method, which compares some

characteristics of the importance value curve and the

desirability value curve, and discards up to 80% of the

weaker candidates quickly. Formula (1.1) is then applied to
*the remaining 20% candidates only.
Since the full search method is quite
straightforward, we shall only describe the latter two
methods here. The motivation for developing them was to

=

reduce search time.



2;2;4,1 The'Discqrd Search Method

Y ‘ ' o E ' ?ﬁ

™

Before the search, the 1list of the performance
'charaqtéristics; is. ranked so _that the performance,
characteristic with_the,highést.importance value is-first in

the 1list, while the performance ' characteristic with the.

-

lowest importance value is last. The ~performance

characteristics with zero importance values are rejected

from the list, -In this way, the more important performance

characteristics . are considered first. For the convenience

of later manipulation, all of the desirability values are

normalized into the range from 0 to 10 when they are workéd

,out from the sample.

Table 2.8 is the  importance values of  ten

performance characteristics and the desirability values of
nine material candidates of an example, which will help to
explain the discard search method. Note that the
performance characteristics in this Téble have been ordered,
and the desirability values have been'élread§ normalized. °
We - shall first consider the performance
charac}eristic, that is cost, .which has tﬁe highest
importance wvalue. It was found that stainless steel and
broﬁze have very.low desirability values for cost, 2 and 3
respectively. A design engineer must discard a material
immediately if it cannot satisfy a very important
specification, even it may satisfy other less .important

-

specifications very well, This is done by the following

. R
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rules, : . 3 T

If the import%nce value of a pérformance
characteristic has the vélue o
) P>8 : (2.28)
and the desirability value of a candidate for
this performaqce characteristic has the value
- D<SP -7 ' (2.29)

Then, get rid of this candidate from the seatch

,‘
;
A'h’.

immediately.
!

’ St;inless steel and 5ronze-were rejected due to cost, and
plain  carbon steel due to environment. Since the
perfbrmance characteristics are ordered from high to low,
the bad materials were rejected ;n t;; first few stages.
This 1left only six materials. After searching the first
five pefformance characteristics, all of the most i%portant
specifications have already been considered. 1In this
example, they are cost, safety, environment, weight -and
impact., ‘The imporiance values of all the rest of the
performance characteristics are equal to or less than Tf? So
‘the goodness of each material is basically determined at
this point. The merit values accumulated so far, of all

remaining materials in this.example, are as follows.

* * * * 0 —
Malloysteel 10*5 + 10*S + 9*7 + 8*9 + 8*8 299

* * * * *g =
Mgray iron 107 + 10*5 + 9*3 + B8*3 + 8*8 = 235

* * * * *c o
Mauctile iron 10%8 + 10*5 + 9%7 + 8*5 + 8*5 273

Nl



10*S + 10*8 + 9*5 + B*10 + 8%5 = 295
.- st .g
10%5 + 10%7 + 9%5 + g0 + 8%4 = 277

Mv'vrought Ahw‘
" _

]

cost Al

it

* * * * *xE a
Mbrass = 10*4 + lq 5_+ 9*7 + 832 + 8*5 = 209¢

(2.30)

Alloy steel has the largest merit value, and brass the

smallest, they are called the most and the least hopeful

candidates respectively.

, From the sixth performance characteristic on, after
each five stages (i.e. the 6th stage, the 1lth stage, ...),
the difference is checked of the accumulated merit values

>

between the most and 1least hopeful candidates, 1If it is
less than ~;’ predetermined value, nothing will hép;en,
however 1if it 1s greater than this wvalue, the discard
procedure will be triggered.

If it is the first t&me that the discard procedure
has been triggered, the comélete merit value Mc of the most
hopeful candidate 1is calculated, i.e. a depth search is
performed. In this example, i

-» Me = Malloy steel
299 + 7*10 + 6*5 + 6%10 + 3%4 + 2*5

[}

= 481 (2.31)
Later if the accumulated merit value of any other material
exceeds 481, the most hopeful material is replaced and Mc is
updated. Then a value Vi for each material is calculated,
= - *pk .
Vi = Mc ( Q*P*SuM; + M, ) (2.32)

The term in the_ bracket 1is the estimated complete merit

17
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-

. _ -
value for the ith material. So v,
. - X

the complete merit values of the most bopéfui and the ith

ts the difference between
materials., P is the; importance value of the next

performancé characteristic. I this example, it is the

SUM. is ~the sum of the

importance value 7 of load. n

-

remaining desirability wvalues f the ith material. For

example, if the ith materigl is gray iron, SUM; is the sum

of the desirability v es of lqjﬁf' accuracy, - wear,
' ' ‘

"r
n, i.e. 1 '1

SUMi = 3 4+ 3 + 6 + 1/+ 2 = 21 {2.33)

manufacture and style of gray 1
2

SUM, is . actually evaluated immediateiy after the
- desirability values are worked out from the samp}el
Whenever a performance characteristic has been considered,

SUMi = SUMi - ( the desirability value for the just
considered performance characteristic)

(2.34)
My is the merit value accumulated so faq. for the ith
material. For gray iron, ‘Mi is 235, as in formula (2.30).
Q is a Eac?or taking qéné of the fact that the imbortance
value of so%e performance characteristics to be considered
later would be 1less than P. For example, the importance
values of accuracy, wear, manufacture and style are less
than P (i;e. seven)., Q is smaller or equal to one, and
w{should become larger towards the end of the search

procedure. We use a linear interpolation to determine the

value of Q as in Figure 2.8, B is a ptedeiermined number,
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Figure 2.8 Interpolation of factor Q\
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If Q is smaller, 'more weaker candidates may be discarded

- earlier and the search tends to be quicker, but there is

more risk’ of losing a good candidate. At present, 0.7 is
- . .
used- as the value of B. - @
| Returning to ~“formula {2.32), if v, is greater than

‘80_

2érQ, the 1ith material will be discarded., However if. the .

surviving materials number 1is less than three, only the

appropriate number of the least hopeful materials are

discarded, in order to retain at least three céndidateg at
the end of the search. And in this situation, the trigger
and discard procedures are no longer used. |

If the search is about to finish (say there are only
five performance characteriStics left to be dealt with), the
trigger and discard mechanism are shut down also, because at
this time, the computer time .saved by‘discarding a hopeless
candidate hardly pays off for the {ime spent in running the
_trigger and discard program.

For a large database, the discard search method will

accelerate the search procedure significantly.

2.2.4.2 The Quick Search Method

The number of multiplications in formula (1.1) is

NM = N * K (2.35)
where N ——- the number of the design candidates
K --- the number of the performance characteristics,

In the quick search method, the concept is to try to extract
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' . — e .
/ _— .. L . L.

. - +
- *

a7'fewerl'n§hQ§r pfi'ébstréc& and essential characteristics .
e N - . e - A ’

-
-

from the origdinal .performance characteristics, in order_te’

’ k)
réduce NM in formdla (2.35). R

-

- Figure, 2.9(a) is _a:_bar chart of the desirabilit

* 4

» . . R _
values of a candidate. It 'can be -converted ro@éhly ko a

smooth curve in Figure 2.§(b), where the abscissa is:the -

]

performance characte®istics, and the ordinate 1is the

corresponding desirability values. We call sugh a curve a

3

desirabiliiy value curve.

Similarly, an input can be presented -as an

importance value curve, where the abscissa is still the

performance characteristics and the ordiqste is now the
corresponding importance values, ' ™~

If we neglect the pﬁysical meaning of the
desirability value curve and the importance value curve, the
of l} characteristics‘leE:’}re the area under the curve, the
mean, the standard deviation and higher order moments.

These are designated curve characteristics, which are

>

determined in fact by the original performance
characteristics. The following example demonstrates that we
can reach the same conclusion by just dealing with the curve
characteristics instead of the ofiginal performance
characteristics,

Suppose now there aré two candidates as in Figure

2.10 (a), (b), and an input as in (c¢).

Sum of Desirability Values ’

-
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i f , L :
& : i i “
- Candidatg.A:' 6 +.4 + 2 .
ey B Candidage B: 2.+ 4 +76 =12 - - (2.36)
-‘ .1. @grit'&alues:; ' B ) “
. . Candidate A: 6%10 + 4%5 + 2%2 = 84
> e Candidate B: 2*10 + 4*5 + 6%2 = 52 (2.37)
'i: 'Mean of the Curves _‘
. 7 candidate A: (1% + 2%4 +3%2)/12 = 1.67 ~
N T Gandidate B: (1*2 + 2%4 + 3%6)/12 = 2.33
- i Input: * (1*10 + 2*5 + 3*2)/17 = 1,53 (2.38)
) vVariance of theﬂCvaes
- -Candidate A:
[(1-1.67)2%6 + (2-1.67)%*4 + (3-1.67)2*2])/12 = 0.56
// andidate B:

((1-2.33)%%2 + (2-2.33)2%4 + (3-2.33)2%6] /12 = 0.56

Input: '

[(1-1.53)2%10 + (2-1.53)2%5 + (3-1.53)2%2]/37 = 0.48
. (2.35)

Third Order Moment of the Curves

Candidate A:
[(1-1.67)3% + (2-1.67)3*%4 + (3-~1.67)3%2]/12 =

|
o
.
[\
un

Candidate B:

[(1-2.33)7%2 + (2-2.33)3%4 + (3-2.33)3%6) /12 = -0.25

Input:
[(1-1.53)3*10 + (2-1.53)3*5 + (3-1.53)3%21,17 = 0.32

(2.40)

The following remarks can be made.



. different. So  their merit values for an .nput are

N

-« l. Although the 'sums of the desirapility values of

candidates A and B’_are'the same, their distributions are

-

different.

2. Candidate A has higher merit value. At .the same

.time, 1its curve characteristics are generally closer to
. e &

those of the input, i.e. the shage of the aesirability value
curve of candidate A is more similar to the shape of the
dmportance value curve of the input.

Ve
3. Now jinstead of using the performance

A Y .
characteristics td calqulate the merit value, we may compare
the differences .of ’ﬁhe' curve characterist#cs between the
candiaates and ihe input: Since the number of the curve
characteristics to be dsed (3 to 5) is much Xess than the
number of the performance characteristics (25 to 30 in this
project), the search procedure can be accelerated.

However the merit value ogk a candidate is also
determined by the sum of the desirability values. Looking
at Figure 2.11, we see ;hat, although tﬁe shape of the
desirability wvalue curve of candidate A is moredgimiiar to
hthe' shape of the importance'value curve of the input, thé
merit wvalue of candidate A is obviously less than that of

candidate B, because the area under the desirability value

curve of candidate A is much less than ;hat of candﬁdate B.

Now we define a curve merit value to distinguish

candidates using curve characteristics,
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where

A

-~

The candidate with the highest value of CM; will}bgbtaken*"é

CMi = SUMi / di

. » i='l'2;---pN ' (2.41)

EUM; -- sum of the -desirability values of the ith

- candidate, which |is the same'/as SUMi in

- ' formula (2.32) of thé discard search hethod;

. -

- d, ——=- difference of the 'curve - characteristics

1

the best. -

-

_ between the ith candidate and. the input:

2
a

r

g = -2+ (0.~ + F (R,-k0?  (2.42)
i, i i i1 213 73 -4
where M = mean ' )
0 = variance l
Rij = function of the jth order moment of the ith
candidate®
. K = highest order of moment to be involved

4
Two methods were

- J
1. .. = C.
RlJ CJ /0

where Cj is the jth
i
coefficient of skewnéss,

2. R.. =i, .
ij €5

Numerical trials

r

than (2.43), and also

tried to-calculate Rij

(2.43) .
order moment, Here Ri3 is ‘'the
R;, is the coefficient of kurtosis.

y)
- (2.44)

have shown formula (2.44) is better

indicate that the highest order of

moment to be calculated should be the third, fourth or

fifth.

The bar chart of the desiragility values or

f
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importance values is usually random, as in Fﬁéure 2.7. This

will _degfade the validity of the curve characteristics. It
was noticed that ﬁsually only the:_largést desifability
values or importance values play a gfeat part in determining
‘the .curve charactefistics. So the E lafgest desirability
'valﬁes (for a candidate)}, .or impoftancel va;ﬁes {for an

input), are selected and called the effective desirability

values or effective importance values. It is equivalent to

filtering the noise frém the useful.signal. Using ohly the
effective desirability values and effective importance
valués also reduces the CPU time for evaluating curve
. characteristics. i

Since this algorithm includes an uncertainty factor,
we cannot expect the results from formula (2.41) to be
exactly the same as those from formula (1.1). A method has
been developed to chéck the validity of this algorithm.

When a test input is entered, the curve merit values
are calculated, wusing formula (2.41) for al! of the
candidates. Then ND candidates are selected from the total
N candidates with the highest curve merit values,

ND = max ( N/5, 3 )

These ND candidates are called a desired group. An array

C(N) is set wup and initialized to zero. Then the merit
values for all of the N candidates are calculated, using
formula (1.1). TIf the candidate with the highest merit

value is in the desired group, then



If the

o(1)

c(1) + 1

best'gandidate is not in the desired group, but the

candidate with the second highest merit value is in the

-desired

tested,

Now by

"C(2)

group, then

-t

C(2) + 1

and so forth. After INSA test examples have been
we let

C(I) = ( c(1) / NSA ) * 100% 1=1,2,...,N (2.45)

inspecting the value of array C, we have some idea

about .the validity of the quick search method. Following

are two

Example

examples.

1 -

Number of candidates = 10

Number of candidates in the desired group = 3

Number of performance characteristics =-25 \

Number of effective desirability values = 6

Highest order of moment to be involved = 4 //
Results
C(l) = 51.1%

C(2) = 36.1%
C(3) = 9.5 %
C(4) = 2.4 %
C(5) = 0.8 &
C(6) = 0.1 %

/
(1) =0 1=7,8,9,10 (2.L6)

It means that the probability that the best candidate is

TN
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involved " in the desired group is 51.1%. The probab%lity

: . i
" that the best candidate is not involved but the second best

o~
]

candidate is involved in the desired  group is 36:1%, and so
- forth. It 1is not _too bad,_Since the probability that the
desired group includes at least the third best candidaté is

C(l) + C(2)_+ ék3) = 96.7% : (2.47)

Example 2
Number of candid&tes = 50
Number of candiaates in the desired group = 10
quber of performance characteristics = 25
Number of effective desirability vélues = 8
Highest order of moment to be involved = 3
Results |

C{l) = 34.1%

C(2) = 29.4%
C(3) = 18.9%
C(4) = 9.8 % .
C(5) = 3.9 %
C(6) = 2.2 %
C(7) = 0.7 %
C(8) = 0.5 % ’
C(9) =10.3%
C(10) = 0 *
C(11) = 0.1 %
= 0.1 %

Cc{12}

C(I)_= 0 I=13,14,...,50 (-2.46)

90
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The prbbability that the desired group ingfudes at lqasf“the
third best candidate is o &\h,/’llgt- ‘ _
(1) + c(2) + C(3) = 82,48 (247
Figure 2.12 is the flowchart of the quick search
method. .The Eurve"characteristics of the cand§d§kés were
evaluated and stored in the knowledge database of.the expert
system at the same time as the.desirability values of the
candidates were being evaluated.
" Since formula .(1.1) will be applied to all of the
) T_‘—\\**\\candidates in the desired éroup, they are finally ranked.
according—=to the true merit values, not the curve merit
values. So 1if the candidate with the highest merﬁt'yalue
has been included in the desired group (Qhether or not it is
the first one or last one‘in.the desired.grOup), resulting
from the quick search method, it wiii be finally pushed to

-

the first by the merit for?ula (1.1}.

-

We can summarize as follows,

1. The quick search method discards 80% of the
weaker candidates gquickly by evaluating their curve merit
values, (since they deal wiéh only a few curve
characteristics). It evaluates merit values for only 20% of
the candidates in the d;sired group.

2. The- probability that particularly gaod
candidates are retained is high.

3. The method can be used for any search problems,

disregarding its physical meaning.



A

N: number of candidoates

ND = max ( N/5, 3)
Number of candidates in the desired group

i

Enter Importance volues of an application’
Evaluaote the curve characteristics from
the effective’ importance values.

<

Calculate curve merit value for each
condidate, select ND best ones, establish
the desired group

Calculate merit value for each
candidate in the desired group

Display all candidates in the
best to worst order

Designer selects a candidate

LY

Figure 212 Flowchart of the quick search method
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In this' project, the CPU‘time‘apent'on searching a
candidate 1is only a minor part of the CPU time required for

a dgsign. However in _the future, ' if the number. of

candidates increases a lot, the, search problem is critical.

93

As a research project in expert system, it is worthwhile to -

develop new knowledge to accelerate the search procedure.
A comparison of accuracy and search speed of the
three methods will be shown in the case study in chapter 6.

»

2.2.5 Class and Subclass Design Candidates

There is a technique in industgp called "Group
Technology", in which ‘the basic idea is to classify the
general structhres of parts into groups and subgroups in
order to increase the efficienc§ of design and manufacture,
The concept of class and subclass is\analogous to this idea.
Taking material as example, we first divide all of the
materials in the database into bfoad classes, e.g. plain
carbon steel, gray iron, and so on.

. It is tﬁe common way for a human expert to first
determine a class of material, and then go further down to
select one of the many subclasses within this determined
cldss. For example, to design a structure, an engineer may
first decide to use plain carbon steel, and then select
AISI-SAE 1020 within plain éarbon steel, It is equivalent
to first reaching an intermediate conclusion and then

ptoceeding to the next stage.
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One purpose of dealing with class ' and subclass

o i D : L
candidates 1is to save search time. Suppose there are ten
classes of materials, and ‘each of them has ten subclasses.

If we search directl in the subclass level, we shall face ,

100 candidates at thi same time. The alternative method is

first to 'search in th élasg-lével, where we faée only ten
possible objects. After E e class has beeﬁ determined, we
go on searching through the ten subclasses within the
determined class, Obvibusly, the latter method saves a
great deal of search time.

Another purpose is to save the effort of the human
expert in developing the knowledge database of the expert
system and the computer memory for the database. Let us
look at the example for a configuration database.

The two structures in Figure 2.13 (a) and (b) are
very similar except for a small difference in the right
side. So they would be included in a configuration class.
The human expert creates the configuration database by
drawing the configurations directly at the CRT screen, which
is supported by an interactive graphics program in the
super-expert system. Instead of developing and storing the
two configuration subclasses independently, the human expert
accomplishes it in a different way. j#\\

1. He first draws all of the features of subclass y
\

of this configuration class as in Figure 2.14 (a).

2. He hits the S key to indicate the completion o£:>
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Figure 2.14

(c) Subclass 2

b B

(d) Two branches

The decompostition of o configuration class



subclass'one.

3. Then he erases the right element of sibclass l
(Figure 2,14 (b) ). | _ ‘ t

4. He adds a right element to Figure 2.14 (b) to
complete subclass 2 as in Figure 2.i4.(c). -

S5.. He hits the S key. again to indicate the
completion oé subclass two,

6. Finally the supetr-expert system processes the
two subclasses automaqically, decomposing them into one
trunk (Figure 2.14 (b)) and two branches (Figure 2.14 (d)).

Only the trunk and the two branches are stored in the

database.

Later a configuration can be retrieved from the

trunk and its branch.

In summary, the class and subclass organization g;;

three advantages.
1. It reduces search time.
2. It accelerates the building of the database.

3. It saves computer memory for the database.

4
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‘2.3 BﬁILDING THE KNOWLEDGE DATABASE OE‘AN EXPERT SYSTEM

This seq;ion déscribes step—by—étep ‘how a human
expert builds the knowledge.database of an expert system for
the design of a dertain kind of structures, by executing the
super—exper£ system. Besides being very knowledgeable in
the design of that kind of structures, it is assumed that

- the human ékpert ﬁnows a little about optimization and the
finite element method (FEM).

Figure 2.15 1is the layout of the super-expert
system. Its knowledge: database .. contains a lot of
information about the design of general structures. This
‘information is written ES the knowledge database of the
expert system to be built,. and becomes its initial or
default knowledge. Later during the execution of each
module of the super-expert system, the knowledge database of
the expert system is continually updated and becomes finally
coﬁblete. In the following descriptios, the knowledge
database wusually refers to that one in the lower level
expert system. It mainly consists of a lot of data files.
The super—experﬁ system actuall fetches or updates the

tabase by reading from or writing to the data files. Some
__:D these data files are direct-access, e.g. those containing
the desirability values, because tﬁe desirability values of
an individual candidate should be easily accessible by the
super—-expert system at any time. Others are

sequential-access data files, where data are usually read
~r

98
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or written totally in one call.

‘Each one of the seven modules in'the‘suber%expert
system takes part in Buildiﬁai a certain +part of . the
knowledgé'- daﬁébase; Since "the whole job will take a
relétively long time, the modules are designed to be quite
independent  of each other. | Each interacts witﬁ the
knowledge _daéabase onlyi So 'the human expert'éan execute
the super-expert system in different funs, each time setting
up one or more parts of the knowledge database. For
example,' he or she can specify the fundamental parameters
and determine,the.stangard imporﬁange galues iq the morning,

and create ‘the configuration database in the evening,

leaving other jobs for later.

N

2,3.1 Specification of Fundamental Parameters

In this module, the human expert specifies some
fundamental parameters, which include the type of the
element in the FEM (e.g. plain stress element, axisymmetric
element), = the number of performance characteristics, the

T .
number of material or configuration candidates, and so on.
{

'2.3.2 Determination of the Standard Importance Values

This module will determine the standard importance
values for the expert system. They represent, as mentioned

in an early section, the most typical input for the design

qpplications of a certain kind of structures, Also, some
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rules abouti the relationshi@é of the performance
B N : N . .
characteristics will be set up.

5.3.2.1 Determinatidn of the Performance Characteristics

Tﬁe super—-expert system first shows its 24 permanent
performancé chargcteristics to the human expert (Table 2.9).
They represent almost all of the factors that should be
considéred for general strudturai designs, However there
may be some special factors that shouid be considered as
well for the design of certain kind of structures that have

not Deen includgg in the  permanent performance

characteristics. They are called additional performance

characteristics, which can be supplemented by the human

expert, who types in their names, default importance values
and a short text of interpretation for each.

Since this project concerns the preliminary design
only, some problems such as manufacturing process or heat
treatment will not be considered.

<
2.3.3.2 Determination of the Interpolation Values of Some

Performance Characteristics

For some performance characteristics, it is easier

for the designer to enter their direct values rather than

the importance values. For example, a designer may know
clearly that the highest working temperature is 2000° F, but
he is not quite sure what the equivalent importance value

should be for this temperature. There are a total of six



Table 2.9

-

Permanent performance characteristics
and their default importance values

in ‘the super-expert system

Performance characteristic i Default importance value
cost- 10.0
wéight 6.0
volume 6.0
accuracy 8.0
reliability 9.0
safety : 10.0
low temperature 2.0
high temperature 5.0 !
humidity 2.0
e e —_ - —_—————
corrosion 5.0
stiffness 6.0
e o e e e ot —_—— _.__ﬂg
load 8.0 |
ey LA
impact 7.0 i
, dimension . 3.0
7 oY —
style ‘ 3.0
— e e SV -
- noise : 0.0
surface finish % 5.0
Wear 7.0
friction 3.0
— ——— _.l
lubrication 2.0
manufacturability 6.0
maintainability 7.0
+ - '- “\
service life {/’ 8.0



such performance'characteristics,
iowest temperature
highestrtemperature
maximum load
‘maximum load frequency
overall dimension

service life "

The direct values for the maximum load and the overall
dimension at this poiAt .are just some 5pproximate values
which are used for the selection of material, configuration,
and so on. Th;'exact values of loads and dimensions for an
application will be specified later.

Th;:- expert system will Iconvert the direct values
entered by the designer into the eqpivalent‘importance
values by linear interpolation. As Shown in Table.2.10, if
the highest temperature is 210° F, the equivalent importance
value is 4, 1f the highest temperature is 295° F, the
equivalent importance value is 5.5,

The super-expert system provides the default
interpolation values; however they should be adapted by the
human expert. For example, a load of 100 pound for a clock
would be too large; however the same load would seem very
small for a huge mining machine.

When the human expert decides to revise the

interpolation wvalues for a performance characteristic, a

103

table similar to Table 2.10 is displayed on the soreen, He"

[
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2.10 Interpolation values of high, temperature .

-
A
T

| Direct value | Equivalent
| (Fahrenheit) . importance value
| 77 0 )
95 1
1 150 ; 2
185 } 3
210 4 T
| 270 ! 5
- ——= - o —- .
| 320 ; 6 :
400 7 ?
570 8 -
750 9 ;
— ——— s b s -— - - - - ———|I
900 10




s | _ o N
moves the.crosshair;to.the interpolation values he wants to
revise and types in. the new values, and the old ones are
erased automatically,
2.3.2.3 Determination of the Rules

There are two kinds of rules in the expert system:

interactive rules and number rules. Interactive rules deal

with the influences between performance characteristics.
Number fules deal with the influences of the number of
products on other performance characteristics. |

When - the condition of a rule is satisfiea, instead

of enforcing an action, the expert system will display a

vl
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short message to the designer, and let him to decide if an

action is accepted or rejected.

All of the rules take qafe of "the risk that the
designeé may neglect orlzigﬂ“u?aware of some interactions
between the performance ‘characteristics. However the
knowledge level of designers may be very different. A very
skillful designer may have already considered all of these
interactions when he or she specified the importance values,
In this situation, an enforcing revision of the existing
importance values 1is absolutely redundant. So just a
suggestion is better and more reasonable.

Fourteen interactive rules are defined in the
super-expert system. j

1. 1f P > 7. then

> .
safe 7

Preliability
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2. .Ifffpsafeh> ?. then Prgliability_’ 8.

3. If P_,c, > 9. then Preliabiliﬁy > 9,

4. 1f Pfrequency > 6. then ‘Psur. finish'>’7'

5. If -Pfrequency_> B. then PSt.xr. finish > 9.

6. 1If Pfrequency >‘6ﬂ-.then Pcorrosion ” -

7. 1f Pfrequency > 8. then Péorrosion > 2.

8. If P .orrosion > 8. then’ Pstyle < 4.

2. I? Pcorrosion > 5. then Pmaintainability > 6.
10. If Pcorrosipn > 7. then Pmaintainability >.8'
11. 1If Pwear > 7. then plubrication > 8.

2. 1f Périction ~ 7. then Plubrication 8.
13 IF Poervice life > &+ then " Proiiapitiey > 7-
14. 1f Pservice life ~ 8- then Preliability > 9.

{Note: P, means the importance value of A)

The rules are displayed on the screen as in Figure

2.16. The human expert can delete, acceé@, modify them or
-y

create his own new rules, all by moving the crosshair to the

appropriate position and typing.

£

Sometimes the human expert may make some mistakes in
“modifying the default interactive rules or creating new
ones. The super-expert system can Eheck such errors and
warﬁ the human expert. For example, suppose there are three
new interactiﬂf rules defined by the human expert.

1. P, > 3. then P, > 4.

1 2

2. P2 > 4., then P3 < 6.



,"‘20_‘_

Psafety  LARGER 7.0  Preuabiity LARGER 7.0
- SMALLER
LARGER 8.0 LARGER 8.0
SMALLER
LARGER 9.0 LARGER 9.0
| SMALLER
(0) Exomple 1 Rules 1, 2 and 3
Pcorrsion LARGER 8.0 Pstyle LARGER
SMALLER 4.0
LARGER LARGER
SMALLER
LARGER LARGER
SMALLER

(k) Exomple 2@ Rule 8

Figure 216 The rules on the screen
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3. P, > 6. then P, < 3.

3 1
Here P, modifies Pys P2 modifies P, and.finally Pg modifies

Pl} The expert system does not accept such recursive rules’

since they may cause trouble and instébility. The code in
the super-expert system' to check such recursive rules is

recursive programming itself, and is implemented easily in

Fortran. - ~

‘Finally the super-expert system rearranges the

éequences of the rules to avoid an undesired interaction.
For example, let us look at following two rules.

1, P1 > 5. then P4 < 6.

2. Py > 7. then P, > 6.

3 1

The expert system will executes rule 1 first, And then rule
2, They are not recursive rufg;; however when executing
rule 2, Pl may be changed, therefore rule 1 has to be
executed again. The super-expert system will shift the
seqdenées of these two rules in order to avoid this.

The supéf—expert system provides no default Bnumber
rules. $hey are_specifip to each exper; system and have to

be defined by the human expert. Following is a typical

number rule shown on the screen.

MIN MAX PC _ FACTOR
200 1000 cost 1.2
1000 - cost 1.5

This means that if the number of products is larger than 200

and less than 1000, it 1is suggested that the importance
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* value of cost be multiplied by a factof of 1.2; if largef
" than 1000, it is multiplied by a factor of 1.5. The number
- rules can be created in a similar way as the interactive
rules at .the CRT screen.
2.3.2.4 Modification of the Standard Impont%nce Values
The sUper—expert system provides the default
standard impo;taﬁce values which are considered to represent
the most typical specifications for the design df general
structures. The human expert.converts these to the standard
importance valuéﬁ of his expert system by making necessary
modifications., The detailed procedure will be described in
section (4.3), where the .designer calls the same program
subroutine to adapt the standard importance values to his
design application. It 1is a typical application of the

two-level expert system; also see Table 2,11,

2.3.3 Establishment of the Configuration Database

In this .module, the human expert establishes the
configurgtipn database of his expert system, ;nd the design
variables and functions which <closely relate to the
configurations. 1In the present state of the art of computér
science, we do not expect that a computer can imagine and
create a configuration by itself, It is the duty of the
human expe}t to create and store the desired configurations

. A .
in the knowledge database of his expert system. It is, of



_Tabke 2.11

Bar chart subroutine in the

two-level expert system

Super-expert system

Expert system

Designer

User Human expert

Input’ Default importance Standard importance
values values

Output Standard importance Importance values

values

for a design
application

“110
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course, a big job. However if the developed;expeft system
is tq_ be applied.in a large society and for a long period,
this effért will® pay off. The human expert creates a
configuration by ”drawing" it on ;pe screen, The supporting
the désigner enters his own configuration.by calling the
same subroutine.

The configurations are created, organized and stored
in classes and subclasses as discussged early in section
(2.2.5). Each configuration ‘class can be created
independently in.separate computer runs,

The human expert can pick the possible material
candidates from the permanent material database of the
super-expert system. In ﬁhe present project, the permanent
material database contains nine‘classes of metal materials:
plain carbon steel, alloy steel, stainless steel, gray iron,
ductile iron, wrought aluminum alloy, cast aluminum alloy,
brass and bronze.

N

2.3.4 Adapting the Desirability Values of the Material

At the start, all of the material classes in the
matérial database of the expert system are displayeQ/ﬁﬁ\thg,
screen. The human expert decides whether to adapt the
desirability \xféues in a class level or in a subclass level
within a material class. Then he has to decide whether to

use an existing sample (available design records or a sample



created before)  or c;eate a new sémple. If he sele;té the
latter, he will do that by following the algorithm described
in section (2.2.3). |
) When the sample is available, the human expert
divides them into several groups and lets the.computer work
out the desirability values using linear programming.

Finally in this module, tﬁe super-expert system will

1. Normalize all of the desirability values to the
range from 130 to 10.0.

2. Calculate the array SUM, where SUM(I) is the sum
of the desirability values of the Ith candidate.

3. Calculate the curve characteristics.

These data are prepared for the discard search
method or the quick search method as discussed in section

(2.2.4).

2.3.5 Adapting the Desirability Values of the Configurations

This module is quite similar to the ébove one for
the material candidates, except that when the human expert
is required to make a choice, all of the configuration
candidates, 1instead of the material properties, will be
displayed on the screen., If the human expert wantes a closer
view of any of them, he can point to 1it, and the
super—expert system will enlarge this configuration to the

full size of the screen,
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, 2,3.6 Determination of the Failure Mode and Factor3of‘séfety

*

The failure‘ mcde Hhere refers to thef'theorf of
failure. 1In the super-expert system, there are twozfailure
‘modes for ductilelmaterials,

1. the distb}tion energy theory

2, the max;mum gpear stress theory
and two for brittle materials, -

1. the modified Mohr theory

2. the Colulomb-Mohr theory
Some other failure modes, such as buckling, excessive
displacement, and so on, are included in the constraintl
functions.

The accurate value of the factor of safety (FS)_can
be determined only by extensive andlexpensive testing o{\the
prototype made of the same material and same size as the
structure to Re designed, under the same environment and
loading condition. This 1is particularly true for the
fatigue problem. However our system is developed to design
a lot of different kinds of structures, selecting different
material and configuration from the expert system database,

or even adopting a material and configuration entered by the

designer. Furthermore the configurations 1in the database -

are just conceptual ones; the concrete dimensions are
determined later by the dgsigner for different applications,
Therefore, it 1is impossible to test an infinite number of

prototypes in order to get an accurate FS,

4
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In industrial practice, if-&rékoducgion batch numper

is small, inteﬁsive and‘eXpensive‘teséing is not worthwhile.

_ . . _

The FS 1is generally determined py-refefence to a similar,

succeésful"design. The FS . thus determined.-can serve at

least as a sta;ting value for tésting. )
~In our basic algTrithm for détermining ihe FS, the

human expert provides a reference factor of safety; and the

designer can accept this_value or do some modification by
his own judgement, The reference FS tends ts be a little
conservative, and iIn the c¢ase of a novice des}gner with
little experience, | it would be accepted without any
modification. If the human expert (or the designer) defines

a FS less than 1.25 or greater than 10., the super-expert
. -

system (or the expert system) will display a warning

message.

Following are the five steps for the human expert to

determine a reference FS, *

1. Determination of the standard material and configuration

Thé human expert determines a failure mode and the

reference value of FS based on the standard material and the
\

standard configuration which are considered to be the most,

desirable ones by the human expert among all . of the
materials and configurations in the database. They . &te
found by ﬁpe full search method according to the standard
importance values (determined 1in section (2.3.2)) and the

desirability values (determined in section (2.3.4) and

e



(2.3.5)).

'2. Determination of the failure mode and the basic FS

The name and propérties of the standard material is
displayed on the left of the sEreen, and the standard
éodfiguration on the right. Knowing it, the human expert
selects a failure mode for ductilé materials and anotheq
for brittle materials, since the designer can select any
material for his design. Then the quan expert-provides a

so called basic factor of safety for the standard material

and configuration based on prototype testing or confident
expertise. This basic FS might be modified little by little
and finally beédmes the referencé factor of safety provided
to the designer by the human expert. At the same time, he
can type in several lines of texts to explain the
determination 6f the basic FS. It can be shown to the

designer later if he asks for it.

3., Modification of the FS due to design specificétions

s
The determination of FS 1is very complex, even an

expert may sometimes forget some factors relating to it,.
The super-expert system reminds the human expert of such
factors one by one. If he had taken a particular factor
into account already, he can just ignore the reminder.
Otherwise he can adjust the basic FS in one of two ways.

(1) By setting FS to a certain value

(2) By multiplying the current FS by a factor
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In the present pro;ect, we con51der the follow1ng factors:

rellablllty, gztety, lowest—temperature, corr051on, 1mpact;

uncertalnty of , ;oad, material propertles and env1ronment.
If the ‘load cycle 1s larger than 1000, fat1gue may occur.
More ‘faetors should be con51dered ‘i.e, surface flnlshlng,
humidity, h1ghest—temperature and stress concentratlon.
Some of the above factors., e. g. rellablllty, are perlormance
character;stlcs. So whether a reminder about such a factor
shou%d be evoked depends on V}ts“importanqe.value. For

b}

example, if the importance value of reliability is 9.5, the

-~

system will remind the human expert,

“’Ke regquirement on reliability is very high,
would you consider increasing the factor of

safety?"

On the other hand, if the importance value of reliability is

2, no reminder is evokéed.

. -
4. Modification of FS due to a specific‘;:kerial or confi-

guration _ 2

It must be remembered that the reference FS is based

on the standard material and configuration. The designer
can select any material and configuration in the database of

A
the expert  system., When a specific material or

configuretibﬁ is selected, some modification of the FS may

’

be necessary. Material selection provides an example. : The

super-expert system displays all of the materialfclasses and
'1‘\ . . .
¢
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their typical properties on the 5cfeen. "Suppose Eiii"

"carbon-_steéL AISI-SAE 1020 is the standard material and the
current FS 1is 2, Now the human .expert finds that some;'ﬂ
modification is necessary.if the second material class, i.e.-

~alloy éteel, is adopied by the designerl He types 2, and

thé screen appears. as in Figure 2.17. He moves the
croéshaif to tﬁe first line and types 2.5; Thatrmeané if
alloy stéel is adopted, the réferencg FS should be set to
2.5. Then all of the subclass materials in the alloy steel
class will be displayed on the screen. The human expert can
do a similar modification on the FS as was done in the
material class level. For example he can specify that, if
alloy steel AISI 4140 is adopted, the reference should be

multiplied by a factor of 2. So the reference FS is now

2.5 % 2 = 5. Modification of the refe:ence ‘FS due to

' specific configurations c¢an be done similarly. For each

modification, the human expert can type in a one line

. ¢
explanation.

5. Final check

Finally the human expert can go back to check the
whole process, to ensure that the reference FS has been
created and modified. The explanation provided by the

super—expert_systém or by himself can serve as the memo.

-,
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2, 3 7 Determlnatlon of Optlmlzatxon and Finite Element
o Method Algorithm v

In this final module, the human expert determines

the optimization- method ‘the penalty function, the

optlmlzation parameters, and the algorithm that comblnes the-

finite .element method wigh optimization, ﬁn consultatidn
witp'tﬁe‘super—expeft system,
In the present project, there are five basic
optimization methods. .
. (1) Hooke and'Jeeye's direct search method
(2) Reduced gradient method
(3) Powell's direct search method
(4).Jécohson and Oksman Method
(5} Adaptlve random method
- These five methods represent many of the currently

avallable Optlmlzatlon methods, Other methods can easily be
, ,
.gdded.

Six algorithms are adopted.torsave computer time for
* finite element based optimization. I
. (1) -Substructure method
(2)*Giobél‘pirectioﬁ’method
(3) Skipping method
(4) safe~Fail Lines method
(5) Quadratic method.

(6)lDifferential method

For each specification, ﬁqf super-expert system will

T



disblay'all 6f the options to the humaﬁ_expert and feqpmmend

the best,  The human expert can either accept  the

recﬁmmé%dation '.or select andther option by his own
 judgement. There is a text fof-‘qach specification to
describe the advantage and disadvantage of each option.
These texts can be reached at any time by typing a key
H(elp).

- The interface 1is very user friendly. For example,

" when dealing with an optimization method, .all of the options

are displayed. The <crosshair 1is located initially on the

option recommended as the best by the super-expert system.
If the human‘fexpert accepts it, he just type key G.
Otherwise he movés'the crbsshair to his desired optioa and
!thén types key G. If the specification involves some
ndﬁbers (é.g. parameters of opéimization subroutines),.all
of the recémmended (default) values are displayed. The
human expert éan either acceﬁﬁ them or type in new values
that hé feels are more suitable for his expert system.

Now the knowledge database of the expert system is
complete, Before describing how a deéigner applies the
expert system to a design application, we shall first
discuss the - algorithms for combining the optimization with

the FEM in the next chapter.
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CHAPTER 3
COMBINATION OF THE OPTIMIZATION AND

THE FINITE ELEMENT METHOD

-3.1 INTRODUCTION

‘Both the optimization and the finite element metﬁods
(FEM) are advanced techniques in computer aided design.

Optimizétion provides the optimum design of a
structure, which will satisfy all ofiphe specifications.
Usually the most important specificatioas are related to the
maximum stress and the maximum displacement.

' The finite element ~method,{ on the other hand,
provides the - means for calculating the stresses and
displacements of a structure accurately no matter how
complex its configuration is,

By combining the optimization with FEM, it is
possible to get the optimum design of a complex structure,
However when this 1is done, the computer time required
increases by. a considerable amount, and tends to become
prohibitively expensive. This is because the time used-for
the FEM calculation has to be performed as many times as the
number of the optimization iterations. 1In this project, we
have implemented six algorithms for saving computer time (we
shall call them FEMfalgorithms), they are

l. Substricture method
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2. Global Direction method
3. ' Skipping méthbdl‘ .
4. Safeffail Line metﬁod
5. Quadratic ﬁethbd.m_
6. Differential meﬁhod S _ -
The last four aré new algorithms developed in this project.
In the"first two‘section; of this chapter, we shall

give a brief introduction to the optimization and the finite

element methods.

3.2 THE OPTiMIZATION SUB~SYSTEM

In the optimization, we 1lgook for the maximum or.
minimum value of a performance characteristic, examples ofr
which are cost, weight, size, and so on of a structure. We
may generalize and summarize the optimization or objective

function

U = U(xl, x2, caay xn) = maximum or minimum (3.1)

where U is the desired performance characteristic, which is

defined as the function of  the design variables LI SR

Xq. Usually we only cope with the minimum problem, the .

maximum problem can be dealt with by minimizing its negative

value.

We shall also formulate the feasibility expressions

in the form of equality and iﬁequality constraints having

the general form



S

hy = hi(X)7 Xyi weey Xp) =0 i=1,m (3.2)
N . . . ‘ S . . . )
gj = gj(xll X2I “esy xn) >0 J=l'p . (3'3)

In nonlinear optimization, the equality constraints

are‘usuallleOnverted to inequality constraints.

In this project, we have“adbpted five optimizatihn
algorithms and four penalty functions directlylfrom the
opﬁimiiation package OPTIVAR (Siddall, 1982).

The five obtimization algorithms are,

1. Hoocke and Jeeve direct search method. It is a

typical direct - search method, combining the local
exploratory searches .along the coordinate directions with

some accelerated fashion of pattern moves.

2. Reduced gradient method. It is a technique for
handling constraints with any of thg methods which use
successive one-dimensional minimizations.

[ 4
3. Powell's direct search method., It is a direct

search method along the conjugate directions with quadratic

convergence.

4. Jacobson and Oksman Method. It is a quadratic

method based on homogeneous functions.

5. Adaptive random method. It is a random method

of line searches with both the search directions and step

sizes selected randomly.

These five methods represent many of the currently

>

available optimization methods.
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The four penalty functions are,”

1. One pass eitérior penélty fuﬁétidn}
. -2, Penalty function based on the Fiacco—uccépmick
method, :

3., Penalty function based on Powell's ﬁéthod.

4. Penalty function based on Schuldt’s method.

An optimum fvalue with good convergence will be
obtained by - adopting the best combination of the
opﬁimization method and penalty function. However thg
present state of art gives no general guidance in the
choice, which .is usually determined by experience and
experiments. |
3.3 THE FINITE ELEMENT SUB-SYSTEM

The finite element method is essentlially a process
through which a continuum with infinite degrees of freedom
can be approximated to by an assemblage of elements, each
‘with a sbecified but now . finite number of unknown
displacements. | ’

The displacements of any point within an element are
expressed as a vector [D], and the displacements of the n
nodes of the element as a vector [q]l For a plain stress

element, o ~

(D]

[ uw ]t : . (3.4)

(@l = Luy vyu, vy cevvvnu v p* (3.5)

where u 1is the displacement in x direction, v in the y



.direction. :Also, ‘
D =N fq . o (3.6)

where [N] is the matrix offéhape function.

A strain-displacement matrix {B] is defined as,

- [B) = [ B B, «vuven B ]7 , , (3.7
Fgr’a,plaiq stress element,
aN./3x 0 I

aN; /3y 0ON,/0dx
The strains at arpoint within’the element can be evaluated
as a vector [€],
€x | ou/ax -
av/3y . = [B] (gl
Txy du/3y + av/ox (3.9)

The vector of stﬁfss at a point, [0], can be related to the

m
N
]
1}

vector of strains [€] by the application of Hook's law,

Ox
0] = | g, | =[] [€] = [c] [B] la] {3.10)

Txy
where [C] is an elasticity matrix which is symmetric. For a
plain stress problem,
’ 1 p 0
(€] = e/(1-v¥) | » 1 0 T (3.1
0 0 (1-v)/2
where E is modulus of elasticity and VPV is Poisson's ratio.

- The equilibrium equations can be derived following
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_ Castigliano's first theorem or the variational principle of

® - !

the potentiél energy. - | o ’ . -

. (K] (a] = [R]

’

(3.12).
where .[K] .is the stiffness matrix and [R] is the load

- vector.: - . : ‘ | -

t

(] = f, (8% (el b83 a@v (313

The load-vector.can be ééquired ffqm conceniratgqvloading or
distributed loading.” -~ . T
Now by assembling the globalﬂstiffness mat&ix and
load vector from ﬁhose of the elements, we can solve the
equilibrium equationsr of the structure, usuaily using the
Gauss elimination method. =~ - -
In this. project, we have adopﬁéd four types of
' two-dimensional elements: plain stress, plain strain (Figure
3.1), plate bending (Figure 3,2) and axisymmetric (Figure
3.3) elements. They are all isoparametric elements with

eight nodes per element. Tablg 3.1 gives the numbers of the

basic parameters of these elements,

3.4 BRIEF REVJIEW OF THE SUBSTRUCTURE METHOD AND THE SKIPPING

METHOD

3.4.1 The Substructure Method
This . method was developed in the author's master
f
projgct (Wu, 1986). It divides the whole structure into

several substructures which are  defined as absolutely
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Figure 3.1  Plain stress and plain

strain elements



'
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Figure 3.3 Axisymmetric element

AY



Table 3.1 Basic parameters of elements

Dimension

Degrees of

No. of stress

Name ; freedom per
ey R — " node components
Plain stress j 2 2 3
Plain strain ? 2 2 3
Plate bending 2 3 5
Axisymmetric 2 2 4
_
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constant, conditionally~con§téq;,rthidkFtypé or non-constant

substructuresA'respeéfively,‘ Different algorithms;applyfth

them: in order to save CPU time.

-

Only the concept ‘of the absolutely édhstanbf’

structure (constant substructure in -short) is adopted in

this projéﬁf}_sincé'it is quite easy for it to be defined in

an automatic program ‘and it makes a large contribution to.

saving CPU time.

occurring

During the optimization search, there is no change

in

Ehe

equilibrium equations of.- the constant

substructure. Therefore we ~need to construct them dnly in

the first iteration of optimization, then condensing them

immediately,

load

vector

‘subsequent

stiffnesses

load

vector,

and storing the condensed stiffness matrix and

of

and

the external nodes. Later in every

iteration, we only add these condensed

lpads to the global stiffness matrix and

without dealing with all other tedious

computations within the constant substructure.

3.4.2 The Skipping Method

This method 1is the implementation of the following

quote (Siddall, 1982).

"One possible trick to save computer time, if only

some constraints require a great deal of computation, is

to

ignore

them

if vany other constraints are violated at

any stage of the search (Suggested by W. Michael).”




., In ‘our program, -the constrains requiring a great deal of

. compitation ‘are those whose evaluations are'based on the FEM
.calculation, - S :

!

. The skipping ‘method is very' simbie, but very

effective sometimes.

I

o35 THE GLOBAL. DIRECTION METHOD

In thigL method, én attemp is méde\to conduct the

‘optimization se réhbnok only by using the infqrﬁation about
the local topography, but also by using some global
information. Suppoge a climber ' is ‘walking in a mountain
area towards to the highest peak. fIf it is a sunny daf, he

‘ can always have the highest peak in sighéi-gke probability
of his 3uccéss must be.higher than if he were groping his
way with the help of a fiashlight in a dark night.
Similarly in an optiﬁization search, iflthé unconstrained
global optimum is known, it séould be easier to reach the
constraiped global optimum.

In Figure 3.4, the search begins at point §. If
only locél topography is made use of,'the sé;EEb;will lead
to point B, the lacal optimum, since the ising slope is
towardé B rather than A at point S. However if we know the
unconstrained global' optimum A, the search will lead to
point C, and then point D?‘which is the real constrained

optimum.

A ‘distinct characteristic of FEM based optimization

N



Figure 3.4
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~

.run almost

€

"calculations. An unconstrained optf@ization

‘is  that- most of ;thi,CPU time is spent in. the FEW

134

- takes no time compared to the constrained optimization run;;

Sdﬁsit.is'WOrEhwhile to search for the undoristrained optimum

;first;and use it as a.'guide for the constrained optimization

run, -Following is the basic,aigorithm. _

“‘”/—ﬁ\u.’//fwi; Randomly determiﬁe a‘stgftjng point.within the upper and

‘lower bounds of phe‘éesign variables.

"2, Run $n unconstrained optimization (iﬁ means excluding
the FEM based constraints, but still including all otheF
siﬁple constraints).

3. IF (result is a feasible optimum solution) THEN
' GO TO 4
ELSE

Gé TO 1
END IF

4. Store this optimum solution and the corresponding design

point. - w !

5. IF (there are three optimum solutions stored already)

THEN
GO TO 6 |
ELSE
GO TO 1
END IF

6. Determine the minimum optimum solution among the three,

It 1is ‘taken as the global unconstrained optimum. Its



corresponding'dééign“poini is i;", ‘
f?; . Use bisegtion to approximate thefconstrained-optiﬁum.
‘Suppose the sta;ting -point of the application (Ehev.
original-consﬁrained problem) is ﬁs j
DO 1071 = 1, NBS 7 NBS is hhe number of
R : ; bisections |

X, = 0.57% (X + Xg.)

'Evaluate éll of the constraints, including the FEM

based constraints at X

t
. IF ( it is feasible ) THEN
Xy = X,
ELSE
X = X _
END IF

10 CONTINUE

8. Using the lastfzs as the new starting point, run the

original constrained optimization problem.

Figure 3.5 1illustrates the concept, showing that
after three unconstrained optimization runs, the
unconstrained global optimization iu has been found. Now

suppose NBS (number of bisections) is three, then from the

original starting point xs’ we obtain xtl’ th and xt3 by

subsequently bisecting the interval between is and Eu' where

X and ;

£l £3 are feasible, while X

£2 is infeasible. Finally
we start the original constrained optimization from the new

starting point §t3' and reach the constrained optimum EO'




s

Figure 3.5 Global direction method
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The. value of NBS should not be too large, since a

large NBS makes the new starting,point too close to the

constraint 1line, causing dlffxculty for many currently

~

,availabie 0pt1m1zat10n programs in the search along. the

constraint llne. Numerical trials have shown that four is::

an_appropriate value for NBS.

We first try the global direction method in a simple
example (Figure 3.6). The objective function is

U= - xl +.x2 } = min,
The only constraint is

It

g 2.0*cosX, - X, > 0.

2 1 -

0 <Xy €2, 0¢X,¢<1.57

The results are in Table 3.2.

Another example, in Figure 3.7, is a reinforcement
adopted from the author's master project (Wu 1984), Table
3.3 displays the results.

From the above two examples, it can be concluded

that

+

l. As discussed above, the numbers of bisections
should not be too large; four is usually appropriate.

2, Generally speaking, whgg the starting point is
far aﬁay from the constraint line, a lot of CPU time can be
saved. When the starting point is close to the constraint
line, a little more CPU time may be required. 1In structural
‘design, the starting point is usually conservative in order

to guarantee a feasible starting point, so we can expect to
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Figure 3.6 Example one of the global direction method



Table 3.2 Results of example 1 for the .-

global direction method
Start point | Number 6§ Number of \
: : Note
X(1) | x(2) bisections| iterations
- ]-0420 | 1.00 .0 1140
1 ‘/5 7 111
5 .. 109
4- 108
0.60 1.20 0 194
2 7 354 No convergeﬁce
5 195
4 198
0.00 | 0.00 0 132
3 7 111
5 109
4 116
1.30 0.85 0 69
4 7 274 No convergence
\ 5 74
4 70
Note: (1) Number of bisections egqual to zero means that the

(2)

(3)

global direction method is not adopted,

All of the optimum results converge to the same
point, so they have not bqg? presented on the
table, '

Each iteration takes the same computer time, so
the number of iterations is proportional to the
CPU time.
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Table 3.3

N

o

NANNNNNY

N

‘0.02 |

1

3.7 Reinforcement

Results of the reinfortement for the

global direction method

Not adopting Adopting
the global the global
direction method direction method
Number of iteration 72 59
S
X1 at optimum 69.4 72.9
X2 at optimum 3.3 3.1
' Y
U at optimum 92383 92585
Critical constraint 0.522E-4 0.295E-3
at optimum
CPU time ( second ) 436.45

22.14
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+. save CPU time in ‘many,cases. .  ~°~ - &

Ta

i -

~~depends to ?a. g:gat” dégreé. on ithef topography ]of' the .

"applicatiohii It"iS-”SLNIlar .to :mOSt optimizotioh search

. fi”chtually,, whétherrjcgp 'tihé: is 'saved or lost

) algofithms;‘ Eorg.example, 1f the topography is as. 1n Figurer

3.8, more -CPU tlme can be saved than ‘in Flgure 3.5, From

Figure 3.8, we can 'also f;nd that this method is most )

effeétiQeZTWhen thel‘obtimizatioo functlon is a quadratic.
This is _charactetistic | of .many methods,r which wuse
mathematical rigour, and have provable quadratic
convergence. Other search techniques than bisection could
be used to 1locate the vicinity of the constraint ltqes;
This method should be particularly good combined with the

reduced gradient method, which supposedly work® particularly

,1 >+
well along an. inequality constraint.

>

In summary, the global direction method has. two

advantages.

“

1. It generally can save some computer time due to

the fact that by just a few bisections, the search can be

pushed to a new starting point closer to the optimum, Each
bisection includes' only one call of the FEM subroutine, no

matter how many design variables there are 1in the

-

application.

2. The second advantage of this method isimore
significant., It  makes the global optimum more likely/to be

obtained, rather than a local optimum as indicat&d in Figure




f . .
Figur‘e 3.8 Ideal topography for the global
direction method



3.6 THE SAFE-FAIL LINE METHOD

S VLN

3.4,

S

The global ‘direction method, requires a feasible

'starting point, which is. guaranteed by our expert system.

4

 This method - "tries to set up a direct relationship

between the design-variabies-and the FEM based constraints.

‘In many optimization iterations, Jjust by checking the

variations of the dgsign variables, we can predi¢£ whether

- .

the constraints are satisfied or not.

3.671 Algorithm
3.6.1.1 Four Kinds of Design Variables
A constraint can be‘expressed as féllows.
g=c-c>'o a (3.14)
where C 1is the spécification {(e.g. allowable stress) apq c
is the calculated ‘value (e.g. maximum stress) at a design

point.

Positive gradient variable: the value of g increases

{c decreases) along with the increment of the positive

gradient variable,

Negative gradient variable: the value of g decreases

along with the increment of the negative gradient varidble.

Inactive variable: the wvariation of the inactive

variable has no effect on the value of g.

Mutable variable: the value of g sometimes increases

-~




and sometimes decreases along with the increment of the

;mutable variable,
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In the cantilever beam of Figure 3.9, h and t afei

positive gradient variables while L is a negative gradient
variable.

In some -publiéhed"finite element based structural

optimization systems (Mounir, 1982, Fungtai, 1985), all of.

the désign variables are the_éectional areas'of-beams or
trusses. When these design variables incréase, the‘streSses
in the frame must certainly. dec;ease, so they are all
'§ositive gradient variables. .

In Figure 3.10, there is a local turnover, and X is
a mutable variable. However from an overall viewpoint, the
value of g generally increases when X increases. Numerical
trials show that, in most circumstancés such as this, we can
treat the ﬁutable variable as a positive gradient variable.

In this way, good convergence can still be guaranteed and

more benefit can be obtained from this algorithm,

3.6.1.2 Safe Line and Fail Liné‘

Suppose there are three design variables, Al, A2 and
A3. Al aqd A2 are positive gradient variables, while A3 is
a negative gradient variable. We also assume that,

AL > 0 i=1,2,3 (3.15)
We introduce transformed variables X1, X2 and x3,‘where.

X1=Al, X2=A2, X3=1/A3. The transformation is used to ensure
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“corresponds ko a search stage or a de31gn p01nt.

’ . N T

thatlthey‘all are positive gradient variables."'

In -an optimization search stage, x1, x2 and X3 have

_Certain values ‘and form a line as in Figure 3 11.: A‘line

f_In the first - search stage, lf the design poxnt is.

‘feasible, we store the‘line;, and call 1t as a safe. line.

Now ‘subpose line 1 is a safe line, then line 2 (second °

as in (a), (b), (c) of Figure 3.12,

{(a) Line 2 is abéve the safe line, and thus passes
the safe check, - stage 2 must be feasible and the current
FEM talculation is not needed.

(b) Line 2 is below the safe line. An FEM calcula-

tion is required to determine Whether it is feasible or not.

If it 1is feasible, line 2?gzggtzi;5 new safe line, and the
former safe line.(lihe 1) should discarded, The new safe

line 1is closer to the constraint line than the old one, and
therefore functions better.. For example, in Figure 3,13,
the old safe line cannot indicate whether line 3 is feasible
or not, whereas the new safe line can.

(¢) Line 2 intersects yith the safe line (Figure
3.12 (¢)). An FEM calculation is also needed here. 1If line
2 1s feasible, it becomes a new safe line, while the old
safe line 1is also retained. So there exist two safe lines
at the same time.

Now assume that we already have three safe lines.

Y
P

P

- stage) has three possiole relationships with this safe line,
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The next line, say:line 4,'wili have two.kinds of positions
relative_to"tﬁéﬁ.- -
.,Ia} In EiguFe 3.14, line 4 is aﬁo&é one, or more
than one, safe line, so the safe check is passed, and line 4
must be feasible. The FgM,caiculaEion ;s not needéd.
| (b) In Figure 3.15, line 4 is ;ot above any safe
line, so the FEM calculation is needed., If 1line 4 is

feasible, it becomes a new safe line. All of the old safe

lines which are above the new sage line are discarded.

Similarly, we set up a series of.fail lines during

the optimizatipn search, fail 1line corresponds to an_

infeasible design poin If a subsequent line 2 is below a

féil line (Figure/3.16(a)), the fail check is passed, this
line must be iAfeasible and the FEM calculation is not
needed. Otherwise, a calculation 1is needed to determine
~whether this line 1is  feasible. If it is infeasible, it
becomes a new fail line. In Figure 3.16(b), the old fail

line should be discarded. 1In Figure 3.16(c), both the new

and old fail lines remain.

3.6.1.3 Check Criteria
1. An‘inactive variableeneed not be checked at all,
because it has nothing to do with the FEM based constraints.
2. 1If a positive gradient variable has its current
value equal to or greater than the corresponding value of a

safe 1line, the safe check is passed. 1If its current value

’

-8
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i5 equal to or less than the corgésgohding value of a fail -

line, then the fail check is passed. Similar criteria can
be applied to negative gradient variables.
3. A'mgtable‘variablé passed the safe or fail check

when the following equation is satisfied.

- —— — ——

< e _ (3.16), -

where Xi is the current value of the mutable variable, Al is

its corresponding value in a safe line or fail line, and e

is a predetermined small positive number or zero. The

criterion is that the mutable variable does not change or is

within a small, region.
At a design point, if and only if all of the design
variables have passed the check, does the design point

itself pass the check.

3.6,1.4 Some Practical Manipulations

1. During Eﬁé optimization search, a lot of safe
lines and fail lines will be produced. From many numerical
trials, it was found that only a few of the newégt safe
lines and fail lines are active for the algorithm. 1In some
applications, the number of the FEM calculations saved by
using only the newest safe line is almost the same as the
result of storing all of the safe lines, The optimal number
of safe lines and fail iines that shoulgfye stored depends

on the application. From our experience, five safe lines



'_and five fail-lines are always enough.. leltlng the number
of safe l1nes and fa11 11nes helps to save a small amount of

computer memory. and runnlng tlme. However the runnlng ‘time

154 .

spent on manlpulat1ng the safe and fa11 llnes is tr1v1al_

compared with that spent; on calling_aﬂ{gEM calculation.

Each time a new safe line or fail line arises, we discard

the oldest .safe line or fail line without checking whether

it is above or below the new line. Therefore we always
maintain the same number of safe lines and .fail lines, and
they are generally the most active ones. This manipulation
is very simple and effective.

2. If by an FEM calculation, a design poin;‘ is

infeasible and has been .rejected, it 1is called an

unacceptable failure point, and it is set as a fail line.

Any design point that has passed the fail check must go
further into the infeasible region than the unacceptable
failure point and must be definitely rejected. So we can
simply assign a large\ value to ¢ (formula (3.14)), say
1.5*C, to guarantee the rejection. On the other hand, if by

an FEM calculation, a design point is infeasible, but has

been accepted, it is called an acceptable failure point.

Such a situation occurs, for example, when a search stage
decreases the volume of a structure (objective function) a
lot, and makes the maximum stress exceed the allowable value
only a 1little. Now if a subsequent design point has been

checked for failure after an acceptable failure point, it



~

may or ‘may.nbp be rejected;'_SQ gsié'reguiationt we do not_
set an acceptablé failure péint qf this typejas a fail line;'
;in ‘order to avoid misleading thewoptiﬁization sea:éh;

3.6. 1'.5, ‘Pseudo Code

' In an optimization search stgge,'

— IF (the design pﬁiht paéses ; safe check) THEN

The design is certainly feasible. The stress at

this point is the minimum of the stresses of the

safe lines.

o+ [y

ELSE IF (the design point passes fail check) THEN

The design is certainly infeasible. A large

value is assigned to the stress to guarantee

the rejection.

ELSE
FEM calculation is called
— IF (the design is feaéible) THEN

The current design point becomes a new safe

line. The oldest safe line is discarded.

ELSE IF (the search stage has been rejected)

THEN

The gurrent design point becomes a new

4;3{1 line. The oldest fail line is

discarded.

END IF

— END IF
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e ~ .

VR ‘-f.[;if " .-END IF ‘;L'»\\\,\ . __: . ':_.‘ -
‘ E'N_b' 1p :. ﬁ ..x%. .. N I

“"ﬁéAthe,Qp;imizafion'aﬁpEOaches the optimum $olﬁtion,
the . fdpilies . of ';séfe ~ lines h and. fail lines ‘approach. the

constraint . line from opposité directions,.and form a narrow

.

éhannéi.f:phl{'-é -désiéh ‘point ‘that falls in ﬁhis channei
willr“éall‘ﬁanf FEM‘-caithation,  ;HiCh- in - turn makes the
chaﬁnél M6ré narréw, Now our expér?'System is ablé to learn_;
from its oﬁn'éxperience and becomes more'ahd:moré clever,

3.6:1.6 Optimfzation Route

'

o Sometimes, by adopting the safe-fail line method,
the optimization search route and optimum solﬁtion are
differgnt from the original ones, especially when the number
of safe 1ine§ and fail lines is large. However no matter
how many safe lines and fail lines are ‘used, the
optimization ﬁrocess in our examples has consistently
folléwed the general path rof the original optimization
algorithm. So the convergence is always no worse than the
original one,. |

If we want the optimization process to always follow
exactly the original route (although this ié really
unnecessary}, two measures shéuld be avoided,

l. Do not treat the mutable variables as éositive

gradient or negative gradient variables.

2. Do not use fail lines,



,3.6.2'Examgles

-Example 1: Cantilever Beam

’

A cahtilever-;beam has .six. design variableé’(?igure_
3.17). The optimization function is the minimum vblume of

the beam. The critical boﬂstraiﬁt is the stre333ap point A

or B.- Formulas in solid mechanics .are used to calculate the

stress, The weight of the é;\,contribut to ﬁhezmoment.

" In this applicaqfont XZ and X4 aQZinégative gradient
variables, tii\ and X3 are \bsitive‘gradien; variables; X5
and X6 are actually mutablé'Variables, buﬁ we can treat them

as positive gradient variables, as discussed above.

The optimization method tried first was the Hooke
and Jeeve direct search method combined with the Schuldt's
penalty function (Siddall, 1982). Table 3.4 shows the
results ‘from a few different starting points, They have
converged very well,

In this application, if we define xS and XG as
mutable variables, tHe optimization solutions are exactly
the same, but the value.of‘GAIN decreases, as in Table 3.5.

| When more séfe lines and fail lines are stored,.the
value of GAIN will increase. However it sépurates quickly.
Table 3.6 shows this effect, where xa‘aﬁd xs are defined as
mutable variables. ‘

Next the following seven optimization methods with

different penalty functions (Siddall, 1982) were tried: (1)
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Figure 3.17 'Ex(}mple of the'cantilever beam



Table 3.4

Results for the

cantilever beam

Starting point Optimum_ Stress _.GAIN
xﬂ‘ X2| X3{ x4| x5| x6| solution A B %
6 4| 2] a3 1]| 33.808 |599.947|599.729 50,2
6 | 3. 1| 4] 2o0.5\ 31.714 |599.414[599.772{ 45.0
4 4 2 2175 1 25.760 599,944 599.451 49.1
5.5 7| 1] 4| 7 |0.1] 22.082 [599.976|599.682| 48.0

Note: (1) The first starting point is feasible, others are
all infeasible. :

(2) The. assumed allowable stress is 600.
(3) GAIN is the quotient of the number of saved FEM
calculations divided by sthe total number of opti-
mization iterations.

~r
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‘Table 3,5 The effect of the mutable variaﬁles

Starting point | ' , GAIN |
X5 & X6 és - X5 & X6 as
positive mutable variables
X1| X2 X3| X4] X5| X6| gradient -
variables |(e=0.00|{e=0.01]e=0.10
6 14| 214]|3]1 50.2 25.9 | 28.4 | 32.3
6 3 1 4 2 10.5 45.0 . 20,3 20.3 28:2
4 4 2 2 5 1 49.1 22.9 28.3 29.7
5.5] 7 1 4 7 10.1 \ 48.0 25.3 29.9 31.0

Note: e is defined in foigg}a (3.16).

\\\ Table, 3.6 JEThe'effect of the number of safe
lines on the value of GAIN

~
>
Starting point Number of safé lines

X1| X2| X3| x4 XS5| x6 1+ 2 3 4 9 25

6 4 2 4 3 1 125.9129.7{31.0(32.9(32.9(32.9

6 3 1 4 2 [0.5[20.3(23.5)25.9(26.2(28.,5}28.5

4 4 2 2‘ S 1 122.9)25.6]2%9.731.1(31.1131.1

5.5} 7 1 4 7 (0.1125.3]28.7(31.0(31.,0{31.,0}31.0

S

f/”‘\
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A

adaptiﬁe random search,“f2} Qévidon— letqher-Poweilnméthod,
'(3) Fletcher's 1972 method; (4) Jacobson and Oksman meth

(5) .Pé‘}:ell'.s direct . éearch,' (6) Hooke and Jeeveflire

search, . (7) Simpiex method. Exceﬁt for the Powell's direct
search method with - certain penalty functions, all of the
above methbds workedﬂ very well when combined with the
éafe-fail line method. Furthermore, by prgperiyrselecting
the number of safe and fail lines and‘defining the design

variables, the original(;btimization route can be followed

exactly.

-~

Among | the above optimization methods, the
Jacobson-and-Oksman method and Hooke J%;ve's method produced
largest - values of GAIN. This algbéithm may be most
suitable for use with those optimization methods in which
each design variable changes one at a time during the
search. Thus the safe checks 'or fail checks have more
opportunities to be pas§ed. However this conclusion must be
confirmed by additional testing. .

The .following three examples a{i adopted from the
author's mastei;iroject (Wu, 1984).  Stresses were evaluated

by the FEM caldulation. The results were compare?/with the

!

original solution. 4

Example 2: Reinforcemént (Figure 3.7)
The results are in Table 3.7, .
Example 3: Bolt kFigure 3.18)

The results are.in Table 3.8.



£

Table 3.7 Results for the reinforcement

using the safe-fail line method

GAIN

Note: (1) The assumed alldwable stress is 40000.

r) (2) Optimization route:

"same" means same as the original route; ‘
"dif." means different from the original route.

Y

_No..of No. of Type of Opti. Opti. Final
safe fail variable ' .
lines lines : route| solution| stress %
. X1 X2 )
Original solution
N 0.01844 39984 ¢.0
1 0 . P P | same | 0.01844 | 39984 9.9
3 0 ;| P | P | same | 0.01844 | 39984 | 30.9
-
5 0 P P same 0.01844 39984 | 31.5
1 1 P] P same |[+-0.01844 39984 13.8
3 1 P| P | same | 0.b1844 | 39984 | 34.8
5 1 P| P | same | 0.01844 | 39984 | 35.4
3 3. P P dif. 0.01844 39984 97.9
4 4 P P dif, 0.01844 39984 59.3
10 10 P P dif. 0.01844 39984 40.2
!

162



L 1lud

]
- |
]
' = ;
! : ) N
' Figure 3.18 Bolt
~
i
Table 3.8 Rﬁ%ults for the bolt using
. the safe-fail line method
No. of|No. of Type of variable Opti.|Opti.|Final |Gain
safe fail route|solu, |stress| %
lines [lines |X1|[X2[X3|X4([X5]|X6|xXx7
Original solutjiopn
¢ 1.132| 39985| 0.0
5 0 m|{ m{ m{ m| m| p| p| same|[1.132]| 39985| 8.3
1 0 nl n| n| n| n| p| p| dif [1.127] 39993;23.,0
5 0 n| n| n| n{ nl p{ p| dif {1.127| 39993}30.6
3 3 ni n{ ni n| n| p| p| dif |1.132] 39986}{44.2
3 4 n| n| n} n| n| p| p| dif [1.132| 39986{44.8
10 nl n| nl'n| n| p| p| dif |1.132] 39986|46.8
10 10 n{ n| n|] n| n| p| p| dif [1.132] 39986|46.8




. _
Example 4:-Plate_(Figure 3.19)

The results are in Table 3.9.

3.6.3 Summarx. : . . L

Numerical trials show that the safe-fail line method
.- >

has the following advantages.

l. It can save a significant percentage of CPU time

used for calculating a very time -consuming constraint

function (e.g; calculating stresses and displacements by
FEM) . i

2. It works reliably in the examples tested.

3. It requires very littie additional computer
memory and computer time for itself. |

- X
3.7 THE QUADRATIC METHOD

This method is similar to the second order, Taylor
expansion approximation mentioned by some authors (Grandhi,
1985). 1In this research, we used direct parameter fitting
to avoid calculating the second order deriﬁatives and have
solved some difficulties in the implementation.

The constraint function related to the maximum
stresé in a structure is usually very complex, including'the
calling of an FEM subroutine. However in a small region, it
can be expressed approximately as a quadratic polynomial as

follows.



Luziizs

;%ure 319 Plate

Table 3.9 Results for the plate using
the safe-fail line method
No. of|No. of Type of variable Opti.|Opti.|Final [Gain
safe fail route|solu.|stress| %
lines |lines X1 X2 X3 o
Original solution
7.25| 39901 0.0
1 0 p p p same| 7.25| 39901|44.4
1 1 p p p same| 7.25| 39901[48.1
1 5 p “p p | same| 7.25| 39901[57.4
10 10 P o) p same| 7,25| 39901|44.4
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whereln-is the number of design variables.

m  sample points are required to adapt the m
—
a,

parameters agr a4

and aij' in order to define g. It can be

evafuated easily,

m=.1+ 1.5*%n +0.5*n2

(3.18)
Using formula (3.17) to evaluate g is much simpler
than calling the FEM subroutipe. Aﬁd it can be applied to
any éomplex constraint és well as the maximum stress.r ;
To guarantee adequate aCcu;acy, the éample points
should- be confined within a small region, and the design
point in which the constraint funcfion g is evaiuated_using
formula (3.17) must be.inside this region. The algorithm is
as-follows. |
1. Set up an array TAB to store th; sample points.
2. IF {a guadratic pélynomial as formula (3.17) available)
THEN
GO TO 12
ELSE ’
GO TO 3‘
@ND IF
3. Calculate g by calling the FEM subroutine.
4. IF (the current design point is the same as one of the
-existing sample points 'in array TAB) THEN

GO TO 14

ELSE



.GO TO 5
END IF
Store the bu;rent desidnA poeint as a new.sample point
in array TAB (IfA there are m sample points in TAB

already, discard the oldest one first),.

IF (m sample points in TAB now) THEN

GO TO 7 N
ELSE N

GO TO. 14
END IF
Are all of the m sample points within a small region?
i.e. . _

¥ :

| Xix - X5 | < e (((k=1,n).j=1,Tfy4,i=j+l,T%.lg)
where xi,k is the value of kth design Jvariablé for the
ith samplegpoint, xj’k is the value of the sgﬁe desigﬁ
variable for the jth sample point. n is the number of
design variables. .
IF (it is so) THEN

GO TO 8
ELSE

GO TO 14

END IF

Get the parameters from the m sample points, _thus
establishing ther quadratic polynomial (3.17). This
quadratic polynomial can be made use of until a new one

1s established to replace the old one.

. le7
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+

‘9, Evai}ate the centroid'xo’a? the sample points.

.10. Discard all of the oldgsample points in IAB.' New sampie~

points will be s;o:ed]f
11. GO.TO 14 -
12. IF (the distance between the current design point and }
the centroid X, equal to or-less than (0.5%e) ) THEN
GO TO 13 |
ELSE. -
GO TO 3
END IF
13, Evaluate g, using formula (3.17).

14. Continue.

Adapting the parameters from the sample points means
solving simultaneous equations which are sometimes
ill—conditioned, i.e, giﬁe rise to a division.with very
small divider. In our programming, each time such a
numerical difficulty was encountered, all of the existing
sample points in TAB were discarded. ﬁew sample points were
then collected,

@ The algorithm can be interéreted a; in Figure 3.20.
The search is assumed to start at point B, where g is
approximated by the quadratip. polynomial qy - When ~t_hg
search approaches point C, an updated quadratic poiynomial
q, replaces q - Finally qy approximating g, will lead the
search to the optimum A.

Table 3.10 shows some results corresponding to

—-—
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U1<UE<U3<U4

Figure 3.20 Topography of the quadratic method
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‘_Tabie(3.10 Results

of the quadratjé method

- , At optimum - ‘CPU | Average
e |KCOUNT|GAIN|— - - (sec.)| error
! -: X(1)|x(2) g g ' (%) _
- |os20] 102 |60 §9.4‘3.30 92383| 4.38E-5| 267.82(160.20
0.11[ 119 [ 41 [70.3]3.24] 92459 3.23E-3| 481.45| 48.64.
0.100 127 | 58 [69.4]3.30| 92383| 4.97E-5| 431.88| 3.18
0.08} 127 | 53 |69.4|3.30| 92383 4.97E-5| 461.67| .3.47
0.05| 127 | 37 [69.4(3.30 92383{ 5.258-5| s554.12| 4.41
0.00] 102 0 169.4{3.30| 92383| 4.48E-5| 611.16| 0.00

€25N0t9= (1

(-2)
(3)

(4)

~

} There are two design variables for this example.

search,

KCOUNT is the number of iterations of optimization

GAIN is the number of iterations when the const-

raint g is evaluated using quadratic polynomials.

¢

where IrEM is the value of g evaluated by calling

FEM;
9

is the value of g evaluated by quadratic

polynomial at the same design point.
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can be saved, but with less accuracy. 1In our programming, e

‘applications -are scaled to the range from 10 to 20 by the

N
171

‘different values of e in formula (3.19). The example’is the.

reinforcement (Figure 3.7); It was found that the solutions
have no significant difference from the original one,

However, as expected, the'larger thé e, the MQre CPU time

was  set as 0.08, which is independent of different
applications, since the design variables in all of the

expert system.

The quadratic method is particularly useful when the
step size in the optimization search-.is small., ~
3.8 THE DIFFERENTIAL METHOD 5

3.8.1 Introduction

This method tries to replace the increments of the
. 1 ‘
displacements by their differentials, in order to reduce the -
computer time required. It is equivalent to the first order

Taylor expansion approximation discussed bylsome authors

{Lee, 1987). However in this research, the * nodal

*

displacements are defined as variables instead of ' the

independent design variable, thus the accuracy of Ehe\\\\N_\\

approximation can be increased greatly. Also the evaluation

of the gradient vector is avoided by using increments only.

3.8,.2 Algorithm : .

The overall effectiveness of an FEM analysis depends



. T oan
- " -
1 -
.to a large ded%ee on the numerical procedures used for the
solution of.‘the-sys;em equilibrium equations introduced in
equation (3.12), i.e. )
KU=R . - ° (3.20)
where K 15 the stiffness matr}x, U is the displacement

-

vector, and R is the load vector.
At a :design point X, (xo is the design variable

vector), we have the equilibrium equations,

KO'U0 = R, o {(3.21)
During an iteration, the design variablés move to a new
position X, where dX = X - Xy The step size is usually
small, and as the search appr&aches the optimum point, it
becomes smaller and smaller. If di i's small enough, we ca&
use the differentials of the displacements to replace their
increments, and at t%e same time maintain adeqguate accuracy.
Using the 14near terms of a Taylor's series
expansion gives, .
ay
Y = ¥g *t -- dx (3.22)
gx

which in our problem is,
al

L
R '=.R. + dK -~ o+ - . du
0 9K *TXo gy 'X=%o
= RO + dK U0 + KO du (3.23)
dR = R - RO = dK UO + KO du {3.24)
i.e. | 4
KO du = -dK U0 + dR {3.25)



-Solving this equation, we.can obtain du.

U=U; + du (3.26)"
which is the result we want.

Now let us look at equation (3.21) again. The Gauss
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Elimination method (Bathe, 1982),.which is considered very -

efficient in the FEM calculation, has been adopted to solve
the equation. First of all, the stiffness matrix is

decomposed as

Ky = L DL ' . (3.27)

where L is a lower triangle matrix, D is_a diagonal matrix.

Now equation (3.21) becomes,

t =
LDL U0 = RO (3.28)

This expression is very easy to solve.

The decomposition of KO uses most of the computer
time required to solve the equation and is independent of
the load term in the right hand side of the equation, So
the décombésed stiffness matrix can be used many times in

equation (3.25), which becomes,
L b LY du = -dk U, + dR (3.29)

The nupber of multiplications for decomposing Ko is about
(0.5*NN*N82), where NN is the number of equations and NB is
the bandwidth. However the evaluation of (dK*UO) in (3.29)

requires fewer than (2*NN*NB) multiplications. It can



therefore be concluded that‘it'wilffgave computer time when
“ ' }

NB>4,  which is always the case, and - the larger NB is, the

more compdter'time can be saved. . )

To guarantee the reduired accuracy, dK and dR in
"(3.29) must be small. We can achieve this by checking each

element ..in the matrix dK and dR. However a gquicker method

174

is to check dx=x-x0, the increments of the design variables,

which control dK and dR directly. Thus, when using the
differential method, the following conditions should be

. satisfied,

< e i=1,2,...,n (3,30)

where n ¥ the number of the design variables and e is a
small predetermined positive number. When e is larges, more

computer time may be saved, but the accuracy will be poorer.

Following is the pseudo code for the differential

method. {

1. Define e.

2. In each optimization iteration, evaluate K and R.

X, - X,
iF _A____19 < e, i=1,2,..¢Tn— THEN
io
t - _ _ —
LDL"du = -( K KO ) Ug + { R R, )
u = U0 + du
ELSE
t

Decompose K to LDL
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Solve equation;: Loirtu=gr
store LDL®, K =K, U =U, R =R, X; =X,
END IF .
3. Eva}uate stresses from diéplacements u.
4. Return stresses and d%§placements to the main program.
.
3.8.3 Examples
The differeqtial method was tried in two examples,
the reinforcement (Figure 3.7) and the plate (Figure 3.19}.
In the first example, the increments of the;design~variable§
are 1%, and the corresponding discrepancies of, the
calculated stresses are less than 0.}%. In the plate
example, the increments of the design variables are‘IO%} and
- the discrepandézs of the stresses are less ﬁhan 2%, These

discrepancies may bé smaller than the error produced by the

FEM itselg. Table 3.11 shows the resulEs.

3.8.4 Summary 4

The differential method applies the differemwtial
technique to the FEM based structural optimization in order
to reduce the computer time, It achieves this purpose to
some degrée, especially for those applications where the
stiffneés matrix has a large bandwidth.

By assigning a reasonable value for e, the accuracy

of the result is adequate.

One important advantage of this method 'is that it

\



Table 3.11 Results of the differential method 7

»

No. of| Optimum{ Final| Total Averdage|Required

Method search|solution|stress CPU |CPU per|computer| - .
steps (sec.)| step memory ‘
' Reinforcement :

Incremental 181 0.0184 39984| .860.7 4.76 10707 7

Differential 167 0.0184.| 39984 588.1 3.52 -17659

Plate

*

Incremental 108 [ 7.25 39901{1031.5 9.55 11785

Differential 122 7.20 l39938 8l14.2 '6.67 22111

Note: The assumed allowable stress is 40000,
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can .be‘_applied to any optimization method. Thé additional
'impiementgtion of coding is séparate from: the.existing
optimization subroutines. . |

Its: obvious disadvantége, is that 'iﬁ' requires
,congiQerably more cémputer memory. Because we have to store

the \stiffness matrix of the base point, K_, .and the
X ‘ ¢ °

decomposed stiffness matrix LDLE,

3.9 INTEGRATION OF THE SIX ALGORITHMS
Let wus first make some comments and comparisons.on

the algorithms,

Substructure Method

It is well developed and reliable. In many

applications, it can save a lot of computer time.

Skipping Method P

It 1is very simple and can save a lot of computer
time in some applications where a non-FEM based constraint

is frequently violated during the optimization search.

Global Direction Method

It helps to drive the design to the global optimum.
In many applications, it can save computer time. However in

some applications, it may lose computer time.

Safe-Fail Line Method “

It 1is very reliable and powerful. In almost all of
-
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the appILCathPs,'lt can save a large percentage of computer
v ) . - - - S oW
time. Furthermo;e it usually leads to the same.solution as

the'or}ginal optimization algorithm,

Quadratic Method .* - I ‘ -:?

When the quadratic polynomial replaces an FEM éall,
|

a lot of computer time can be saved, However the times thét_

this method takes effect during the optimiZation run is

usually less than those of the safe-fail line method or the -

differential method. But when the step size of the:searchL
determined by some optimization parameters, is small (i.e. a
finer convergence 1is required), this hﬁbhgg is activated
more times. The accuracy of the resﬁltsﬁbbtained by this
method 1is a 1little poorer thaé\that of the differential

method. ) B

Fl \"
b

Differential Method

This method takes effect frequently during the
optimization run. However each time it 1is brought into
effect, the computer time saved is less than that saved by‘

the. Ekipping @ethod, the safe-fail 1line method and the
.J

quadratic method, And it requires more computer memory.

In this ' project, any of the six algorithms can be
adopted independently ér combined with any others. The
human expert will check the circumstance and give advice for
an application cbncerning which algorithms should be

adopted.
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. aneraily, all of the six methods can be adopted all

together in order to achieve the greatest benefit. In this

case, the precedence in adopting them is aé follows:

Substructure method -- Global Direbtion method "=~

179

Skipping method -- Safe-fail Line méthod -- Quadratic meﬁhod"

~=- Differential method.

The procedure is as Eollows.

l. For. each application, the expert system checks

if a constant substructure can be determined. If so, the

substructure - method is  adopted automatically when
establishing the FEM model.

| 2. The -global'direction mephod is called to obtain
a new starting Roint closer to the global optimpm.>

Then the optimization search begins. 1In each stage,

-

3. If any non-FEM based constraint has been

violated, the FEM subroutine is skipped.

4. Check is made to determine if the safe-fail line
method can take effect, —

5. Check 1is made to determine if the quadratic
method‘can take effect,

6. Check 1is made to determine if the differential

method can take effect.

7. If all of the methods fail to take effect at a

design point, a call to the FEM subroutine is necessary.
The FEM algorithms discussed in this chapter combine

to provide a significant saving of éahputer time in the FEM
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based optimization., Usually about 70- - 80% of the compu'ter."‘
ti.me can be saved.r However the actual value is diffe'_rent\‘.
from problem to problem. ‘ ' ..
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CHAPTER 4

BUILDING THE DESIGN APPLICATION

4.1 INTngUCTION o ‘ i ' -

It was shown in chapter 2 how the human expert
estabiishes the knowledge database of an expert system,
I:Eegrating it wiﬁh the reference engine creates the expert
system ESSF '(Expert System of a Structufal Family). Now a
designer can do routine design applications in structural
optimization by executing ESSF.

The designer is assumed to be an experienced general
designer of 'machine systems of a specific type; he or she
could be . either a design draftsman or an <«€Ngineer,
Different designers have different knowledge levels; the
basic requirements are

1. The designer must wunderstand in general the
concepts of optimization and constraint functions.

2. He or she must be able to divide a structure
into several regions for the'finite element mesh generation.

Tﬁe designer's basic function 1is to enter the
requirements of the design and perform necessary judgements
for decision making.

» Figure 4.1 is the layout of ESSF. ESSF is actually
a versatile CAD (computer aided design) tool, rather than

just an expert system. The designer can run ESSF in’
181
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Figure 41 Layout of the program ESSF
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different modes.

~ L 1, Indgpendéﬂt Mode. The designer can bypass part

of the expert’sysﬁém}ﬁnd enter all of his design parameters,
i.e. material, configuration, failire mode and factor of
safety. He need not enter the design specifications, l.e.
the importance values bfrthe performance characteristics.
In retucn, the expert system ,provides only very little

advice for his determination of the desigR parameters. This

mode is most éhitéble for a very skillful designer in the
. \ N

credtion _of a complete new desigh, making use pf ESSF as an

optimization and analysis tool.

2. Dependent Mode. The designer selects all ,of the

design  parameters from the expert system database. Then he

or sﬂe} may or may not do some modifications.of them. The
A

importance values of the performance characteristics must be

specified._ In return, the expert system provides a-lot of
suggestions and advice. These include displaying the

goodndss of all of the candidates according to the design

requirements. This mode is most suitable for a novice

-

designer who tends to more depend on the expert system.

3y, Semi-dependent Mode. This mode is intermediate

Bétween the above two médes. The designer enters the
importance valueg of the performance characteristics. He or
she will receive as man& suggestions and as muﬁh advice from
the expert system as in the dependent mode. He or she can

select the design parameters in the expert system database,

e



and at the same-time be free to enter'one or more of his or

-~ her own design parameters.

In any mode, the expert system Just plays the part
of a consultant The designer has full freedom to perform
his or her judgements-and make the final decisions.

° i

4.2 INDEPENDENT MODE: DESIGNER ENTERING ALL HIS OWN DESIGN
PARAMETERS .

-In  this mode, the designer enters his four-design
parameters, 1i.e. -material, configuration, failure mode and

-

factor of safety one by one. !

4.2.1 Input Materiak

4.2,1.1 Detetﬁination of Material Class _
First of all, the ESSP system will display all of
the material classes in the database of the expert system.

The designer is asked to.tell which class his material would

belong to, i.e. whether his material belongs to plain carbon

steel, or alloy steel, and so on. The usage of this

information will be made clear shortl& in section (4.2.1.3),
If the material entered by ‘the designer does noty.

belong to any existing material class in the database, or

the designer has no idea about it, this part of the program

can bg‘bypassed.

4.2.1.2 Input Material Properties

The designer next enters the values for eleven fnajor

184



properties of the new material: (1) modulus of élastiéity,

185

-(2) ‘Poisson's ratio, (3} unit weight, (4) thermal expansion

coefficient, (5) ultimate strengéh,_(s)_yiéld stFeﬁgth, (7
.compressive strength, (8) elongation, (9)'Brineil hardness,
(10) cost of unit weight, (11) endurance limit. Not all of
thesé have to be specified; the designer need. only specify
those about which he is sure. 1In section (4.2.1.3), "the
values of the missing propertiesbwi;l be supplemented.

But if, in section (4.2.1.1), the designer did not
spegify a class for the new materiai} the supplement does
not work. In this case, the values of Vthe modulus of
elasticity and strength are mandatory. éecause they.are
required by the FEM calculation. Poisson's ratio is
required by the FEM calculation toé. Bﬁt, since it is about
0.3 for most of the metals, the ﬁSSF system sets it as 0.3

if the designer did not specify it.

4.2.1.3 Supplement

If the new material was designated as belonginé to a
material class by the designer, the expert system can.find a
material with the closest similar properties in this class
in the database, and then assign the values of the
corresponding properties of the closest material to the
missing properties of the new material.

For example, suppose the new material belongs to

ductile iron in the database and there are two subclasses of
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‘ductile iron as in Table 4.1.

]

: The_-relétive difference of the property "values
between the new material and an existing material is

Fl

calculated as follows.

.

(value of new mat.)-(value of existidg mat,)

- {(4.1)
Suppose the designer enters the values for only

three properties.

modulus of elasticity = 26 mpsi PR
yield strength = 60 ksi
elongation = 1% %

All other properties are missing. The relative difference

between the new material and ASTM A339 is,

= 0.214\

(4.2)-
The relative difference between the new material and ASTM
A395 is, d

60-108

17-5

17

= 1.583

(4.3)
So ASTM A339 1is the closest material, and we assign its
values to the missing properties of the new material. Thus
the new material 1s now assumed to possess the following'
properties.

modulus of elasticity 26.00 mpsi (input) A4 -

Poisson'’s ratio . 0.29 (supplemenp)
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unit weight - 0.26 lb/in3 . {supplement)
thermal exp.rcoéf. 7.50 10°%/F  (supplement)
uitimaﬁe strength 70.00 ksi (supp}eme;t)
‘ yield strength " 60.00 ksi (input)
compressive strength 55.00 ksi " (supplement)
elongation 17.00 & {input)
_ Brinell hardness 170.00 HB . (supplement)
cost per unit weight 0.7% s/1b (supplemeﬁt)
endurance limit . 24,00 ksi (supplement)

If the class of the new material was not specified
by the designer, then the supplement does not erkA since
for two materigls in @ifferent_&iasses,.even though some of
their properties ate similar, others may differ a lot. The
supplement procedure is only valid for.a preliminary design.

The supplement is an algorithm for dealing with

incomplete information.,

4.2.2 Input Configuration

4.2.2.1 Introduction p ¥

The program supporting the configuration entered by
the designer is an interactive graphics module, which can be
called by the human expert to also build the expert system
configuration database as well, The' major difference of
this module from a general graphics package is that it does
not only create an image, but also defines the design

variables, functions and other data at.%he same time. These



data can be wused to set up the subroutines and data files

for the optimization and FEM procedures.

4.2.2.2 Data

The data prodﬁcgd are contained in eight'arrays
ANODE, LINE, KARC, KCURV; KDIV; KVAR, TERM, FUN.
1. ANODE stores the information about a node. .
(1) Identification of, the node type.

(2) The load an& boundary conditions.
(3) If it is a dummy node,‘ which nodes it refers
to. Dummy node will be explained shortly,
(4) The coordinafes of the node.
2. LINE stores the information about a straight line,
(1) The node numbers of the two ends of the line.
(2) Edge'load on the line.
3. KARC stores the information about a circle or circular
- arc.
(1) The ﬁode numbers ,of the center, st&rting and
end nodes,
(2) The edge load on it.
4. KCURV stores the information about a curve.
(1) The nodes on the curve.
(2) The edge load on it.
There are two kinds of curves: tRe Cartesian curve

and the polar curve. The nodes on the Cartesian

curve have Cartesian coordinates, whereas the
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nbdes on the polaf cﬁrve can have either Cartesian
or polar cdordinatés. |
5. KDIV stores the informatioﬁ aboué a regién,
(1) The‘corner,nodes(of the regioﬁ.f
(2) Body load on‘it.
Up to the present time, most of the automatic mesh
generators are not able to set up the mesh model
for an arbitrarily complex configuration. 1It’
- requires that the‘ user divide the configuration
into several appropriate regions first. A region
is Comprised of four edges which can be straight
lines, curves or arcs. '
6. KVAR stores the information about the dimensional

design variables,

7. TERM stores the information about the non-dimensional

variables and constants,
. 8. FUN stéres éhe information about the optimizatien and
constraint functions.
*Detaiied explanation about variables, constants and
function; will be given in section (4.2.5).
-
4.2,2.3 Menu

This graphics module has twelve functions which are

listed in a menu.

*1l. LINE creates straight lines.

2. ARC creates circles or circular arcs., s
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3. CURVE créates Cartesian or polar curves.

4. éﬁgﬁ As mentioned above, for generating the FEM mesh,
we have to divide 'a“ﬁébmplex configuration -into
appfopriate regions. For example in :Figure 4,2, the
configu}ation is to be divided into four regions.. The

nodes at points 6, 7, 8, 9 are dummy .nodes located by-

the wuser in order to give the computer guidance in
establishing regions. Since it is a conceptual
cbnfiguration, the "concrete coordinates of the dummy
nodes cannot be determined until the actual dimensions
of the configuration are specified later. So the dummy
nodes must refer to existing nodes. For example, dummy
node 6 refers to the two eﬁds of line 1-2, dummy node 7
refers to the two ends of arc 3-2, dummy node 9 refers
to origin O éﬂd a benchmark, i.e. MARK. For example,
, We can set node 5 as MARK.

5. DUMMY creates dummy nodes.

6. REGION picks up the corner nodes and therefore defines
a region. A small circle will appear at the centroid of
the region. Later, the user can pick ué a region by
locating the crosshair at this centroid poi&t. In this
project, each region consists of four edges which may be
a *line, arc or curve, and such information will be
identified and stored automatically.

7. BOUNDARY defines the boundary conditions of fixed nodes.

8. < LOAD defines. concentrated lcads for nodes, edge loads

\.



Figure 4.2

Division of regions
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for lines, arcs and curves, and body loads for regions.

9. VARIABLE defines the variables and constants. More

detail are given in section (4.2.5).
10, FUNCTION defines the optimization and constraint

functions. More details are given in section (4.2.5).
¥

11. SUB is used by the human expert to designate the
completion of a suscbnfiguration. )
12, EXIT  on exiting fgom this module, the config&%ation on
the screen is erased. All of the useful data will be

written into the data files for future use.

4.2.2.4 Procedure

The progrém. first asks the user (human expert or
designer) to determine the position)of the origin, and then
draws the axes and a grid on the screen. A grid coordinaté
system 1is wused, so that when 'a node is created, it will be
shifted to the nearest.intersection point of the grid. 1In
this stage, the conceptual configuration is created, and the

i

concrete dimensions are not important. What is important is
to specify whether a 1line is horizontal, vertical or
inclined, and whether a nod? is on the axes. The grid
coordinates make it easy.

Then the menu will be shown on the right of tﬂe
screen. When the user moves the crossfair into a menu item,
typing the 2 key will enter that item; tYping the P key,

causes information about that menu item to b howr.
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user can_ enter or exit from the menu items randomly with a
" few exceptions. For gxample, before entering FUNCTION, he

should enter VARIABLE first, because during the execution

194

of LINE, ARC, REGION, and so on} the user may delete some

nodes ‘or regions. The variables related to theseﬂnodes or
regions must be redefined. Similarly, before EXIT, the user
should enter FUNCTION first, because’if scme variables have
been changed, the hfunctibns have to be revised. The user
need not remember these exceptions, the system will remind
him at the appropriate time.
. " Some menu items have submenus; for example, LOAD has
submenus CONCENTRATED LOAD, EDGE LOAD aﬁd BODY LOAD.
FUNCTION has submenus OPTIMIZATION and GéNSTRAINT. A
submenu appears only after the master main menu item is
selected.

The wueer can revise the configuration by first
deleting some old primitives (i.e. node, line, and so on),
and then crea%ing new ones. '

There are some chain effects as in Figure 4.3. When
the user deletes a node, the lines, arcs and curves
connecting to this node are deleted along with it. When a
line 1is deleted, the dummy nodes on- this line and the
regions using this line as an edge are deleted too. When a
dummy node is deleted, the regions taking this dummy node as

a corner is deleted, and so forth.

In this module, the action the computer will execute
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> Figure 4.3 Chain effect of deletlon
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is determined by the combination ofl the position of the

crosshair\\g?d' the key the user has typed. On the top and

1_96

the bottom Of~ the screen, there are always some messages

telling the user which keys can be options under a certain

circumstance and what action will be prévoked by typing a
particular key. However ‘the qsér need not worry aSout
typing a ;}ong key, no damagé will occur to the
'configuration. The system will give sbme appropriate

message and suggest that the user type a correct key again,

or relocate the crosshair to the correct position.

4.2.3 Input Failure Mode

If the elongation of the selected material is equal
to or larger than 5%, the material is ductile. The ESSF
system asks the designer to select a failure mode based on

either the distortion energy theory or the maximum shear

stress theory.

Fl

If the elongation of the sequted material is less
than 5%, it is a brittle material. The ESSF system asks the
designer to make a decision between the Modified Mohr theory

and the Colulomb-Mohr theory.

4.2.4 Input Factor of Safety

The ESSF system asks the designer to specify a

factor of safety directly, which must be larger than one.
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4.2.5 Definition of the Variables and Functions

The program in'tﬁis sectfoﬁ is actuélly_cbntained in:
the gréphics modulé of section (4.2.2). Sincevlthe 5
L%Eiqi;ion of the _variables and functions requires more,
description than other menu items, it is diséugsed in this

separate section,

4.2.5.1 Definition of Variables and Constants . Ve
A typical function 1is as follows (also see Figure
4.4), it constrains.that the width of the structure should

be larger than the sum of the diameters of the holes.

.9 = X1 - X2 * X3 . (4.4)
X1 (WIDTH) --- variable, width of a structure
e X2 (NUMB) ---- variable, number of holes in the
structure
X3 (DIA) ~-—=-- constant, diameter of the hole

Here X1- is «called a dimensional variable; X2 a

non-dimensional variable, and X3 a constant. The reason X3

is set as a symbol instead of a concrete number is that its
value is different for different applications. However in a
certain application, it is congtant, not changing during the
optimization search. |

Five -kinds of dimensional variables (Figure 4.5)
have been defined. It is very easy to define a dimensional
variable on the screen.’ For example, if the user moves the

crosshair to node 1 and types the X key, the x coordinate of
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W-watch
C-add const

X2r NUMB
X3 DIA

M-modify D-delete V-add non-var

P-explain  R-return

Figure 4.4 Screen display for defining varlables

.

198



- 199

i : .
YI—xi “il 5
ce reglon 1 -
X .
\ 13 alxe
. ]
— X3
X
Xl --- x coordinate variable of node 1
X2 --- y coordinate variable of node 5 °
X3 --- rodius varioble of node 3
X4 --- anglg voriable of node 2
XS -=- thickness variable of region 1

Figure 4.3 Dimensional varisbkles

Rl
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R .
node 1 has been set asré'dimeﬁsionél Qariable.kh |

For a n6n~diﬁénsional variable and a constant, -the
module prompts the uFér'tb type in their ﬁames-(i.e} NUMB
for xz), units, aloﬁg with a brief explanation. |

This module can be run by the human expert to build
the e#pert system database, and a brief explanation is, of'
course, very helpfﬁl for the future designer. The module
can also.be rua-by the designer when he is entering his own
configuration. 1In this case, the brief ekplanation served
as . his own memo.

Now the screen appears as Figure 4.4. All of the
dimensional variables, non-dimensional variables and
constants are displayed. One can‘watch, modify, delete, or
add any one of them by moving the crossha?r to it‘and typing
an appropriate Kkey. For example, if the user moves the -
crosshair to X2: NUMB, and types W(atch), then the name,
unit and brief explanation of X2 will be displayed on the
top of the screen,

Finally the wuser has to specify the types of .the
variable, 1i.e, positive or negative gradient variﬁbles and
SO0 on. This information is required by the safe-fail line

method as described in section (3.6).

4.2.5.2 Definition of Functions
This programing also can be psed by the human expert

to set up an expert system datablse, or by the designer to

Y]
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épecify his particular design.
- The human' expert" can set up more than one
optimization' function, = and rank them. according to their

importance. Later, the designer can select one of then.
interactive-style optiMizatioh package, reqqirfng a minimum
of user ‘kﬁéﬁledge and effort. It would be vegy.difficult
and time consuming for most‘ designerél to develop
optimization softwdre, and to set up the expressions for
some’ optimization and constraint functiods. For example,
the éxpression of»the buckling of a column in a complicated
structure 1is not 'an easy one. It involves cumbersome
analysis of loads and geometry.

It was worthwhile to put in some researcp effort to

develop some subprograms (system functions) for the expert

system in advance. They take care of the cumbersome
formulation, Later, in setting up an optimization or
constraint function, the user only has to move the crosshair
to locéte a graphic primitive, and then type a predetermined
key on the keybaard.

In the présent project, five system functions have

been develgped.

1. $V : It will calculate the volume of the structure

automatically, no matter how complicated it is.

However the user is encouraged to type in the

volume expression if it is very simple. 1In this

We are  interested in this work in developing-an,

ar



way, some computer time can be saved,

2. $C.: 'Somé nodes on.a polar curve have. to be convex. By
Toving the crosshair to poidt‘tofthesq-nodes and
'typing C, the corstraints are set up.

3. $5 : Maximum stress in a region. By moving the
crosshair to a region and typing the S key, a
constraint is set up, i.e. the maximum stress in
this region should not exceed: an allowéble valuel
which wil} be specified later.

4. $D : Displacement. By moving the crosshair to a nodé
and typing the X, or Y, or 2 key, a éonstraint
function is set up, i.e. the displacement in x, or
Yy, or =z direction of this node should.not exceed
an allowable value which will bevspecified later.

5. $B : Buckling failure mode. The user can move the
crosshair to the inside of the column and type the
B key. The two wireframes' (line or curve) which
constitute the column will become red in colour.
After the wuser confirms that it is the column he
wants to deal with, a diagram of all of the kinds
of end conditions for columns is displayed. Again
by moving the «crosshair, the user can select a
suitable end condition, Thus the constraint

function is determined.

¢

The constraint functions concerning the lower and

upper bounds of the design variables need not be specified
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at all; the expert system will take care of them.

.‘A;l of' ther functions other than the.above system
functions -should' be typed in standard Fortranilanguage;
-ﬁogether with .é brief interpretation.’ Wheﬁ defining the
functions, all of the dimensional variables, non-dimensional
vériables and constants willtse displayed as iJkFigure 4.4,
The user can see more detailed information about a variable
Oor constant by pointing to it and typing the P key.

A type-in function can be a calling statemeﬁt'as,.

CALL WEIGHT (X1, X2, WEl) |

The last argument (e.qg. WEl). must contain the
returned value of the constraint functién, i.e.

g = WEl > 0

An auxiliary file, AUXI.FOR, must be prepared to
contain the called subroutines, such as WEIGT.

The system can check somé\errors in the functions,
If an error is found, an error message will be displayed and
-the function is rejected. For example, if the .total number
of varia?les and constants are ten, and a symbol X13 is
found in a function, it 1is obviously an error. Another
example 1is that if a user wants to set up a system function
$C (curvature of the nodes on polar curve), bJ£ there is no
polér curve in the configuration, an error message is given
énd the function is rejected. !

Since the user can go back to modify the

configuration or change variables after he has set up the
1



204

Afunctions, some programming code has been developed to trace -

thé revisions in confiquration - and variables, so that

correspdnding modifications fn functions can be made. For
,example' it is éssuﬁed ;hat the original configuratibn,
variéﬂles and functioﬁs'ére as in Figure 4:6(a), and hode 1
and X3 (NUMB) are deleted. Since node 1 is deleted, X1
disapbears too. So 9, and g, should be deleted. Besides,
the ofiginal X2 is now X1, the original X4 (CONST)  is now X2
(CONST), and g3 becomes correspondingly '

g; = X1 + X2
(See Figure 4.6(b)). When a function is deleted, notice
shouid be given. The user may have to set up a new function
to replace the deleted one. )

Some other influences on the system functions are as
follows.

1. It one or two of the wireframes of a column are
deleted, the constraint function of buckling for this column
is erased.

2. If a polar cugve is deleted, the curvature
constraint function for it is erased.

- 3. If a node is deleted, the displacement
constraint function for it is erased,

4. If a region 1is deleted, the stress congtraint

function for it is erased.
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X31 NUMB
X41 CONST _ |
’ X ‘
! xe
gl = Xl —
g2 = X3
g3 = X2 + X4

(o> Original situation

Xer CONST T

X1

gl = Xt + X2

(b> Final situation

Figure 4.6 Modification of functions

\



4.2.5.3 Formulation of the System Functions

1. BV (Volume of the structure)

To evaluate the volume of the structure, we divide
it into several_groﬁés. Within a group, all of the regions
ha#e the same.thickness. We first calculate the volumes of
each group, then their sum is the volume of the whole

structure,

Let us look at the annulus in Figure 4.7. The area
)

is given by the following integration along the route

denoted by the two arrows in Figure 4.7, (
¥

A=fXdy + [xdy (4.5)
3 I,
Suppose this annulus is one of the groups of a structure and
contains‘ four regions, as in Figure 4.8(a). The dashed
arrows denote the directions of regions. In region 1, there
are four edges ab, bc, cd, da. Edges ab and cd are adjacent

to other regions in the group, they are called common edges.

Edge bc and da are called external edges. If now we cancel

all of the common edges in the group, Figure 4.8(a) changes
to Figure 4.8(b), which is exactly the same as Figure 4.7.
S0 our algorithm for evaluating the structural
volume is as follows,
(1) Divide the regions of a structure into several
groups in which all of the regions have the same thickness.
(2) Within each group, cancel all of the common

edges.

(3) Integrate formula (4.5) for each external edge.

206
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Figure 4.8 Manipulation of the regions In a

group moade up of an annulus
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The sum is the area of the group.

(4) Multiply the area by the thickness of the grouﬁ,
to obtain its volume.

'(5) The sum of the volumes of all of the groups is

_the volume of the structure.

If an external edge is a straight line, then formula
(4.5)" is, '

A = 0.5%(x1+x2)*(y2-yl) - (4.8)
where (x1,yl) and (x2,y2) are respectively the start and end

nodes of this external edge.

T

If the external edge is an arc,

y
A = fyxx dy {4.7)
1
Since
x=xo+R*cos(t), y=yo+R*sin(t), dy=R*cos(t)dt
then
'z
A = RS (x_+R*cos(t))*cos(t)dt
[}
= R*[ x *sin(t) + R*[0.5%t + 0.25%sin(2t)]],’ (4.8)
where x_  ----- x coordinate of the center of the arc
R ------ radius of the arc
tl,t2 -— angles of the starting and ending nodes of .

the external edge
For the external edges of curves, we resort to

numerical integration.

If it 1is an axisymmetric element, formulas {4.5),



(4.6), (4{8)-will.become_formulas (4.9), (4.10), (4.11),

A= [ (m*x?) ay + [ (m*x?) ay ©(4.9)
II - 12 . ’

A= (1/3)*THy, - y*(xd + x2 X, *x,) - (4.10)

A = WHR*[ xZ*sin(t) .+ 2*x *R*[0.5*t+0.25*sin(2t)]

+ R2*[(1/3)*cos2(t)sin(t)+(2/3) *sin(t)] 1T®

TI
(4.11)
2. 8$C (Curvature of the nodes on a polar curve)
If node i (Figure 4.9) is to be convex,
g = ( r, - oa Y / a; (4.12)

is the required constraint function. When g is negative, a

concave curve QcCccurs.

3. $S (Maximum stress in the region)

If an FEM module is called, the principal stresses

for each FEM node are returned, i.e. g, 0, and as-

(1) Distortion energy theory

- 2 ' 2 2,,0.5
0 =105 0-0)" + (0, 030" + {03~ 0)7]]

(4.13)

The factor of safety is

n =98 ’ - .
Y (4.14)

(2) Maximum shear stress theory

OS = max I ( 01- 62)/21 ( 02" 03)/2r ( 03_ 01)/2 ]

(4.15)
n= SSY / Os (4.16)
(3) Modified Mohr theory

‘209
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Figure 49 System function for a line with curvature
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Iés‘ factor ';f.rsafety is evaluated by .simulating' the
gfaphical approach (Shigley, 1983), shown ;n Figuré 4.10,
n<oc/ oa | . (4.17)

{4) Coulomb-Mohr théory '
Again from Figure 4.10,

" n=o0B/oa - (4.18)
The constraint function is,

g = minimum (n) - N (4.19)
where N is the required factor of safety. If g<0, the
structure is over stressed,

.fhe_ two faiiufe theories for brittle materials
return only the calculated factor of safety, so to make the
procedure consistent, the constraint func£ion is expressed

-,

in terms of a factor of safety instead of stress.

4. 3D (Displacement of a node)

When the FEM module is called, the displacement d of
the ‘hode returns, !

g z allowable displacement - d (4.20)

5. $B (Bending of a column)
-\ -

Since this project deals with two-dimensional
problem only, the cross sections of the columns are assumed

to be rectangles, ' < ’ Ce b
Y

7

When a ‘c%lumn is distinguished, the FEM module

~

returns the stress components at the middle of the column,

from which the actual compressive force loaded on this

J

’ .
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column‘can bé,évéluated; ‘
g = cffb%égl force - actual force o . j4,215
.criticaLdﬂﬁrce'= 1T*E*I*n/ 12 '_ ) {4.22)
Where. E --~ modulus. of elastiéihy,. : o
I —;-'moment of inertia |
3

. I = min{t*w”, w*t3)/12

where t is the thickness, and w is the width

e ‘ in the narrowest point. |
y ,n‘-——'0.25 - 1.2, depending on the ‘end condition
.1 -—-— length of the, column I_ -~
actugl force = ac*wc*t

where O, é"stress in the middie¢ofifhe column along its
axis '’ -
W, —" width .of the column in the miédle
The gquantities t, w, 1 and W, can be evalgatéd from the
geometry‘ of the .column. g. can be calculated frpm the
stress components. The stress distributior at the middle is

far more uniform than at the ends, so the hctual force is

calculated at the middle. -

The last three system functions require’ an FEM
calculation. However it is not called three times

éeparately. All of the information required by these three

system.functions is.- returned together in one call.

After the ~designer has entered all of his design

parameters, he will go to section (4.6) for the next design

o
¢
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procedure in consultation with the'expert'sjstem. -
. ) _

4.3 SPECIFICATION OF THE.IMPORTANCE VALUES

This section is relevant .to the dependent or

semi?depéndent mode,
parameters from the expert system‘database.

- First of all, the designer has to specify the
importance values of the pérférmance characteristics which

represent the requirements of the design. The expert system

shows a bar, chart on the screen (Figure 2.7). The height of

reach bar represents ' the importance value of a,performance

characteristic, The original heighté represent the standard

importance values determined by the human expert in section

(2.3.2). The importance values, associated witﬁ the

perform;nce,characteristics are relative values. KFstead of
3 )

requesting them one by one, the expert system displays all

of them on a bar chart. The designer can compare them

intuitively in one look.

If the designer thinks that all of the standard
importance VaiUGS‘ are satiséactory, no action is required,
and the hhole procedure in this section is finished. - The
standard importance values should be basically suitable for
many applications. |

If the designer finds thaﬁ some ihportance values
are not quite suitable for his Fparticular design

application, he Jjust moves the crosshair to the desired

in which the designer selects design
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-positioh on' the corresponding bar;_theﬁ types the M key on-.

the keyboard; the height ‘of‘ the,-barFlrépresehtingithat
iMﬁortance value ﬁill chang? to ‘the cfosshair's positionQ
If the designer types the f key when the  crosshair is on a
bér, thé; information, about the pertinent pepﬁorménce
characteristic will be‘éhﬁwn on the t&p of the screen. For
exam;I;:“ it thé -crosshair is in the bar for ¢ost, the
following information éppears.
"COST inclﬁdes the material, labor, cost of manﬁfécture,

and so on. If you want the cost to be lower, its

importance value should be larger."

If at any time ‘the designer types the H key, the overall

"information about the bar chart will be diéplayed.

As mentioned in section (2.3.2), there are some

performance characteristics, such as temperature or ioad,
for which it 1is more convehieﬁt and intuitive for the
designer to enter the difect values (e.g. value of load)
instead of importance valués, . Let us £ak§ load as an
example EOEfsuch a berformance characteristié. As shown in
Figure (4.11), when the crdsshair is on the bar for load,
and the designer -types aﬁ M ﬁef, ten interpolation load
values will be shown on the left éf the load bar. These
interpolation ngues were determined by the human expert in
“section- (2:3.2)._ For the case shown in Figure 4311; the

load is 850 lb and its importance value is 5.5. The 850 1lb

is al‘§d§hown on the top of the screen.
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LOAD: 850 b
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ar 3000--
gt 250 ‘/crossham
7t 1500{ ~+
6r 300
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C1r c00-
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| ood

Figure 4.11 Direct values on the bar chart

?pr the Importance values

g
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If the designer knows the load in his application is

1500 €b, he  moves the crosshair to the position

corresponding ~to this locad as in Figure 4,11, ana types the
M key once again. The equivalent importance value, 7.0, of
load will be evaluated by the expert systém using linea£
interpolation. The loéd value on the top of the screen will
be- changed ﬁo LOAD:1500, and the ten interpblation values of
;load disappear from the screen,

‘When the designer finishes modifying the importance
) values,'che system will check them by some intefactive rules
or number rules provided by the human expert in section
(2.3.2). When #the condition of a rule is satisfied, the
expert system will suggest a modification to the designer,

‘and let ‘him determine whether the modification is accepted

or rejected,

4.4 SELECTION OF MATERIAL AND CONFIGURATION

4.4.1'introduction -

This section also applies to the dependent or
semi-dependent mode.

The procedufes for ‘selecting material and
configuration are very analogous. The fofmer are described
in some detail first, and then the exceptions of the latter

are introduced.
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4,4.,2 Selection of Material : d

Figure, 4,12 'is the flowchart for the selection of
matqriél. | |

1. At the request of the designer, the expert
system Aisplays a brief introduction to the three search
methods, 1i.e., the fdil seérch method, the discard search
method, and the quick search methbd discussed in section

(2.2.4). Then the designer decides on a method.

2. According to the decision of the designer, the
expert system adopts a search method to evaluate the'
goodness of the material candidates in‘a class level, based
on formula (1.1), where the importance values are determined
"by'éhe designer in section (4.3) and the desirability values

are'adapted by the super-expert system in section (2.3.4).

~

3. The names of material classes and the values of
properties of a typical material in each class are
displayed. They are ranked from top to bottom according to
their goodness, i.e., the best material class is on the top.
The expert ;ystem displays all of the material classes
instead of only the beét one, in order to give the designer

A

more opportunities for using his own judgement.

4. At the request of the designer, the expert
system displays two bar charts as in Figure 4.13, where
plain carbon steel is supposed to be the best material class.

at the moment; other classes are listed at the bottom. The
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Compare the desired moterial
class with others

Full search In
subclass level

} 1 '
Y!-E—S( Select o material class? L
Designer enters his Expert system
own material advice

‘Declde to use \ YEs
this materul? /
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Figure 412 Flowchart of the selection of material
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Importance values oF"per‘Formunce char-‘o.c*terfistlc‘s'
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Desirability values of PLAIN CARBON STEEL
—

L 4

Other material closses:
1 ALLOY ST 2 STAINLESS ST 3 GRAY IRON

Figure 413 Display the advantages of
the desired candidate
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designer has had some ideaé abou; thé'bar Char;'already,
since he has'used it to specify the impqrtance vélues of the
performanéq characteristics. So Figﬁfe 4.13 is a very
.intuitfve explanation of why a candidate is considered best.
In this example, it can be seen that the importance valueé

of c¢ost and accuracy are very high, and plain carbon steel

is 'quite desirable when considering cost and accuracy. .The-

bar chart 1is superior to most expert systems which explain

the results of their deductions by a brief text.

5. If the designer types the number of a material
class at the bottom of Figu;e 4:i3, say 2, the expert system
will display the ‘bar chart of the desirability values of
stainless steel too. Figure 4.13 changes to Figure 4.14,
and tﬁe merit value3 of plain carbon steel and stainless
steel are- displayed tpgetﬁer. The designer can recognize
immediately that plain Earbon steel is superior to stainless
steel, due to the lower desirability value of cost of the

latter,

6. If the designer does not like any material class
in the expert system database, he can enter his own material

(new material). He should provide the propertieé of the new

‘material which must be complete enough for the later FEM
analysis. If the designer is able to point out which

material class the new material belongs to, the expert

221
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Importance values of performance characteristics

4

4

. A

cost
accu
style
wear

Desirakility values of PLAIN CARBON STEEL

—— ] merit 255

L [ ]

Desirability values of STAINLESS STEEL

merit 198

Figure 414 Comparison of two candidates
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system can find out the closes;, matertal within  that-

Fl

:materiél class. Now if some propérties‘of the new material

afe' mfsséd, they .can be supplementéd_by;reférring to the
. closest material as in seption-(4.2;1). Then the exbért
?system will provide soﬁe ﬁseful“’informatibn tc let the
designer; have somé feelgng about-hoﬁ Qoﬁd the 'new material
is" for the deSigﬁ: Since Ehe new mate?ial has no
desirabiliﬁy values, the expert system can only make use of
somé characteristic valﬁés. The expert systém gbmpangs each

characteristic value of the new material with that of the

material desired by the expert system (desired material) to

get a relative suitability value, for example,

{Relative suitapility value of strength)
e i T e * 100% (4.24)
(Strength of desired material)
The fo;lowing suitability values will be dealt with
by the expert system.
p (1) If (importance valué of cost) > 7, consider
(a) Cost/weight

(cost/weight}*(unit weight)

(b) Cost/strength = —-—=—==c—wn-- S mm e
strength
(cost/weight)*(unit weight)
(c} Cost/stiffness = ———=w——cm——aeoo —————————
} modulus of elasticity

I
(2) If (importance value of weight) > 7, consider

(a) Unit weight
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" (b) Weight/(unit Strength) = =—m——-memeem
' B ' ‘strength

(3) 1f (importénéesvaluefd£ v91ume)_> 7, consider '
(a) Strenggh - I -

(4) 1f (importénce value.of étiffness) > 7, consider
{a) Médulus!of_eiasticity ' |

(5) If (importanéé value ‘of impact) > 7, consider
(ai Elongation = o s i

(6) If (impor£§nce value of wear) > 7, consider

fa)-Hardness

Now the designer should make a decision on one of the
following options. |

(1) Accept this selected material, go to output.

(2) Enter another material. ‘

(3) Go back to the expert system database and select

a material there,

7. 1If the designer selects a material class in the
database, the expert system will search in this material
class to evaluate the goodness-bf‘all-of~4ts subclasses,
Since the éubclass database is wusually small, the full

-
<

search method is exclusivelf adopted in this level.

8. Again at the reduest of the designer, the expert
system can show the advantages of the desired subclass

material or compare it with others, as in Figures 4.13 and

4.14.
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9, Finaily, the designer deéides on a matérial, or"

‘goes back to consider. others. : ,-

s

4,4.3 Selection of Configuration . °-

After ' evaluating . the 'goédnéSs of ali~,bf' the

,qonfiguration candidates, -the éxpefﬁ system dispiays‘allzbf"

them on the screen with-a goodness number on the top of each"

s

'configuratiqn. If the goodness‘number of a configuration-is

one, it is the one recémmended by the expert system, At the

class level, the display includes the first subclass

configuration of all of the classes. .At the éubqlaséJlevel,

it” includes all of the subclass configurations in that

class. Any configuration in the displéy can be‘enlarged to
" the full size of the screen if the designer wishes.

The designer-has sevgfal_hptions.

-

1. He can decide on a configuration from the expert

system database without any modification.
. *
2, He can decide on a configuration in the
databasg, but moaify it more or less,

3. If he -does not like any confighration in the

database, rhé‘: has the alternative of entering a new

co&figufétion.

’ The capability of the designer being able to médify
a configuration in éhe expert system database is very
important. Any predetermined configuration can hardly
sétisf& a new application completely. .Now_the designer can

)

4
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. pick up ffrom- the " expert 'system database a configuration

which 'gatiéfies \his'applicétion Best and then modify it to
fthe péint of sétiéfying his épplicatiod completely.

The designer can ﬁédify not énly the'configuration,
but alsc -the variables relating to the configuration, and
‘the Functions éefined in term of'theée-variables,‘
| The same graphics module described in section

(4.2.2) is used.to do the modifications.

4.5 SELECTION OF FAILURE MODE AND FACTOR OF SAFETY

. 4.5.1 Selection of Failure Mode

The expert szstem. first advises if the material

selected by the designer (determined material) is ductile or

brittle. For example, if it 1is ductile, the following
information will be displayed.

1. The two-failure mbdes for ductile material, i.e.

the distortion energy theory and the maximum shear stress
theory. %
2. Brief statements about the advantages and
disadvantages of each faiLyre mode.

3. Which failure mode the expert system recommends,

—— Then the designer finally selects a failure mode.

4.5.2 Selection of Factor of Safety

The designer determines the FS in consultation with

the expert system in four steps.
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1. The Astandard_'matefial, “standard cénfigurétion'A‘
and the referehceiés;gfé aisplayeé. They afe_gpecified by
the human expert'in‘section (2.3.6). Explanations about the

. - _ .
procedure for the determination'of;the'reference-FS'will be
given if  the designer requests it.’ Some:explanatioﬁs were -
provided by the human_exper};'and Qbme are provided by'the
5uper-expert - system based on the importance values of sbme
performance characteristics, e.g. reliability, temperature,
corrosion, and so.on.

2. The standard material "and the determined
material are then displayed at the k same time. If the
determined material is selected from  the expert system
database and is different from the séandard material, some
modification of the reference FS ‘'may have been done by‘phe
human expert earlier. Such a modification; if it exists,
and the correspondiné explanation, will be shown. By
comparing the standard and determined material, the designer
can either accept ﬁhe reference FS or modify it by his own
judgement. . ‘

3. Standard and determiged configurations are
treated éimilarly to materials.

4. For the design of certain kind of structures,
the hﬁman expert has set the standard importance values of

performance characteristics. However the importance values

specified by the designer (determined importance values) are

usually significantly more or less than the standard

S
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himportance-\‘values. The_ experé svstem' will-ldhddk 5the'
diﬁferende between. the standard and determlned importance}
values..'If "the .difference |is 1arge, for example,¢ the

standard impdrtance valué for. rellab111ty ‘is‘ 4, the u_h

determlned importance value is 8, a warnlng mes: age is given

The. standard importance value for reli 1J1ty41s e

The determined 1mportance value for reliability is 8
’ Do you wish to increqse Fsi: (Y/N)
. !
The designer can either .ignore the warning message or do
some modification. The designer can also modify the FS,

based on a consideration of the actual size of the

configuration.

4.6 DETAILED SPECIFICATIONS FPOR THE APPLICATION
This section includes the specifications for the
concrete dimensions of the  configuration, the bounds and

starting values of the design variables and loading.

4.6.1 Specifying Dimensions

The configuration determined so far (from. the expert
system database or from the designer's input) is just a
conceptual configuration, since the concrete values of
dimensions have not been determined vyet. The. most
straightforward algoEithm for specifying the dimensions is
to specify the x and y coordinates for each node. As in

Figure 4.15, it is necessary to specify xl, x2, x3, x4, yl,
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- [X1,Y1 ‘- X2, ye

X3,Y3 X4,Y4 ' -

X \

Figure 415 Specification of dimensions

\



fz;,~y3,“y4~' However~an a conventlonal de51gn, the de51gner
has to- spec1fy only a- and b, since 1t 1s a rectangle. -

| ‘So_ it is necessary to 1ncorporate some 1nte111gence_,

of the de51gner in_ conJunctlon w1th the expert system
procedures in. order to. make it competltlve with conventional
de51gn. In -our current program, the designer can specxfy.
the X or y coordinates of a node; tne horizontal_or vertical
dlstance between two nodes:. the angle and.radius of a node
on: an arc, circle or pelar curve;- and the thickness of a
- region. The eventual purpose is to determine the x and y
coordinates of all nodes and thiokness ot all regions. The

:::>\kyﬁifpedure is as follows.

1. x coordinate

The crosshair is set at a Rode, X is typed, and the

scale line will then appear. The value is then typed in

(Figure 4.16).

2. y coordinate

Similar to x coordinate. ]

3. Horizontal distance between two nodes

The two nodes are successively pointed to, and then
H is typed. The value is then entered (Figure 4.17). If
the x coordinates of neither or both of these two nodes have
been specified, an error message will appear. If the x
coordinate of only one node has been specified, the x
coordinate of another will be thus determined.

4, Vertical distance between two nodes
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Figure 416 Specification of x coordinate
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Figure 417 Horizontal distance between /two nodes
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Figure 418 Specification of a?le
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Similar to horizontal distance.

5. Angle ' o

.- If a node is “on a circle, or én,arc, or a polar

curve {it 1is called an angular ﬁéde for short), the uéer
points to it}' tYpes A, and then types in the value of its

-anglé with respect to the x axis (Figure 4.18),

1

6. -Radius
The user points to an anéular node, ‘types R and then
types }n the Qalue of its radius. For an angular node,  any
“two of the four dimensions (i.e. x coordinate, y coordinate,
angle and radius) can uniquely determine the pesition of’ the
node.  The system will reject the redundant specifications.
If two nodes are on a same arc or circle, then when the
radius of one node is determined, the radius of another ﬁode
will take the same value. 1In Figure 4.19, if A 1is an
angular node with O as center, and the horizontal distance
between O and A has already been specified as 12,0, and if
the designer now specifies its radius as 10.0, an error
message appears, telling the designer that the radius is too
short (should;be equal to or greater than 12.0). The x and
Yy coordinates of A are calculated as,
X, = X_+ R*cos(a)

A (o

s
A xo + R*sin(a) (4.25)

Y

n

If designer first specifées the x and y coordinates of node
O (center), and then specifies the angle and radius of node

A, there 1is no problem. However if the designer first
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Figure 4.19 Angle node
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specifies. the angle _and radius of node A, then goes on to
-'S§écify the dimensions of some other nodes, and finally

-comes back to specify the x, y:cqbfdinates of node 6 {a

draftsman may do it this way), some difficulties arise.’

- This is because_xA and'YA canhot be determ;ned until xo and
Y, are specified. So R and a must be stored. Later when Xo
apd ~YO are specified, it will be fdund,;hgt.node A takes
node 0O as center, and R and a are availagle already. - So
using formula (4.25), X, and Y, can be now evaluated.  1In

this program, the sequence of specifications of dimensions
is random,

7. Thickness

The region is poin;ed to, T is typed, and then the

value of the thickness is entered.

As mentioned earlier, by-utilizing the intelligence
of the draf;sman, the x and y coordinates of all nodes need
not be specified; some of them can be inferred as follows.

1. If a node is on the x (or y) axis, its y (or x)
coordinate is zero. |

2, If node A and node B are on a horizontal (or
vertical) straight line, and the y (or x) coordinate of node
A is known, éhe y (or x) coordinate of node B must have the
same value.

3. It lnode A and node B are symmetric about the x
(or y) axis, and the y (or x) coordinate Yo of node A is

known, then YB = -YA {(or XB = -XA).

] 1
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4. 'If the thickhess of some regions have not been
specified, they can take the value that most of the

specified regions have been given,

5. Finally if there . are still coordinates of some

“nodes that have not " been determiﬁed, the designer is

prompted to select 4 specified node as a ‘benchmark, and the
system will ‘evaluate automatically the coordinates of all

unspecified nodes as follows.

X
SN .
X
m
where X, ——- real coordinate of the unspecified node
X,, —~~ conceptual coordinate of the unspecified node
xm --- real coordinate of the benchmark
X, ~~~ conceptual coordinate of the benchmark

So 1if the conceptual configuration is exactly the same as

the real configuration, only the coordinates of the
benchmark has to be specified.

When the coordinates of all the nodes have been
‘determined, the coordinates of the dummy nodes can be
evaluated by referring to relevant nodes. For exgmple, if
dummy node D is on line A-B (Figure 4.20),

Xo= (0 x, - x_ )*( x_ - X, )/ Xg = X, ) + X

D ad a b A A
(4.27)
where xA, XB, XD ————— real coordinates
Xgr Xy Xq ~~==- conceptual coordinates

The dummy node's coordinates need not be specified by the

v
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Figure 4.20 A dummy node on a straight line



designér.- = . . - . e

The . expert wsystem usés a dlfferent. colour to -

distingu15h the status~of the SpGlelCatlon of dlmen51ons of

nodes at the CRT screen.'

'unspec1f1ed -L-—f47f4f+ white =~ . .
only x specified -~=----~ blue

-ohly'y specified ------' cyanosis
fully specified ~--—---- green |

At any time, if the designer points to a node or a
regipn, :apd E&pes an aﬂpropriaﬁe key on the keyboard, the x
'céb:dinate, or y coordinate, or angle, or. radius,' or
thickness will be displayed. |

When the specification is finished, the
configuration will be regdrawn according to the real
cbordiqates. The scale fazggr is: set automatically so that
the cdnfiguration always occupies 70% of the total screen,
At khis time, the designer can still go back to modify any
dimensions again.

S

4.6.2 Specifying Variables

When the real configuration is° determined, the
designer can specify the lower and .upper bounds, and

starting values of the variables and constants.

o

4.6.2.1 Dimensional Variables

Each dimensional variable is highlighted when it is



. to be speoified - The fvalﬁeﬁ Spéoified iq section (4. 6 1)

ﬁill be . taken as the startlng value, and the bounds should
be typed in. when prompted by .the expert system.
Usually e dlmen51onal‘ variable controls more than

1one,dimension. The Expert system should be able to find out

such lmpllcatxons, called varlable 1nduct10n, wh;ch« is

,similar'.tof the induction of configuration dlmensions"ih
section (4.6l1). "The - following' are. examples of variable

_induction.

Al

X, y variables
[

(a) If an x or y coordinate of a.node is defined as

a variable, the expert system first finds out its symmetric .

1

partner. For example, in Figure 4.21, the y coordinate of
node i is a vatiabie. Node 4 is symmetric with ;ode 1 about
the x axis, apd the lines (lines 1 and 3, lines 2 and 4),
which are connected to nodes 1 and 2 respectively, aré

symmetric about the x axis too. 1In this situation, node 4

is called the symmetric partner of node 1. For example, if

in an optimization iteration, Yy equals 10, theh Y, must
equal -10,

(b) Another example of a symmetric partner. is in
Figure 4.22. The x and y coordinates of node 1 are
variables. Nodes 2,-3 and 4 are symmetric with node 1 about
the x axis, the y axis and the origin respectively. Nodes

l, 2, 3 and 4 are all centers of arcs; the radii of the arcs

4 . : .
are the same; and the corresponding angles are symmetric

, of R SRR Ca LT 238
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* Figure 4.21

Induction of xy coordinates

Figure 4.22

Induction of other variables
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) about' the x axis, the y axls, or the or1gln. ‘So nodes 2, 3
'_and 4 are all symmetrlc partners of node 1, and their x or y
._coordlnates relate to the same varrables.-

(c) In Flgure 4.21, since the y coordlnate of node 1
‘and node 4 are determined by a same varlable,.and line 1 and
iine '3 -are hori;oqtal;-the y coordinateS'of nodes 3 and 6

are ‘also controlled by the same variable.

(d) In Pigure  4.22, nodes 5 and 6 are in,the same

240

arc. If the x or y coordinate of node 5 is a variable,_then

the coordinate of node 6 must also be controlled. by this

variable.
<

(e) If a node 1is the center of an arc, circle or
polar curve and contains an x or y coordinate variable, then
the x or y toordinates of'all‘nodes on the arc, circle or

polar curve must be controlled by this ‘'variable.

R (radius) veriable'

If a radius is defined as a varieble, all of the-

radi} which have the same value as this radius willgbe
defined by the same variable, For example, in Figure 4,23,
rl=r2=r3, and if rl is defined as a variable, r2 and_r3 will

be controlled by the same variable.

T {(thickness) variable

If the thickness of one region 1is defined as a

4

variable, the thickness of all of its adjacent regions with

the same value of thickness will be controlled by the same
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Figure 4.23 Induction of radius varilables

Figure 4.24 Induction of thickness variables
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variable,. Such 1nduction w1ll 1nvolve more and more reglons

recursively. " For example, 1n F1gure 4 24 the thlckness offj'

regidns 1, 2, 4 are 4.5, and the thlckness of 3 is 3. 5 IE

. ‘ ’
the above rule, the thlckuess of 1ts nelghborp reglon 2, is

determlned by thlS varlable- as-'is the thlckness oE reglon 4

which is the neighbor of reglon 2. S R

;the _thickness of reglon lis deflned as a varxable, then by

The expert system displays the above inductions once

for a variable. The logical induction, which_implies'sbme

expertise, may occasionally make mistakes. So after

inspecting the inductions for a variable, the desjéher has

three obtions. ‘

(1) Accept: the induction i all right,

(2) Add: the designer finds the induction missed’

something. The variable should control more dimensions. He
can‘ accomplish this by moving the crosshair to the nodes or
regions and typing the A key.

(3) Delete: the designer fihds there are too many

inductions. He can move the crosshair to some nodes and

type the D key, causing the variable to lose control of the

dlmen51on i

i There are three purposes for variable'induction.
(1) Reducing the burden on the designer to
necessarily define all of the coordinate variables and

thickness variables.



optimization iEeration.

t "‘ *

\:'7(2)fReducing the'Anumberf‘pf" indepéndént ;. dgéigh"

-

.- variables. ) T S L Y

~

: (3) ﬂaking'a11 of_thé dimgnsiodsf COhtrpliéd by . an
independent - ‘design variable'.dhahge,lsYnchpbnouSLy:ih_éa;h

o

‘_4.6}2;2.Non;dimensional_Variable;
When a non-dimensional variable is to be specified, -

its name, uhit'and a brief explanation will be shown. The

designer typés in the lower and upper bounds. The mean

value of the lower and upper bounds is taken as the stérting'

value unless the designer wants to specify it.
‘ : L
For example, when the non-dimensional variable X2 in
. ' :

'Figure 4.4 is to be specified, the following text will be

displayed on the screen,
NAME: NUMB
UNIT:
Number of the holes in the structure
The designer types in 2 as a lower bound and 6 as an upper

bound; then the mean value 4 is taken as the starting value

of X2,

4,6,2.3 Constant
The name, unit and a brief explanation will be
displayed. The designer just types 1in the value for the
A .

constant,

When all of the variables "and constants have been

B>
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"specified the de51gner may dlsplay them one by one; so they -

" .can be checked -or modlfled.

_4}6.3 §pecifying-of Load

The expert system prompts the de51gner to spec1fy,

the loads one by ‘one. After all of the loads_have been

specified, the designer can check or modify tpem by pointing
" to a node (for concentrated load); 5; line,‘arc, curve (for
an edge .load), or A region (for-a body load), and typing an
appropriate key, - . ' |

-

4.7 DETERMINATION OF THE OPTIMIZATION METHOD AND THE FEM
ALGQRITHM

] -

All the options of the optimization methods and FEM

algorithms, and the related parameters, are displayed to the

designer and one is recommended by the expert system as
best. The deeigner makes the decision, after considering

‘the recommendation’ of the expert system. There is a text

for each specification to describe the advantages and -

disadvantages of each option. These text car be reached at
any time by typing the H Key.

Finally the expert system will check if all of the
selected algorithms for FEM based optimization are valid for
use, mainly to check if the computer memory allocated to‘an
algorithm is large enough., If it 1is not, a message is
displayed, and one of following actions is brought into

effect.
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'1.- Some algo%;tnms 'are'1abandpneﬂ - due Eo Vithe
:i56;tage,of cqﬁbuteq'memory for large applications.

| 2, Soﬁe? pafaméters of the algorithm are adjusted |

automatically. ;Eof exémplé, ‘iffthe designer‘specifiés'too
many safe -or fail lihes, the s&s;em'wiff’redﬁce them a.
‘iittle s&t‘that the allocated‘memqry is'just lafbe enoﬁgh.
Tﬁereforé the safe-fail 1line method is still valid for
adoption with a fewer number of safe or fail lines.
4;8 FORMATION OF THE OPTIMIZATION AND CONSTRAINT .FUNFTIONS

. In this project, the software OPTIVAR (Siddall,
1982) has been used for optimization. A main program and
two normally user-written subroutines UREAL and CONST are
. required, UREAL is called to . evaluate the optimization
Eﬁnction and CONST is uéed to evaluate the constraint
functions. However in 6ur'system, all of the functions and

subroutines are created internally.

T

4.8.]1 Implementation of the Main Program

'Erom the expert system database, METHD, NPENAL,
NCONS, KPV, KPVN, RMIN, RMAX, XSTRT can be read directly,
where

METHD -~- optimization method selection index

NPENAL -- penalty function index

NCONS --- number of constraint functions

KPV === number of dimensional variables
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~ KPVN —--- number of non-dimensional variables
RMIN ---- lower'bounds oflvariables
'RMAXI——-—'quér bounds of variables o
XSTR? —;—'starFing.values of vaajaﬁles

4

The total number of design variables N is,

N = KPV + KPVN - .

N, NCONS and the selected optimization method, the

expert syéfem'can calculate the size-of working array W for

n
OPTIVAR.

Another task of the main program -is to establish a
cpﬁmon block which contains the data about nodes, lines,
arcs, curves, variables, and so on. Since the main program
is separate from subroutines UREAL and CONST in COPTIVAR, tﬁe
data can be communicated through this common block only,

'The main program is named OPTZ.FOR.

e

4.8.2 Implementation of Subroutines UREAL and CONST

f\ The subroutines are created internally by the

system. An auxiliary program CONVERT has beén developed,

" which reads in the character array FUN containing the

optimization and Sonstraint functions. FUN was defined by

the human expert or the designer in section (4.2.5).. After

some copversion, CONVERT writes‘ggN into a_file, UQOC.FQR,
which contains the two subroutines UREAL ada”CBEST.

To create each subroutine, say UREAL, CONVERT first

writes the following statements into UOC.FOR.
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WRITE (1,10) )

-

10~ FORMAT ( _
* s 8X, 'SUBROUTINE UREAL (x.u)'/
. ; 8X, 'DIMENSION X(¥1'y -
o ‘
And at the end of a subroutine,
£
-WRITE (1,30)
30 FORMAT (
* _ 8X, 'RETURN'/
* 8X, 'END')-

The system then creates the optimization function and
inserts it into the middle. There are four kinds of

functions created: (1) Bound functions, (2) Call statement

functions, (3) Expression functions, (4) System functions.
y. . .

1. Bound function

" Bound functions define th' upper and lower bounds of
jthe design_variables, and are a Eype of constraint function.
Since these bounds are available in the exbert system
database already, it is easily done. For example, if the
lower and wupper bounds of the second variable are 2.0 and
4.0 respectively, CONVERT would insert two linés of
statements in UOC.FOR to be used in subroutine CONST, B

X(2) - 2.0 (

4.0 - X(2)

PHI(3)}

PHI(4)

PHI is the array containing all of the constraint functions.

2, Call statement function




'Call stateﬁent functions allow the designer‘-to
‘define- fqﬂétions, involving .rather complicated proéedurég '
other than the FEM calculation. CONVERT first-p}h s up all
of the.variables and constants ih_the input call sfytement,
-and subs}ituteé the valuesfor:COnstants,. The last argument
is 7exc}usive1y changed to "zr, -which _williﬁteturn the
function value. For. example, if the Ith input con§t;aint
function..is as follows,

: ‘ CALL ABC (D1, D2, D3, VALUE)
Then tﬁi expert system:finﬁs that D1 and D2 are variables,
and D3 1is a constant equal to 4.2. Then the following two
lines will be written to UOC. FOR ]

CALL ABC (X(1), X(2), 4.2, Z)

oPHI(I) = 2 )
If the above call statement is the optimization function, it
is written to UOC.FOR as,

CALL ABC (X{(1l), X(2), 4.2, 2}

=12 .
where U is the value of the optimization function.

In an application, 1if call statement functions
exist, a supplementary file AUXI.FOR should be prepared by
the designer. AUXI.FOR contains. the called subroutines,
e.g. ABC as above. AUXI is linked to the main program OPTZ

later. , ~

3. Expression function

Expression functions are equivalent to the Fortran
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assignment stateme&t, which are typed in bg tﬂe,'usgr
interactivFly.'.Apiexample'of an exbréssion function is

Dl + D2 - D3 S
wﬂere D1, D2 and" D3 are defined as in the ébove call
statement, If it is an Optiﬁization funcﬁioﬁ, it will be’

converted to \
U = X(1) + X(2) - 4.2
If it is the Ith constraint function, it is,

b ]
PHI(I) = X{(1) + X{2) - 4.2

4. System function

System functions ﬁave been built in by the system
developer for the convenience of the user:kin order to
define some complicated functions in a certain domain.
There are five system functions which havé been introduced

.in section (4.2.5) already.

$ V calculates the volume of the structure. CONVERT writes
a statement in UQC.FOR,
CALL SYSU10 (U)
Subroutine SYSU10 will return the value of the volume
of the structure. |
$ C 1is the constraint function related to curvature of the
nodes on a polar curve. CONVERT writes two statements
in UOC.FOR, .

CALL SYSC1l0 ( K, Z )

PHI(I) = 2 ‘f
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Subroutine  SYSC10 will return the value . of the

250

constraint function through argument 2. K is the curve

number,

-~

.+ $ S is the constraint ~function related to the maximum’

[N

stress of a region.
$ D is the constraint function related to the displacement

of a node,

$ B is the constraint function concerned with the buckling

of a column.

The evaluation of the last three system functions

requires the *FEM calculation, and uses a new subroutine

ANFEM(2Z). The single argument 22z is an. array with 21

elements.

2Z(I) = {critical load for a column)r— (calculated
load) 1=1,2,...,10
2Z2(I) = (allowable displacement) - (calculated
displacement) I=11,12,...,20
2Z2(21) = (calculated Fé) - {reqmired FS)

CONVERT first checks if there are $S, $D or $B functions and
counts the number of each, Then subroutine ANFEM is called.
If there is an $S function, CONVERT writes,
PHI(I) = 22(21)
If there are $B funotions, then say for the third
one, CONVERT writes,

PHI(I) = 22(3)
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A similarn_manipulatioq is done to displaéement

.

constraint functions.

The ~way the Fortran file UOC.FOR 715 created is

analogous to the creation o

v ‘ ,
f a data file. However a Fortran

fiie thus created can be compiled, linked and run exactl} as
a génerai Fortran file. . |
Figure 4,25 1is ,a 'sampie ‘of UOC.FOR. Subroutine

ADqUSf is called to renevgiuate the-coordinaﬁes of nodeg and
thicknesy of regions, when any dimensional variable has
changed. The optimizagion .function 'is the volume of the
structure which is evalgated by calling subréutine sYsula.
PHI(1) to PHI(8) are the constraints abéut the upper and
lower bounds of the four design variables. PHI(9) stens
from the expression function

DL + 10
PHI(10) stems from the call statement function

CALL A { D2, D3, D4, D5, VALUE )
where D5 is a constant, equal to 10.0. PHI(1ll) is about the
curvature of the nodes on curve 1; PHI(12) about the maximum

stress; PHI(13) about the buckling of a column; and PHI(14)

about the displacement of a node.

4.8.3 Implementation of Subroutines ADJUST, SYSUl0, SYsClo
and ANFEM

ADJUST checks whether the design variables have

-.changed when subroutine UREAL or CONST is called. 1Inside



SUBROUTINE UREAL(X,U)
DIMENSION X{(*) - -

CALL
CALL

ADJUST(X)

SYSU10(U) -

RETURN

- END -

SUBROUTINE. CONST (X ,NCONS,PHI)
'DIMENSION X(*),PHI(*),22(21)

CALL ADJUST(X)

‘PHI( 1)=X( 1)- 30.00
PHI( 2)= 70.00-X( 1)
PHI( 3)=X( 2)- 0.00
PHI( 4)= - 65.27-X( 2)
PHI( S)=X{ 3)- “ 0.00
PHI( 6)= 53.20-X{ 3)
PHI{ 7)=X( 4)- 0.00
PHI( 8)=  100.00-X{ 4)
PHI( 9)=X(1)+10

CALL A (X(2),X(3),X(4),
PHI{ 10)=2

CALL SYSCl0( 1,2)

PHI( 11)=2

CALL ANFEM(zZ)

PHI( 12)=22Z(21)

PHI( 13)=2z2( 1)

PHI({ 14)=22(11)

RETURN

END

10.4Q00,2)

Figure 4.25 Sample of file UOC

252
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'updated.

'ADJbST, there 13 an‘array Xo storihg the 1ast values of the
: design varlables for thlS compar1son. If none of the de51gn
’varlables hae changed, the. loglc flow w111 return to UREAL

t:qu CONST ihnedlately. If any of the de31gn var1able has

changed the coordlnates of relevant nodes and the thlckness‘

oﬁ_ relevant reglons w;ll be mpdlfleq. ,Elnally, X0 is

following' the algorithme‘discdSSed_in section (4.2.5).
‘Ali o0f the  above " subroutines ‘have very few

arguments.  The majority of ‘the data are communicated

o
through common block from the main program OPTZ.

"4.8,4 dommand File SYS.COM

This command file executes the optimization.

RUN CONVERT'

FOR UOC _

LINK OPTZ, AUXI, UOC, EXPERT,-
SYSSLIBRARY:OPTIVAR/LIB

$ RUN OPTZ

L AN AN

CONVERT creates UOC FOR, which then is compiled and linked

5, !

to the main prodram OPTZ. OPTZ is then immediately run,

4.9 GENERATION OF FEM MESH AND DATA FILES

4.9.1 Mesh Generation

4.9.1.1 Distinguishing Constant and Non-constant Substruc-
tures

The procedure here is similar to most of today's

automatic nmesh generators, in which a complex configuration

SubréutinesiSYSUlO, SYSC10 and ANFEM. are ‘implemented
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‘CRT terminal. It is not a big burden

'is divided into several simpler regions infleractively at the
- / . T . -

expert -'system checks. each region in'turn to see if it is

7cbnstant. In a constant region, the‘boordinates of all of

its. nodes do not change during the optimizationisearch, and -

s

the: values of stresses and dispiécements,are not needed.

The displacements. -of . the FEM nodes in the constant.

substructure cannot bd? evaluated during the optimization
L : ‘ :

search., All of the constant regions constitute the constant

substructure, and all of the non-constant regions'constitute
the non-constant substructure, | ,

A structure must be_ divided into constant or
non—constant. substructures in order to édopt the
substructure method (section (3.4.1)), where the FEM nodes
on the mesh must be numbered independently in two
substructures.

There are three factors affecting whether a region

is constant or not: system functions, dimensional variablps

and dummy nodes.

1. System function

(1) Buckling

For a buckling system function, the stress of the
center of the column must be evaluated. The expert
system finds the region containing the centet, and sets
this region as non-constant,

%

(2} Displacement

the designer. - The
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- 2. Variable

255 .

. If - the displacement of a node-is required, this

-

node is classified as non-constart. ' A region containing

_ a.non-constant -node must be non-constant,

(3) Maximum stress.

If the maximum  stress in a region is required,
1 LY

this. region mist be non-constant.

.

'If a node is controlled by a variable about its

X, y coordinate, or radius, “or angle, this node is

non-constant. If the  thickness of, a region is
"’“ - ) . - » )
controlled by a variable, this region 1s@ﬁ?)n—constant.‘l
{/ :
3. Dummy node . . )
. . ' /

Dummy nodes are wused ‘in order to make more .

‘.
¢

convenient the definition 'of a region. Their

coordinates refer to other nodes. If ong of these nodes
. : L3
is non-constant, the dummy node is non-constant too.

What remains after excluding all of the non-constant

regions due to any of the above cases are constant regions.

4.9.1.2 Generatioﬁ of the Mesh

1. Array NOP and CORD ¢

) . , .
The ?esh generator creates two arrays for both
constant and pon-constant substructures. . . ,
» NOP E,@i -— connec;}yity array,.where. NE is the

'y *

-



', ’ LI
- number of FEM | elements. .in- a
'substfdcture. -. ) |
CORD(NP;Z) -- ceoordinate arréy, wheré &P Iis the
| | _number of FEM nodes in a subst;uctﬁre.

Figure 4.26 is a region with four FEM‘elemen;s, each ~

has eight‘nodes, so : . ‘
\ NOR(1,1) = 5 S
© NoB(F,2) = 4 : R
NOP(1,3) = 3
"NOP(1,4).= 7
NOP(1,5) = 11
NOP(1,6) = 12
NOP(1,7) = 13

NOP(1,8) = 8

X1

0.0, CORD(1,2)

u

Yl

]
o
o

CORD(1,1)

1]
i

CORD( 2,1) X2 0.0, CORD( 2,2) Y2

1.0

]

LI B A A S

There are two kinds of nodes; one is the node for

.+ defining the reflions (just node for short), another is the
finite -element node (FEM node for short). Genefally, the
region nodes are also FEM nodes. However, FEM nodes are not

necessarily region nodes.

2. Determination of the Interval Number

érom the theoretical point of view, the density of

‘the mesh should be determined by the distribution of stress.

1] - -



ez i CsE v
4 -3: 1 ol (3 20

3 & g L1 105 919

o) 2 010 4 ¢18

S S N 2
\ o I--EI‘“.I‘,t node

o .

region node

FEM elément

Figure 4.26 A region
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‘Ho#éver _at the very begining of'gﬁ\iE: analysis, little is
. . . ,

known about the stress distribution, So the density of a
pre;lim'inary ~mesh can be determined- only by using intt?tive
sense or experience.

The designer's procedure is to move the crosshair to

an edge (initial edgei of any region (initial regiom), which

_ . \
is wusually the one that is expected to contain the maximum

stress, and then type in a number whichwdenotes the number

of 1intervals (initial interval number), i.ﬁ. the number of
T
FEM elements in the initial edge. This 1is the only

-

information the designer need enter. 1In Figure 4,27, if the:

designer moves the crosshair to edge \1-2, and types in 3,
the mesh generated would be as shown. ‘

The dete;mination of the iﬁterval number in other
edges is based on the principle that the quadrilateral
elements should be made as square as possible to give the
most accurate result, .The interval number of the edges of
the' initial region is evaluated first, Féilowing }his the

neighboring regions are evaluated, and theqjthe neighbors of

L4

the neighbor. By this procedure, as a new region is dealt

with, the interval number of one of its edges i7/a1ready

]

known. 4 .
In Figure 4,28, li is the length of the ith edge of

the region, and n; is its interval number. 1If the interval
number of any edge is unknown, say Nygr thén the interval

number of its opposite partner is first checked, i.e. n to

2'
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Figure 4.27 Determination of the iolensl’c'y

of the preliminary mesh
Su ' :

ol

t4 n4

i2 ne S

(3 n3

——

Figure 428 Determination of the interval
’ number of an FEM element
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Qetermine if it is known. If hé is known, then.n4 is set

equal to ny. If n, is unknown too, then one of ni and ns

must beé known. For illustration, it is assumed that ny is

known. The following relationship is used,

o

g =Ny =ng (L, v L 0/00 % 1) (4.28)

-

Therefore if the region is a'rectangle, egch FEM element is.

theoretically a square. However, since n; must be rounded
to an integer, the elements are usually not exactly square,
W e? the interval numbers of all four edges of a region a:é
ztermined, the number of FEM elements contained by this
region is determined too. -\ !

In our present. brogram, the interval numbers of a
pair of oppdsite edges of a region are required to be equal,
This requirement may be violated sometimes by the above
procedure. Let wus look at Figure 4.29, Suppose the
designer specifies the interval number for one of the edges

of region 1. The interval numbers of other edges are

induced in one region after another through the two routes

shown ‘as the dashed line. Finally, n, may not be equal to

n, in region 7. If such a conflict occurs, e.g. n, = 6,
L =- 8, then n, and n, are reset to their meaﬁ.

n, = n, = 0.5 * { f + 8 ) =7 (4.29)
However, n, of region ? and n, of region 6 are the same
-thing, so n, =n, = 7 in region 6. Such "infection" should
be continued until n, is set to be seven in region 5. Since

edge 4 of region S5 is an external edge, the "infection” is
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Figuwe‘4.29 Conflict in interval numbers
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terminated. ,Simi; rly, n4’= “é 7 in region 10, - S

3. Determination of interval ratio

Figure 4,30 shows a quarter of an annulus. 1In {a),
nz‘ has equal interval ‘ratios, and in (b), n, has uneduals
'intérval ratios, sor that-*thé mesh is finer closer to the
inner hole. The‘second caée is preferable, since usually in

a narrow area, the stress gradient is higher, and the mesh
D

7

should be finer.

Our algorithm to determine the interval ratios is as

‘follows; also see Figure 4.31. Suppose

n, = ng = 3 , | ‘ . {4.30)

’ @
{l) Locate ajr @y, ag, a, and bl' b2, b3, b4, ley |
218, = a,a, = aja, ?;
blb2 = b2b3 = b3b4 (4.31)

J

where aiaj means the length along the edge, not the straight
line distance.
(2) Calculate

= a.b, +

51 1°1 7 830,

272 373
Sy = a3b3 + a4b4
S =8 + s, + sy (4.32)

(3) Calculate interval ratios, and relocate ay and



ne

(o) : ().

-

Figure 430 Equal ond unequal interval ratios

Figure 4.31 Calculation of interval ratio
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2122 _ PPy 5
3233 _ PP _ 5,
ala4 b1b4 S
2334 _ P3Py 53
a1a4‘ b1b4 [

(4.33)

"Usually;, an ~edge is contained 'by two adjacent_regions.
gince the interval ratios calculated from different regions
are not equal, the average value should be taken. The
interval ratios thus determined may not be the best from the
theoretical point of view. However they'dill be adjusted
later when  stress distribution is r€turned0:ffom FEM |~

L

. ﬂy’: !
calculation. j r 3 !

4. FEM node connectivity

The FEM nodes are first numbered randomly. Later
subroutine MBN 1is called to optimize the numbering so thgt
the bandwidth of the stiffness matrix of the structure tends
to be a minimum,

Subroutine MBN Iwas implemented in the author's
master project (Wu, 1984), based on the paper of Akhras
(1976). Since the interval numbers of édges of the regions
are known, the regions can be divided iqto a certain number
of FEM elements, and then the FEM elements and nodes are

numbered from top to bottom and from left to right.
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- However, a configuration

-

4.32.” Within the constant substructure, m=-n is a common

edge between rggions'z and 3, and node k is a common node of

- regions 1 and 2. The expert system will check out such

cases in order to avoid redundantly numbering the common

nodes and the nodes on the common edges. It is then very

easy to assign values to the array NOP which will be entered
into subroiutine MBN, Then a new NOP is returned, with the

bandwidth minimized.

"5, FEM nodal coordinates

The last problem is to.evaluate the coordinates of
the FEM nodes., A discréte transf%nite mapping formulation
from Haber (1981) has been adopted. The calculations are
complicated, but the basic parameters used remain constant
for a certain region. So when dealing with a region, all of
its parameters are first calculated and stored. Later, a
.simple formula is called,‘ which ‘caﬁ use these canstant
parégeters.

Arrays NOP and CORD (introduced at the begining of
section (4.9.1.2)) <can be written to a substructure data
file which will be used by the finite elemént module,

Finally, the FEM mesh generated is displayed on the
screen. If ' the designer is unhappy with fi, he can go back
to r2determine the initial interval number on an edée of a

.

region, and the whole program runs again.

H

265

can .be decomposed as in-Figure

Figure 4.33 is a sample of the FEM mesh generated by -
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n
| constant
\ substructure
< &

non—constont
substructurd®

Figure 4.32 Decomposition of a structure



Figure 4.33 Sample FEM mesh
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the above pro&edure.' The designer hes specified the

interval number on edge m-n_as five.

4.9.2 FEM Data File .

During the aforementioned preceduree'.in this
chapter, a database is available. It containe all of the
expertlse of the human expert orlglnally, and is updated and
supplemented little by little by the spec1f1cat10ns from the
designer. Now the data must -be reorganized into several
data files reqnirea by the existing'finite element package.
This presents little difficulty. Only the boundary
eonditions reguire some discussion.

The boundary conditions of the sttucture on region
level are defined by the user, as in Fiqure 4.34(a), where
one region node is fixed completely and two are fixed
partiy. Then the region is divided tnto se;eral finite
elements as in Figure 4.34(b). There are a lot of FEM nodes
between the two, region nodes on an edge: The fol&owing
heuristic rules are used to determine the bouneary
conditions of these FEM nodes.

1. If one region node 1is completely fixed, the
middle FEM nodes have the same boundary conditions as the
other region node.

2+ If the. two region nodes heve the same boundary
conditions, the middle FEM nodes take this same boundary

condition.
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) \
other cases, the middle” FEM nodes are

free,

4.10 PROGRAM STYLE OF THE EXPERT SYSTEM

At this point, we shall sum up the general style of
the expert system, whiéh is considered extfe ely important
in an expert éistem Aapproaéh. In this section, the term
"expert system" implies both ihe super—exper£ system or

lower level expert system, and we shall call it "system" in

short. The term ‘"user" refers to the human expert (in the
top level) or the designer (in the lower level).

‘ Generally, our system has several distinct features
in program style: sﬁfficient information for the user,
céﬁvenient input by the user, reliable proof for the user,
free judgement : from the user. They are summed up in more
detail as follows.

l. Graphic Interface. The system makes full use of

the CRT graphics terminal. The_interfaces between the user
and system are visible, intuiti*e and all on-line. The user

need not prepare any files bgﬁdée starting the system,

2. Simple Input. Th; user enters the specifications
in several sections as dé;cribed in this chapter. Related
information items are entered together. The input does not
always mean typing a series of numbers. It could be
selecting a menu iiem, pointing to a graphic primitive,

adjusting the bar chart, or filling out a table. To specify



user can enter either th%

the importance values, the

_ the direct values., For each

importance values or

specification,” there is always a; default value. At the top

level, it is knowledge from the super-expert system. At the

of the human

A
-
L)
s
-
A
-
- L]
b ]
L]
-
r
-
-
-
.
-
4
F
-

lower 1level,- it repfesents the expertise

expert. These default values can save the user's effort in
input, since they are usually very adaptable or réquire only
minor modifications for most of the applicationa. The

system can also provide some other aids, such as induction:
supplementing missing:

.

of dimensions and variables, or

material properties. :

3. Static information. Before the wuser creatq%

specifications, the system provides adequate introductofy
information, such as how to use thé interactive modulefto
create a configuration, what the importance values mean énd
how to specify them, what advantages and disadvantageé an

optimization or FEM algdrithm has. This information guides

'l

the wuser in entering spetifications or making decisions.

Furthermore they can bprballed again later at any tﬁme if
the wuser forgets some detail. The information 18 all

written in a data file BOOK. A piece of. information: can be

reached by identifying its chapter and page number.

) 4. Dynamic information. After the user %asfcreated
o+

. .-
a specification, the system provides fool—ﬁ?éof checks.

This does not only mean simply checking an inppt number

{e.g. 1.25 < factor of safety'< 10), but also invélves more



complex checking. For instance, it checks if two examples
in the training sample are in conflict; or if the
interactive rules are recursive; or if an importance value

is- compatible with others; or if there is enough computer

" memory for an FEM algorithm. Furthermore the system can

evaluate the goodness of a specification. For exaﬁple, it
can compare a user entered material with its own desired
material or any others. When the system finds something
wrong or , unreasonable, a warning message is displayed. No
action 1is enforced; it just reminds the user that the
situation should be . reviewed. All of the final decisions
are made by the user. _ '

5. Intelligent informatfon. If the user wants to

know why a candidate, or an algorithm, or a parameter is

recommended by the system, the system can trace back to the

derivation procedure and answer "why". For example, the

L

system can show the bar charts of the importance values and
desirability values 1in order to explain intuitively why a
material or configuration is desired. The system also can
show the procedure for initializing the reference factor of
safety, and then \ how it is modified -by different

considerations,

272
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RUNNING THE APPLICATION

P

In the 1last chapter, the model For the FEM bésed

- -

optimization design was.established. Some specific Eeatures
in running this program will now be discussed: Einding a
feasible starting -point;. scaling.the design yafiables and
functions in order to mage the program robust; adjusting and
regenerating the FEM mesh tolguarantee a high qdality FEM
analysis; and traciqﬁrand adjusting the optimization search
in order' £o let the designer lhave more cohtrol of ‘the

r

optimization procedure.

5.1 FEASIBLE STARTING POINT
Usually, a feasible starting point is more likely to
lead to a successful optimization run. Furthermore, some
optimization algorithms require a feasible starting point,
The expert systeh adopts an algorithm suggested by
=
Fox (1971) to find a feasible starting point.
U = —<gk(x)> = minimum
0, if gk >0
where <g, > = { (5.1)
Nl if 9y <0
gi(x) > 0, where i1 includes all of the

satisfied constraints,
2713

L

4.
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‘gj(x) - gj(ko) > 0, where j includes ‘all of #he '
unsatisfied constraints except

the kth.

All of the unsatisfied constraints are driven to feasibility

~one by one,

?he flowchart for finding a feasfbic stafting point
is shown in Pigure 5.1. The algorithm has been implemented
in the ‘existing optimization subroutine UREAL, and the
constraint subroutine CONST, which can be called in two

different modes: .the optimization - mode and the

starting-point mode.

In subroutine UREAL, the optimization mode returns
the value: of the real optimization function of the
application. The starting-point mode calls constraint
subroutine CONST, and returns -<gk> as the value of the
optimization function, where 9y is the unsatisfied
constraint being. driven at the moment.

In subroutine CONST, when the starting-point mode is

evoked, the constraint functions are as follows.

PHI(K) = 0
PHI(I) = PHI(IQ
PHI(J) = PHI(J) - PHIO(J)

where the array PHIO stores the values of the constraint

functions in the last iteration.
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hilas
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-MF there are unsatisfied construln‘ts?> '

YES

Drive the unsatisfied constraints

. one by one using formula (5.1
<

Optimization

|

Figure 3.1 Flowchart of finding o
feaslble starting point



- 5.2 SCALING VARIABLES AND FUNCTIONS

PR wl"proven to -be vérf important in optimization practice. The

-

Scalinq the design variables énd functions has

following QErmula is used to scale all of the design

b wvariables to the range from ten to twenty.

l-= { — . - : . » "
. Xs; = I( x0; - a;, )/ b, ‘ , i
= 2 % - .
ai 2 BLi_ BUi . R
— +* -
bi 0.1 ( BUi BLi_) | _ (5.2)
wherd xoi -~- the original design variable, Bhis xoig BUi
* r" ) ' -
XSi -=-- the scaled design variable, 10 ¢ XSi < 20
BL. --- lower bound

- .. 1

BUi =3~ upper bound

)

Now inside the optimization search algorithm, all of the’

-

design variables are always positive and: have. the same order
of magnitude even when. the design point goes beyond ‘the
bounds accidentally. The working' environment for the

\\ algorithm has been improved significantly and a lot of

avoided.

‘When the optimum solution is obtained, the design

" variables can be transformed back to their real values as,

= b, * | -
X0, bi xsi + ay . (5.3)

All of the fﬁnctioqs (optimization function and

—

constraint functions) are evaluated before the optimization

mathematical indeterminate forms and other pitfalls are



- by ' i
i L] 13 -:)\\_JT‘
-s . ’ i . . T . . .
search in order’ to obtain the scale factor, =~ v - -
) P : o o
) S; = 1./1£;] . - S (5.4)
where S, --- scale factoMefor ith" function

fi.€:;)£he value o% the ith function at the star&ing

point

Later,i each fﬁnction{ eéaluated’ in UREAﬁ 'o; CONST is'
multiplied by its scalée factor before its yalpq is returned.
:S .1he top leQel program, fherefore the abspluée values of
all of tﬁe functions are initiélly of the same order of

magriitude, and approximately one. \

5.3 ADJUSTMENT AND REGENERATION OF THE FEM MESH

5.3.1 Adjusting FEM Mesh

During' the optimization search, the values of the
desigﬁ variables vary in small steps, and the coordinates of
some ‘FEM nodeg and the thickness of some elements are
changed correspondingly. The re—-evaluation of these
coordinates and thickness in each optimization iteratlon is

called mesh adjustment, where the numbers and connectivities

of the FEM elements and nodes do not change. The following

steps are included in the adjustment procedure.

1. Has any design variable changed during an optimization
iteration? P
YES: go to 2

NO: go to § ‘ B
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2, ReﬁeValuate the coordinates of the regién nodes and the
thickness of tﬁé regions which are controlled by the
changed design variables. - .
-3, Find éut the regions' where the coordinates of some of

its nodes or its thickness has changed.
4. Loop the regiéns found in step 3., ~ . .

« Re-evaluate the thickness of , the FEM elemeéts or the'
coofdinates of FEM nodes (section 4.971.2).

5. - Go to next procedure.

-

-

. An example is showh iﬁ Figure 5.2. Figure 5.2(a) is
a region before adjustment._ Nodes 1 and 2 are region nodes.
The x coordinate of node 1 is the variable X1. By variable
induction' (section 4.6.2), the expert system knows that X1
controls the x coo?diﬁate of node 2 too. Now if X1 changes
from 4.0 to 2.0 in an optimizatign iteration, the «x
coordinates of node ltand'node 2 are changed accordingly.
The coordinates of other F;M ﬁodes in this regions are

re-evaluated. The region 1is uniformly adapted to Figure

5.2(b).
r .
Mesh adjustment is evoked in each optimization
iteration. - ‘ §\
a'\\k
9
5.3.2 Regenerating the FEM Mesh
In contrast to mesh adjustment, in mesh

regeneration, the number and connectivities of the FEM nodes

are redetermined,” and the mesh tends to be finer. Since



s

7 ¢
N (o) <
Figure 3.2 Adjustment of FEM mesh
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) ‘;
each regeneration - takes significant computer time, it is
- N evoked for each ten optimization iterations. C .

-

' The ' following two criteria are checked first. 1If

S~ . .

neither of them 'is satisfied, the actual regeneration

. .- brocedure is bypassed.,
' 1. ‘Aspecb:ratio
~ ‘ )

[

>

-

Aspect ratio is the ratig of the léngths of the FEM
L
element in two perpendicular directions. It reflects the ‘

<« | ~

geqQmetrical requiremeﬁt for® the FEM elements. When.the
aspect ratio: is too large (Figure 5.3(b)), the Fcchracy of
ﬁj:> - calculation is low. Even worse, if the severe distortion

shown in Figure 5.3(c) occurs, then the program could crash.

J

Here, the aspect ratio r is taken as,
' ’

4 r = max ( -28 248, (5.5)
) lig o6 o -

where 126 is the distance between FEM node 2 and 6 in Figure

'—l
=

[

5.3(a). l48 _has a similar meaning. 1If r >_R, the mesh
regeneration must be evqked, where R is a predetermined
parameter, say 10. There are additional geometric
requirements \for a high quality FEM element; for example,
Yhe four angles‘ should be close to right angles. Since
these ‘requirementg are nop.as critical as the aspect ratio,

they are neglected-in order to reduce calculation.

[N

2. Stress difference ~

An FEM node is usually a common node of several FEM
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(c) Distorted element

Figure 3.3 Aspect ratio
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elements. So its stress c¢an be evaluated from different

connected - FEM elements. ‘As described in section (4.9.1.2),

the initial FEM mesh is set'up‘by the designer accordiﬁg to .

his judgement and experience. If the mesh is not adequately’
fine, the stresses of an FEM node evaluated from different
connected elements have a significant difference. The
stress difference d of an FEM node is defined as,
max{sl,sz,...,sn) - min(sl,sz,...,s )
| min(si,szy...,sn) |

where sl,_ Sor  eeces s, are the stresses of the FEM node
evaluated trom different elements. If d>D, the mesh
regeneration must be evoked; where D is a predetermined
parameter, say' 0.05. The stress difference criterion is
related to stress, and reflects the overall reqeirement for
the fineness of the FEM mesh of a structure. The aspect
ratio criterion tends to deal with the local distortion of

the mesh, .
When a <criterion for mesh fegeneration is met, the
expert system will evaluate three numbers IREG, IEDGE and‘

NINT.

1. IREG

The expert system determines the I'REG region as the
one containing the FEM element which has the largest aspect
ratio or stress difference. If both of the criteria are

met, the aspect ratio has higher priority, because the

severe distortion of the mesh would make the optimization

o 7



‘run crash,prematufely.r

2.  IEDGE

Figure 5.4 shows the IREG region. The following

parameters are used.

( l1 +'13 Y/ n,

0 213

Ay, = ( ]..2 + 14f)7 n, (5.7)

where ny and n, are the number of FEM elements on edges 1

and 2 of IREG. The parameters a3 and a,, are average FEM

element lengths in - edge 1 or 3 and edge 2 or 4 respectivély.

If a IEDGE

13 2 3547 1

If < 2

313 ¢ @p4+  LEDGE | .
IEDGE 1is the edge on which the length of the FEM elements

are relatively longer.

3. NINT | \

NINT 1is the number of FEM elements on edge IEDGE of

region IREG after the mesh regeneration.

1

ny + 1 when IEDGE
NINT = {

n2 + 1 when IEDGE

n

2

Now IREG, IEDGE and NINT can be taken as the initial

region, initial edge and initial interval number as defined

in section (4.9.1). The FEM mesh of the structure can be
regenerated following the algorithm in that section.
The expert system provides another facility for the

designer. The FEM mesh of the structure is displayed on the

)
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Figure 3.4 [IREG region
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"scNeen after each ten..észzxxfation' iteratibns. If the
designer feels that the mesh distorts too much based on his e

_ ‘ . : ' Al

experience, he. can select .a menu item "RESET" from the -

screen, and the mesh regeneration mechanism.iwill be evoked

immediately. Since the designer can look aé the mesh only

from the viewpoint of geometry, the aspett'}atio criterion
in this case to determine IREG. The predetermined

is used
parameter R 1is one, i.e. the regenération of the mesh is
h/;egeneration, in

unconditional.
In the first

Figure 5,5 shows an example of mes
which Figure 5.5(a) 1is the initial mesh.
iteration, the stress difference criterion has been met, and
the mesh is regenerated into Figure 5.5(5). In the llth
iteraéion; the  stress differg§pe criterion has been met
meéh changes to the form shown in Figure

again, and the
remains unchanged until the optimum solution is

—_

5.5(c). It
achieved. The actual mesh adjustment is %p effect at each

iteration.
In this example, the aspect ratio criterion was not
element, the

isoparametric

met, because for an 8-node

allowable aspect ratio can be as high as ten, and this is

seldom exceeded, It should also be noted that when a mesh
evoked by the stress difference criterion,

regeneration 1is
the stress difference situation is improved, and usually the

aspect ratio improves at the same time.

situation for the
is a pseudo example of mesh regeneration due to

Figure 5.6
1 3
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(a) Inlflal mesh

(b> FiIrst mesh regeneration

(c> Second mesh ,regeneration

Figure 5.5 Mesh regeneration due o
large 'stress differences



/

b

(o) Before regeneration

(b)) After regeneration

Figure 5.6 Mesh regeneration due to
a large aspect ratio
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, . _
agpect ratio, following the algorithm discussed above.w

S.4 TRACING AND ADJUSTING THE OPTIMIZATION SEARCH

5.4.1 Optimiiatidn Topography‘anq Search Route

In conventional opt%mizaﬁion, when a run is started,
ﬁhe designer has no control and knows nothing about what is
happening during the search until a solution, convergent or
not, 1is giveﬁ. if it is divergent, the designer cannot
normally determine why. The expert syséem improves this
situation significantly by dispiaying the topography of the
optiﬁﬁzation function and the search route on a
two-dimensional piane during the optimization run.

For this purpose, the designer 1is required to

determine two design variables as the important variables.

All others are non-important variables. The range of the

topography is .determined by the bounds of the important
variables. Néw by fixing the values of all non-important
variables at the current design point, and varying the
values of the two important deéign variables within their
bounds, the values of the optimization functions and all of"
the .non-FEM constraint functions are evaluated in a set of‘
uniformly distributed points in the 2-dimensional plane.
Regions are established with different coloufs according to
their value‘ levels and Ee(sibility, as in Figure 5.7. The

computer time spent in calculating the'optimization function

and non~-FEM constraint functions is trivial.
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Figure 3.7 Colours of the optlm?zatlon topography
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If the global direction method discussed in section

>

(3.5) has been used, the global unconserained'optimum is
. R :

available already. It is designated by a red cross "+" on

the topography. @ ,
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The. route of the fully conStrained optimization

") .
search 1s then drawn on the topography. It transfers very

- ' - +
intuitive and visible information to the designer about what

is doing on. Whenever an infeasible degsign point 'is

~ encountered, a small red circle appears. These, toéether

with the optimization search points, gradually identify the
~ .

constraint lines on the screen.

~ ”
Another feature for interactive optimization is the

-

use of test points. Any time during the optimization

search, the designer gan suspend the current search, move
the crosshair to any point on the topography, andrtype key
F.{ All of the constraint functions are then evaluated at
this point. If it 1is feasible, a small white circle
abpears; otherwise a small red circle appears instead.

After one or a series of po{nts have been tested,
two options are available. First, if the R key is typedg

s

the original optimization search 1is resumed at the point

where it was suspended. Second, the crosshair can be moved
. 1Y

to any point on the topography and the S key typed; this

point is now a new starting point. The original

optimization search is aborted, and a completely new search

beging at the new starting point, In conventional



&

optimization, the designer cannot reselect a starting point
) P

until the previous search is terminated. In our system, the

designer is ablg_té do that at any time when it seems more

likely to lead to a trﬁly global opﬁimum;

In Figure 5.8, the optimization search has been

started at point O. When the search point has arrived at
peint B, the desigher has decided, after inspecting the
topog;aphy, that the search may result in a local optimum.
So  the séérch is suspended, and by using a series of test
points, an imaginary constraint 1line is defined. The
designer might now be quite sure that point A is close to
the constrained optimum. 1If it\Qere taken as the optimum
solution, it would Be a very épproximate one from the
viewpoint: of numerical calculation; however it should be
acceptable for real design applications,

The main problem is that the topography is relevant
to two important variables only. The A point so determined
neglects the effect of other variables to some degree,
Ho;ever the point A can be set as the néw starting point
from which a new optimization search begins, It would lead
to a more precise optimum solution in the n-dimensional
sense, .

When any of the non-important variables change a
significant amount, the existing topography becomes out of

date, and should be replaced by a new one evaluated at the

current design point., Since the test points would be valid

o
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+ unconstralned global optimum
(] original starting point

X Infeaslble test point

o feasible test point

—-—— imaginary constraint line

j Flgur‘e 2.8 Optimization topography
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ohly in the 'old topography, they are erased together with
the old toppgraphy, |

| The designer may.not want to watch the_opﬁimization
route, or he may wish to _leave the terﬁinal dﬁring the
optimization run. In such circumstances he cén select tﬁe
menu item "HOLD", and .the optimization will run without
diséléying the search route on Lhe topography. Some
computer time will be saved. Ehe designer can resume
displaying _the search route b; selecting the menu item

"RUN". "HOLD" and "RUN" can be switched at any time during

the optimization run.

5.4.2 Showing the Structure and Mesh

The topography and search route can provide only
informatidn about the optimization search. The designer
would commonly like to know as well the form of the
structure at the current deﬁign poiAt. The expert system
displays the current configuration of the structure together
with the FEM mesh after e3ch ten optimization iterations,
At this time, the topography and route are turned off
temporarily. When the next iteration is finished, the
structure and the mesh disappear automatically and the
topography and «route are redisplayed., Just as for the
search route, the structure and mesh display can be omitted
in order to save computer time., There is another way that

the display of the structure and mesh is avoided. Each time



-
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the expert system is scheduled to display the.structure_snd‘*

mesh, it first checks whether the design bariables'have-

. changed a lot from the de51gn4901nt where the- structure and

. mesh were prev1ously dlsplayed If they ‘have not, the

structure and mesh are not dlsplayed -

- %
4
(4

~5.4.3 Rerunning the Application

If the designer is not s%tisfied with the first
- optimum sqlutioh, he can rerun the application at different
levels.- -
_. i l. he can reselect a material, a cgﬁiiguration, a
failure mode or a factor of safety.
2. He can respecify the appllcqtion with regard
dimensions, loads, degign variables, functions, and so on.
3. He Ean redetermtne the optimization method, the
FEM algorithm, the penalty function, and some parameters.
The expert system provides a small amount of very
general: advice for this purpose, and it is the
responsibility of the designer to make the major judgements.
However the information from the topography, the search
route and the test points in the previous run can help the
designer to gain an insight into the following problems.
l: Is the startihg point suitable? (If not, the
.
original search can be aborted, and & new optimization

search cald be restarted from a new starting point, as

described in section 5.4.1).

-
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2. Are the optimization method, the FEM algorithm,

and the penalty function adopted good for this application? N

'3, Are the step ‘size “and ‘some other'parameters
appropriate?

4. 1Is any constraint too tight?

5.5 OUTPUT

When the optimization run is finished, all of the

data are available for a series of hard copies for the

design, all of which can be drawn by a plotter., A table is
also displayed on the screen, which includes the following
items.

»1. Optimum solution

- 2. Configuration

3. Stress distribution

4. Displacement

5. FEM mesh

6. List of coordinates

7. List of displacements

B. List of stresses

9. List of thickness
" The designer can move the crosshair to select the hard
copies he reéuires. Jr/

All of the hard copies “for an application {case

study) will be shown in the next chapter,



CHAPTER 6

CASE STUDY: THE GAS CHAMBER

6.1 INTRODUCTION

The case study is to establish an éxpert system for
the design of a structural family --- a gas combustion
chamber with a piston and rod (gas chamber'for'short), and
then wuse this exper£ system to . design a gas chamber
according to a particular set of requirements. The general
configuration of this gas chamber is shown in Figure 6.1.
Since it 1is an axisymmetric structure, only half of it is
drawn in subsequent figures. Usually an external rib in the
middle of the gas chamber is needed as a reinforcement.

Figure 6.2 shows all of the design variables usually
. to X. define

1 6
the radial distances from point 17 of some specified points

considered in the gas chamber. Variables X

on the nozzle. Other variables are the external diameter of

the opening x7, the external diameter of the chamber X the

g’
diameter x9 and the height xlb of the external rib. All
other dimensions are usually treated as constants, e.g. the
length and the internal diameter of the chamber. The angles
of points 18 to 23 with respect of the positive x direction
are set as constants too, therefore the coordinates of these

points can be uniquely determined if their radial distances

from point 17 are specified,
296



Figure 6.1
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General structure of the gas chamber
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Figure 6.2 The varicbles of the gas chamber
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The most important specification is the internal
bressuiéﬂ Also tﬁe wofking'ftemperature and number of

- pressure cycles are usually specified..‘
— En many casés, thé'quective function‘is to minimize
the . volume of the structure. Typical constraint functions
concern the'maiimum stress, the curvature of the contours of
the opening fo; the piston rod,. and so on. The inside

length of the structure is' a constant and the width is

limited by the upper bound of X

L

X
The above description is a general introduction to
the design of the gas chamber. Specific design variables
apd functions are determined by the human expert or the
designer. Since the main objective.of this projecthzg to
study the methodologies of the expert system apd design
automation, this demonstration‘ case study may not reflect
.realistically every detailed aspect of an actual design.
6.2 ESTABLISHING THE EXPERT SYSTEM
.First the hum;n expert executes the super-expert
system, in order to establish the expert system for

designing the gas chamber family. The procedure described

in section (2.3) is followed,

6.2.1 Fundamental Definition A3

[]
This section includes defining

the gas chamber

family as an axisymmetrié problem and spetifying the number

299
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oﬁ/ material candidates - and configuration candidates. 1In

300 .

this case, the number of material candidates is nine and the

number of configuration candidates'is.phree.

‘.‘_:'

6.2.2 Setting Up Confiqguration Data Base

The configuration database is set up by interacting
-with the super-expért system at a CRT terminal. The
‘database includes three configuration classes, Class 1
.contains only one subclass; class 2 contains two sﬁbclasses;
and class 3 contains three subclasses. All of them are
shown in F;guré ‘6.3 (a), {b), (ec). A ‘practical
real life configuratioﬁ database would be much larger than
the one in this demonstration example.

The differences among the configurations occur at
the top section. 1In .class 1, both the inner and 6uter
contours are arcs. In class 2, the inner contour is an arc,
the outer contour is a curve. 1In class 3, both the inner
and outer contour afe curves, Thé sﬁ%pe of the contour
reflects the design requirement. Generally speaking, tﬁf
curve contour may be expected to save more material and
function better, but be more difficult to design and
manufacture, The minor differences among subclass
configurations in a class can be seen in Figure 6.3. Once
the first subclass configuration has been established, it is
very easy to set .up other subclass configurations in the

same class by making the necessary revision directly on the

i
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N CLASS 1 . 3 ]. | | (\\\ |
. . & : ' \

| CLASS 2 | :]

CLASS 3 ] ] ]
2 ¥ ¥

Figure 6.3 Configuraotion database

of gas chamber family
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screen.

_ Since the optimization function, = constraint

functions and design Qariables are related closely to the

configuration, they_ are defined at the same time., Typical
1 4 .

design variables are shown in Figure 5.2, .which is an
enlargement of subclass configuration 1 in class 3. The
variableé can bé defined by moving the crosshair to d node
and typing an appropriate key as dgscribed in section
(4.2.5). A typical optimizétion function is the volume
(weight) of the structure. Typical constraint functions are
those related to the maximum stress, the curvatﬁre of the
nodes on the curves, and so forth. All of these functions
can be defined easily by wusing the facilities of system
functions described in section (4.2.5). Some additional
constraint functions are typed in as Fortran statements.
They guarantee that the external diameters are greater than
the ingernal diameters, e.g.

X X, > a

4~ "1 &
where a is a constant. The constraint functions about the
lower and upper bounds of the design variables are taken
care of by the system.

We need not worry about the material database, which
is a permanent database 'in the system., Nine material
classes are available, i.e. plain carbon steel, alloy steel,

stainless steel, gray iron, ductile iron, wrought Al alloy,

cast Al alloy, brass and bronze.

~
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6.2.3 Specifying Standard Importance Values

303

There are 24 performance characteristics‘ofiginally'

in. the super-expert system. Since the leakage of the gas
will cause the problem of ehvironmentél contamination, we
have defined an additional performance charagteristic, i.e,
pollution, whose standard importance value is specified as
5.0. This performance characteristic usually influences the
choice of configuration only, \

The super-expert system has recommended standard
importance values for the 24 original performance
characteristics. Some of them are revised for this
particular example. For example, the importance value of
weight has been. increased from 6.0 to 8.,0; the importance
value of stiffness has been dec¢reased from 6.0 to 4.0.
Otﬁer changes can be found in Table 6.l1. The determination
of the importance values in this case é%udy was for
demonstration purposes, and they may not all be completely
realistic,

The importancé values of some performance
characteristics are interpolated from the direct values.
Some interpolation values for these performance
characteristics, e.g. 1load, have been modified for this
example as in Table 6.2,

The super—-expert system has recommended some

interactive rules about the Trelationships between the



‘Table ‘6.1 - Sfhndard importance values

Performance -Super-expert " Expert
characteristic system system
cost 10.0 ©10.0
weight 6.0y 8.0
volume 6.0 |, 8.0
accuracy 8.0 8.0
reliability 9.0 9.0
safety 10.0 10.0
low temperature 2.0 2.0
high temperature 5.0 9.0
humidity 2.0 2.0
corrosion 5.0 7.0
stiffness 6.0 4.0
load 8.0 7.0
frequency 5.0 5.0
impact 7.0 8.0
dimension, 3.0 3.0
style 3.0 1.0
noise 0.0 6.0
surface finish 5.0 3.0
wear: 7.0 7.0
friction 3.0 7.0
lubrication 2.0 5.0
manufacturability 6.0 7.0
maintainability 7.0 ' 7.0
service life 8.0 5.0
pellution - 5.0

304
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{mportance values of different performance-characteristics,
énd all of them were adopted,

‘In response to the prompt of the supef-expért
system, we -have defined two ‘number rules about how the
number of ‘produtts affects theﬁiﬁportanqe values cf some
performanée characteristics.

1. if the number of products 1is larger than 1000,

multiply the importance value of accuracy by 1.2.

2, If the number of products is larger than 1000,
multiply the imporgéQse value of manufacturability by

1.3.

N

6\2.4 Adapting Desirability Values -

Linear programming has been used to adapt the
désirability values for material candidates . and
configuration candidates 1in both the class level and the
subclass level. The samples to be adapted are usually
created from design records, which should be acquired from a
company or a design institute. However in this case study,
they were created by Monte Carlo simulation combined with
some judgemené.‘ Each sample.consists of 100 examples which
are divided into five groups (i.e. 20 examples %n each
group\. The only exception is that the sample used to adapt
the desirabllity wvalues for material candidates in class
level consists of . 500 examples; as these adapted

desirability values will be tested intensively later. The

306
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CPU time for adapting this sample was 244 minutés on a VAX

730 computer.

- 6.2.5 Specifying Failure Mode and Factor of Safety_

First of all, according‘to‘thqﬁspeéified standard
importanée values ,(section (6.2.3)5, and‘lthe derived
desirability values, the .super-expert syétem finds out-the
most desired material and configufation, and displays them
on the screen, 1In this example, they are plain carbon steel
AISI-SAE 1073, and subélass configuration 1  of class 3
(Figure 533). They ~are called standard material and
standard configuration, used to determine the referefi®e

S ‘
failure mode and factor of safety for the gas chamber

family, ‘

! First the failure mode is dedlt with. The
super-expert system introduces two theories each for ductile
and brittle material. The distortion energy theory was
selected for the duetile material and the modified Mohr

theory for the brittle material,

Noting = the standard material and standard

”~

configuration, we enter 3.0 as the basic factor of safety,

and type 1in a short text of explanation - "From field

tests".

Then the super-expert system reminds us of some
facts that may give rise to modifying the basic factor of

safety. Scme are accepted and others ignored. For example,

307
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theisuper-eipert sYétem reminds us that the importance value

of reliability is rather hiéﬁ, thus we increase the facﬁdr
fof saféty to 3.5. The _ supef-expert system also telis us
that \‘the humber of -cycles of the ‘alternating internal -
présgure‘ is large. Fatigue may océur, so we multiply the
current factor of safety by 1.2. Finally, the reference
factor of safety is 6.0.

Next.-tﬁe super—expert‘ S&stem shows us all of the

<

materials and configurations other than _the standard

material and standard configuration, and asks whether some
modifications concerning tge reference factor of safety
. .should be made if a special material or configuration is
used.- In respoﬁse, we specify that, if gray iron or cast Al
alloy 1is used, the reference factor of safety should be

multiplied by a factor of 1.2, and type in a text of

explanation - "brittle material"®.

6.2.6 Specifying the Optimization Method and the FEM
- Algorithms .
1

The super-expert system advises us to adopt the

Hooke and Jeeve's direct search method ahd Schuldt's penalty
function, and these are accepted.

Then we change the values of some parameters
.,

provided by the super-expert system, in drder to accelerate
the _Tohvergence by sacrificing a little precision in the

optimum solution.

The supef:expert system suggests the adoption of all

3

’.



of the six FEM algorithms, i.e. the global'direction.method,

the substructure method, the skipping method,_the safe-fail

line "method, the 'quadratic method, and the differential

method. Sincé we are not quite sure about the pérformance
of the global direction method in'this-example} we decide to
adopt only the last five methods. For the ‘paramegers
relevant gg these algorithms{suggested by the super-expert
system, thé only modification made is to decrease the factor
of the valid increment for the differential method from 0.02
to 0.00125. Because the curvature constraint functions are
rather strict, from our experience, a small increment helps
to av;id divergence, °

. .The , expert system for the design of the gas chamber

family is now complete.

6.3 DESIGNING A GAS CHAMBER USING THE EXPERT SYSTEM
Now we, as a designer, are going to use the above
expert system to design a gas chamber, following the

procedure described in chapters 4 and 5.

6.3.1 Specifying Importance Values

The expert system displays its standard importance
values on the screen. We think they are very suitable to
our requirements, so all of them are Edopted except
increasing the importance value of wear from 7.0 to 8.5,

Then we enter the number of products --- 500, There

o9 -

R
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are two numperjfules in the expert system {(set up in section

(652;3)2. Bﬁt, since the  number of prqdudts is less_than
the , gpecified critical” number of 1000,-none of them akes

'effect. -

One interactive rule in the expert system takes -

effect, i.e. _ E »
"If- the -importancé' value of wear is larger than
7.0, it is recommended that the importanﬁés*3élue of

'1ubrication be increaséd to 8.0."

- e
We think this is not quite suitable to our situation

and thus reject it. . : N

6.3.2 Determination of Material .
lNow .Qe determine ‘a materiél" consulting the expert

system., The 1input 1is the importance values specified in
sectioﬁ (6.3.1). _Sinée the database is not large, we ask
the expert system to they full search method. After
some calculation, th expert sy$tem shows us the materlal
classes in the datab se as follows and informs us that the
top one is the best while the bottom one 'is the worst.

Plain carbon steel

Stainless‘steel

Alloy steel

Bronze K

Gray iron

Ductile iron



Wrought alqminuﬁ L -
Blaés N
Cast aluminum . _ - ”-' l
We  trust the expert system and accept plain carbon
“steel, Théﬁ the -expert systeh displays the four subclass
‘materials and their eleven major properties, and again
informs us of their ;elative gocdness,
AISI~SAE 1078 |
-AISI—SAE 1045
AISI-SAE 1020
AISI-SAE 1035 =

Unfortunately, wé find that none of them are
éatgsfactory, %nd decide to enter our own material, But we
ohly' know that the yield strength of the maﬁérial is 40 ksi
and it belongs to plain carbon steel. The-eipert systém
finds out in its database that AISI-SAE 1035 is the matefialil
in .plain carbon steel that is cloSest'tQ the new material.
So, igg properties are taken tc supplement the missing
properties of tﬁé new material,

‘Next the éxpert system compares our material with
lits recommended material (i.e. p}ain carbon steel AISI-SAE
1078} and provides sdme messages about the relative goodness
of the new material. Examples of the messages are as

follows.

Importance value of cost is 10.0
Relative value of cost/weight is 66.7%



- .
-

'Importance value of welght is 8 0 .
..Relatlve value of" welght/strength is 138. 9%

l

Notlng ‘these .messages, we Stlll decide -to use our

own mater1al select1on.
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6.3.3 Determination of Configuration

. The expert system displays the first subclass

configuration of each configuration class and informs us

]

-

that class 3 is the best, class 2 is the-second, class 1 is-

the worst. By moving the crosshair, we select class 3.

Next, the expert system displéys the three subclass
configurations in c¢lass 3, and tells us ‘that subclass
configuration 1 is the Best, subclass configuration-3 is'éhe
second, subclass configurationA 2 is the worst., We select
-subblass configuration 1 (Figure 6.2). 8

Then the expert system asks if we want to modify
this configuration,‘ihciuding the relevant design variables
and functions. After inspecting all of them éarefully, our

answer is ™

’?

6.3.4 Determination of the Failure Mode and Factor of Safety

no".

Since the material we entered is ductile, the expert

system shows us two failure theories, i.e. the distortion

’ ‘!.

energy theory and the maximum shear stress theory, and
recommends the adoption of the former. - We agree with it,
Then the expert system suggests a reference value

- 6.0 for factor of ' safety and asks if an explanation is
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fgquired._ Since ‘our“answgr is- "yes", the éxpéfﬁ sysEQM“\
tells us that the basic yalue of the FS is 3.0 "from field
tests". Théu"§t " lists -othéf ‘modifications ‘one by‘one.
Examplés are astfoliows; 4 .

«The importance value of reliabilfty’ is ;high, o
*increase the FS to 3.5 L '

The number of cycles’ Sf the altérnating load is

large, fatigue may occur, multiply the FS by a

ﬁactor of 1.2 ' e -

Next, sinée the material we decide to use is
different from that suggested by the expert system, the
expert system displays the properties of both materials and
asgs if 'any modification of the FS should be considered.
Our answer is "ﬁd“;

The coﬁfiguration adopted is the one recommended by
the expert system, so no modification of the Fg due to the
specific configuration is prompted.

However, we finally decide to set the FS at 1.0, in
despite of the warning from the experg system that the FS is
usually larger thén 1.25. The reason is that we want to

compare the result of this design to that of an existing

examplé.

6.3.5 Detailed Specifications for the Deéign

The following steps are included.
1. ‘Entering the concrete coordinates of the nodes.

If a coordinate of a node is constant, .the entered value is



its dimension; if it is a variable, the entere® value is its

starting value. Actually we need only enter some of them;

the expert system can  determine other coordinates
- intelligently. Also, we can enter the radii and angles of

some nodes instead of the X, y coordinates,

314

4 2. Entering the uppef and lower bounds, and the‘

starting values of the design variables.

3. Défiﬁing. Xg and ‘Xg as the = two important
variables. This information will be used to draw the
opt1m17at10n topography

4, Induc1ng design variables. 1In Figure 6.2, the

P . : . .
design variable XB is defined as the x coordinate of node

13, The expert system "knows™ that this also implies the x
‘coordinate of node 7{2, but it fails to recogniie-that x8
élso implies the x coordinates of nodes 9 and 5. We have to
indicate this. Sim;larif, X;o 1is defined as the y
coordinate of node 11, and the expert system only knows that
it also .controls the y coordinates of nodes 12, 10, and 9.
It should. be made to control the y coordinates of nodes 6
.and 7 too. |

5. Specifying the normal pressure on the inner

surface. It is 10000 psi in this particular design.

6.3.6 Determination of the Optlmlzatlon Method and FEM
Algorithms '

The expert system recommends the Hooke and Jeeve's

direct search method, Schuldt's penalty function and ten

Y
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optimization paraméfér;; all are accep?éd. | -t

Then the expért system advises hs tofadopt five FEM
algorithms, i.e., the substructure methbd; the skipbing
method, 'the safe-fail line method, the quadratic method and
the differential method, and provides the recbmmqnded“values
for relevant parameters; wé accept éll of hheh again,

T

6.3.7 Establishment of the FEM Mesh

We specify the interval number on edge 7-8 in Figure.
6.2 as two. The expert system generates the FEM mesh and
arranges the FEM nodes to minimize the bandwidth of the

stiffness matrix., The FEM mesh that is generated is shown

in Figure 6.8.

6.3.8 Running the Optimization

ﬁp tb this point, the complete model for an
optimization design has been completed. We sum up the data
as follows, |

Hooke and Jeeve's direct search optimization method

Schuld's penalty function

F: * factor of range as initial step size 0.02
: factor of F as minimum step length O.f

TOL: convergence criterion . 0.01

ZERO: constraint tolerance 0.002

R: penalty factor 10.0
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Substrﬁcture method
Skipping method.
Safé}fail.line method

Quadratic method

Difference method * ' \w/’H“/J
NSAFE: number of safe lines . 3
NPAIL: number of fail lines 1

. DIS: wvalid radius for quadratic method 0.08

XSTEP: valid increment for

diffegential method 0.00125
Xyr Xy negative gradient variable
X, positive gradient variable- r

X4 - x10 increase variable

The design wvariables, optimization function and

constraint functions can be seen in Figure 6.2 and Figure-

6.4.

Figure 6.2 is the configuration at the starting
point. Five hardcopies of the optimum solution are shown in
Figure 6.4 to.Figure 6.8.

The CPU time used on a VAX 730 is 87.5 minutes. The
substructure method actually had no effect, since all of the
regions are non-constant; the skipping method took effect
103 times due to the violation of the curvature constraints;
the safé-fail line methoé took effect 229 times (safe line

134 times, fail line 95 times); the differential method, 49

1
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FEM MESH

Figure 6.8 FEM mesh of the gas cﬁhanber‘ at optimum
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@ T
Eimes: ‘tﬁe‘rqqadrati§ method did not kake'effeCtyiéinée the
step size is faifly largé. . | J
automatically during tﬁe bptihization search undgr either df
two conditions: a .largé' aspeét ratio ‘or‘ large streSs
difference. _In ltﬁiS‘.exaﬁpfe, the aspect ratio is always
smgll, less than two. The stress différence.is relatively

large; the maximum value is close to 20%.

324

The 'FEM ~ mesh would be regenera;ed, (refihed)-

Originally the allowable stress difference was set f

at 10%, giving the FEM mesh shown in Figure-6.9. Such a

dense FEM mesh would require a prohibitive CPU time in our
mini coﬁputer and take a great amount of.computer central
memory. So aF this point;'\we are forced to relax the
allowable ftress difference to 20%, thereforé the FEM me;h
remains unchanged during the whole optimization search.
Figufe 6.8 .is the FEM mesh at the optimum point, where the
maximum stress difference is about 15%.

: Iﬁ Figure 6.4, it may be noted that tﬁe value of the
constraint fungtion related to maximuﬁ stress at the optimum
point is -0.00163. This minor violation of the constraint

1

function is within the tolerance.

6.4 SOME INTENSIVE STUDIES
For this case study, some more experiments were done
on two important issues of this project: (1) testing the

validity of the desirability values, the major inference
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Figure 6.9 Refined FEM mesh of the gas chamker



engiﬁé [ef' the expert system (formula (1, 1)). and the three?"

‘search methods,,-based .on the! determlnatlon. of materlal

rd

class; (2) evaluat1ng the CPU tlme that can be saved in. the .

kFEH based - optlmlzatlon by the 1ntegrated use . of the FEM
algorithms. , e

6:4,1 Evaluetihgfthe Referehce-Ehgine‘end\Seerch Methods

\ The main eoncerp wes how eccurately the desirability
values detiﬁed_in section (6.2.4) represent the expertise of
the-human expert. -

Fgr this purpose, an “accurete“ eearch method is
.required.. It may bei recalled. that we adapted the
desirability values of the material from a sample consisting
of .500 examplee. Let us look at the - ith example. It
includes 25 importance"values, Pij' {where j=l'2""i'é5)
and a desired candidate C,. Now suppose the desigrer also
specifies an .input that includes 25 importance values, p..

]
Then \

d, = E(P - p; )
o

is defined as the distance between the ith exémple and the

(6.1)

designer's ihput. \\

Among the 500 examples, if the distance between the
kth example and th® designer’'s input is the smallest, then
thel desired candidate in the kth example, Ck' is taken as
the "accurate" solution for the designer's input. This

search method does not make use of the desirability values.
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”

. This accurate search. method" has notabeen 1nc1uded

.

‘«in  our’ system because it -is' only accurate in a certain

i

-*'sense, -and furthermore 1t takes a lot of computer memory‘to.

~store the whole 500 examples,'and requ1res a lot of CPU time

to evaluate the distances between the de51gner_s lnput-and'

each example.in,the sample. ‘Here it is just used to compare

-

‘with the three search methods developed in this project,
i.e. tue full seatch.method, the discard search method and
the quick search method. For an individual- designer;s
input, we shall list the three best canoidates found_by each
search method., This_‘is simulated by entering ten inputs
randomly, with the results shown in Table 6.3.

First the Acandidates found by the accurate search
method . and the'full search method are compated. It can be
seen, among the ten inputs, that there are nine times that
“_the best candidates found by both methods are the same. In
only one instance the best candidate found by the accurate
search method is the second best one found by the full
search ‘method. This )is strong evidence that the
desirability values adapted by liuear programming can
reflect the essence . of the original sample very well, and
the reference -engane working on the desirability values is
able to produce a solution fairly analogous to that of a
human expert.

Since the discard search and quick search methods

have been developed based on the full search method, it is

FEESAf



Table 6.3

Best candidates found by’
different search methods

No. 'churate Full Discard Quick
1371 9 [ 1 3 9 | 1 3 9 3 s
203 2 9 3 4 2. 3 2 9 1 s
301 3 2 1~ 2 3 1 2 3 7 8
4 13 9 1 3. 09 1 3 9 1 2 7
s |1 3 2 1 3 2 13 2 3 s
6|1 3 9 1 9 3 1 9 .3 3 s
711 3 9 1 3 9 1 3 9 7 8
8 |1 3 2 1 2 3 1 2 3 2 3
s |1 3 2 1 2 3 1 2 3 8 7
102 3 9 2 3 1 2 3 1 1 s

Plain carbon steel

Alloy steel
Stainless steel
Gray iron

Ductile iron

Wrought aluminium alloy

Cast aluminium alloy

Brass

Bronze
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T

appropriate ﬁhat the results of these twq §9ar¢h.méthqu bé
only Vcémpared with that of the full searcﬁ method. It is
found that the results of the full search and the discard
search’ méthods are almost the s;me except for minor
difference in the second input.

‘The differences between the best candidates found by
tﬁe full search method andl the quick search method are
signifiéant. ﬁowever, some consolétion can be found from
another viewpoint. We find éhat among the ten inputs there
are five times, i.e. 50%, that the best candidate found by
the full search method 1is contained in the three best
candidates (i.e. the desired group) found by the quick
search method, and three times, i.e. 30%, that the second
best candidate found by'the full search method is contalned
in the three best candidates found by the quick search
method., To sum up, among the ten inputs, there are eight
times, i.e. 80%, that the first two among a total of nine
candidates found by the full search method are 'contained in
the desired group found by the quick search method. Since a
full search will be performed on the desired group finally,
the quick search method can provide the similar result as
the full search method in 80% of the applications,

The computer time spent by each method for one
designer’'s input is as follows,

Accurate method: 16.11 second

Full method: 0.01 second
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' 6EQCard-ﬁethod:' 0.04jsécond
g ‘Quick mgthoa: '0.02£second.
THe accurate method is obviquély unacceptable in search
speed.” Since the databaée is very small in_this case étpdy,
. even thé discard andrquick'methods demonstrate no advéntage'
in speéd. -
| Two pseudo databases were then created to further
test the search speed. As’ expected, the size of the
database increased, the discard method and qﬁick method
become more and more superior to the full-method in search
. speed. As shown in Figure 6.10, when the database is large,
the discard ﬁethod can save some computer time, almost
withouﬁ any loss 1in accuracy. The quick method is very

" fast, though less accurate.

6.4.2 Evaluating the FEM Algorithms in Saving Computer Time

The optimization program of tﬁe gas chamber was run
two more times to compare the résults and the computer times
when using different FEM algorithms.

In the second run, none of the FEM algorithms for
saving computer time was adopted. The results are shown in
Figure 6.11, 6.12 and 6.13. By cqmparing.Figures 6.5 and
6.11, which are the optimum configurations of the first and
second runs respectively, it can be seen that the
convefgence in the second run is a little better at the

opening of the gas chamber. Table 6.4 is the comparison of
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Figure 6.10 Search speed
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chamber in the second run
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Figure 6.12 Stress distribution of the gas
chamber In the second run
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®’Figure 613 Displacement of the gas
chamber In the second run
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" Table 6,4 Comparlson of the results of the gas ‘chamber
S in the flrst and the second Tuns

First run.

. Second run

Optimum solution

1509937 11489523
Constraint function about | -0.00163 0,00136
maximum stress
Number of iterations 674 775
Total CPU time 87.5 min.| 281.3 - min.
i - ‘
CPU time per iteration 0.13 min. 0.36 min,




the reeults“between the flrst and the second optlmlzatlon

runs. ?It is olear- that - 51gn1£1cant amount of comther

time has been saved in the flrst optlmlgatlon run, although ,

its conVergence is a 11tt1e bit worse.

.Flnally the optlmlzatlon program ’eas run a thlrd
time w1th all of the FEM algorlthms for saV1ng computer time 7
,adopted, 1nclud1ng the global direction method.. The global
direction method first hrought the design to a‘new,sterting
- point- as _in Fiéure 6.14 (compared to Figure 6.2)., The
‘optiﬁum soiutioh obtained is shown: ih~Figure 6.15, The-t v
rather odd result is due to the strict constraints related
to the curvature of the nodes on the polar curves, applied

to this particular example, ' ..
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Figure 614 New starting configuration of the .

gas chamber In the third run



Jea. aé’Y ' CONFIGURATION

. 188.88L
149. 28| -
120. 20
100. o]

8. 88

_68.88;.

49, 23

28. 89 ‘ i o | 4 .2 1
B. 28,
~28. 8aL L L
—-48. 2aL

~688. 8Aa..

~80. 29| _!‘_

-198, 28,
~128. 83

~140. 28

T

-

.—160. 28

-89. 29
~60. B
~-409. 28
—-20. 9ar-
-@. ear
2d. ga-
49. 24—
B0, 991
ag. vor-
190, Bar-
128, 2ar-

Flgure 6.13 Con{-‘lgur‘u'tlon oF the gos
Chamber In the third run

&

149, p0——— -



CHAPTER 7
- CONCLUSIONS AND RECOMMENDATIONS -

7.1 CONCLUDING SUMMARY = e B

We - have succeeded ih .deveidping':80E£Wafe that -
ihcorporqtéé an expert s&stem with ﬁini;e,elémént}bééed 
optimization; andﬂ‘which ﬁas made a number of contr@bdtions
iin a  wide areg of‘design autométion, béth iﬁ practicé and

~
concept.

f—\{h this préject, the expert system mainly takes part.
in the design decision) making and desiéﬁ synth‘sié; the
.optimizagion met‘pd, base on vélpe theory, guides the whole
.design process;. and " the finite element method is the
analysis  tool. The whole program is totaily interactive,
and is graphics oriented and user friendly. This project,
therefore, introduces the most advanced techniques in design
automation to the pracziking designer, providing him with a
promising and powerful tool fpr increasing the design
efficiency and quality of his routine work.

Four new algorithms were‘ also developed for
incéeasing the efficiency of FEM based optimization
significantly, ) '

The -original contributions of this project are

summarized as follows.
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T 1. Contributions to expert.system thesry . .

(1)  K.comp1et9 expérﬁ‘é&étgmrﬁof sttﬁﬁturél design;
'haé  beéﬁi'déyql6ped,” usihaloptim;zatioq_éﬁd\fihiteleiémeﬁg"
methbas.:_TheFexpe;Fisystéﬁ;pfdﬁidés apundant-cqﬁﬁuitétibns}
advice,: :ééomméndatiohs rand ‘err§r checké fof;theréESigner
tﬁrbﬁghout 3£hef'wholq deéign procedure% ?paftiéular;y -in'
decision:makiﬁg and sYhthésis, '

'(2) By.means of the two-level expert system,' it'is
poséible to ‘deél with' a wide range of structural design

" prqblems, and at the same time, particular expertise for a

specific design can be built. By adopting the same

r
-

programming routines in both leQelzfof expert systems, a lot
of effort in buildiﬁg the system can be saved. The human:
expert'cpn'concentraté an aeveloping the expertise (specific
knowledge) for a speéific design problem without WOrry4 ng
about state of the art of dééign knowledge, and does not
need help from a knowledge engineer.

(3) The organization of the database of thé expert
system into classes and subclasses reéuces its develoﬁment
cost (especially for the configuratio database) and
computer memory, anq réduces the computer tike ?h sea;ching
for a solution. \

(4) A new approach to expert systems has been

developed, incorporating machine learning from a sample. It

uses linear programming to systematically convert the



_exgertise/'from a’ huméﬁ. expe:t 1nto de51rab111ty values,
L wh{ch ;epf;sent' the expert knowledge, and 1t is easy to

;'prqgfam.; Ah algorlthm fo; Créating' tﬁé sample has been .
deVeléped. When ‘therrnumber of examples in the sample 1s;
largé; -ﬁhe’ examples can be d1v1ded into several groups Eor_
effectlve adaptatlon.l | | - -

“(5) Three search ﬁethdds,.i.e. full search method, --
discardingz search method and quiék search method,-ﬁavé beeﬁ
developed., Each of them has a different search apcﬁracy and
‘speed.

-(6) The baéic inference engine in the exﬁert system
is numerically oriented (Eormula (1.1)). Other iogiq_
approaches are élso adopted, such as the interactive rules
and number rules for adjusting the input importance values.

(7) Expert gystems are included . for selecting
ﬁaterial; configuration, factor of safety, and so on; each

has its distinct features.

2. Contributions to integrated CAD

(1) This project also intégrates conventional CAD,
the optimization method and the finite element method in one
program. It 1is fully 1interactive, graphics oriented and
user friendly. The geometric models and other data are
created and manipulated uniformly. The objective function
in this project is the total value of a structural design
based oh multi-objectives, instead of a single design

characteristic only; such as the volume.

3[.1- A T



7(2}- The Systém'can bypass the expert systeﬁ'anq be

used flexibiy just as a versﬁiile deéign and analysié_tool.

(3) The objective function, 'c9nstraint functions

- !

‘and ~ design . variables are - all set up by typing and

342

positibning'*the crosshair *at the CRT "screen, and are

‘converted into optimization‘routihes by an interpreter and a

-

set of system functions. The system functioﬁs make it

-

constraint functions on line. The design variables can be

intelligently induced by the expert systém. The

possible and éonvenient_to set up complicated objective and

introduction of system functions and variable induction is a-

significant step towards * automatic and interactive

optimization.

(4) 1Inside the optimization algorithm, all 'of the
design variables aré scaled between 10 to 20 in order to
avoid numerical troubles. The optimization procedure can be
visualized 'from the/ optimization topography: at the CRT
screen. A distinct feature is to allow the degigner to
scout ény design poiﬁt and restart a new search from éhy
point at any time,

(5) A finite element mesh generator has been
devised, which requires a minimum interface with the user

and can adapt or regenerate the mesh during the optimization

search, based on aspect ratios and stress differences.

3. Contributions to combining optimization and the FEM

Four new algorithms have been implemented, i.e. the



-
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global ' direction method, the safe-fail line method, the

quadratic method and theldiffefen;ial methdd, which,can be

\d

integrated_ {(together with. two other algorithms,,i.eﬂ“the

substructural .method and the skipping method) and adapted

according to different circumstances. Some of these

algorithms can be classified as hachine learning from memory

or experience. The computer ‘time saved by means’of these

algorithms is significant.
L ,
4. Other contribution®

(1) The $ystem can deal with incomplete informg]
tion. For example, it can supplement the missing materia
; . TS

properties and induce the unspecified configuration

dimensions.

(%) The bar chart is used to make more convenient
the entry of importance values of the performance
characteristics. It makes possible the use of intuition and

“.
comparisons. ﬁSince default importance values are available
from the system, onlyq the necessary modifications are

reguired.
(3) The system explains its reasoning procedure by
displaying the 'relevant ihportance value bar chart and

desirability wvalue bar chart, also in an intuitive and

T . s
comparative fashion. D¥fferent candidates can be compared

in a similar way.
(4) The system can automatically decompose a

structure in a configuration class into two parts: the trunk



and the branchés, in order to manage them in computer memory
économically. The configuration recommended by the éxpert
system from the database can be modified interactively by

the designer for a specific application,

7.@ RECOMMENDATIONS FOR FURTHER RESEARCH
While this project unfolds a valuable perspective of
a versatile system for automatic oﬁtimized design, it is

impossfble for a single project to purbkue deeply all of the
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fields that are widely covered by this topic. "There are a

number of worthy and interesting issues left for further
studies. We point out some ¢f them as follows.
l. The quality and accuracy of the desirability

values derived by linear pr amming, and machine learning

[

should “be ~furthetr “improved \by makingr'better use of the

adapted sample. /

2. lSoﬁe other reference engines might be incorpo-
Y

[}

ratfd into the expert system in -quet to make it more
flexible and subtle, )
- 3. Some approaches in i the study of pattern
recognition may be introduced |into the field of expert
systems, For example, "feaf e extraction" can be adopted

to increase_ihe search speed, | "
4. Some algorithms for“increasing the efficienc§ of

FEM based optimization (e.g. global direction method) need

"
to be improved. A 1lot of previcoug studies in this topic,
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scattered in the llter ture, should be rev1ewed thoroughly

in order to establlsh ajunlfled approach in th;ﬁ lmportant:
)

issue,
5. More studies should be do™ on the development
of é&stehi functions and variable induction 1in order to
achieve more fuily.automatic optimization.
6. A more automatic and versatile FEM  mesh
generator and adjustor should be developed.
7y Much effort c¢an be put into polishing the
Jf interface between the system and the user.
;
This stﬁdy gives promise that it is possible. to
develgp 1in the near future a software system for everyday
machine design practice that ideally combines design

automation with human judgement and creativity.

| ;(‘.,,,--i !
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