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ABSTRACT

Optoelectronic devices are important devices in optical fiber communications, op-
tical signal processing, and optoelectronic equipment. This thesis develops new

models for optoelectronic devices using electromagnetic field simulation techniques.

To demonstrate this new technique, two kinds of optoelectronic devices are
investigated in this thesis. Vertical cavity surface emitting laser (VCSEL) is taken
as the first research example due to the promising features in the application of
fiber communications. A LiTaOj3 electro-optic (E-O) high-speed probe for external
electro-optic sampling measurement is the second research example in terms of the
need to develop a three-port electrical and optical model for the probe with the

coplanar waveguide (CPW) test structure.

A new microcavity model for VCSEL is developed in this thesis. The model
is based on optical wave equations and implemented with state-space techniques
to predict the characteristics of the microcavities. The model can be used to an-

alyze microcavities in both time and frequency domains in terms of the material
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parameters and physical parameters of lasers and provides a simple and fast way to

optimize cavity length, reflective mirror and material parameters.

A three-dimensional discrete time-domain electromagnetic modeling method
for microcavities is developed in this thesis. Finite-difference transmission line ma-
trix (FD-TLM) method is modified to involve the distributed optical gain region
into the full wave simulation. A simplified microcavity model is developed with the
effective mirror derived in this thesis to replace the quarter-wave stacks, and can be
used in the full wave modeling of optoelectronic integrated systems having complex
inhomogeneities. The near-field and far-field distribution of VCSELs is obtained for

the design of interconnections in fiber communication systems.

A new dynamic equivalent circuit model for VCSEL is developed in this
thesis to add to the equivalent circuit model family of lasers. To describe the laser
dynamics, the microcavity model is coupled to the rate equations. A nonlinear
resistance is used to represent the optical gain in the cavity. A spontaneous emission
noise source is added to the equivalent circuit model to simulate the noise process
throughout the laser operation, which is favored in the system modeling. Simulation
results are compared with the direct rate equation solutions and show that the model
is accurate and effective for providing the carrier, photon, optical field, output power,
and frequency chirping response of the VCSEL in one simulation. The model enables
the laser and its electrical driving circuit to be directly connected and analyzed in
a unified manner and can be a powerful computer CAD model to be incorporated

into nonlinear circuit modeling software. The model is a useful design tool because



it is such a close analogue to the laser device which may be easily modified and

enhanced.

This thesis addresses the FD-TLM modeling of the LiTaO3; E-O probe with
coplanar waveguides (CPW) test structure with various configurations. A new sys-
tem transfer function for the probe is defined to sample the signal directly on the
sampling point. The full wave modeling of the probe with CPW test structure lays
the foundation of the three-port electrical and optical model of LiTaO3z probe with

CPW test structure.

To diagnose integrated circuits, it is desirable to measure signal waveforms
on internal circuits. LiTaO3; probe is widely used in E-O sampling due to its high
sensitivity and transverse sampling configuration matched to the CPW test struc-
ture. Three-port electrical and optical model of the LiTaO3; probe with CPW test
structure is extremely important to the calibration of E-O measurement. With neu-
ral network techniques, the field based three-port model is constructed to provide
necessary data for the optimum E-O measurement. The three-port model has the
same accuracy as the full wave modeling, but its characteristics are directly obtained
from the neural network weighting parameters rather than the complicated full wave
simulation. With this model, it is possible to de-embed both invasiveness and wave-
form distortion in the external E-O sampling by giving the sampling configurations,

which moves E-O sampling further towards the quantitative measurement.
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Chapter 1

Introduction

1.1 Purpose of the Research

The purpose of this research is to develop new models of optoelectronic devices using

electromagnetic field simulation techniques.

Vertical cavity surface emitting laser (VCSEL) is selected as the first research
example due to the promising features in the application of many areas [1]. The
electromagnetic field inside the laser cavity satisfies Maxwell’s equations, which gives
the fundamentals of the laser research. To derive the microcavity model of vertical
cavity surface emitting lasers, the electromagnetic wave theory is combined with
the transmission line theory to obtain the equivalent circuit of microcavities and to

estimate the value of each circuit element. The distributed Bragg reflector (DBR)
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of a one dimensional cavity is modeled using the concept of reflection coefficient in
electromagnetic theory and the concept of load resistance in transmission line theory.
The optical gain in the microcavity is modeled by a negative nonlinear resistance
which is derived from wave theory and transmission line theory. Such a microcavity
model completely describes the wave propagation in the microcavity of a VCSEL. In
order to investigate the dynamic properties of VCSEL using wave theory, a dynamic
equivalent circuit model is developed to acquire the response of carrier number,
photon number, optical field, phase, and frequency chirping in one simulation. To
develop the dynamic model, rate equations are coupled to the microcavity model
and coupling relationships are found using both electromagnetic wave theory and
corpuscular concept. To implement the full wave modeling of the three-dimensional
optical gain region in the microcavity, finite-difference transmission line matrix (FD-
TLM) method is modified to simulate the optical gain in the simplified microcavity
model with effective mirrors applied instead of the quarter-wave stacks. All the
simulation results show that the wave theory is effective in the modeling of laser

devices.

LiTaOj3 electro-optic (E-O) high-speed probes for external electro-optic sam-
pling measurements are selected as the second research example because the bire-
fringence of E-O crystals is best described by the wave theory. LiTaO3 probes are
widely used in E-O sampling measurements due to its high sensitivity and trans-
verse sampling configuration matched to the high-bandwidth coplanar waveguide

(CPW) test structure. A three-port electrical and optical model of the LiTaO3
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probe with CPW test structure is extremely important to the calibration of E-O
measurements. The full wave simulation of the probe test structure with different
CPW configurations lays the foundation of the three-port model. With the aid of
neural network techniques, the field based three-port electrical and optical model is
constructed for the fast and accurate calibration of E-O measurement which moves

the E-O sampling technique further towards the quantitative measurement.

1.2 Organization of the Thesis

As a brief introduction of the thesis, Chapter 1 presents the purpose of the research

and the organization of the thesis.

At the beginning of each following chapter, an introductory review is given
on the topic of the chapter including its previous research, current status and the
problems to be studied in the chapter. The introductory review is followed by a
detailed description of the techniques conducted in each chapter and the relative
results. Each chapter is concluded with a discussion regarding the topic of the

chapter.

Chapter 2 starts with a detailed introduction of vertical cavity surface emit-
ting lasers and their advantages and applications. The transmission line microcavity
model is then developed and circuit parameters are estimated using wave theory and

transmission line theory. The emphasis is the estimation of the negative resistance
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for optical gain in the middle of the cavity. The state-space technique is used to

simulate the microcavity model.

Chapter 3 presents the full wave modeling of microcavities. The FD-TLM
method for the modeling of the three-dimensional distributed optical gain region is
derived in this chapter. The effective mirror and the simplified microcavity model
are also developed in the chapter. The full wave simulation result gives the near-field

and far-field intensity distribution of the laser beam.

Chapter 4 develops a dynamic equivalent circuit model for VCSEL by cou-
pling the microcavity model with rate equations. The model gives carrier number,
photon number, optical field, output power, and frequency chirping of a VCSEL in
one simulation. The important relationship between the photon number and the
standing wave in the cavity is derived and the spontaneous emission noise source is
developed in this chapter. Several important laser features are studied through the
simulation, and the step response and modulation response are obtained through

simulations.

Chapter 5 starts with a brief introduction of electro-optic sampling systems
and the theory of E-O sampling. The new contributions to the full wave electro-
magnetic modeling of LiTaO3 probes with CPW test structures of different config-
urations are addressed in the chapter. Variable grid size of the FD-TLM method
is used to investigate the characteristics of the probe test structure. A new system

transfer function for the probe with CPW test structure is defined in the chapter
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for the direct signal sampling on the sampling spot.

Chapter 6 develops a three-port electrical and optical model of the LiTaO;
probe with CPW test structure. The definition of the three-port model is discussed
first. Then the fundamentals of neural network techniques are briefly introduced.
The full wave simulations for the interested input range are carried out to obtain
the corresponding output data. The three-port model is constructed by the input-
output mapping of full wave simulation results using neural network techniques.
The application of the three-port model in the calibration of E-O measurements for

integrated circuits is also discussed.

Finally Chapter 7 completes the thesis with conclusions, contributions of the
thesis, and recommendations for future research on laser modeling and E-O sampling

measurement.



Chapter 2

Microcavity Model for Vertical

Cavity Surface Emitting Lasers

Vertical cavity surface emitting lasers (VCSEL) and their advantages and appli-
cations are introduced and a new microcavity model for VCSEL is developed in
this chapter. The model is based on optical wave equations and implemented with
state-space techniques to predict the characteristics of microcavities. The results
demonstrate the steady state of the single longitudinal mode of a VCSEL and decay
properties of different microcavities. The model can be used to analyze microcavities
in both time and frequency domains in terms of material parameters and physical
parameters of the lasers and provides a simple and fast way to optimize cavity
length, reflective mirror and material parameters. The model is also for the CAD

of optoelectronic integrated circuits (OEIC).
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2.1 Introduction

2.1.1 Introduction of Vertical Cavity Surface Emitting Lasers

Vertical cavity surface emitting lasers (VCSEL) are a new generation of semicon-
ductor devices. The structure of a typical vertical cavity surface emitting laser is
shown in Fig. 2.1. Surface emitting lasers have their optical cavities normal to the
surfaces of the wafer [1] to form the Fabry-Perot (FP) cavity of the laser where the
active region is sandwiched between the two n and p type Bragg mirrors [2]. The
mirrors which provide the optical feedback are grown into the laser structure and
composed of paired layers of two different materials, such as GaAs and AlAs. One
material has a high refractive index and the other a low index. The mirrors can
reflect approximately 99 percent of the optical power at the laser’s emission wave-
length and are known as quarter-wave stacks because each layer’s thickness is equal
to one-quarter of the wavelength of the light inside the material. Each quarter-wave
stack serves two functions: as a highly reflecting mirror for the photons, and as a

current path for the electrons and holes.

When a voltage is applied to the contacts, electrons and holes are injected
through the opposing mirrors and collect in the laser’s active region (or cavity). An
electron and a hole can recombine at a random time to generate a photon. A photon
is likely to stimulate a new electron and hole to recombine, issuing a new photon.

The photon population in the cavity multiplies rapidly, and some of the photons
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Figure 2.1: The structure of surface emitting laser. n is the refractive index of the
material and Vp is the bias voltage source.
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leak out through the circular aperture in the contact on one mirror, producing an

intense beam of coherent light.

Two conditions are required to operate a laser: (i) a gain medium that can
amplify the electromagnetic wave propagating inside the cavity and provide the
spontaneous-emission noise input and (ii) a feedback mechanism that can confine

the electromagnetic field through the well defined optical modes.

2.1.2 Advantages of Vertical Cavity Surface Emitting Lasers

The ultralow threshold current density of VCSEL is promising because of the high
reflectivity of mirrors, the effective current confining structure, and the increased

coupling of spontaneous emission into the cavity mode [3].

The ultrashort cavity of VCSEL allows only single longitudinal mode to lase

which is expected in fiber communication systems.

Surface emitting lasers can be integrated on chip with transistors and other
devices. There is no need to wire each of them individually to a circuit, as is done

with edge emitters, and they can be optically linked to overhead elements.

The coupling efficiency of optical interconnections also benefits from a VC-
SEL. The beam of light that issues from an edge-emitter, typically through a 1-
by-2um aperture, is usually both elliptical and divergent. In contrast, the VCSEL

aperture can be shaped to give the beam the ideal circular cross section and its
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diameter can be made large enough, at 5um, to minimize the divergence of the light

rays.

VCSEL can form a two-dimensional array whose power and direction can be

controlled. The geometry of edge-emitters restricts them to one-dimensional arrays.

Wafer level testing can be done before packaging so that the packaging cost
can be reduced. In contrast, a wafer of edge-emitters must be cleaved at least into

separate laser bars - one-dimensional arrays - to create the mirrors before the devices

can be tested.

2.1.3 Applications of Vertical Cavity Surface Emitting Lasers

Surface emitting approaches allow combining the power of hundreds or thousands
of low power devices into a monolithic, coherent high power array of semiconduc-
tor lasers while maintaining the efficiency and spectral properties of the individual

cleaved-facet semiconductor lasers.

A phase-locked two-dimensional array is attractive for high power and narrow
circular beam operation. When phase-locked, all the lasers in the array operate in

unison to create a narrow, coherent beam.

A promising application is multichannel optical-fiber communications. The
technology is being used over short distances to link systems in local-area networks.

Present surface-emitter performance and attributes are well matched to multichan-
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nel systems of this kind. They can be easily fabricated into multi-emitter arrays,
have the power and modal properties to propagate over a few hundred meters, and
can be modulated at rates of up to a gigabit per second, while their circular beams

are easily coupled into fibers.

As surface-emitters appear with 1.3— and 1.5 — um wavelengths, they may
replace the distributed-feedback edge-emitting lasers used today in long-haul optical-
fiber communication systems. In these systems, the laser sources must emit light
in a single mode within a narrow frequency range in order to minimize dispersion
and noise. Now the ultrashort cavity of surface-emitters makes them lase in a single

longitudinal mode.

2.2 Microcavity Model

In conventional cases, the lasing mode occurs at the gain peak. For the VCSEL
the lasing wavelength is restrained by cavity design. In a typical surface-emitter
laser design, the space between the two mirrors is very short. The lasing wavelength
separation of the longitudinal optical modes is inversely proportional to the cavity
length. Accordingly, the modes are separated by a wavelength which is wider than
the spectrum of gain required for light amplification. It follows that in a surface-
emitting laser, only one longitudinal mode should lase [1]. Optical microcavities and
layered media are sensitive to the characteristics of optical fields, and slight changes

in the cavity optical length or layer thickness and the optical properties of the
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media can substantially change cavity resonant properties [4]. The FD-TD modeling
of nonlinear Fabry-Perot cavities has been reported previously [4], the modeling
method can be applied to VCSEL microcavities but uses excessive computational
time and memory. There is a need to develop a simple equivalent circuit model which
is suitable for the design and optimization of microcavities and the optical-electronic
integration CAD. In this chapter, we introduce a new transmission line microcavity

model by combining optical, electromagnetic, and transmission line theory.

Since the electromagnetic field inside the laser cavity satisfies Maxwell’s equa-
tions, it is appropriate to investigate the microcavity using electromagnetic theory.
Transmission line theory bridges the gap between field analysis and basic circuit
theory. It is usually much easier to apply the simple and intuitive ideas of circuit
analysis to a microwave problem than it is to solve Maxwell’s equations for the same
problem. It is then easy to modify the original problem, or combine several elements
together and find the response, without having to analyze in detail the behavior of

each element in combination with its neighbors.

Fig. 2.2 shows the various cavity modes in the one dimensional (vertical)
microcavity. There may exist not only a Bragg resonant mode, but also leaky wave
and propagation modes. By neglecting the leaky wave and propagation mode, only
the Bragg resonant mode in the one-dimensional cavity is taken into account as
a lasing mode [5]. Since the length of the vertical cavity is short, only a single
longitudinal mode can exist in the cavity [6]. This property is the foundation of the

microcavity model introduced in this chapter.
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Bragg resonant mode

DBR
mirrors

. leaky waves
active

cavi .
ty region

DBR

propagation mode
mirrors

substrate

Vv

Figure 2.2: One-dimensional (vertical) microcavity. By neglecting the leaky wave
and propagation mode, only the Bragg resonant mode in the one-dimensional cavity
is taken into account as a lasing mode.
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Figure 2.3: Transmission line microcavity model.

Based on the mode analysis, a simple transmission line microcavity model
(Fig. 2.3) is developed to study the microcavities and steady-state properties of
VCSELs by using the combination of transmission line and microwave networks.
Generally speaking, the overall microcavity (Fig. 2.2) can be divided into active
and Bragg regions. In the circuit model, a section of transmission line is used to
model microcavities by assuming that the internal loss is negligible compared to
the mirror loss of the cavity [6], and a negative resistance in the middle of the
transmission line is used to model the optical gain of the active region. In steady
state, the gain is constant corresponding to a fixed injection current flowing through
the cavity. A resistance at each end of the transmission line is used to model Bragg

mirror loss. The following section will give the detailed development procedure of

the microcavity model.
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2.3 Development of the Microcavity Model and

Estimation of Circuit Parameters

2.3.1 Estimation of Inductances and Capacitances

It is assumed that the wave propagating inside a microcavity is a plane wave as a
first-order approximation (7, 8, 9]. A transmission line is a distributed-parameter
network, where voltages and currents can vary in magnitude and phase over its
length. A short section of the transmission line of length Az of Fig. 2.4 (a) can
be modeled as a lumped-element circuit, as shown in Fig. 2.4 (b), where L, is the
series inductance per unit length, Cs is the shunt capacitance per unit length, R
is the series resistance per unit length which represents the resistance due to the
finite conductivity of the conductors, Gy is the shunt conductance per unit length
which represents the dielectric loss in the material. Ry and Gy, therefore, represent

loss. A finite length of transmission line can be viewed as a cascade connection of

sections in the form of Fig. 2.4 (b).

From the circuit of Fig. 2.4 (b), the wave equations for V(z) and I(z) can

be written as [10]:

% —y*V(z) =0 (2.12)
£lz) vI(z) =0 (2.1b)

dz2



CHAPTER 2. MICROCAVITY MODEL FOR VCSEL 16

+
v(z,t)
- Az
(@
i(z,t) i(z+Az,t)
.___/\/\/\/W\/\m ®
¥ R Az LAz
v(z,t) GAz —— CAz  v(z+Az,t)
— ®
- Az
(b)

Figure 2.4: Voltage and current definitions and equivalent circuit for an incremental
length of transmission line [10]. (a) Voltage and current definitions. (b) Lumped-
element equivalent circuit.



CHAPTER 2. MICROCAVITY MODEL FOR VCSEL 17

where

¥ = ca + B = \/(Ro+ jwLo)(Go + jwCo) (2.2)

is the complex propagation constant, which is a function of frequency. «, is the
attenuation constant and 3 is the phase constant. The characteristic impedance Z.

can be related to the voltage and current on the line as

v+ %
F=%="F

Ry + jwLg
Zc = . . o~ 2.4
V Go + jwCo (2.4)

The transmission line for the microcavity model is assumed to be lossless,

and defined as

therefore, Ry and Gp in the cavity are equal to zero.

The cavity is modeled using a plane wave approximation [7]. From the

transmission line theory and the wave impedance for the plane wave [10], we have

Lo 120x
Zc == - = 2.5
| Co ~ (2.5)

! < (2.6)

AV LoCo o n

where the characteristic impedance of the transmission line Z, is assumed to be equal

Vg

to the intrinsic impedance of a lossless dielectric medium [10]. n is the refractive
index of the dielectric medium. v, is the wave velocity in dielectric medium [10] and

c is the wave velocity in free space. Solving (2.5) and (2.6), we get

Co = chg (27&)
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Ly = -é (2.7b)
Uy

The simplest approach to fabricating an optical microcavity is to shrink the
spacing between the mirrors of an FP cavity to a wavelength inside the cavity mate-
rial [2]. This structure provides a single dominant longitudinal mode that radiates
into a narrow range of angles around the cavity axis. Based on this structure, the
total length of the transmission line representing the cavity equals to a wavelength

inside the material. In the circuit model, the transmission line consists of eight

sections, and the length of each section is

dz = A, /8 (2.8)
where the guided wavelength A, is related to the free-space wavelength A by

Ag = A/n (2.9)
The capacitance C and inductance L in the circuit can be calculated as

C = Cod=z (2.10a)

L = Lydz (2.10b)

The capacitance C. in the middle of the cavity equals to C and the capacitance C.

at each end of the cavity equals to C/2.
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2.3.2 Estimation of Resistances
The resistances R,; and R., representing the Bragg mirror loss at the top and bottom

of the cavity can be estimated by using the relationship between the load impedance

and reflection coefficient of the transmission line [10]

14T, _1+vEn
Ru=FRa=Z 3" =2yt (2.11)

where I'y, is the voltage reflection coefficient of the mirror, R,, is the optical power

reflectivity of the mirror.

The most critical work for the microcavity model is the estimation of the
negative resistance which represents the optical gain of the cavity. The negative
resistance in the microcavity model is estimated by combining optical wave theory,
electromagnetic theory, and transmission line theory. The combining of the above
theories for the estimation of the circuit parameters which are related to the optical

gain is first significantly reported in this chapter.

The discussion starts from optical wave theory. The mathematical descrip-
tion of all optical phenomena is based on Maxwell’s equations which are used to
obtain the wave equations that describe the propagation of an optical field inside
the medium. Using the complex notation, we write a time-varying optical field as

[6]
E(z,y, z,t) = Re[E(z,y, z) exp(—jwt)] (2.12)

where w = 2rc/A. The time-independent wave equation for the electric field E is
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derived from Maxwell’s equations using classical method and is written as
VPE+ekZE =0 (2.13)

where we have introduced the complex dielectric constant € and ko = 27/) is the

vacuum wave number.

The wave equation (2.13) can be solved to obtain the spatial mode structure
of the optical field. In place of using the complex dielectric constant in (2.13), the
propagation characteristics of a plane wave in a medium are conveniently described
in terms of two optical constants, the refractive index of the medium n and the
power absorption coefficient o. Consider a plane wave propagating in the positive
z direction such that [6]

E = %Eyexp(j32) (2.14)
where X is the polarization unit vector, Ey is the constant amplitude. The complex
propagation constant § is determined by substituting Eq. (2.14) in Eq. (2.13) and
is given by

B = kov/e = kot (2.15)
where 7 is the complex index of refraction and can be written as [6]

- s 4

Substituting (2.16) in (2.15), we get the complex propagation constant

B = nke + jg (2.17)
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Substituting (2.17) into (2.14), we get the optical field in the plane-wave approxi-

mation

E = XFEpexp[j(nko +jg)z]

N a .
= %E, exp(—?z + jnkgz) (2.18)
The absorption coefficient can be written as [6]
a= —Tg+ an. (2.19)

The confinement factor I’ [6] is introduced here. g is the optical gain and a;y; is the
internal loss coefficient. Substituting (2.19) into (2.18), we have

Fg — Qint

E = xEqexp ( 5

z) exp(jnkoz). (2.20)

Substituting (2.20) into (2.12), we obtain the time-varying optical field

E(z,y,2,t) = Re [}“(Eoexp (Lftiz) exp(jnkoz) exp(—jwt)]
= XFgexp (Fg—;ﬁz) cos(wt — nkoz) (2.21)

Next, the expression of the electric field using electromagnetic theory will
be derived. In most text books on electromagnetic theory, the time-varying electric

field is written as

E(z,y, 2,t) = Re[E(z,y, 2) exp(jwt)] (2.22)
The time-independent wave equation for E in a general lossy medium can be derived

as [10]
V2 E +w?ueE =0 (2.23)
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where € is complex dielectric constant and p is permeability. The complex propa-

gation constant for the medium is defined as

Y=g+ 38 = jw/pe (2.24)

If we again assume an electric field with only an z component, and uniform in z

and y directions,

E = XE.(z) (2.25)

the wave equation of (2.23) reduces to

dzE,(z) 2
7 v E.(z)=0 (2.26)
which has the solution
E.(z) = Ef exp(—72) + Ej exp(v2) (2.27)

Combining (2.25) and (2.27), the positive travelling wave then has the form
E = RXEf exp(—7yz)
= RE} exp(—ataz) exp(—1B82)
= XE{ exp(—aqz)exp(—jnkoz) (2.28)
Substituting (2.28) in (2.22), we obtain the time-varying electric field

E(z,y,2,t) = Re[XE] exp(—aaz) exp(—jnkoz) exp(jwt)]

= X%XEF exp(—aqz) cos(wt — nkoz) (2.29)
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Since the optical wave is an electromagnetic wave, (2.21) and (2.29) must be

equal. Comparing (2.21) and (2.29), we obtain the attenuation constant

o, = "‘_’“?__Fﬁ (2.30)

Eq. (2.30) gives the relationship between the attenuation constant of electromag-

netic waves and the optical gain and cavity internal loss.

Transmission line theory has been introduced in the previous section. For
low-loss transmission lines, some approximations can be made that simplify the
expressions for the general transmission line parameters of ¥ = o, +j3. The general

expression for the complex propagation constant of (2.2) can be rearranged as

v = V(Bo+jwLo)(Go + jwCo)

_ ) : Ry Go

= J(]wLo)(Jwa) (1 + ij()) (1 + jLUCO)
. T .( Ro Go RoGo

- LOCO\/I —J (wLo * wCo) "~ w2LeCo (2:31)

If the transmission line is low-loss we can assume that Ry << wLg and Gg << wC.

Then, RoGo << w?LoCp and (2.31) reduces to

rer G
= ]UJ LoCo\/ 0 wgo) (232)

If we were to ignore the (Ro/wLo + Go/wCp) term, we would obtain the result that

v was purely imaginary (no loss), so we will instead use the first two terms of the
Taylor series expansion for v/1+z ~ 14 /2 +---, to give the first high-order real

term for ~:

v ~ jw\/IoCo [1 — % (ﬁ% + wGCOO)] (2.33)



CHAPTER 2. MICROCAVITY MODEL FOR VCSEL 24

1 Co LO 1
aa_-i(Ro,/Lo+Go,/Co) 5 -—+G0 ) (2.34a)

LoCo (2.34b)

so that

Now, we combine three theories and estimate the negative resistance. Com-

paring (2.30) and (2.34a), we have

Qtine — Tg = —ZR—° + GoZ.. (2.35)

Straightforwardly, cavity internal loss and optical gain are spacially discretized by

using series resistance and shunt conductance, respectively, i.e.,

Uint = % (2.36&)
—Tg = GoZ.. (2.36Db)
Ry and Gy are obtained as
RO = ainth (237&)
I'g
Go = A (2.37b)

In the microcavity model, Ro = 0 is assumed because ;. is neglected.

A negative resistance in the middle of the cavity is used to model the optical
gain. The negative resistance is found by equating the time-independent powers
generated from whole active region and from the negative resistance. It is noticed
that the cavity length L. of VCSEL is rather short and is equal to the integer times

of the guided wavelength [5, 11],

L.=m)\,, m=123,-- (2.38)
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The spacial distribution of the voltage standing wave along the cavity length is
written as v(l) = V, cos(8l), where V,, is the time-independent peak voltage of
the standing wave. The time-independent power generated from a small section of

transmission line dl is
dp, = v*(1)Godl = GoV? cos?(Bl)dl (2.39)
The time-independent power generated from the whole active region is

P_,,:/_

= GoV;2 cos?(Bl)d!

~Le
L

2
— GoV,,f?c (2.40)

K

dpg

le""

Ny

which must be equal to the time-independent power generated from the negative

conductance in the middle of the cavity
P, =G.V} (2.41)

From above two equations, the negative conductance for the optical gain is obtained

as
L.  LJyg
G. = G07 =%z, (2.42)
The negative resistance —R, = 1/G.,
1 27,
Re= 5" I1g (2.43)

In the steady state near threshold, the material gain must compensate for the mirror

loss where the mirror loss is considered dominant and has a reflectivity R,, for each
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mirror [6], i.e.,
1 1
Then, R, for the steady-state can be written as

27,
Rc = I;-(g)

This result is directly used in the microcavity model.

(2.45)

2.4 State-Space Simulation

The state-space technique comes from linear system theory {12, 13]. It is a systematic
approach for analyzing a linear time-invariant differential system. The dynamics of
the system are determined by the rate of the change of the capacitance voltages
and the inductance currents in the circuit and can be obtained by solving state-

space equations. Since the microcavity model is a linear force-free system, the state

equation takes the form

x = Ax (2.46)

where x is the vector of state variables of dimension N, A is the characteristic

matrix of system of dimension N x IV, - represents the time derivative. The solution
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of the vector differential equation is

( e 0 0 --- 0
0 e 0 0
x(t) = ePxo =S S~ 1xq (2.47)
0 0 0 --- et
where Xo is the initial condition of the system, the eigenvalues Ay, Az, -+, An of A

are determined by the characteristic equation

det(A —AI) =0 (2.48)
and the corresponding eigenvectors u;, uy, - - -, uy of A are determined by the equa-
tion

[A=AMJu=0 (2.49)

the matrix S is formed by taking the eigenvectors of A as its columns

S =[uu;---upl. (2.50)

According to Kirchhoff’s voltage and current laws, the state equations for

the microcavity model in Fig. 2.3 are written as

dvio _ V10 z1_2
dt Reb Ce Ce
dvao 212 223

dt ¢ C
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d’U30 _ Zﬁ_i;_;i

dd ~— C C

d’U4o _ 2_34;_24_5'

d =~ C C

duso _ Yso _Liis_ﬁg
d¢ =~ RC. C. C.
d’Uso _ Zﬁ_l_gz

dd ~— C C

d‘v70 _ 16_7 Z_‘zg

dt = C C

d’l)so _ ’ﬁ_@

dd ~— C C

dvgo Vgo 289
i ., e+Ce (2.51)
dhaz _ v v

dt L L

dias _ v _ Va0

dt =~ L L

dise _ Vo Ve

dt =~ L L

dias _ a0 vso

dt = L L

diss _ Uso _ Veo

dt =~ L L

dier _ Ve _ vro

dt = L L

dizs _ v _ vso

dt =~ L L

diss _ v _ veo

dt L L

where the first subscript denotes the starting point of a voltage v or a current 7, the
second subscript denotes the ending point of the voltage or current, the state vector
is

X = ['Um V20 V30 V40 VUso Veo V70 VUso Vgo

12 %23 34 l45 ls6 le7 %78 lsg) (2.52)
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The eigenvector corresponding to the lasing mode is used as the initial condition xg
in the simulation. The parameters for the model are selected as [3]: A = 0.85um,

R = 0.98, n = 3.55.

First, the state equations for steady state are solved and the cavity modes
are determined, the voltages on each capacitance being obtained directly from the
solution. The voltages on the nodes within the first quarter of the cavity have the
same phase as shown in Fig. 2.5. The voltages on the nodes in the middle and at
the end of the cavity are out of phase as shown in Fig. 2.6. The standing wave
properties can be seen clearly from Fig. 2.7, where the voltage reaches the peak
when the current reaches zero, which indicates a 90 degree phase shift between

them.

Second, the state equations are solved for the transparency condition inside
the cavities by taking — R, away from the circuit. The lasing mode then becomes the
decay mode shown in Fig. 2.8. The photon decay rate v, = 1/7, [6] taken from the
real parts of the eigenvalues versus cavity length and reflectivity (Fig. 2.9) shows

that the bigger the reflectivity and the longer the cavity, the smaller the decay rate.
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Figure 2.5: The voltage waveforms on node 1, 2, 3.
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2.5 Concluding Remarks

The microcavity model can be used to analyze microcavities in terms of the material
and physical parameters of lasers. The results demonstrate the steady state of the
single longitudinal mode of a microcavity and the decay rates of different cavities.
The technique described in this section provides a simple and fast way to optimize

the cavity length, reflective mirror and material parameters [14, 15].



Chapter 3

Full Wave Modeling of

Microcavities

In this chapter, the discrete time-domain full wave modeling of microcavities is
addressed. A simple three-dimensional microcavity model is developed to include
three-dimensional distributed optical gain region and the effective mirror which is
derived in this chapter to replace the quarter-wave stacks. The near-field and far-

field distributions of VCSEL are obtained from the full wave simulation.

3.1 Introduction

In recent years, semiconductor lasers have been widely used in fiber communication,

optical sensors, and optical measurements. In almost all of these applications, the

35
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maximum available power of a diode laser is determined not only by its maximum
output but also by its beam shape. An understanding of the beam shape has been
considered desirable for evaluating the diode-fiber coupling efficiency and designing
the optical connecting elements. Although the beam propagation method [16] has
been used to obtain near and far field patterns, it is difficult to apply this method to
the simulation of optical and electronic integrated circuits. Finite-difference trans-
mission line matrix method (FD-TLM) [17] is an excellent candidate to simulate
integrated systems with electronic devices, microwave passive components and ac-
tive devices, and optical devices. In this chapter we present a three-dimensional
full-wave FD-TLM model for microcavities. The distributed optical gain region in
the microcavity is implemented in the FD-TLM method for the first time. Standing
wave properties as well as near and far field patterns are obtained from simulations.
The model can be used in the modeling of OEIC systems having complex engineered
inhomogeneities and also provides a guide for the design of surface emitting lasers

and optical systems.

3.2 Finite-Difference Transmission-Line Matrix

(FD-TLM) Method

The transmission-line matrix (TLM) method was pioneered by Johns and Beurle [19]

as a two-dimensional time-domain electromagnetic field solution technique. Later,
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Akhtarzad and Johns developed a three-dimensional TLM method that greatly ex-
panded the capability of the TLM method to new applications. Finite-difference
time-domain (FD-TD) method [20] has been in use for solving time-domain elec-
tromagnetic problems [21], [22]. There are similarities between the TLM method
and the FD-TD method [23], [24]. The finite-difference transmission-line matrix
(FD-TLM) method [17] is a combination of the TLM method and FD-TD method,
offering a physical basis for wave propagation and the numerical stability of the
TLM method and the computational efficiency of the FD-TD method. The three-
dimensional variable-mesh TLM method is based on transmission lines having dif-
ferent impedances. The TLM method is transformed into the FD-TLM method by

rewriting the TLM scattering matrices as finite differences.

The three-dimensional TLM method is based on pulses which travel along
transmission lines interconnected as a three-dimensional matrix and then scatter at
the intersections (nodes) into other connecting lines. Figure 3.1 shows a cell of six
nodes that is repeated throughout the structure to be simulated. In the uniform-
mesh case, the mesh size u = v = w = Al and the lines all have length Al/2 and
the impedance of free space. There are two types of nodes: shunt nodes, where
the voltage corresponds to an electric field; and series nodes, where the circulating
current corresponds to a magnetic field. By calculating the voltage at a shunt node
and the current through a series node from the scattering matrices, the electric and
magnetic fields are found, respectively. Typically, a simulation of a structure is

performed by applying a series of pulses to an electric field node and monitoring the
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Figure 3.1: Variable mesh TLM cell.

voltages at other shunt nodes. The computer program simulates wave propagation
by performing scattering operations at all the shunt nodes at one time step and at

all the series nodes half a time step later.

The variable-mesh TLM method uses the same interconnection of lines as
the uniform-mesh TLM method. Cells represented by six nodes can have sides of
different length and are stacked together to fill the entire space being simulated.

Fig. 3.2 is an example of several variable-mesh cells filling a region of space.

The details of a series node and a shunt node are sketched in Fig. 3.3 and
Fig. 3.4. The algorithm of the three-dimensional variable-mesh FD-TLM method

has been discussed in [17, 18, 55] and will not be repeated in this thesis.
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Figure 3.3: Equivalent circuit for the H, series node
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Figure 3.4: Equivalent circuit for the E, shunt node
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3.3 Implementation of the Distributed Active Re-

gion of Optical Gain in the FD-TLM Method

The FD-TLM method has been successfully used to model lumped nonlinear devices
[17] and the negative conductivity region in the two-dimensional problem [25]. It has
been proved to be a powerful method to simulate systems with active regions. But
this numerical method has not been applied to the system with a three-dimensional
distributed active region of optical gain medium. In this chapter, a distributed active
region of optical gain is implemented in three dimensions using FD-TLM method

based on the one-dimensional transmission line microcavity model.

To simplify the discrete time-domain three-dimensional modeling of the mi-
crocavity, the optical gain medium is assumed to fill with the microcavity [2, 3].
From the wave point of view, the effect of the gain medium is to amplify electro-
magnetic travelling waves. In steady-state operation of the laser, optical gain is a

constant in terms of a fixed injection current.

Since the internal loss of the microcavity is not taken into account, the loss
stubs Gz, Gy, and G, (Fig. 3.4) on the shunt nodes in the active region should serve
as gain stubs to include the optical gain into the FD-TLM method by considering

the gain as the negative loss.
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Eq. (2.37) in the one-dimensional microcavity model gives

r
Go = —7{ (3.1)

where optical gain and characteristic impedance have been related to the shunt

conductance per unit length.

Considering the E, shunt node shown in Fig. 3.4, the gain stub G, in Fig.

3.4 must be equal to the sum of the gain from four connecting transmission line

segments,
.. _ —Ig v(j — 1) —I'g v(J)
GZ(Z’], k) - zOszn(iyj - 1: k) 2 + ZOZzzn(i,j, k) 2
+ —TIyg u(z — 1) —I'g u(z)
ZOZyzn (Z - ]-,jy k) 2 ZOZyzn(i’ ja k) 2
_ Ty, (-1 v(j)
2zg Zzzn(iyj -1, k) Zzzn(ia jv k)
+ u(z —1) + u(z) ] (3.2)

Zym(t —1,7,k) Zyn(2,7, k)
where the concept of the normalized impedance Z, = Z./z, in FD-TLM method is
applied. Because the gain medium is isotropic, the same derivation is directly used

with the £, and E, shunt nodes,

—Ig w(k—1) + w(k)

G::(%L k) = 229 Zy,m(z',j, k — 1) Zyzn(i,j, k)
(G —1) v(j)
Zzz"'(i’j - 17 k) + Zz::n(i’ja k) ] (33)
G, (i, k) = —9p_ui=1) . u(@®)

22  Zan(t—1,7,k) Zoyn (2,7, k)
w(k — 1) w(k)
Zzyn(ia ja k - 1) Z-'L'yﬂ-(ivj’ k)

] (3-4)
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where 20 = /io/€o is the impedance of free space, Z,,,, Zyens Lyzny Lzzny Loyn, and
Zzyn are the normalized transmission line impedances, and u, v, and w are the mesh

sizes in the computational network [17].

By neglecting the cavity internal loss, the net change of the amplitude of the
electric field after one round trip along the cavity length must be equal to unity at

the laser steady-state near threshold, which leads to the condition [6]
(R1R2)Y%exp(TgL.) =1 (3.5)

where R; and R, are the top and bottom mirror reflectivity and equal to R,, when

the cavity is symmetric. Then (3.5) is written as

R exp(TgL.) =1 (3.6)
Tg = Li In (El,;) (3.7)

Eq. (3.7) can be used in (3.2), (3.3), (3.4) to calculate the gain according to cavity

properties for all the shunt nodes inside the active region.

When a shunt node is on the boundary between active region and passive
region, the four connecting transmission line segments must be considered separately.
Each segment inside the active region should be counted and each segment outside
of the active region should not be counted into the gain stub. Each segment on the

boundary plane should be counted into the gain stub by half.

The distributed negative conductance region in the cavity model serves as

a travelling wave amplifier. The existence of negative conductances may cause the
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numerical simulation unstable. Fortunately, the gain and loss in the steady state
of lasers compensate each other and the numerical stability is maintained in the

simulation.

3.4 Effective Mirror and Simplified Microcavity

Model

Gain stubs in the FD-TLM discrete time-domain full wave model of microcavities
have been derived, which makes the full wave electromagnetic simulation of the mi-
crocavity realizable. However, the structure of the microcavity is complex and our
computer resource is limited so that it is necessary to build up a simplified model for
simulation. Since the major concern is the three dimensional electromagnetic simu-
lation of the distributed active region in the microcavity, the high reflectivity Bragg
mirror which usually consists of about 20 pairs of semiconductor material layers [2]
is simplified for the simulation. Because the mirror has alternating index layers,
the simulation of the mirror takes a very large computer memory and very long
computational time. The idea to simplify the mirror is to use a pair of quarter-wave
layers with a large index difference between them to maintain the same reflectivity

at the lasing wavelength as the quarter-wave stacks.

For normal incidence, the reflectivity of the quarter-wave stacks is given by
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i

Absorbing boundary

-~ A/dn (n=10.0)
g <— )/4n (n=1.34)

Effective mirror

Active <— A/n(n=3.55)
region

N A/4n (n=1.34)
<— A/dn (n=10.0)

Effective mirror M

Figure 3.5: Cross-sectional view of the simplified microcavity model for simulation.
n is the refractive index of the material.

[6, 26, 27] )
n n 2N
P Lk 4 € 35)
L+ ()

ng3

where n; and n3 are the refractive indices of the alternating layer pairs, n; and n,
are the refractive indices of the medium on the transmitted and incident sides of
the mirror, and N is the number of pairs. For a given N, R, is larger if the ratio
na/n3 is smaller. For the desired reflectivity of R, = 0.98, ny = 1.34 and n3 = 10.0
are selected in terms of n; = 3.55 and n; = 1. The simplified microcavity model for

simulation is shown in Fig. 3.5.
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3.5 Numerical Simulation

The simulation parameters are given as follows. The length of the cavityis A, = A/n
[2], where A = 0.85um for AlGaAs-GaAs laser and the index of the active region is
3.55 for GaAs material. The lateral dimensions of the cavity are selected as 10 x
10pm. The diameter of the radiation aperture is 4um where the absorbing boundary
condition is applied at the top of the microcavity to form the aperture. The variable
mesh of the FD-TLM method makes the discretization of the microcavity easier by

using less computer resource.

At the beginning of the simulation, a plane sinusoidal wave is applied to
the microcavity as the excitation of the simulation. Then the excitation is removed
and the traveling wave propagates along the cavity axis back and forth through the
reflection of top and bottom mirrors and the amplification of the gain medium. The
amount of the amplification compensates for the amount of the mirror loss in each
round trip. The standing wave property of the steady-state operation of surface

emitting lasers can be observed through the simulation of the microcavity.

The spatial-intensity distribution of the emitted light near the laser facet is
known as the near field intensity distribution [6, 28]. From the numerical simulation,

the optical field near the facet can be directly sampled on the top of the laser using

|E| = /E2 + E2 + E? (3.9)

the near field intensity distribution takes the squared value of the optical field dis-
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Figure 3.6: Near-field intensity pattern of 4um diameter VCSEL. — FD-TLM sim-
ulation, * — results from the beam propagation model.
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Figure 3.7: Three-dimensional near-field intensity pattern of 4um diameter VCSEL.

tribution [28]

I = |E? (3.10)
Fig. 3.6 shows the near-field intensity pattern of 4um diameter VCSEL. FD-TLM
simulation results match the results of the beam propagation model in [16]. The full-
width at half-maximum (FWHM) of the intensity profile is measured approximately

2pm. The three dimensional near-field intensity pattern is drawn in Fig. 3.7.

As the optical component located nearest to the diode usually lies in the
far field, the far-field intensity pattern is important in determining the coupling

efficiency between a semiconductor laser and a fiber. The angular intensity distri-
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Figure 3.8: The coordinate system for the far-field solution.

bution far from the laser facet is known as the far field intensity distribution [6, 28].
Mathematically, the far field is obtained by taking the Fourier transform of the near

field as [28]

.ze 'kr 0 e 1 ' 'k 7 ' 7 !
E(z,y,z) = _-j\_r%)_/;w /_oo e(z’,y") exp [—‘77(2::1: + yy )] dz'dy’ (3.11)

where r = /2% + yZ + 22. The coordinate system for the far-field solution is shown
in Fig. 3.8. Then, the far-field intensity distribution is obtained by using Eq.(3.10)
The far-field intensity pattern of 4um diameter VCSEL is shown in Fig. 3.9. The
simulation results in this chapter are in a good agreement with the results of the
beam propagation model in [16]. The practically interested FWHM of the intensity
profile is measured approximately 12 degrees. Three-dimensional far-field intensity

pattern is drawn in Fig. 3.10.
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Figure 3.9: Far-field intensity pattern of 4um diameter VCSEL. — FD-TLM simu-
lation, * — results from the beam propagation model.
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Figure 3.10: Three-dimensional far-field intensity pattern of 4um diameter VCSEL.
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3.6 Concluding Remarks

A three-dimensional discrete time-domain electromagnetic modeling method for mi-
crocavities is introduced in this chapter. FD-TLM method is modified to become
capable of including the distributed optical gain region into the full wave simulation.
The simplified microcavity model has been proved to be effective by the simulation
conducted in this chapter and can be directly used in the full-wave modeling of

optoelectronic integrated systems.



Chapter 4

Dynamic Equivalent Circuit
Model for Vertical Cavity Surface

Emitting Lasers

A new dynamic equivalent circuit model for vertical cavity surface emitting lasers
(VCSEL) is developed to add to the family of laser equivalent circuit models. To
describe the laser dynamics, the microcavity model developed in Chapter 2 is cou-
pled to the rate equations. A nonlinear resistance is used to represent the optical
gain in the cavity. A spontaneous emission noise source is added to the equivalent
circuit model to simulate the noise process throughout the laser operation, which
is favored in system modeling. Also, the step response and modulation response

are addressed in this chapter. Simulation results are compared with the direct rate

94
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equation solutions and show that the model is accurate and effective for providing
the dynamic response of the optical field including frequency chirp, carrier and pho-
ton populations, and output power. The model enables the laser and its electrical
driving circuit to be directly connected (Electronic driving current is directly ap-
plied to the injection current of lasers) and analyzed in a unified manner and can

be easily implemented on general-purpose nonlinear circuit modeling software.

4.1 Introduction

Maxwell’s equations have been used to explore the physics of devices having substan-
tial commercial applications, especially ultrahigh-speed electronic, electrooptic, and
all-optical devices, which are useful in advanced digital signal processors, computers
[29], and fiber communication systems. These investigations are being conducted
by combining the physics of the electromagnetic field and energy transport with
the physics of electronic charge transport and volume-averaged quantum effects

[30, 31, 32).

The operation of a semiconductor laser provides an extremely complex mod-
eling problem. A complete model would include the solution of the optical field and
carrier diffusion equations in a three-dimensional dielectric waveguide whose dimen-
sions may be carrier dependent and the dielectric’s refractive index would include
real and imaginary components, both being functions of wavelength and carrier den-

sity. The limitation of computing power has made the above scenario impractical
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to realize [8, 33].

However, many partially simplified laser models are available, such as trav-
eling wave model [9], beam propagation model [16], transmission line laser model
[8], and equivalent circuit models [7, 34, 35], because it is necessary to predict the
dynamic behavior for applications using modulation, such as optical communica-
tion and optical signal processing. There is a need to develop a dynamic equivalent
circuit model for surface emitting lasers. In the dynamic equivalent circuit model
developed in this chapter, the microcavity model is used to model the optical wave
propagation in the cavity, and the standing wave effect is taken into account be-
cause the spatial variation of the standing wave within the rather short cavity is
substantial. A nonlinear resistor is developed to model the optical gain in the cavity
and a spontaneous noise source is applied in the circuit to simulate the noise process
throughout the laser operation. The rate equations are discretized in space to de-
scribe the laser dynamics and the frequency chirping is obtained from the nonlinear

dynamics of the cavity resonant frequency.

There are several advantages with the dynamic equivalent circuit model.

1. The modeling of the optical field is retained in this approach. By retaining
the optical field, fundamental quantities — the optical electric field (voltage) and
magnetic field (current) in space and time — rather than a power envelope function
is solved in the model, which a.llows the optical field, intensity, noise, phase, chirp,
and frequency information to be extracted in one simulation.

2. Time domain models can save computational time and give computational
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simplicity by automatically calculating the superposition of all the modes together
and separating the modes only after Fourier analysis.

3. The cavity model is included in the dynamic equivalent circuit model

which allows novel structures to be investigated.

4. Spatial inhomogeneities are included in the model without adding extra

rate equations.

4.2 Dynamic Equivalent Circuit Model

In this section, the development of a new dynamic equivalent circuit model for the
VCSEL is addressed by coupling the microcavity model to the rate equations. Fig.
4.1 shows the analytical model of the surface emitting laser. In this model, a GaAs

bulk active region and two DBR mirrors are assumed, which closely resembles actual

devices (5, 36, 37].

The rate equations for semiconductor lasers have been used extensively to
investigate the dynamic characteristics of lasers. The single mode rate equations for

the dynamic equivalent circuit model can be written as [6]

dP

’gt" = (G et 7P)P + Rsp (4.1&)
d .in'
% - 3q—’ — 7N —GP (4.1b)

where P is the photon number and N is the carrier number in the active region, Tinj
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DBR mirror

Nonlinear resistance region

Cavity length =2

Active region

g

DBR mirror

Figure 4.1: Schematic cross section of the analytical model of surface emitting lasers.
The DBR mirror is quarter wave stacks, the active region is two wavelengths long
in the material, and the radius of the laser aperture is r.
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is the injection current and ¢ is the electron charge.
Ve = Te_l (42)

is the carrier recombination rate that can be used to define the spontaneous carrier
lifetime 7. [6].

Yo = Vg(Qm + Qint) = Tp-l (4.3)

is the photon decay rate that can be used to define the photon lifetime Tp. The
mirror loss o, is given as [6]

o = 'L'ljln (El;) (4.4)

where L. is the cavity length and R, is the mirror reflectivity. The net rate of

stimulated emission is [6]

G =Tveg (4.5)

where the linear gain model is give by [6]
g = a(N/V, — no) (4.6)

where a is the gain coefficient, V, is the volume of the active region, and ng is the
carrier density required to achieve transparency. The spontaneous emission rate is
given by [6]

Ry, = :Bspnsp’YcN = ﬁszJBNz/V; (4.7)

where f3,, is the spontaneous emission factor, 7, = _13;—‘3’: is the spontaneous quantum

efficiency, B is the radiative recombination coefficient.
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Figure 4.2: The dynamic equivalent circuit model for surface emitting lasers. The
upper circuit is the microcavity model and the lower circuit is the carrier rate equa-
tion model. Two circuits are coupled each other.

Based on two coupled rate equations and the transmission line microcavity
model developed in chapter 2, a dynamic equivalent circuit model for vertical cavity
surface emitting lasers is constructed in Fig. 4.2. The carrier rate equation model
is constructed in the lower part of the circuit model where the voltage V represents
the carrier number NV [8]. The capacitor Cy = 1 for the convenience of scaling. The
circuit equation directly matches the carrier rate equation in (4.1). The photon rate
equation in (4.1) is discretized in space and modeled in the form of the microcavity

model.

Some modifications to the transmission line microcavity model are made
by increasing the length of each transmission line section which results in less cir-

cuit nodes in the model for the consideration of both accuracy and computational
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efficiency. In this research, each transmission line section is selected as a half wave-
length long by considering the circuit simplicity and the model accuracy [8]. The
capacitance and inductance of each transmission line section is calculated from the
electric and magnetic energy point of view. The cavity length of VCSELs is the

integer times of the guided wavelength,
Li=ml};,, m=1,2]3,--- (4.8)

The spacial distribution of the voltage standing wave along the cavity length can be
written as

v(l) = Vi, cos(B1) (4.9)

where V,, is the time-independent peak voltage of the standing wave. Due to the
standing wave property, each node is at the maximum of the standing wave voltage

and at the minimum of the standing wave current.

The time-independent stored electric energy in a small section of transmission
line dl is [10]
dw, = %vz(l)Codl - %COV,,E cos?(Bl)dI (4.10)

The time-independent stored electric energy in a A,/2 transmission line section is

IJ‘:

W. = dw,
0
#1
o 2
2
_ 9%/\_9 (4.11)

CoV;2 cos?®(Bl)dl
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which is equal to the time-independent stored electric energy in the capacitance C

of the A;/2 transmission line section
Ly
W, = ECV"‘ (4.12)

From above two equations, the capacitance for each A,/2 transmission line section

is obtained as

C= 00349-. (4.13)

Then, the capacitance in the middle of the cavity C. = C and the capacitance at

the end of the cavity C. = C/2.

The time-independent stored magnetic energy in a small section of the trans-

mission line dl is
1

5 Lol? sin?(Bl)dl (4.14)

dwpm = %i?(z)Lodl =

where I, is the time-independent peak current of the standing wave. The time-

independent stored magnetic energy in a ),/2 transmission line section is
Y]
Wn = / : dwn,
0
dg

= [7 L sniana
o 2

LoI2 ),

: (4.15)

which is equal to the time-independent stored magnetic energy in the inductance L

of the A;/2 transmission line section

W, = éu? = iu}; (4.16)



CHAPTER 4. DYNAMIC MODEL FOR VCSEL 63

where the time-independent and space-average current I flowing through the induc-
tance L of the A,/2 transmission line section is assumed to be the RMS value of
the current standing wave. From above two equations, the inductance for each Ag/2

transmission line section is obtained as

L= Lo’\z—g. (4.17)

Instead of using the lossless transmission line in the microcavity model de-
veloped in Chapter 2, a lossy transmission line is used to include the cavity internal
loss in the dynamic model. The series resistance R;,; for each Ag/2 transmission

line section is used to represent internal loss a;n;. From (2.37)
Ry = ajn: Z. (4.18)

The resistance Rin: for each \;/2 transmission line section can be calculated by

using the method in the derivation of the inductance L,
Rint = RoAg/2 = aine Z:A, /2. (4.19)

Although the cavity internal loss is represented by R, and is added to the circuit
model, it is negligible compared with the inductive reactance 2xf.L where f, is

optical frequency, the characteristic impedance of the transmission line can still be

expressed by (2.5).

The resistances Rep, Ret, and R, keep the same expressions as those in Chap-

ter 2. Resistances R and R.: for Bragg mirrors have been given in (2.11). The
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nonlinear resistance R, represents the total gain of the active region for convenience.

From (2.43) and (4.6),

2Z. 27,

= = 4.20
LTg L.Ta(N/V,—n,) ( )

R.

where L. = 2); and T’ = 1 are assumed.

According to Kirchhoff voltage and current laws, the circuit equations for

the dynamic equivalent circuit model in Fig. 4.2 are written as

dvio — __Yio 2_13
dt B CeRcb Cc
dvgo _ 112 123
i ~ C C
dvso _ vxo | ias _dm is
dt - CcRc Cc Cc Cc
d‘040 _ 2_31 _ 2;45-
dt  C C
dvuso Uso i45
it ~ C.r. C. (4.21)
@ — Y10 V20 _ 112 Biny
d¢ ~ L[ L L
@ _ Y20 Uso 223 R
dt =~ L L L
dizs _ v Va0  l34Rin
d¢d =~ L L L
diss _ vso  Uso  lgsRin
dt =~ L L L
dN binj
? = T — ")/eN bt GP

In above equations, the photon number P and the spontaneous emission noise source

isp have not been defined yet and will be discussed in the following two sections.
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4.3 Relationship between photon number and

standing wave in the cavity

The photon rate equation in (4.1) has been discretized in terms of electromagnetic
wave theory. For the coupling of the two subcircuits, we must find the relationship
between the photon number and the standing wave in the cavity which is necessary

to solve the circuit equations. The relationship is derived in this section.

By neglecting the wave attenuation caused by the cavity internal loss, the

standing wave on the transmission line can be written as [10]
V = Ve7P% 4 V,e79P2 (4.22)

where the first term represents the incident wave onto the mirror, the second term
represents the reflected wave from the mirror, and V is the phasor notation of the

wave. The amplitude of the standing wave can be written as

V| = lvlemz-i-Vge"szI

— |V1€j(ﬁz+¢1) + [/26—1'(»52—«#2)'

= V2 + V2 + 2V Vs cos(b, — 28z) (4.23)

where V; is the amplitude of the incident wave, V; is the amplitude of the reflected
wave, ¢; is the initial phase of the incident wave, ¢, is the initial phase of the

reflected wave, g = ¢, — ¢; is the phase difference between incident and reflected
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waves. The reflection coeflicient at the end of the cavity

Tm =/ Rne’® (4.24)

In the microcavity, we have
— =V\Rm, 6Go=0 (4.25)
Substituting (4.25) into (4.23) and considering the locations of the maximum volt-

age, the maximum value, i.e. amplitude, of the standing wave voltage can be ob-

tained as

Vmaz: = IVl

V2 +12 +2WV,

= Viy14Rn+2/En

= V(1 +/Rn) (4.26)

The incident power from the active region to the mirror is written as [10]

P = IVl,Z _ ‘/12 _ Vn?ta::
YT 2Z, T 22, 2Z.(1 +VRn)?

The output power from the mirror is [8, 6]

(4.27)

Pt = P (1—-Ryp)
Viaaz(l — Rm)
2Z.(1 4+ v/Rm)?
Vaaz(l — VRm)
© 2Z.(1++/Rn)

- %h fovgamP (4.28)
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where % is Planck constant. The photon number in the cavity is obtained from the

above equation and is written as

_ Vn?la.z(l —V R‘m)
P = o favson(l+ Vo) (4.29)

(4.29) gives the relationship between the photon number and the amplitude of the
standing wave in the cavity and is used in the circuit for carrier rate equation to

represent the coupling.

4.4 Spontaneous Emission Noise Source

The spontaneous emission power into the lasing mode is expressed as [8]
Py, = Ryphfe. (4.30)

This power may be injected into the model at each node or, to save on computing
time, may be localized to one node [8]. For symmetry and simplicity, a current
source is assigned in the middle of the cavity to model spontaneous emission noise
which is considered as a white noise process with a Gaussian probability distribution

[9, 38].

The optical frequency is large compared to the width of the noise spectrum
which must at least show a white spectrum up to the relaxation resonant frequency
[38]. The spontaneous emission noise source tsp is considered as a narrow band

bandpass Gaussian noise source [39]

tsp(t) = nc(t) cos(2m fet) — ns(t) sin(2r £.t) (4.31)
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where n.(t) and n,(t) are the in-phase and quadrature component of 7,,(t) [39], f. is
the optical frequency. ¢.,5(t), n.(t), and n,(t) are all zero mean, Gaussian, ergodic,
and have the same variance [39]. For the simulation purpose, sampled values of
Gaussian white noise are generated using a Gaussian white noise generator [39].
The samples in time domain are uncorrelated and independent [39]. The variance

of the samples is derived as follows.

The noise power delivered to Z. load can be written as [39]

Pr.= {282y = Zepin ey (4.32)

where E denotes the expectation of the random process. Since ¢,,(t) is a Gaussian
noise, E{i3,(¢)} = o?, where o2 is the variance of the Gaussian sequence z,,(t), i.e.,

nc(t) and n,(t) have the same variance of ¢2. Then, (4.32) can be written as

2
Py = Z.o

e = (4.33)

It has been proved that the spontaneous emission fields coupled to the forward and
reverse waves have equal amplitude [40]. Equating Pz, and P,,/2, we have

Z.0> _ Ryhf.

1 5 (4.34)
then,
- 2Rah, (a9

Therefore, n.(t) and n,(t) can be generated by multiplying the output of zero mean,
unit variance Gaussian random number generator by o. The noise period of n.(t)

and n(t) is taken as 10ps to cover the relaxation oscillation frequency [38].
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4.5 Simulation Using Runge-Kutta Method

A numerical approach for solving the nonlinear ordinary differential equations is
generally required because of the nonlinear nature of the circuit equations. Eq.
(4.21) is a set of ordinary differential equations [41, 42] which take the general form
of

Z—Zt/ = f(y.1) (4.36)
The ordinary differential equations can be solved using Runge-Kutta method [41,

42]. The classical fourth-order Runge-Kutta method is given by
1
Yntl = Yn + g(k'o + 2ky + 2k, + k3) (4.37)

where

kO = hf(ynytn)7

ko h
kl - hf(yn'*‘?)tn'*'g),
ky h
k2 - hf(yn'*‘?atn'*‘g),

ks = hf(yn+ ke, tn + k).

Four evaluations of the function f(y,t) are required for each time step h which
changes frequently in the computation by the adaptive step size control algorithm
[41, 42]. Runge-kutta method has several advantages. They are numerically stable
for a large class of problems. Since only one solution value y, is needed to calculate
Yn+1, the method is self-starting. The step size h may be changed at any step in the

calculation.
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PARAMETER SYMBOL VALUE
Optical wavelength A 0.85um
Refractive index in dielectric medium n 3.95
Carrier lifetime at threshold Te 5ns
Confinement factor r 1
Spontaneous emission factor Bsp 0.02
Radiative recombination coefficient B 1 x 1079%cm3/s
Gain coefficient a 3.5 x 107 %cm?
Internal loss Qint 10cm ™1
Carrier density at transparency no 0.6 x 108cm =3
Radius of aperture r 2um
Mirror reflectivity R, 0.97

Table 4.1: Laser parameters for simulation.

The laser parameters for simulation [3, 6] are listed in Table 4.1.

Several critical and important features with VCSEL are investigated and
shown in Fig. 4.3 and Fig. 4.4. Fig. 4.3 shows the output power and turn-on
delay versus laser injection current with different mirror reflectivities. The turn-on
delay is a characteristic of lasers and indicates that the stimulated emission does
not occur until the carrier concentration has reached its threshold value N,;,. The
delay time is determined by the carrier dynamics alone. Fig. 4.4 shows the turn-on
delay, carrier number at threshold, and output power versus the cavity length with

fixed injection current and different mirror reflectivities.

The step response and modulation response of the carrier population, optical
field, frequency chirping, photon population and the output power of the surface

emitting laser are simulated in this chapter. To verify the operation of the dynamic
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Figure 4.3: Output power and turn-on delay versus injection current. (Le = 2)g,
B = 0.01.) Solid line — dynamic equivalent circuit model, * — rate equation
solution for R,, = 0.95.
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equivalent circuit model, the direct solution of rate equations (4.1) is used to compare

the results with the dynamic equivalent circuit model.

Fig. 4.5 shows the step response of the surface emitting laser. The injection
current is chosen as a s.tep function shown in Fig. 4.5 (a). The detail of the voltage
waveform in Fig. 4.5 (d) is a sinusoidal waveform with the optical frequency. The
time evolution of the nonlinear resistance R. is plotted in Fig. 4.5 (c). It is inter-
esting to note that the relaxation oscillation starts when R. approaches to R.:/2
or Re /2, i.e. the optical gain approaches to the optical loss. The simulation re-
sult from the dynamic equivalent circuit model is compared with the rate equation

solution.

Several features are noteworthy from the simulation results. The laser cur-
rent is abruptly increased from its initial value 0 to the final value ¢:,;, which is
greater than the threshold value i;s, a time period elapses before the steady state
is reached. The photon population remains zero for the turn-on delay time ¢y, after
which it increases rapidly. The important feature of the step response shown in
Fig. 4.5 is that the electron and photon populations oscillate before attaining their
steady-state values. This damped oscillation, referred to as relaxation oscillation
[6], is an intrinsic resonance in which energy stored in the system oscillates back
and forth between the electron and photon populations. The natural frequency of
the relaxation oscillation is in the gigahertz range and plays an important role in

determining device response.
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One of the important advantages of semiconductor lasers is that they can
be directly modulated for optical communications by modulating the device cur-
rent. There is always considerable interest in the optical pulse response of directly
modulated injection lasers. The pulsed method of driving the laser is suitable for
pulse-code modulation schemes [43] which is widely used in fiber communication
systems. The laser is generally biased close to threshold so as not to turn off the
laser completely during the period of low current level. Fig. 4.6 shows the square
wave modulation response of the laser model and exhibits features related to relax-
ation oscillation. The frequency chirping related with the square wave modulation
(Fig. 4.6(c) ) is obtained through the Fourier transform of the optical field response
which is directly from the simulation of the dynamic equivalent circuit model. Even
though the optical pulse is far from being an exact replica of the electrical pulse, it

can be used to transmit information over optical fibers.

4.6 Concluding Remarks

The results given in this chapter show that the concept and derivation of the dynamic
equivalent circuit model are sound. The model is able to predict the dynamic
response of not only carrier and photon populations, but also optical field and
frequency chirping of surface emitting lasers. Also the physical process of the laser

noise and modulation can be easily modeled using this model [44].

One of the important qualities of numerical models is that they allow results
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to be gained faster than from experimental work. Certainly this model allows pa-
rameters to be adjusted more quickly than in real devices. Therefore, the model is a
useful design tool because it is such a close analogue to the laser device which may

be easily modified and enhanced.

The dynamic equivalent circuit model is a powerful computer CAD model to
be incorporated into nonlinear circuit modeling software for system modeling since
it is easily connected to other electronic driving component models as a load com-
ponent model in optoelectronic integrated circuits (OEIC) for fiber communication

systems.
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Fig. 4.5 (a), (b)
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Fig. 4.5 (d)
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Figure 4.5: Step response of the surface emitting laser. (a) Input step current. (b)
Response of carrier population. (c) Time evolution of the nonlinear resistance. (d)
Response of the normalized voltage at node 5 on the transmission line. (e) Response
of photon population. Solid line — dynamic equivalent circuit model, dashed line

— rate equation solution.
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Fig. 4.6 (c)
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Figure 4.6: Modulation response of the surface emitting laser. (a) Modulation
current. (b) Response of carrier population. (c) Response of the normalized voltage
at node 5 on the transmission line. Frequency chirp 6f = f — f. is indicated
at specified points. (d) Response of photon population. Solid line — dynamic
equivalent circuit model, dashed line — rate equation solution.



Chapter 5

Full Wave Electromagnetic
Modeling of Electro-Optic

High-Speed Probes

The foundation of the full wave electromagnetic modeling of external electro-optic
(E-O) probes has been laid by X. Wu in [45]. Following his pioneering work, this
chapter makes new contributions to the topic which are listed here.

1. Finite-Difference Transmission-Line Matrix method (FD-TLM) is used
in the full wave electromagnetic modeling of E-O probes. The method is featured
by the variable grid size which is extremely important in the full wave modeling of
LiTaO3 E-O probe since the electromagnetic field is mostly confined in the space

around the probe tip and the air gap between probe tip and CPW [45] which is

80
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approximately 3um with a step size change of 0.1um in an automated E-O prob-
ing system [46]. Variable grid size for the simulation of the LiTaO3s probe is first
reported here (Fig. 5.4 and Fig. 5.5). FD-TLM simulation results are compared to
the previous FD-TD simulation results and the consistency between the two meth-
ods is demonstrated in Figure 5.7 and 5.12. More accurate results from variable
grid size FD-TLM simulation are given in Figure 5.6, 5.8, and 5.13.

2. Full wave simulation for the LiTaO3 E-O probe with high-bandwidth
coplanar waveguides with different configurations is addressed in this chapter, which
lays the significant foundation of the three-port electrical and optical model for
LiTaO3 high-speed electro-optic probe with CPW test structure since the probe is
used to sample the signals on different CPW configurations. The scattering param-
eters with respect to various CPW configurations are first reported here (Figure 5.9,
5.10, and 5.11) for the development of the three-port model in the following chapter.

3. A new system transfer function for the E-O probe with CPW test struc-
ture is defined in this chapter and shown in Figure 5.14. The input port of the
transfer function is defined at the sampling spot on the CPW rather than the input
reference plane defined in [45]. The new definition of the transfer function eliminates
the phase difference between the sampling spot and the reference plane so that it

directly characterizes the signal waveform on the sampling spot.
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5.1 Introduction

The development of very high-speed electro-optic (E-O) sampling systems is now
well established. Recently, M. Shinagawa and T. Nagatsuma [46] reported an auto-
matic sampling system based on external E-O sampling for measuring ultra-high-
speed integrated circuits (IC). Their workstation controlled sampling system ob-
tained a voltage sensitivity of lmv/+/Hz at frequencies up to 70 GHz. Most previous
E-O sampling systems were developed for feasibility studies following the pioneering

work of J.A. Valdmanis, G.A. Mourou and C.W. Gabel [47].

Conventional, purely electronic measurement instruments such as vector net-
work analyzers, spectrum analyzers and sampling oscilloscopes are not very effec-
tive at high frequencies, the major limitation being imposed by the connectors and

waveguides needed for signal coupling between the instrument and the device under

test.

There are two significant advantages that E-O sampling techniques possess
over conventional, purely electronic ones. First, optoelectronic signal generation and
measurement bandwidths far exceed those achievable electronically. Second, both
the stimulus-generation site and response-measurement planes are physically close

to the device under test, so that it is possible to completely eliminate interconnection

discontinuities.

External E-O probes do not require that the material being measured exhibit
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electro-optic properties while the direct method [48] of probing requires the use of
an electro-optic material such as GaAs. Instead, an electro-optic probe tip usually
made from LiTaO3 or GaAs is used to sample the electric field being measured. The
primary usefulness of LiTaOj lies in its ability to sample the transverse components
of the electric field, a standard requirement of many systems. If the direct electro-
optic measurement method is used, the back side of the semiconductor wafer must
be polished if an internal reflection system is used, a definite disadvantage in some

engineering applications.

There are still several problems associated with external probe tips. The
probe tips, while small, are invasive. That is, like all electronic probing systems,
they disturb the system being tested. They cause pulse distortion/dispersion, pulse
reflections, transmission loss, cross-talk between lines, and have a non-ideal system
transfer function [49]. The probes are also difficult to fabricate and position ac-
curately over the devices being tested. Fabrication and positioning problems have

been well addressed by M. Shinagawa et al. [46].

5.2 Electro-Optic Sampling System

Fig. 5.1 is the optical scheme of an external E-O sampling system which utilizes
a LiTaO3 or GaAs probe above the circuit being tested. A crystal probe of an
electro-optic material, such as LiTaO3 or GaAs, is placed above the device, so that

the electric fields from the device penetrate into the sampling crystal probe. Laser
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Figure 5.1: Optical scheme of the external E-O sampling. The change in polarization
ellipticity of the probing beam can be detected by two low speed photodetectors.

beam pulses, at a sampling repetition rate, probe the electric field induced by the

unknown signal as electrical signal pulses propagate across the crystal probe.

The sampling system can be grouped into three sections: the laser system
for optical pulse generation, the microwave instrumentation for driving the circuit
under test, and the receiver system for data acquisition and signal processing. The
laser beam passes through a linear polarizer and a waveplate to get a circularly
polarized wave. Then it is focused through the fused silica probe support down to
the electro-optic probe tip with a microscope objective to a few-microns spot on
the probe facet. The polarization of the probing beam is deformed to ellipsoidly
polarized wave due to the birefringence caused by the electric field in the probe tip.

The reflected light, 7.e. the probing beam output, is separated into horizontally and
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vertically polarized components by a polarizing beam splitter and detected by two
photodiodes connected to a differential amplifier. These signals are then processed
by a lock-in amplifier, and a signal averager. By means of a compensator, the
modulator is optically biased at its quarter wave point in order to achieve linear

E-O response and maximum sensitivity {47].

5.3 Theory of Electro-Optic Sampling

The electro-optic sampling measurement technique, based on the linear electro-optic
effect, was first studied by F. Pockels more than 100 years ago in 1893 [50]. In
certain types of crystals, the application of an electric field results in a change in
polarization of an optical beam which goes through this crystal. This is referred to
as the electro-optic effect. Electro-optic sampling employs the E-O effect to measure

high speed devices and circuits.

Polarization of a plane wave refers to the orientation of the electric field
vector, which may be in a fixed direction, or may change with time. Many crystals,
LiTaO3 and GaAs, can affect the polarization of incident light without absorbing
or reflecting one of the components. Birefringence of a crystal refers to different
refractive indices for separate polarization components of the electric field, one for

polarization along and one for polarization perpendicular to the optic axis.

Figure 5.2 shows the basic principle of electro-optic sampling. A circularly
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Figure 5.2: Principle of E-O sampling. The polarization of the probing beam is
changed after passing through the crystal due to the birefringence which is related
to the applied electric field.

polarized optical probing beam is directed through a piece of birefringent crystal
where an electric field is imposed. The electric field, that is proportional to the sig-
nal measured, induces birefringence in the crystal. The polarization of the probing
beam is changed when the beam emerges from the crystal due to its birefringence.
This change can be detected by a polarization analyzer and photodetectors. The
magnitude of the optical signal produced for a given electric field and probing config-
uration defines the probe’s E-O response. This is the basic principle of E-O sampling

for the measurement of high-speed signals.

The birefringent crystals may be either uniaxial (n, = ny,n.) or biaxial

(nz # ny # n;). LiTaO3z, GaAs and most other commonly used E-O crystals are
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uniaxial [51]. In isotropic material [51]

(& C
= = — 5.1
'Ug \/e—r n (O )
€
€ = g (5.2)

where ¢, is the relative dielectric constant of the material and € is the dielectric
constant of the material, € is the permittivity. From above two equations, we have,

€o

= (5.3)

1

n?
In an anisotropic crystal, the polarization induced by an electric field and the field
itself are not necessarily parallel. The electric displacement vector D and the electric

field E are consequently related by [51]

r b 3 1T
D, €11 €12 €13 E;
Dy, | = | €1 €2 €3 E, (5.4)
D5 €31 €32 €33 J E; |

where 1,2,3 = z,y,2z. The 3 x 3 matrix with elements ¢; in (5.4) is called the

dielectric tensor.

Similar to (5.3), in anisotropic material we have [51]

€0 1
— = (5.5)
€5 n,-j
which can be expressed as a matrix form
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The 3 x 3 matrix with elements n;; is called the refractive index tensor of the crystal

which is a symmetrical matrix represented by

1y 1
(=), = =

1y 1

(?)2 T ni,

1y 1

(=), = =

1 11

(=), = === (5.7)
1N 11

(#). = =

(L) _ 1 _ 1

n?/e n%z n%l

The propagation characteristics of a light beam in birefringent crystals are
fully described by means of the index ellipsoid [51]. Hence, the effect of an electric
field on the light wave propagation is expressed most conveniently by giving the

change in the index ellipsoid constants.

If we choose z,y and z to be parallel to the principal dielectric axes of the

crystal, then with zero applied field, we have [51]

(L) oo = L
n? L E=0 =— TZ?:
1 1
(), lo=0 = = (5.8)
1 1
(F)S'E=O = ;2'

1 1 1
() = (2l () Jme=

The linear electrooptic effect is the change in the indices of the ordinary
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and extraordinary rays that is caused by and is proportional to an applied electric
field. The electric field changes the coefficients in the index ellipsoid due to the
birefringence. The linear change of these coefficients (111_2) (¢ =1,2,---,6) due to
an electric field F is defined by
1 3
A (n_z) =) TiE; (5.9)
T j=1
where in the summation over j we use the convention 1 = z,2 = y, and 3 = =.

Equation (5.9) can be expressed in a matrix form as

1
A(;r) Ti1 Ti2 Ti3
1
1
A(;f) T21 T22 T23
2 E
1
A(l) T3y T3z T
n? /3 — 31 32 33 E2 (510)
1
A (;f) 4 T41 T42 T43
Es3
1
A(;‘)s Ts1 Ts52 Ts3
1
A(;;z') o Teér Te2 Te3

The 6 x 3 matrix with elements r;; is called the electrooptic tensor which linearly

relates E; applied to a crystal to the resultant change in the coefficients (:—2)

(%) = (%),-IH ta (nl—z) (5.11)

From Egs. (5.9) and (5.11), a field dependent index ellipsoid is obtained. The prin-

Therefore,

cipal axes and their corresponding refractive indices of the resultant index ellipsoid
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can be obtained by finding the eigenvalues of the matrix

(&), (&), (),
(%), (&), (&),
| 3), &), (),

The three eigenvalues correspond to the new values
().,
(),
().

which determine the new directions of the principal axes of the index ellipsoid. The

velocities of propagation of the polarized wave along the new principal axes are also

expressed by

C
UII = —_—
Ny
[
vy = — (5.12)
ny’
C
Vy =
n

The relative phase change of the polarized wave is the phase retardance given

2r(ny —ng )L

= 3

(5.13)

The retardance I' is caused by the different velocities or different indices of refraction
in 2z’ and z’ directions. Then, the polarization of the probing beam is changed due

to the retardance, typically from circular polarization to ellipsoidal polarization in

E-O sampling.
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Figure 5.3: External E-O sampling configuration. The CPW is the device under
test. The probe beam is ideally a few microns in diameter. The optical axis of the
LiTaOj probe is parallel to the y-axis.

5.4 Full Wave Modeling of Electro-Optic High-
Speed Probes

The external E-O sampling configuration is shown in Fig. 5.3 where a small probe
tip is mounted over a CPW [52, 53, 54]. The probe is a truncated square pyramid

of silica with a thin layer of birefringent material (LiTaO3 or GaAs) at its tip. The

tip face, typically a fraction of a millimeter in size, is centered on and parallel to
the CPW metalization.
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There are two types of the field disturbance in external E-O sampling. One
is the probing invasiveness to the operation of the device under test, which is caused
by the high dielectric constant material of the external probe. The other is the
measured signal distortion in the E-O probe, which is determined primarily by the

probe material and dimensions.

The full wave time domain field analysis technique is chosen to address the
above problems for the following reasons:

1. Full wave time domain modeling technique is most suitable for this prob-
lem since we are studying high-speed pulse propagation on transmission lines as
compared with the problem of narrow band high Q system analysis.

2. E-O sampling measures high-speed signals, therefore requiring transient
response and full wave analysis. The full wave time domain method makes it possi-
ble to conduct this analysis, which can efficiently address dispersive and high-speed
signal effects.

3. A complex three dimensional structure is involved in E-O sampling. The
electromagnetic field of a high-speed signal is mostly confined in the discontinuity
region between the probe tip and the transmission line. The FD-TLM full wave
time domain method [17] is particularly efficient for handling three dimensional dis-
continuities with special interested areas.

4. To investigate the E-O response at the sampled output signal in E-O
sampling, a detailed temporal field information along the probe beam path is re-

quired for the calculation of optical signals. The FD-TLM method offers this entire
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information and especially gives the more detailed resolution of the field around the
probe tip.

5. Frequency domain information over the entire range of interest, such as
scattering parameters, may be obtained by a Fourier transform of the response to a

broadband pulse.

Hence, the FD-TLM method is well suited to the external E-O sampling problem.

5.4.1 Field Simulation Using FD-TLM Method

The FD-TLM method has been introduced in Chapter 3. An example of the mesh
structure for the simulation is shown in Fig. 5.4 and Fig. 5.5. The total size is
990um in the z-direction, 260um in the y-direction, and 800um in the z-direction.
The total number of grids is 80 in the z-direction, 45 in the y-direction, and 160 in
the z-direction. Absorbing boundary conditions [55] are applied to the outer surface
of the computational domain. The time-domain results are transformed into the

frequency-domain characteristics of probes through the Fourier transform.

5.4.2 Simulation of Optical Signals

Birefringence in the E-O probe is a function of the electric field which penetrates the
crystal and is fully described by the crystal’s electro-optic tensor. Having obtained
the field distribution in the probe using full wave analysis, the birefringence along

the path of the probing beam (i.e. a double vertical path) can be integrated to
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Figure 5.4: Mesh structure for the z — y plane at the center of the probe. The total

size is 260um in the y-direction and 990xm in the z-direction.
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Figure 5.5: Mesh structure for the z — z plane at the center of the probe. The total
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give a predicted change in the beam polarization. This change, when analyzed and

detected, yields the optical signal.

There are two arrangements for external probing, transverse and longitudi-
nal. Transverse probing reacts to field components that are parallel to the surface
of the circuit. Longitudinal probing interacts with the field components normal to
the surface of the circuit plane. In the simulation, the optical probing beam is in
the z-direction as shown in Fig. 5.3. Since the LiTaO3 probe is used for transverse
probing, the sampling-beam position within the crystal is just above the center of

the CPW spacing.

Considering the spatially distributed electric field which can be obtained
from the full wave simulation, the phase retardation I' of a probing beam along the

z-direction is given by the following discretized form in radians

12 4
D(E., By, E.) = dée + S Tﬂ[nyf(E,_, Ey,E.) —nu(E:, By, E) Az (5.14)

i=il
where A is the optical wavelength, Az; is the mesh size at ith node in the z-direction,
and 7, and 7, are mesh indices which indicate the bottom and top mesh of the probe
tip in the full wave analysis to define the probing light path in the probe tip. In
the example shown in Fig. 5.4 and Fig. 5.5, 4; and 7, are taken to be 39 and 42,
respectively. The new refractive indices ny and n. due to the E-O effect are the
functions of the electric field at ith node. Combined with a static birefringence in
the crystal, if applicable, d@. is introduced by an optical compensator which is used

to supply an optical bias of 7/2 for a maximal and linear measurement response
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[47, 51].

Practically, an optical polarization analyzer is used to measure the degree
of the birefringence induced in the probe. The retardation I' yields a normalized

optical analyzer output as [51]

—% = sin? (———-—F(Emfy’ Ez)) (5.15)

where I,/I; has been explicitly written as a function of the electric field. The opti-
cal signal power is detected by a photodetector to yield an electrically measurable

voltage.

5.4.3 Characterization of Electro-Optic Probing

The characteristics of external LiTaO3 E-O probes are investigated in both time

domain and frequency domain by full-wave simulation and the Fourier transform.

The field disturbance is investigated first. Several perturbations in a prop-
agating electrical waveform can result from the interaction of the electrical signal
with the probe tip which is the reflections at the points where the guided waveform
enter and exit the E-O probe input and output discontinuities and the boundary
between the LiTaO3 and the fused silica support. Three interfaces create reflection
sources that direct part of the electrical signal back to the excitation point. Fig. 5.6
shows the field distribution of E,, which is the dominant component of the electric

field on the CPW, 5um above the CPW with and without the LiTaO3 probe. The
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Figure 5.6: The spatial waveform of E, 5um above the CPW. The pulse propagates
in the z-direction. The field values are normalized to the maximum value without
probe. (a). Without probe. (b). With probe, probe thickness = 20um, probe length

and width = 200 x 200um.
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pulse propagates in the z-direction. Field values are normalized to the maximum
value without the probe. The field disturbances, as seen in Fig. 5.6, are attributed
to the probing discontinuities, dispersive effects and surface waves on and above
the CPW. Two peaks in Fig. 5.6(b) occur exactly at the edges of the probe. The
surface waves observed in Fig. 5.6(b) spread much further away from the CPW
central conductor than that in Fig. 5.6(a), implying that the close placement of the
probe may produce significant cross-talk between adjacent devices or elements on

the circuit board, but the E-O sensitivity increases.

Due to the high dielectric constant of the probe material and its close place-
ment above the CPW, the field in the probe and surrounding regions must satisfy
new boundary conditions which require phase matches at both CPW-air and air-
probe tip interfaces. The speed of the electromagnetic wave is lower in a high
dielectric material. This difference in speed results in refractions in wave propaga-
tion. Therefore the quasi-TEM mode, which is essentially the same as the static

case, is disturbed in the probe where the field is sampled.

E-O probe invasiveness to the operation of the device under test can be
evaluated in terms of the device scattering parameters. S-parameters of the probe
with the CPW extracted from the field simulation serve to quantitatively describe
invasiveness induced by external probing. Figures 5.7 - 5.10 show the magnitude of

S11 on the CPW with LiTaO3 probe which produces significant invasiveness.

Fig. 5.7 shows Sy; as a function of frequency in terms of different probe
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Figure 5.7: Magnitude of the reflection coefficient Si; on the CPW for different
probe distance. Probe thickness = 20um, CPW center conductor = 15um, CPW
spacing = 10um. FD-TD results are from [45].

distance. The FD-TLM simulation results are compared with the FD-TD simu-
lation results [56] and the discrepancy is within 5%. The invasiveness increases
(S11 increases) as the frequency increases and the probe distance decreases. As
the frequency increases, the electromagnetic field radiates further into the probe
than at low frequencies, which generates more discontinuity effect, therefore more
electromagnetic field is reflected back by the high dielectric constant material of the
LiTaO3 probe. For probe distance less than 5um, it is observed that the invasiveness

increases dramatically as the probe approaches the CPW.
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Figure 5.8: Magnitude of the reflection coefficient S;; on the CPW for different
probe thickness. Probe distance = 5um, CPW center conductor = 15um, CPW

spacing = 10um.
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Figure 5.9: Magnitude of the reflection coefficient S;; on the CPW for different
width of the CPW center conductor. Probe thickness = 20um. A constant electric

field is assumed on the CPW spacing.
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Figure 5.10: Magnitude of the reflection coefficient S;; on the CPW for different
CPW spacing. Probe thickness = 20um. A constant electric field is assumed on the
CPW spacing.
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Figure 5.11: Magnitude of the transmission coefficient S3; on the CPW for different
CPW spacing. Probe thickness = 20um. A constant electric field is assumed on the
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Fig. 5.8 shows 5;; versus frequency and LiTaO3 probe thickness. The thicker
the probe tip, the larger the invasiveness, which is due to the slightly different

discontinuities generated by the different probe thickness.

Fig. 5.9 shows S;; versus the width of the CPW center conductor, where
the constant electric field is assumed on the CPW spacing. The wider the CPW
center conductor, the weaker the cancellation of the transverse field components in
the middle of the CPW, which leads to more transverse field reflection and more
invasiveness consequently. Fig. 5.10 shows S;; versus the CPW spacing. The wider

the spacing, the more transverse field is reflected, therefore more invasiveness.

The transmission coefficient S5; on the CPW with a LiTaO3 probe is also a
function of the frequency, the probe distance, the width of the CPW center conduc-
tor, and the CPW spacing. As an example, we show S3; versus frequency and CPW
spacing in Fig. 5.11 where S,; decreases (invasiveness increases) as the frequency
increases after 60GHz and as the spacing increases. This analysis is in accordance

with the analysis for Si; in Fig. 5.10.

It is also necessary to examine the optical signal for invasiveness. When
the probe is in contact with the CPW, the signal’s electric field threads almost
completely into the crystal. When thé probe is placed a finite distance from the
CPW, most of the field is confined to the air gap due to the high dielectric constant
of the crystal. As the probe approaches the CPW, a rapid increase in the optical

signal is expected, as is confirmed in Fig. 5.12. Compared to Shinagawa’s result for
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Figure 5.12: Normalized peak value of optical signal generated in the LiTaO3 probe
versus probe distance. Symbols denote the simulation points. Exponential curves
are fitted to the simulation. Probe thickness = 20um, CPW center conductor
= 15um, CPW spacing = 10gm. FD-TD results are from [45].
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Figure 5.13: Normalized peak optical signal intensity versus probe tip thickness.
The signal intensity decreases when the probe tip is thicker than 60um, the effect
of which is attributed to the increased reflection caused by thicker probes. Probe
distance = 5um, CPW center conductor = 15um, CPW spacing = 10uym. FD-TLM
simulation result is compared with FD-TD result from [45].
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a GaAs probe [57] and Valdmanis’s for a LiTaO3 probe [58], the fullwave simulation
results basically agree with the experimental data. The optical signal shown in this
figure is normalized to the signal intensity generated when the LiTaO; probe is in
contact with the CPW. At distances larger than 3um, the optical signal does not
decrease substantially when the probe is moved away from the CPW. This agrees

qualitatively with Heutmaker’s measurement results (See Figure 1 in [59]).

The probe thickness is a trade-off factor which can be achieved between
the performance and the measurement sensitivity. High measurement sensitivity
is expected for thicker probes because of a longer sampling path along which the
overall optical signal is integrated in proportion to the electric field in the probe tip,
but thicker probes generate more invasiveness as discussed before. The electric field
is mostly confined in a very limited region near the probe facet. Consequently, the
sensitivity is attributed dominantly to the field in that limited region. This result
is illustrated clearly in Fig. 5.13. There is not only a saturation-like phenomenon
(FD-TD result) in the relation of the optical signal intensity versus the probe tip
thickness, but also the optical signal intensity decreases a small amount when the
probe tip is thicker than 60um, the effect of which is attributed to the increased
reflection caused by thicker probes discussed in Fig. 5.8. It suggests that there is

an optimum probe thickness for maximum sensitivity.

In order to investigate the measurement error caused by the temporal wave-
form distortion, the information in the frequency domain is extracted from the field

simulation results in the time domain by Fourier transform. The distortion, there-
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fore, can be evaluated by characterizing the system transfer function in the frequency

domain [45, 60].

In this full wave simulation, the E-O probe system is a three-port system.
The optical output should be able to show the electric input waveform as accurately
as possible. To characterize the properties of the E-O system, a new transfer function
1s reasonably associated with the input port defined as a sampling spot on the CPW
rather than the input reference plane in [45] in order to directly sample the signal on
the measurement point without the phase effect of the reference plane. The output
port is defined as the optical retardance I'(¢) since the optical retardance is linearly
proportional to the signal voltage output from the photo diodes. Based on the above

analysis, the transfer function H(w) can be defined in the frequency domain by

['(w)

= Zolo) (5.16)

H(w)

where w = 27 f, Ep(w) is the Fourier transform of the time domain input electric
field ep(t) at the sampling point on the CPW where the probe will be in position
and the laser beam will focus on in measurement, and I'(w) is the Fourier transform
of the time domain optical retardance of I'(¢). Fig. 5.14 shows the magnitude of the
normalized system transfer function for the LiTaOj probe with thickness of 20um.
It is seen that, from this figure, the magnitude of the probe transfer function is
not constant for all frequencies, which indicates some signal waveform distortion

existing in the E-O sampling system.
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5.5 Concluding Remarks

In summary, the variable grid size FD-TLM modeling for analyzing the effects of
external electro-optic probes with CPW test structure is demonstrated by the sim-
ulation of external E-O probes with different CPW configurations. The important
simulation results are presented in this chapter along with the actual performance
of the LiTaO3 probe with CPW test structure in both time and frequency domains.
Finally, the new transfer function of the electro-optic sampling system is defined

and examined for the characterization of the measurement accuracy.



Chapter 6

Three-Port Electrical and Optical
Model for LiTaO3 High-Speed
Electro-Optic Probe with CPW

Test Structure

In this chapter, a three-port electrical and optical model for LiTaO3; E-O probe
with the high-bandwidth CPW test structure is developed by combining full wave
FD-TLM modeling technique and neural network techniques. The model weighting

parameters are obtained and can be used in high-speed electro-optic measurements.

112
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6.1 Introduction

The external LiTaO3 electro-optic probe is widely used in electro-optic sampling
measurements because of its higher sensitivity than the GaAs probe. The inva-
siveness and signal distortion of the LiTaO3; probe with respect to different probe
positions and the different dimensions of the high-bandwidth CPW test structure
have been evaluated systematically in the previous chapter. To diagnose integrated
circuits, it is desirable to measure signal waveforms on internal circuits. The E-O
sampling equipment is expected to sample the signals at different circuit config-
urations, one by one, by placing the probe tip and optical beam right above the
measurement point. Since the LiTaOjz; probe perturbs signals slightly, its effects
on incident, transmitted, and reflected signals have to be corrected for accurate
measurement. A general and systematic model of LiTaO3; probe test structure is

required for quantitative measurement of E-O sampling.

We have introduced two models, a discrete time domain model [61] and a
simplified model which in this case is a linear circuit model [62]. The discrete time
domain model is extremely accurate but suffers from the disadvantage of requiring
large amounts of computer resources, time and memory, to implement. It is quite
impractical to use the discrete time domain model in calibration procedures that
call upon the model many times to find the necessary parameters. The simplified
linear circuit model [62] describes the scattering parameters of the probe as a func-

tion of the probe distance for the probe mounted near a specific CPW, which is
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not applicable to different CPW configurations, also the optical properties of the
probe are not included in the model. Obviously it is not sufficient for system ap-
plications. There is a need for a three-port model that accurately describes all of
the performance features of the probe such as scattering parameters and system
transfer function. The three-port electrical and optical model of the LiTaO3z probe
with CPW test structure is a function of the physical properties of the probe and

CPW test structure.

A field based three-port electrical and optical model for LiTaO3z probe with
CPW test structure is developed by combining full wave electromagnetic modeling
technique and neural network techniques. The influence of the LiTaO3 probe on
the scattering parameters of the CPW test structure and on the quality of sam-
pled signals is taken into the consideration of the three-port electrical and optical
model. First, the full wave modeling of the electromagnetic field in the sampling
configuration and the resultant probe birefringence are required to obtain the scat-
tering parameters and transfer functions of the probe with CPW test structure as a
function of probe distance, CPW spacing, width of the CPW center conductor, and
operating frequency. Second, the weighting parameters for the three-port model are
optimized by mapping the full-wave field simulation results to the fully connected

feedforward neural networks using neural network algorithms which is powerful in

terms of its nonlinearity and adaptivity.

The three-port electrical and optical model provides necessary information

for engineers to calibrate the E-O measurement and to set up E-O measurement
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systems in order to achieve optimum E-O sampling results. The three-port model
has the same accuracy as the full wave discrete time domain model, but electrical
and optical characteristics are obtained much faster and simpler than the full wave
simulation, so that it is a promising engineering tool for high-speed E-O sampling
measurement. With this three-port electrical and optical model, it is possible to de-
embed both invasiveness and waveform distortion in external E-O sampling given
the sampling configuration and dimensions. It moves E-O sampling further towards

the quantitative measurement.

6.2 Definition of the Three-Port Electrical and

Optical Model

The probe invasiveness and distortion are the two major causes responsible for the
discrepancies between the signal to be measured and the sampled signal. The three-
port electrical and optical model developed in this chapter attempts to give a fast

and simple calibration tool to correct the discrepancies.

The LiTaO3 probe with CPW test structure and its three-port model are
shown in Fig. 6.1. In this three-port model for the LiTaO3 probe with CPW test
structure, a commercially available Terametrics Model 200-TIR probe is used. The
thickness of the LiTaO3 probe tip is 20um and the surface dimension is 200 x200um2.

An electric high-speed signal is launched at the input reference plane towards port



CHAPTER 6. THREE-PORT MODEL 116

Optical wave

Fused silica

X
> z N e ey L e [N g A
2 CPW
Vref<—e l —L l
Input (a) Output
reference reference
plane plane
3
Vin— Vpin —f Vpt —Vt
~ E 3-port P !
. 1 model |2
Vref < Vpref = l ™
®)

Figure 6.1: (a) LiTaO3 probe with CPW test structure. (b) Three-port electrical
and optical model for the above structure.
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1. Because of the probe discontinuity, a small part of the input signal reflects from
port 1 and propagates back towards the input reference plane. The main part of
the input signal propagates through the three-port model and outputs at port 2.
A laser beam travels down the port 3 along the axis of the probe and reflects off

the probe tip, which yields an E-O measurement of the electric field at the optical

sampling point.

The scattering parameters (S parameters) from microwave network theory
are used to define the interrelation between the signals at port 1 and port 2 since
the signals propagating through port 1 and port 2 are carried in the electromagnetic
field on the CPW. The external probing system is symmetric so that only S;; and
S21 are required for the three-port model. To be accurate, the input and output
waves are measured on the input and output reference planes which are away from

the probe region and the scattering parameters are directly obtained as

Vie
511,- = Vinf (6.1&)
Vi

The S parameters obtained from above equations are of course dependent of the
positions of input and output reference planes, the physical dimension of the CPW

test structure, the probe distance in respect to CPW, and the signal frequency.

To de-embed the effect of two reference planes, we move the reference planes

to the center of the probe by assuming that the probe is taken away. From Fig. 6.1,
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we have
Vine P = Vi (6.2a)
Voee™ P =V, (6.2b)
Vorese ™% = Ve (6.2¢)

where the frequency-dependent phase is given in [62] as

8() = 2x L feers () (63)

The frequency-dependent effective dielectric constant is analytically approximated

by [62, 63]

Vel = Ve + P (6.4

The parameter b has been found to be independent of geometry as a constant (~ 1.8)

(62, 63]. The quasistatic effective permittivity takes the form
€= (e +1)/2 (6.5)

The coefficient a in (6.4), which is geometry dependent and determines the frequency

dependency, is given by

q = log (%) (6.6a)
u = 0.54 — 0.64q + 0.015¢> (6.6b)
v = 0.43 — 0.86¢ + 0.54¢° (6.6¢)

log(a) = ag (u log (%) + v) (6.6d)
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where w is the center conductor width, s is the CPW spacing, d is the thickness of
the CPW substrate, and the fitting coefficient aq is selected as 0.0013. The surface

wave TE; mode cutoff frequency is defined as [62, 63]

c

fre = 4dv/e, — 1

where c is the speed of light in free space. With the moving of two reference planes,

(6.7)

the S parameters at the probe center can be obtained from (6.1) and (6.2) as

V;Jref _ ‘/;'cf ejﬁl

Vi Vie—8l S11re’? = |8y, (6.8a)
pin n

S =

Ve  Vied!

Von  Vine—i81 Sa1r67%! = Sy |e/%5m (6.8b)
pin in

521 =

The S parameters obtained from (6.8) are not dependent of the positions of the input
and output reference planes, and completely describe the electrical performance of
the LiTaO3 probe with the CPW test structure, therefore are the definition of the

S parameters in the three-port model.

Port 3 is different from port 1 and port 2 because the input to port 3 is an
optical beam and the output from port 3 is a modulated optical beam instead of the
electrical signals in port 1 and port 2. The phase retardance I in the modulated
output optical beam is a measure of the electro-optic response as a function of the
electric field in the probe. It can be directly related to the electric field on the
sampling spot on the CPW test structure and detected through a beam-splitter and
a pair of photo detectors which convert the retardance to the voltage output. Since

the electro-optic response is extremely small in most situations and the probing
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beam is biased optically for maximum sensitivity and linearity, it can be assumed
that the signal output voltage from the photo detectors is linearly proportional to

the retardance I' by a ratio of the photo diodes’ efficiency.

Since the input and output reference planes have been moved to the center of
the probe, the sampling spot on the CPW under the center of the probe is selected
as the electric signal input port. Therefore, the probe transfer function H defined

in the previous chapter
r

H =
Ecpw

= |H|e%" (6.9)

is reasonably selected as a characteristic function which completely describes the
interrelation between the signals at port 1 (port 2) and port 3. The probe distortion
and the CPW dispersion are fully characterized by the probe transfer function. The
electric field Ecpw at the sampling spot on the CPW transmission line without
the probe mounted is chosen as the input reference of the probe transfer function,
which is convenient to directly obtain the electric signal at the sampling spot under
the probe from the optical output I' and the transfer function by putting the probe

wherever interested.

The scattering parameters between port 1 and port 2 and the transfer func-
tion between port 1 (port 2) and port 3 fully characterize the three-port electrical
and optical model of the LiTaO3 probe with the CPW test structure. Certainly the
scattering parameters and transfer function are dependent of the signal frequency

and the physical properties of the test structure which include probe distance, CPW
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spacing, and the width of the CPW center conductor. In diagnosing the integrated
circuit, wherever the probe is moved to, the scattering parameters and the transfer
function are expected in terms of the physical properties at the sampling spot. The
full wave analysis for each individual sampling configuration is impractical because
of the computation burden. Therefore, a fast, accurate, and effective three-port elec-
trical and optical model is required with scattering parameters and transfer function
as its outputs and signal frequency, probe distance, CPW spacing, and the width of
the CPW center conductor as its inputs. In following sections, full wave computa-
tions for some individual cases covering the interested input range are carried out to
obtain the corresponding output data for the three-port model. Then, simple neural
networks are constructed for the three-port model and the input-output mapping
algorithm is conducted to generate the weighting parameters for the model which
allow the on-line calculation of the scattering parameters and transfer function at

any sampling spot where the physical properties are within the validation range of

the model.

6.3 Fundamentals of Neural Networks

The neural network technique is used to generate the three-port electrical and optical
model for LiTaO3 probe with CPW test structure because of the excellent input-
output mapping capability of the neural network technique and the availability

of the necessary input-output knowledge obtained through the full wave FD-TLM
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simulation. The fundamentals of neural networks are briefly introduced in this

section.

A neural network [64] is a massively parallel distributed processor that has
a natural propensity for storing experimental knowledge and making it available for
use. It resembles the brain in two respects:

1. Knowledge is acquired by the network through a learning process.

2. Interneuron connection strengths known as synaptic weights are used to

store the knowledge [64].

The use of neural networks offers some useful properties and capabilities:

1. Nonlinearity. A neuron is basically a nonlinear device. Consequently,
a neural network, made up of an interconnection of neurons, is itself nonlinear.
Nonlinearity is a highly important property, particularly if the underlying physical
mechanism responsible for the generation of an input signal is inherently nonlinear.

2. Input-output mapping. A popular learning process called supervised
learning involves the modification of the synaptic weights of a neural network by
applying a set of task examples. Each example consists of a unique input signal and
the corresponding desired response. The network is presented an example picked at
random from the set, and the synaptic weights of the network are modified so as to
minimize the difference between the desired response and the actual response of the
network produced by the input signal in accordance with an appropriate statistical
criterion. The training of the network is repeated for many examples in the set until

the network reaches a steady state, where there are no further significant changes
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Figure 6.2: Nonlinear model of a neuron.

in the synaptic weights; the previously applied training examples may be reapplied
during the training session but in a different order. Thus the network learns from
the examples by constructing an input-output mapping for the problem at hand.
3. Adaptivity. Neural networks have a built-in capability to adapt their
synaptic weights to the changes in the surrounding environment.
4. No information or knowledge of the system is needed. In neural networks,
the system is a black box, the network will adapt its synaptic weights itself. In

conventional methods, the function of the system is necessary at the beginning.

A neuron is an information-processing unit that is fundamental to the oper-
ation of a neural network. The nonlinear model of a neuron is shown in Fig. 6.2.
Mathematically, we may describe a neuron k& by writing the following equations:
P

14
Ve = z WL = Z WiiZ; + br (610)

7=0 =1
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and

Yk = p(vk) (6.11)

where the combination of fixed input zo = +1 and whose weight wio = b accounts
for the bias bx which may increase the net input of the activation function. The
hyperbolic tangent activation function ¢(-) is used in this research and written as

[65]

1 —exp(—2uv)
T 1+ exp(—2uvg) (6.12)

©(vk)

The neural network structure applied in this research is a fully connected
feedforward network with one hidden layer and output layer shown in Fig. 6.3,
which is said to be fully connected in the sense that every node in each layer is
connected to every other node in the adjacent forward layer. The input signal
propagates through the network in a forward direction, on a layer-by-layer basis.
The source nodes in the input layer of the network supply respective elements of
the activation pattern (input vector), which constitute the input signals applied to
the hidden neurons. The output signals of the hidden neurons are used as inputs
to the output layer of neurons. The set of output signals of the output neurons
constitutes the overall response of the network to the activation pattern supplied by
the input source nodes. The function of the hidden neurons is to intervene between

the external input and the network output.

Among the many interesting properties of a neural network, the property that

is of primary significance is the ability of the network to learn from its environment,
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Figure 6.3: Fully connected feedforward network with one hidden layer and output.
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and to improve its performance through learning. The learning process may be
viewed as a “curve fitting” process, and the neural network itself may be considered
simply as a nonlinear input-output mapping. A neural network learns about its
environment through an iterative process of adjustments applied to its synaptic
weights and biases. Ideally, the network becomes more knowledgeable about its

environment after each iteration of the learning process.

To be specific, let wy;(n) denote the value of the synaptic weight wy; at time
n. At time n an adjustment Awgj(n) is applied to the weight wi;(n), yielding the

updated value wij(n +1). We may thus write
wkj(n + l) = wk,-(n) + Awkj(n) (613)

The adjustment Awg;(n) is computed as a result of stimulation by the environment,
and the updated value wy;(n + 1) defines the change made in the network as a result
of this stimulation. The response of the new network, operating with the updated

set of weights {w;(n + 1)}, is reevaluated.

Typically, the actual response yx(n) of neuron k is different from the desired
response di(n). We may define an error signal as the difference between the desired

response di(n) and the actual response yi(r), as shown by
ex(n) = di(n) — yi(n) (6.14)

The purpose of error-correction learning is to minimize a cost function based on

the error signal ex(n), such that the actual response of each output neuron in the
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network approaches the desired response for that neuron. Once a cost function
is selected, error-correction learning is strictly an optimization problem to which
the usual tools may be brought to bear. A criterion for the cost function is the

instantaneous sum of squared errors

E(n) = Zek(n (6.15)
eC

Ml)—a

where the set C includes all the neurons in the output layer of the network. Let
N denote the total number of examples contained in the training set. The average

squared error is obtained as

== Z E(n) (6.16)

n=1

The instantaneous sum of error squares £(n), and therefore the average squared
error &y, is a function of all the synaptic weights and biases of the network. The
network is then optimized by minimizing £,, with respect to the synaptic weights
of the network. Error-correction learning relies on the error signal ex(n) to compute
the correction Awy;(n) applied to the synaptic weight wy;(n) of neuron k, as shown
by

Awgj(n) = nex(n)z;(n) (6.17)

where 7 is a positive constant that determines the rate of learning.

The error back-propagation algorithm is based on the error-correction learn-
ing. Basically, the error back-propagation process consists of two passes through
the different layers of the network: a forward pass and a backward pass. In the

forward pass, an input vector is applied to the sensory nodes of the network, and



CHAPTER 6. THREE-PORT MODEL 128

its effect propagates through the network, layer by layer. Finally, a set of outputs is
produced as the actual response of the network. During the forward pass the synap-
tic weights of the network are all fixed. During the backward pass, on the other
hand, the synaptic weights are all adjusted in accordance with the error-correction
rule. The error signal is propagated backward through the network, against the
direction of synaptic connections. The synaptic weights are adjusted so as to make
the actual response of the network move closer to the desired response. The error

back-propagation algorithm is discussed in [64].

A multilayer neural network trained with the back-propagation algorithm
may be viewed as a practical vehicle for performing a nonlinear input-output map-
ping of a general nature. The universal approximation theorem [64] states that a
single hidden layer is sufficient to uniformly approximate any continuous function
f(+) with support in a unit hypercube. The approximate realization of the function
f(-) is defined as

M
F(z1,--,2,) =g+ Y, axp(vg) (6.18)

k=1

where the network has p input nodes and a single hidden layer consisting of M
neurons, the inputs are denoted by [z;---z,]. The activation function p(v;) is
defined in (6.12), the hidden neuron k has synaptic weights w1, - - -, wk, and bias b
as defined in (6.10). The network output is a linear combination of the outputs of the
hidden neurons, with g and 4, - -+, apr defining the coefficients of this combination
[64, 65]. Eq. (6.18) is the general expression for the scattering parameters and

transfer function of the three-port model, i.e., F(zy,--,z,) represents |Sy1|, |Sz1],
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|H|, ¢s,,, s, , O &, respectively.

6.4 Three-Port Electrical and Optical Model for

LiTaO3 Probe with CPW Test Structure

The full wave simulation is proceeded for the selected cases (Table 6.1) to cover
the entire interested input range. The scattering parameters and transfer functions
for the cases are obtained through full wave simulations. The combination of the
inputs to the full wave simulation and the corresponding outputs from the full wave
simulation for each individual case is taken as a training example to be presented to
the neural network. The neural network structure for the three-port model is shown
in Fig. 6.4. Based on the set of examples, the input-output mapping is carried
out using back-propagation algorithm in MATLAB Application Toolbox - Neural
Network [65], and the three-port electrical and optical model of the LiTaO3 probe

with CPW test structure is constructed.

In a recently reported automated electro-optic probing system [46], the probe
distance is precisely controlled at 3um and its position is encoded by the optical
scale with an accuracy of 0.1um for accurate and reproducible measurement. Also,
the probe tip can be moved in the XY plane by step-motor stages in increments of
0.5pm. Based on this equipment, the input validation range is selected as shown

in Table 6.2 so that the three-port electrical and optical model can accommodate
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Case | CPW center conductor w(um) | CPW spacing s(um) | Probe distance & (um)
1 10 5 2
2 10 10 2
3 10 15 2
4 15 5 2
5 15 10 2
6 15 15 2
7 20 5 2
8 20 10 2
9 20 15 2
10 10 3] 7
11 10 10 7
12 10 15 7
13 15 S 7
14 15 10 7
15 15 15 7
16 20 5 7
17 20 10 7
18 20 15 7

Table 6.1: Full wave simulation cases.
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W
S

IS 14, IS 5, IHI
b (1)511,(1)521,(1)H

Input layer Hidden Output Neuron
of source nodes neurons

Figure 6.4: Neural network structure for the three-port model. For the input layer of
source nodes, W is the width of CPW center conductor, s is the CPW spacing, A is
the probe distance, and f is the operation frequency. For the output layer, S repre-
sents the scattering parameter, H represents the transfer function, and ¢ represents
the corresponding phase of the scattering parameters and transfer function.
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Input physical parameter Scaling unit Validation range
1 CPW center conductor (w) 107* m 01 x100*m—0.2x10™" m
T2 CPW spacing (s) 10~* m 0.05x10*m—0.15x10"*m
T3 Probe distance (k) 10>*m 0.02x10* m —0.07x107* m
T4 Signal frequency (f) 102 Hz 0.02 x 102 Hz — 0.1 x 10'2 Hz

Table 6.2: Definition of the inputs to the neural network.

most external electro-optic probing systems. To ensure that the inputs to the neural

networks are in a unit hypercube, the unit for each input variable is specially se-

lected to meet the requirement. The definition of the inputs to the neural networks

is listed in Table 6.2. The synaptic weights, biases, and coefficients in the approx-

imation function (6.18) are then obtained through the mapping and are given in

the following. By substituting these weighting parameters into (6.10), (6.12), and

(6.18), [S11], |S21l, |H], b5,y 551, OF dr can be calculated respectively.

The weights, biases, and coefficients for the amplitude of Sy, or [Sy1](dB),

are listed in the following.
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[

4.8585
—4.5503
—1.5169

1.6293
—4.9442
—3.4552

0.4375
—7.0084

—10.7485
—6.2846
—2.7441

—0.3041

—6.6984
7.0950

—16.2865

2.8571
8.6553
—0.1494
—3.6009
7.6755
—0.6391
—1.5276
—3.3285

5.8127

—15.5367
9.7614
—16.3818
6.9304
—-12.5205
8.0707
—18.6755
—10.9240
9.1997
—24.1670
18.4234

—30.1657

—13.6453
—16.4106
0.4380
32.7183
—10.8279
22.6670
—20.5359
3.4527
—3.3141
—3.0649
~8.8970

5.6501

J
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—2.8971
—5.0426
1.6547
—0.4977
—3.9081
B 3.8748 (6.20)
—2.6771
-3.0938
0.3874
1.7132

0.5713

6.1075 J
o = [4.4237 8.8738 —5.9085 21.9294 6.1193 — 7.0430 5.8545

71234 — 74777 83919 —7.6682 — 5.9655 (6.21)
ap = —9.7234 (6.22)
An example of the amplitude of S;;(dB) is plotted in Fig. 6.5.

The weights, biases, and coefficients for the phase of Sy, or ¢s,, (degree),

are listed in the following.
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Figure 6.5: Example of the amplitude of Sy; in three-port electrical and optical
model.
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-

5.1006
3.3083
—1.7557
—0.0058
—6.4354
1.1093
—-0.3701
—7.5815
—9.7853
—7.4789
0.0948

—0.3288

—5.9632
4.5492
—9.8598
—0.0026
9.1100
1.5074
0.7032
7.9596
1.1934
—4.5927
0.6601

2.3389

—~15.4752
14.8692
—-17.7389
0.9218
—12.3329
3.4981
—14.6326
—10.7810
6.0693
—22.8090
23.2378

—-26.0515

—16.7450
—51.0825
5.4352
27.5408
—14.3173
98.8176
—45.5857
3.2181
2.9178
0.7316

—23.3237

5.8783 J
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(6.23)
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[ 1.5185
—1.7053
5.9427
—2.0800
1.2912
B— —0.3704 (6.24)
—0.2522
-3.1626
3.9908
—0.6143

-0.9124

0.9467 ]

o =[3.0452 31.7190 12.4018 34.3317 4.1910 —67.3561 20.7916
—10.7838 16.3590 - 12.8074 -—9.0561 — 13.5861] (6.25)
o = 6.9689 (6.26)
An example of the phase of Si;(degree) is plotted in Fig. 6.6.

The weights, biases, and coefficients for the amplitude of Sy, or |S2;|(dB),

are listed in the following.
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Figure 6.6: Example of the phase of S;; in three-port electrical and optical model.
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—0.7500
—4.4481
—0.1716
—2.5728
9.9949
—5.6933
7.2059
6.3055
6.0728
4.9444
6.6138
4.2030
—6.8780
—0.3959
0.7984

—9.2174
—9.8494
—10.3695
10.7608
—5.3672
3.8333
2.5785
—4.7886
7.8330
7.6068
4.2186
0.4186
—10.3584
—10.3413

11.0643

—-5.4121
3.1017
—-2.9161
22.7197
—2.0869
18.8067
—10.0641
4.2098
16.2056

22.4840

—23.9004

27.8457
—2.1349
—22.2519
20.7736

17.0048
16.0491
19.1429
1.7280
6.1883
16.6098
—19.0416
—18.7788
10.1950
—10.1883
2.5915
13.7999
4.8773
—6.8709

4.6747
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1.4034
0.8340
1.3027
—4.3334
—1.5322
—1.5405
0.4758
B= 14217 (6.28)
—3.2971
—3.3806
—1.2763
—3.5099
3.7264

1.9707

—3.6559
o =[0.8638 —0.0763 —0.6588 —0.1217 0.0205 0.0697 0.0406 0.0123

—0.0400 0.1610 —0.1001 —0.0092 —0.0634 0.0068 —0.0240]
(6.29)

o = —0.1611 (6.30)

An example of the amplitude of S;1(dB) is plotted in Fig. 6.7.

The weights, biases, and coefficients for the phase of Sa1, or @s,, (degree),

are listed in the following.
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Figure 6.7: Example of the amplitude of Sy; in three-port electrical and optical
model.
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5.9419 —5.9183 —15.0622
—1.0973 1.2897 4.9024
~1.6500 -—10.1781 -—17.7104
—0.7383 —-0.4326 —1.0229
—7.3650  6.8150 —10.4556
—-7.9989  0.3768 11.3518

3.7289 —0.2240 —10.6885

—10.2633  8.7427 -—10.5760
—10.4836  0.2266 5.5813
~7.0622 —4.6731 —22.8590
-3.2912  3.0826 27.7525

—0.1600  5.8982 -30.3274

—13.2263
—26.2820
4.7051
37.6931
—12.0078
24.3107
—27.9625
0.3384
2.4200
0.4265
—11.2930

4.6180

|
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5.2867 -
2.3269

6.1742

—1.4844
2.6418

B —3.0740 (6.32)
2.2340
3.4377
—3.8487
—1.3236

0.4358

4.1426

a=[3.6324 —12.2253 6.3529 9.9045 ;4.5807 14.0178 —6.5951
4.4937 —7.4962 —5.9889 3.4502 7.0662] (6.33)
ag = 7.4058 (6.34)
An example of the phase of S;;1(degree) is plotted in Fig. 6.8.

The weights, biases, and coefficients for the amplitude of the normalized

transfer function H, or |H|(dB), are listed in the following.
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Figure 6.8: Example of the phase of S,; in three-port electrical and optical model.
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4.5636 —7.8380 —14.7526
—4.3947 7.2476 9.7073
—10.7548 —14.8335 —15.7903
0.2769 4.7466 —3.1000
—4.9879 10.5404 —12.3648
—5.4520 0.3450 8.1404
1.4169 —2.8134 —19.4808
—11.5827 10.0793  —9.2367
—18.9271  2.9939 6.2694
—4.6845 —6.7945 —23.6043
—5.1700 1.2950 28.1711
0.2448 7.8315 —32.0030

—13.4622
—16.3404
0.2730
19.4241
—10.2457
22.1068
—19.9990
0.9638
0.9083
—2.2472
—4.7786
2.1171

J
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1.2531
—4.9522
2.6059
—0.4425
0.5791
B 2.3920 (6.36)
0.0164
0.9497
2.3990
4.9041
0.3955

—0.2326 |

a =[0.8883 4.0170 —8.7165 1.1373 0.4598 —2.0308 2.6331

8.4991 —4.7907 —1.6568 —3.2906 2.1366] (6.37)
o = —4.5440 (6.38)

An example of the amplitude of the normalized transfer function H(dB) is plotted

in Fig. 6.9.

The weights, biases, and coefficients for the phase of the normalized transfer

function H, or ¢u(degree), are listed in the following.
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Figure 6.9: Example of the amplitude of the transfer function in three-port electrical
and optical model.
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-

1.9789  —11.7136 19.0529
—-10.2352 -7.7410 —1.1647
-1.9434 —-7.7360 —10.5842
W — —-3.5331 —0.6128 24.0772
—7.6747 —8.3865 —0.7172
—-3.5406  17.5667 —13.8442
—4.5227 —6.7197 12.8402
| —4.0457  8.5139 15.7505

[ 1.1384 -

1.9182

2.6078

B— —0.1067

1.8082

—2.0746

3.0355

| 0.2445 |

a =[6.2758 —0.8400 —1.5749
ap = —5.1512

—5.3139
12.0823
—11.9775
—3.9410
—8.5479
0.6863
—15.6511

—6.9680

-
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(6.39)

(6.40)

—2.8974 1.8454 4.3074 3.8362 3.1925]

(6.41)
(6.42)

An example of the phase of the normalized transfer function H(degree) is plotted

in Fig. 6.10.
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Figure 6.10: Example of the phase of the transfer function in three-port electrical
and optical model.
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6.5 Application of Three-Port model to Electro-

Optic High-Speed Measurement

The external electro-optic sampling measurement shows promising results in its high
frequency capability and small invasive property in measurement at internal circuits
on MMICs and other high speed devices [46, 66]. The purpose of the calibration
is to de-embed invasiveness and distortion caused by the probe, which are the two
major issues for accurate and reliable measurement. The field based three-port
model developed in this chapter enables the fast and effective calibration by means

of network connection and system transfer function.

Scattering parameters are among the most important parameters of mi-
crowave and millimeter-wave devices and circuits. Almost all the linear circuit
designs are made in the frequency domain by means of scattering parameters. In
the calibration scheme of Fig. 6.11 for scattering parameters, the three-port model
for the LiTaO3; probe with CPW test structure is considered to connect to the de-
vice under test. The measured scattering parameters are from the two connected
networks. Then the scattering parameters of the device under test can be calculated
from the measured scattering parameters and the scattering parameters of the three-
port model [45]. Such a procedure can effectively de-embed the probe invasiveness

and the dispersion of CPW test structure.

One of the important applications of the probe transfer function is to correct
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Three-port Device
probe under
model test

Figure 6.11: Calibration scheme for scattering parameters.

the waveform distortion in electro-optic sampling. The probing system transfer
function H(w) can be found from the three-port model in terms of the specific
physical parameters of the test structure. Then, the unknown electric input ecpw (t)

at the sampling spot corresponding to the measured optical retardation I'(¢) can be

determined by

ecpw(t) = F1 [-2%‘%] (6.43)

where F~! represents the inverse Fourier transform. Using (6.43), the probing dis-

tortion, CPW'’s dispersion and other parasitic effects with the system can be cali-

brated.

To demonstrate the waveform calibration by means of the probe transfer
function, a simulation (Fig. 6.12) is made to verify the proposed calibration tech-
nique. In the simulation, a Gaussian pulse is launched down to the CPW which
is shown as the solid line in Fig. 6.12. The optical output shown as the dashed
line in Fig. 6.12 is found by the full wave simulation incorporated with E-O effect
calculation. Using the probe transfer function obtained from the three-port model,
the calibrated electric waveform on the CPW is determined by (6.43). The excel-

lent agreement between the original electric input and the calibrated optical output
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Figure 6.12: Comparison for the electric input, optical output, and calibrated out-
put. The excellent agreement between solid line and dotted line confirms the cali-

bration technique and the three-port model.
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(dotted line, superimposed on the solid line) confirms the validity of the three-port

model.

6.6 Concluding Remarks

A three-port field-based electrical and optical model for LiTaO3 probe with CPW
test structure is developed by combining full wave electromagnetic modeling tech-
nique and neural network techniques. It allows the probe test structure to be char-
acterized fast and accurately without time-consuming full wave simulations. It is
proved to be an effective calibration tool to de-embed the invasiveness and signal

distortion caused by the probe. It can be used for the on-line calibration in electro-

optic measurement systems.



Chapter 7

Conclusions

7.1 Contributions

This thesis has contributed an equivalent circuit microcavity model for the modeling
of vertical cavity surface emitting lasers. The main contribution with the microcav-
ity model is that a negative nonlinear resistance is derived to represent the optical
gain in the cavity, which results in the estimation of the frequency chirping and is
much easier than other equivalent circuit models. The model is used to analyze
microcavities in both time and frequency domains in terms of material and physical
parameters of the lasers, and provides a simple and fast way to optimize the cavity

length, reflective mirror and active region of the lasers.

This thesis has also established a simplified three-dimensional microcavity

154
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model with the effective mirror to replace the quarter-wave stack. The FD-TLM
method is modified to include the three-dimensional distributed optical gain region
in the simulation. The near-field and far-field distribution of the circular laser beam
provides a guide for the design of the interconnection of optical components in fiber

communication systems.

This thesis has contributed a dynamic equivalent circuit model for vertical
cavity surface emitting lasers to the equivalent circuit family of lasers. The main
contributions in the development of the dynamic equivalent circuit model are:

(a) The dynamic equivalent circuit model is established using two coupled
circuits to couple the microcavity model to the rate equations.

(b) The frequency chirping is obtained from the resonant frequencies of mi-
crocavities.

(c) The relationship between the photon number and the standing wave in
the cavity is derived for the implementation of the circuit coupling.

(d) The spontaneous emission noise source is developed and added to the
dynamic equivalent circuit model.

This dynamic equivalent circuit model has advantages over other equivalent circuit
models and can be directly connected to the electronic driving circuit so that laser

transmitting systems can be modeled in general nonlinear circuit modeling software.

This thesis has successfully applied FD-TLM method to the modeling of
the E-O probe with different CPW configurations. A new transfer function for the

E-O probe with CPW test structure is defined to directly sample the signal on
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the sampling point. The scattering parameters and transfer function versus CPW

dimensions are reported in this thesis for the first time.

This thesis has contributed a three-port electrical and optical model with
scattering parameters and transfer function as its characteristic functions for the
LiTaO3 probe with CPW test structure to the electro-optic sampling measurement
category. With this model, both the probe invasiveness and the signal distortion
can be de-embedded. This field based three-port model has the same accuracy as
the full wave modeling but it is much faster and simpler to use than the full wave
modeling so that it makes the on-line calibration of E-O sampling systems possible

and practical.

7.2 Future Research

The dynamic equivalent circuit model for VCSEL lays a foundation of a class of
laser mo.dels. The laser equivalent circuit models for other kinds of semiconduc-
tor laser devices can be established based on the model introduced in this thesis.
Although the linear gain model is used in this dynamic equivalent circuit model,
further research can be devoted to using more complex gain models to study the
effects related with different gain models. Future research can also be related to the
investigation of laser noise performance, modulation performance, linewidth, and
frequency chirp etc. based on the model developed in this thesis. The performance

evaluation of laser transmitting systems in fiber communication can be carried out
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using the dynamic equivalent circuit model introduced in this thesis.

Future research for E-O sampling measurement can be considered in the
modeling of the entire system including laser source, E-O probe, polarizer and po-
larization analyzer, wave plates, and photodetectors etc.. Efforts can be devoted to
the application of the full wave modeling method to direct and hybrid E-O sam-
pling problems, more general devices such as MMIC, and more complex circuit
configurations. Further research can also be devoted to the design and calibration
of the ultrahigh-frequency vector network analyzer by combining the E-O sampling

equipment and the conventional vector network analyzer.
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