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ABSTR%CT

This theg}s examines the feasibility of using infra-
red spectroscopy to carry out radiocarbon dating. Oonvén-
tional radiocarbon dating techniques are limifed in sensi-
tivity_by the very small fraction of Cl4 atoms which disiﬁ-

tegrate during the counting period. Our-proposed infrared .

technique doés not suffer from this limitation, but we must

overcome the problem of interfering infrared spectra caused

3

by stable isotopes, .and develop methods for detecting ex-

ltremeiy small infrared absorption coefficienfs.

»

The apparatus employed consists of a tunable diode

laser and a rultipass optical dell. Radiocarbon is detected

in the form of Cl40

2 and it is shown. that 1nterference~free
detection can be attalned prov1ded the gas sample is cooled
to dry ice temperature. To achieve sufficient sensitivity
we have developed avsecond harmonic detection scheme. As
éart of‘our optimisation proéeduie, £he‘experimental and
theoretical second harmoﬂic_lineshapes were compared over a
wide'fange of experimental conditions. Good agreeﬁent was
found in all cases. '

With the present apparatus, the minimum detectable

1nfrared absorptlon coefficient was & 1x10 =7 mnl. This com-

pares with a sensiéivitg of ~ 1x10”2 4™t which is required

L )

for practical radiocarbon dating. The noise mechanisms which
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limit the present sensitivity were investigated in some de-

3

.
[ ’ ’

, )
\ 4
tail, and results obtained at short time c¢onstants in small

optical cells are extrapolated'to long optical“celis and mea-
. ’ S N
surement times of several hours. Based on these extrapola-

i

tions, radiocarbon dating by infrared spectroscopy appears

feasible, andwill require much smallexr carbon samples than

is_ required by conventioﬁal.disintegration counting techniq&es.'
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' FIGURE CAPTIONS

Schemati¢ diagram of the apparatus used
for a line- X—line investigation of the
v3 band of cl40,. Strong absorption lines
were measured using the chopper-and di-
rect detection, but seco harmonic

upper trace shows an absorption s
cbtained with direct detection.
lower trace was taken with second
monic detection. Notice the substantinl
increase in signal-to-noilse ratio ob-
tained by switching from direct to
se.cond harmonic.detection. ’

Qualitative comparison between theory
and experiment for the 2f lineshape.
Note the broadening of the lineshape as
the modulation amplitude is varied. ™ As
shown in the Figure, the positive part,
P, and the negative part, N, of the 2f
lineshape are defined as the maximum
positive and the maximum negative ex-
cursion of the 2f lineshape from the
baseline. The ratio, R, is defined

"as R = P/N.

Plot of the ratio R as a function of the
modulation amplitude A for two values

of the modulation® frequency. Also shown
are the theoretical curves fitted to'
the experiment assuming a linear re-
lationship between the wavelength
modulation m and A.

Plot of the positive part of the 2f line-
shape, P as a function of m for both
theory and experiment. The maximum va-
lue of P is normalized to 1. The experi-
mental A values are fitted to the m
values using the scaling factor de-
termined from the ratio measurements.
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Fig.

Fig.

Fig.,

Fig.

3-4

3-6

Scan of the 2f lineshape as a function
of wavelenggh for m=2.2. The experi-
mental curve is taken from the X-Y
recorder trace, while the theory is
adjusted to fit by using a single sca-
ling factor for each axis.

. {a) Absorption ceefficient as a function

of pressure for the vibrational~fgota-
tional transition P(56) 02°0+02°1 of
cl30l6,. an absorption line described
by a Voigt function is fitted to the
experiment with a pressure broadening
coefficﬁent of 3.3 MHz/Torr and an inte-
grated intensity of 1.077x10-24 cm~1/
(mol. em—2),

(b) Plot of Ppax as a function of .pres-
sure. At each pressure, the modulation

.amplitude was adjusted to maximise the

positive part P. The experimental re-

‘sults .are scaled to the ¥oigt functiwon

displayed in (a).

Calculated P value as a function of m
for both pure Doppler and pure Lorent-
zian broadened lines. The maximum value
of each graph is normalised to l. Also
shown are experimental data points ob-
tained with a line which is almost en-
tirely Doppler broadened (the ratio of
the Doppler linewidth to the pressure
broadened linewidth is 8).

Calculated ratio R as a function of m
for both lineshapes. Also shown are the
measured ratios R for the predomi-
nately Doppler~-broadened line. The
measured ratios R are obtained from the
2f lineshapes used to produce the re-
sults shown in Fig. 3-6. The scaling
factor used to relate A to m in Fig.

3-6 is the same as the one employed in
this Figqure. ’
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Figqg.

Figqg.

Fig.

Figqg.

4-1

4-3

Calculated spectrum of COy in the 4.4 um
region. The v3 fundamental bands of
most of the relevant isotopic species
included. The relative strength of each
band is normalised to the Cl20l16, band-
strength on a logarithmic scale, but the
individual lines in each band afe plot-
ted in a linear fashion. The C 402 v3
band is displayed with an imtensity cor-
responding to a_modern carbon sample,
(clg/c12 2 10-12) F

Detailed CO; spectrum, including hot
bands, in the region of the P-branch of
cl40,. All lines are normalised to the
strong lines in the fundamental of
cl20l6,, FPurther details are given in
the text.

- p
Results of diode &cans over the P(16)
and P(14) lines of Cl402. The lower

. trace was taken with a pathlength of °

200 m through cog pressure of 30 Torr.
For the upper trace the multipass cel%
was evacuated, and a small cell of
cl40, inserted in the laser beam. Not
that the P(16) line is overlapped by
line A, while the P(l14) line is rela-
tively free from interference. The
theoretical absorption spectrum is cal-
culated using the linestrengths of [17].
Line positions indicated by (——) are
taken from [10]-([16}, while those in-
dicated by (---) arg from the less ac-

‘curate AFGL compilation [17],[18]. Ex-

perimental line positions were deter-
mined by calibrating the diode tuning
rate using a NZO reference cell
(22]=[24].

Diocde scans taken near P(38) line of
Cl402 through 200 m pathlength at a
pressure of 30 Torr, The upper and
lower traces were taken with direct

and 2f detection respectively. Two
diode traces shown in Fig. 4-4 were re-
corded with a 10 cm cell of Cl402
placed in the laser beam.
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5-3

. Page
More sensitive scans of the region around 41
the P(38) Cl402 line. The arrow below thenx
lowest trace indicates the position of the .

P(38) cl40; line. The upper trace is an
expanded view of the interfering line which

has an intensity equivalent to the intensity .
of P(38) line with a_cl40, concentration of

~ 1 ppb. "

Diode laser scans of the_ wavenumber region 44
near the P(20) line of cl40,. The upper

trace is taken using direct detection. The

laser beam passes through a 32 m pathlength

of normal COy at 20 Torr, followed by a

small cell containing cl403.. For the lower

trace the C1402 cell is removed, and se-

cond harmonic is employed.

L3 M . .
More sensi®ive scans of the region around 45

_ the P(20) cl40s line. The weak line B

is present in normal CO, and overlaps the
P(20) cl40, line which 1s represented by
the trace at the bottom of the Figure.
The displayed P(20) line is equivalent to
a cl40y concentration of 1.6 ppb, and the
offset from line -B is 250 MHz.

Schematic diagram of the apparatus used+ 49
to determine the lower energy level of the
interfering lines.

Plot of &n(ay/aR) as a function of lower 51
energy level in cm~l (E;) for several CO,
absorption lines. Only those lines which

have been unambiguously identified are

used in these measurements. Typical error

bars are shown, and the straight line

through the data points is derived from

Equatien 5-2, with Ty =373 K. The mea-
¥sured value of ay/ar for line B . of Fiqg.

4-7 is also shown.

Schematic diagram of the 1 m cold cell. 54
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6-2

6-3
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Plot of &n(agr/ac) as a function of the lower 56
energy level in cm—1 (E;) for sevéral COy
absorption lines. Only the lines with

‘known EY% .appearing above the noise level

were selected. XA straight line is fitted
through the data points with Tc= 196 K.

High sensitivity scan of multipass cell set 60
for 40 m. Fringes are caused by interference
between the main optical beam making 40

passes through the cell and the much

weaker beams,which make 36 (or 44) passes.

A second harmonic lineshape corresponding »

" to & 5 ppb NOy (or 10-3 m‘l absorption a

coefficient) is also shown to indicate
sensitivity. (Figure taken from Reid et al.
[26]) . :

Effect of additional "jitter" modulation. 63
The LAS is set for second harmonic detec-

tion at 6 kHz, but a small jitter modu-

lation at 370 Hz was added to the main

3 kHz sinewave. The upper traces show an N
expanded view of the fringes as the peak

to peak jitter amplitude was yaried from

0 to 2 fringe spacings. The lower trace

is a repeat of Fig. 6-1, but with jitter
amplitude set at 1 frlnge spac1ng. Note ] ~

"the significant 1mprovement in sensitivity

as the fringes are ellectronically "washed X
out". (Figure taken from Reid et al. [26])

Lifetime measurement of NOy/air mixtures 64
in a stainless steel multipass cell. The
LAS was set to scan répetitively over an

.NOp doublet at 1604.162, and the cell was

filled with_air plus a trace of NOy at - !
v 30 Torr. The time tonstant used was ,

only 0.1 s, but the noise level is < 1 - P
ppb.” Note the rapid decay of the NO2 in (\
the sealed cell. (Figure taken from Reid
et al. [26])

xii
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Fig. 6=5
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Fig. 6-6
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The lower trace repeats the measurements of 65
Fig. 6-3, but with the diode laser wave-

length held at the centre of the NO2 absorp- °
tion line. A mixture of a few ppb NO in
air was introduced into the cell, and the
concentration monitored with the LAS. The
upper trace shows the noise levels which li-
mit sensitivity. Trace A+ B is an expanded
view of noise under monitoring conditions,
taken with a 10 s time constant. Sensitivic
ty is 75 .Ppt NOy or 1.6x10~7 m*l. At time

B, all modulation signals were removed._from
the laser current,-but second harmonic de-
tection at 6 kHz ‘continues. Hence trace

B> C records random amplitude noise on the
laser beam. The final section of the trace
C+ D is taken with the laser switched off

and corresponds to detector noise at a fre-
quency of 6 kHz. (Figure taken from Reid

et al. [26]. ‘

[y

Second harmonic scans taken through a 68
multipass cell set for 32 m at a pressure

of < 1 Torr. Trace Ads taken with a 10

cm cell of S0O,/N; mixture placed in the

beam. , Traces B and C show high sensiti-

vity scans taken without, the 10 cm cell.
Several SO lines are observed in trace B

with a typigal absorption coeffigcient of

v 2x10-6 m~l, Sensitivity is limited by

optical fringes. For trace C, the phase
of the lock~in amplifier was set at 6 +90
where 6 was the.phase used to produce the
upper traces. The phase 6 had been set
to give maximum P value of the 2f line-
shape;\v : . )

Several diode laser scans taken every 60 70
sec with a time constant of 0.3 sec. The

optical fringes observed between 618 ma

and 622 mA changed slowly as the optical
pathlengths in the system fluctuated. &

typical, fluctuation can be seen at the

point A.
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Fig. 6-7

[y
%

Diode scans of 2f signal as a function of
time for a fixed diocde currxenti value. The
traces were recorded simultaneously in
phase 8 and in quadrature 6 +90 for a 1
sec and 10 sec time constant. . Note the
increase in the ratio of fringe noise to
random beam noise as the time constant
increases. | '

Repeat of Fig. 6-7, but with a time con-
stant of 100 seca{j ' .
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CHAPTER 1

3

INTRODUCTION

Radiocarbon dating is pdssible because a minute
concentration of the radioactive isotope 014 is present in

all living plants and animals. The ratio of the concentra-

tion of the Clé atoms to C12 atoms is approximately 10—12.

This ratio represents the atmospheric equilibrium formed

between the radioactive dech of C14

c** from N4

and the b_roduction of

by cosmic ray neutrons. When a living object

A

o) o : )
is t&ken out of eguilibrium with the biosphere (i.e., when

14

it dies) the concentrafion_of C”" decays with a half life

of 5730 years. Thus at time t years after deéth, the Cl4

concentration, N, -is given by:

N = Noexp(-t/8730) (1-1)

-

where No is the value of N when death occurred (at £==®).

Experimentally, the cbncentratiog‘is degermined by ﬁeasu{igq
the disintegration activity per gralm of natural carbon. The.
measuremenﬁ of the disintegration éctivity is made by con-
ventional radiocarbon techniques, typically by oxidizing
the carbon.to CO2 and counting the number of decays in a
proportional counter. The volume dé the counter is generally

several litres and it is filledto a pressure of 1 to 2 atmos-
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pheres. . Thus, the mass of carbon required is at least 1 to
2 gm. This mass ofkmodern carbon will give 15-30 counts per
minutej With good shielding the background count rate can
be reduced to one tenth of this,

‘The relationship between sample si;e and.accuracy in
Garbonfl4 dating can be illustrated by calculating tﬁg rela-
éive error for a series of saﬁples‘of éifferent sizeé. Let,
ug consider an ideal counter registering every decay with
zexro background counts. Since the initiaigj;yay rate for

moderh carbon is approximately 15 disintegrdtions per minute

per gram, such a counter would register about 19,600 decays

in 24 hours. ThereYore, the statistical counting error for

a 1 gm sample is about 0.7%, which corresponds to a‘carbon—l4ﬂ

age error At of about 60 years. Table 1l-1 shows the reld-
tive error for different sample sizes [1]. Notice that the
error increases rapidly as the size of the ﬁémple decreases.
In fact,'a real counter is not 100% efficient éna suffers
from background counts. Hence, in a practicai system the N,
standard error fér 0.01-gm sample is infinite. ?herefore,
copVentional techniqﬁes are constrained to use several grams
of carbon with a counting time of 24 to 48 houxrs to achieve
a reasénably accurate es£imate of the age of th% sample.

The main disadvantdge of the counting technique is the
use of the tiny fraction of the atoms which decay during the
counting péripd. In this thesis, we investigate an alterna-

tive abprOach to radiocarbon datihg. The chiefvadvantage of

]
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Table 1-1

o

-

STANDARD DEVIATIONS OF T14 MEASUREMENTS IN AN IDEAL
COUNTER AS A FUNCTION OF SAMPLE S1ZE (Rounded figures)

SAMPLE . .
SIZE n; GALCULATED NUMBER - N At
(GRAMS)  OF COUNTSIN 24 HOURS  /r. (An)  IN YEARS
10 195800 . 442 002 20
) 5 97,900 312 .003 30
. T - 19,600 139 . 007 60
05 9,800 98 010 . 80
02 . 8,800 o 62 016 130
ot . 1,960 4 023 180
0.01 190 13 - .0 ‘600
4

Data taken from N,J. Van- der Merwe [1].

i

)

:
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our new technique is that it involves the detection of all the

Cl4 atoms femaining in the sample. We propose to use infrared

14 14

absorption to detect C~ . 7/ The C ~ atoms are converted to*CO

.
and one then detects the radiocarbon -by measuring absorption

on the strong fundamental v1brat10nal -rotational lines of

Cl402 near 4.5 um. Conceptually, it 1sa‘very simple technique.

All that is‘required is the ability to measure the absorption

] ,
of Cl402 with sufficient sensitivity. In the spectral regién

of Cl40162uone has to deal with interfering absorption lines

due: to the more abundant isotopic species of CO Part of

2°
this thesis describes an investigation of the problem of these

interferences. To be a viable dating method, the infrared

technique must have very high resolution to separate the Cl402
ﬁines from the other isotopic iines. In addition, thé tech-

. o -
nique must be able to measure infrared absorption ctgfficients

in the range of lo_gm_l. To achieve the required res

ution
‘and sensitivity we use a tunable diode laser as our infrared
source, in conjunctlon with a mq&tlpass optlcal cell.

The experimental apparatus is described in detaijl in

the next cﬁapter, where we also introduce the second ha mpnic'
etectiﬁn techniques used to attain high sensitivity. [Chap-
ter 3, describes a detailed experimental investigation of these
modulation techniques, and their ébmparison with theory. Very
good agreement between theory end experiment is found. This

: .
enables one to select the optimum operating congitions for

‘the system to obtain best signal-to-noise ratio, SNR, and the
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.from the stable isotopic forms of CO

\ . 5
| . .

B |
minimim interferences.i In Chapter 4 we report a detailed

14
3 band of C 02. In

was investigated line-

spectroscopic inmestiggtion of the v

14 16
. . O 2
by~line to determine the best lines for detection. The

particula¥, the P branch of C

lines were€ evaluated by o¢bserving the absorption spectrum of

natural CO, enriched with c*%o.. a.searcn was made for those

2
01402 lines which suffere% minimum interference from the more

abunéant stable isotopes-o C02. Once the best lines had been

selected, these lines were !further investigated to determine
the effect of cooling the gas on the interferences. These

results are described in Chapter 5, and are éxtremély encou-

v >
raging. We are confident that the detection of C14

cooled multipdss cell will qét be limited by interferences

O2 in a

20 )
In the final part of this thesis, we investsqite the

N\

sensitivity which can be attained with the présent form of

' the apparatus, and compare this sensitivity with that re-

quired for practical radiocarbon dating. The experimental
results are confined to a small multipass cell and shorfhtime
constants. However, we can eitrapolate our results to longer
cells and~measurement times of several hours, ihese extrapo-
lations coqfirm that radiocarbon dating by inffﬁred absorption
is feasible, and may ﬁell be superidr to conventional coun-

ting techniques, in that a smaller carbon sample is required.

PN
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Throdghout this thesis we have chosen to comparé the
laser absorption technique to conventional beta activity} )

measurement techniques. Recently, very impressive results

14 detection have been achieved using accelerators [2].

This is another method for direct detection of the C14 remai-

ning in the sample, and the accelerators achieve high sensi-
tivity with very small samples. The chief drawback appears
to be the expense and limited availability of dedicated ac-

celerators [2].
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CHAPTER 2

EXPERIMENTAL APPARATPS AND DETECTION TECHNIQUES

-

2.1 Experimental Apparatus

The initial form of the apparatus used in the experi-

ments is illustrated schematically in Fig. 2-1. A wa;elength
. tunable lead-salt diode laser is used in conjunction with a
multipass cell. The diode laser was supplied by Léser Analy-
tics Iﬁc. The diode /is mounted on a copper tip in é vacuum
chamber, and céoled by a cryogenic He refrigerator. The

coarse adjustment of the laser wavelength is carried out by

.

varying the temperature of the diode from 10 to 60 K. For

the pgrticulag diode used in the experiment, t@is gives a spec-
tral coverage from 2100 to 2300 cm—l. The fine adjustment
of wavelength is obtained by varying the drive current sup-
plied to the diode. The diode laser tends to operate at

several different wavelengths (longituéinal modes) “simultaneous-
ly. A 0.5m spectrometer is used to select one of these wave-
lengths. In general, the diode can be tuned continuously

over ~ 1.5 cm_l. The typical tuning rate of the diode is

L’—Fgg/cﬁ‘i;A. If reguired, single mode operation of the diode
can be obtained by maintaining the diode current near thres-
- hold. Typical powers in the individual diode modes are‘100
to 200 uW.

The laser~output is collected by a 5 cm focal length
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Schematic diagram of the apparatus used for a liné—by-
line investigation of the vs‘band of C1402. Strong
absorption lines were measured using the chopper and
direct detection,.but second harmonic medulation tgch-

niques were employed to measure weak absorption lines

(3]. ' i
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lens, and chused into a 5 base-pathlength multipass cell.
The output beam from the multipass cell passes through the
spectrometer and is then focused onto a HgCdTe detector. For
direct detection of in%rared absorption lings an external
chopper and a lock-in amplifier are used to synchronously
detect the output power from the laser. BAn X-Y recorder is
used to plot the 1éser power against diode current. (in ge-
neral, the diode laser wavelenygth varies linearly with diode
current) . We typically used an optical pathlength of 200 m

in the multipass cell. To investigate the spectrum of CO

2[
the cell was filled with 30 Torr of Coleman grade COé (Ma-
theson). The upper trace of Fig. 2-2 shows a typical diode

laser scan taken through 200 m of Cbz. The diode tunes over
the spectral region near 2192 cm—l, and several absorption
lines can be seen in direct detection. The noise visible on the
upper trace results from péwer fluctuations as the position

of the laser beam passes through the narrow spectrometer slits.

2.2 Second Harmonic Detection

Direct detection, as shown in the upper trace .in
Fig. 2-2, does not allow high sensitivity measurements of
infrafed absorption lines. Power fluctuations limit the sen-
sitivity. A much more sensitive technique employs wavélength
modulation of the diode laser, with synchronous detecpion at
twice the modulatien frequency [3]). For convenience, we will

refer to the second harmonic detection technique as 2f detec—

tion.
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2 spectrum taken through 200 m pathlength at a prés—
sure of 30 Torr. Tﬁé upper trace shows an absorption
spectrum obtained with di;ect deteétion. The lower
trace was taken with secondfharmAnic detection. Notiee
the substantial increase in signél-to—noise ratio ob-

tained by switching from direct to second harmonic de~

tection.



10

(;-Ww0) J9qUINUBADAA

0¢26ld glels
_ I

-y

\

e T e aa



B

~
¥

11
‘

The lower trace in Fig. 2-2 éhows the results of using this
2f technique. An external generator modulates the diode cux-
rent at 3 kHz, while the lock-in amplifier synchronously
monitors the signal at 6 kHz. ‘A digital voltmeter is used to
monitor the amplitude of the external modulation. Note the
improved signal-to-noise ratio (SNR) in the lower trace, and
the type of lineshape obtained with 2f detec;ion. Chapter 3
deals in detail with these lineshapes, and their dependence

on parameters such as modulation amplitude and gas pressure.



CHAPTER 3

MODELLING OF THE SECOND HARMONIC j
TRANSFER FUNCTION

3.1 Introduction

The 2f detection technique described briefly at thé
eSd of chapter 2 is used extensively throughout the work re-
ported in this thesis to obtain very high sensitivity. To
fully understand this detection technique, and to enable
us to optimize parameters such as modulation amplitude and
gas pressure, we have made a detailed comparison between
theory and the experimental 2f lineshape. This chapter pre-
sents the details of calculations of the 2f lineshape for a
Lorentzidn and Doppler broddened absorption line, and com-
pares the tﬁeoretical lineshape with some experimental re-
sults. A |

Harmonic detection has been used almost universally
in experimental studies of weak nuclear magnetic resonance
(NMR) and electron paramagnetic resonance (EPR) signals [4].
The model presented here is based on the caiculations of
Arndt [5], who gives a simple, closed, general analytic so-

lution for all the Fourier coefficients of a lLorentzian line-

«

shapé. We find very good agreement between theory and experi-

ment for a wide range of modulation amplitude. A Lorentzian

lineshape formulation is suitable for absorption lines in CO2

12
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at a pressufe greater than 30 Torr. However, in_the present
series of experinents we wish to maximize the absorption
coefficient for'a giveniline while minimizing the interference
between adjacent lines. This calls for working not with
Lorentzian lineshapes, but with lineshapes represented by a
Voigt profile. Hence, we have investigated the variation of
direct absorption and 2f signal as a function of pressure in
the region from 401T6rr to 2 Torr. Once again, good agreement
is found between theory and experiment. This enables us to
systematically optimize gas pressure and modulation amplitude

in the_later parts of the experimental work.

3.2 Mathematical Model of the Harmonic Detection Technique

The intensity I(v) at frequency v of an 'electromag~
netic wave passing through a cell of length L filled with a

gas is given by:

I(v) = 1_(ve @M (3-1)

where Io(v) is the incident intensity and a(v) is defined as

the absorption coefficient. In the case of interest,

a (VYL < 0.05 I T (3-2)

hence,

- I(v) = Io(v)[l~a(v)L] . (3-3)

t

D,
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The absorbed intensity at frequency v, Iab(v), is:

I () = I(v) = 1) ' (3-4)

Io(v)a(v)L . (3-5)

If we consider an isolated absorption line in a gas at a
pressure high enough to ensure tnhat pressure broadening domi-

nates (for C02, P> 30 Torr), then o is described by a Lorent-

zian function

a

a(v) = ° 5 . (3-6)
V=V
o}

Av )

1+

where Av is the half width at half maximum (HWHM) of the absor-
bing line, oy is'the absorption coefficient at line centre, and
Vo is the transition frequency. To produce the harmonic line-
shape using the diode laser, a sinusoidal modulation of fre-
quency, w, and amplitude, a, is superimposed upon the diode
current. This results in a modulation in time t of the diode

frequency given by the following expression

V=V + a cos wt. (3-7)

The mean frequency, v, is slowly tuned by ramping the diode

current. We assume that the incident diode power does not
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vary over the line, i.e.,

]

Io(v) Io(vo)

= 1 . (3-8)

Let us define two dimensionless parameters;

- o)
X = =55 (3-9)
= & -
m oz o (3-10)
The absorption coefficient becomes
%
a(x,m) = 5 - (3-11)
l+(x+m cos wt)
Hence, the absorbed intensity is:
Iab(x,m) = Ioa(x,m)L . (3-12)

The calculation of each Fourigr component of the absorption

coefficient has been carried out by Arndt [5]. The result is:
¢

o
»

a(x,m) = o L Sn(x,m)cos n wt , (3-13)
n=0 - ’
L1 iR eix Pamn?) - (e )7 :
S (x,m =% = ¢ : + c.c, (3-14)
n ‘gt [(1-ix) 2+m?]

where ' = 1-
here €5 1
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Le Naour et al. [6] have obtained the same result by using
contour integration. .

The 2f lineshape is given by the coefficient of the
.Fourier series with n=2. After some algebraic manipulations,
this can be written as:

L4 27 (mal-x?) [(MP+ax?) 4M] +ax[(MP+4x?) Rom)

S (x’m) o et —
2 7" 3 IR
m m (M™+4x7)

(3-15)
where M = l—x2+m?.

In the upper part of Fig. 3-1, we display calculated 2f l%ne~
shapes for typical values of m. In the lower part of Fig. 3-1
we show the experimental 2f lineshape for the same value of
the dimensionless parameter m. (Details of the experimental
techniQues‘are given in the next section). Clearly, there is

good qualitative agreement between theoiy and experiment.

3.3 Comparison Between Theoxry and Experiment

The apparatus used to investigate the 2f lineshape is
essentially the same as shown on Fig. 2-1. However, the
spectrometer is removed from the beam, and the diode is opera-
ted in a single mode. We arrange for the diode laser to tune
over a suitable isolated absorxption line in gases such as coz,
So2 or NO. The pathlength in the gas is chosen to ensure
that the peak absorption iﬁbfls% and the gas pressure is
generally varied from 2 to 40 Torr. In these experiments we

have used three different diode lasexrs, showing that the re-

sults obtained are not specific to a_particular diode.
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Fig. 3-1

Qualitative comparison between theory and experiment for

the 2f lineshape. Note the broadening of the lineshape

as the modulation amplitude is varied. As shown in the

Figure, the positive part, P, and the negative part, N,

of the 2f lineshape are defined as the maximum positive
N

and the maximum negative excursion of the 2f lineshape

from the baseline. The ratio, R, is defined as Rz P/N.

*
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Figure 3-1 shows good gqualitative agreement between
theory and experiment. The experimental lineshape has \the
expected behavior a§ m increases. The width increases m
increases and both theoretical and expérimental curves have
the same relaiéve magnitude as m is varied. To perform a
guantitative comparison between theory and experiment, we have
chosen to examine some particular parameters of the 2f line-
shape. We chose to look specifically at two parameters of
the Sz(g,m) function: The value of the positive part, P,
and the value of the ratio of the positive to the negative
part, R. Experimentally this ratio R is very convenient as
it can be measured d%rectly from the X-Y recorder traces

&
4
without calibration of either the X or the Y axis, and the

ratio does not depend upon the laser ﬁQg?r. We have plbtted
the ratio R as.a function of the input modulation amplitude,
A, as measured with a digital voltmeter. Typical results are
plotted on Fig. 3-2. Figure 3-2 shows the results taken at
two different frequencies of modulation. The measurements
were made on an absorption line which had a pressure broa-
dened linewidth 2.6 times the Doppler linewidthf Thus the

lineshape closely approximates a true Lorentzian, Care was

ls

taken to ensure that the 2f lineshape was not distorted by -
the time constant of the lock-in amplifier. Typical error <[
bars on R are indicated on several data points. Also shown
in Fig. 3-2 is a theoretically calculated curve of R as a

function of m. To display these curves we have assumed that
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Fig. 3-2

Plot of the ratio R as a function of the modulation amp-
litude A for two values of the modulation frequency. Also
shown are the theoretical curves fitted to tﬁe experiment
assuming a linear relationship between the wave length

modulation m and A.
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the wavelength modulation amplitude m is proportionai to the

applied current. modulation A, (learly the good agreement
over the enti}e range of A confirms that m is indeed propor-
tional to A. While the overall agreement between theory and
exper1men£ is very good, there 1is ; slight discrepancy at
both low and high modulation amplitude. Later we-will
show that thé discrepancy at low values of m can be qxpiained
by the slight departure of the experimental lineshape from
a pure Lorentzian. At very large values of m, the output of
the diode laser becomes distorted and can no longer be exact-
ly represenjed by 3-7 and 3-8. Nevertheless, the results
shown in Fig. 3-2 clearly demonstrates that the wavelength
modulation m is proportional to the applied current modula-
tion A over the range of ig}erest in the present. series of
e Xperiments, ' |

We 1nvestigated the variation of the scaling coeffi-

cient, C, given by:

C - M/A

as a function of the applied frequency of modulation. This
coefficient is expected to decrease'as the frequency of modu-
lation increases due to the thermal time constant involved

in the diode tuning mechanism. Experimental results confirm
this (see/Fig. 3-2, for example). We found that the scaling

factor C decreases by a factor of 2.1 when the frequency of

o
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modulation Fo increasés from 0.5 to 5.0 kHz. A knowledge of

the variation of C with FO allows us to choose the optimum _,
frequency of modulation.
The results shown in Fig..3-2 enable us to relate the

A values to the m values. Having determined m, we can now

/rghot experimental values of P as a function of m, and compare

these with theory. Typical results are shown in Fig. 3-3. For
each data point, the value of P measured on the X-Y recorder

was normalized to the total diode power. Once again typical

error bars are shown. Also shown on Fig. 3-3 is the theore-

tical variation of P as a function of m. To c?mpare‘the

.8 .
theoretical relationship with the experimental points the

AY

agreement over the entire range of modulatipgn amplitudes. As
a final check we carried out a quantiEgzzzzs;mearison be-

‘

tween an experimental and calculated lineshapé. Figure 3-4

maximum value of each graph is set at unity. -There is good

shows the véry'good agreement obtained for all values,K of x.
So far we have only dealt with the relative amplitude
of thé 2f lineshape, Gosd agreement is seen in the relative
lineshape, but we have always used a scaling factor when com-
paring theory and expe;imept. We ﬁave investigated the’ abso-
lute relationship beéceen the magnitude of an isolated line
measured direcﬁly, and the signal obtained with 2f detection.

To carry out this comparison, the absorption line is first

\ : .
measured employing direct detection with a chopper in the
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Fig. 3-3

Plot of the positiyg.part of the 2f lineshape, P as a
fuﬂction of m for-pboth theory ana experiment.. The maxi-
mum value of P is normali;ed to 1. 'The experimental A
values are fitted to the m values using the scaling

factor determined from the ratio measurements.
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Fig. 3-4

"

Scan of the 2f lineshape as a function of wavelength
for m = 2.2, The experimental curve is taken from
the X~Y recorder trace, while the theory is adjusted

to fit by using a single scaling factor for each axis.
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beam. The chopper is then removed and\the 2f lineshape sig-
nal is obtained with the modulation amplitude set at m = 2.2
to give the optimum value of P. We found that the ratio of
the magnitude of P to the magnitude of the direct signal
lies between 0.5 and 0.6. This compares with a theoretical
value of 0.343. However, the theoretical calculation does
not take into account the fact that the mechanical chopper
blocks the laser beam for 50% of the time. Thus the 2f line-
shape is measured with an average laser power which is
double that eﬁployed in direct detection. Consequently, the
ratio of 2f signal to direct signal is approximasely twice
that predicted by the theory of Arndt [5]. This is an im-
portant point as it ensures that by switching to 2f detec-
tion, we actually loose very little signal.

In the next section, we investigate the vaxiation
of the 2f signal as the pressure of the absorbiné line 1is
reduced from the pressure broadening region through the re-
gion where the Vo;gt profi{; holds, down to the Doppler re-

gion. '

3.4 Dependence of the 2f Liﬁeshape upon Gas Pressure

In the previous- section of this chapter, we have'
shown good agreement between experiment and theory when the
absorption line is described by a Lorentzian function.'ﬁpw—

ever, for the detection of radiocarbon we wish to operate at
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a lower pressure to minimize the linewidth of the individual
lines, and hence minimize thé interferences. For an isola-
ted, absorption line in COZ’ we investigated the variation of
the absorption coefficient, and the 2£ signal, for gas
pressure between 2 and 40 Torr.

Figure 3-5(a5 shows the absorption coefficient as a
function of pressure, as measured directly using an exter-
nal chopper. As expected, the absorption coefficient increa-
ses until the gas becomes almost pressure broadened around
40 Torr; where the absorption coefficient is expected to be
constant independent of pressure. The solid curve shown in
Fig. 3-5(a) is a calculated fit td‘an absorption line des-

cribed by a Voigt profile with the following parameters:

P AvL = 3.3 MHz/Torrx,
Ale= 61.1 MHz.corresp0nding_to T = 298 K
s =1.077x10 %% cm_l/(mol.cm_z)

where the subscripts L and D étand for lorentzian and Doppler
reépectively, T is the gas temperature aﬁd S is the integrated
intensity.

Once we had determined the variation of tpe'aﬂéorption coef-
ficient with pressure, we investigated the effect of.gas pres-
sure on the 2f lineshape. For each gas pressure, the mpdulation \
) amplitudé was adjusted to maximise the positive part P. The

resultant plot of Pmax‘versus pfessure is given in Fig. 3-5(b).
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Fig. 3-5

" {a) Absorption coefficient as a function of pressure for

the vibrational-rotational transition P({(56) 02°0->02°1 of

Cl30162. An absorption line described by a Voigt function

is fitted to the exXperiment with a pressure broadening
coefficient of 3.3 MHz/Torr and an integrated intensity
of 1.077x107 %% em™}/ (mole, cm™?).

{(b)* Plot of Pma as a function of pressure. At each

X
ﬁressure, the modulation amplitude was adjusted to maxi-

mise the positive part P. The experimental results are

’

scaled toy the Voigt function displayed in (a).
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The calculated curve from Fig. 3-~5(a) is also shown in Fig.

'3-5(b), using a single scaling factor in the fit. Clearlyﬁ‘

Pmax has the same dependence upon pressure as a, i.e., if
the gas pressure is reduced so as to decrease o by a factor
of 2, Pmax 1s also decreased by 2. The results shown in
Fig. 3-5 enable us to choose a pressure of ~ 20 Torr as
optimum for radiocarbon detection. At 20 Torr, Pmax is re-
duced by only "~ 25% from the high pressure value, but any
further decrease in pressure results in a substantial re-
duction in signal.

Thus far, we have carried out detailed investiga-
tions of Lorentzian lineshapes, and an empirical investiga-
tion of Pmax for lines represented by Voigt profiles. The 2f
function of a Voigt and a Doppler profile does not have a
simple‘analytic expression. A calculation of the 2f lineshape
and signal amplitude for a Doppler absorxption line by using
numerical integration of the Fourier integrals was carried
out by Wilson [7]). We calculated by using the same methdgd

P and R with the following equation:

m
Sz(Y,W) = % G(Y+WcosH) cos28de,

o

where G(x) = exp(-xz/n), Av = (nQnZ)%, ¥ = Y/Avandm = W/Av.,
Figure 3-6 shows the éalculated P value as a function of

m for both Doppler ané pure Lorentzian broadened lines. Each

graph is normalised to a maximum value of 1. Also shown on
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Fig. 3-6

Ca}a?lated P value as a function of m for both pure Dop-
pléf and pure Loéentzian broadened lines. The maximum
value of each graph is -normalised to 1. Also shown are
experimental data points obtained with a line which is
almost entirely Doppler broadeﬁed (the ratio of the
Doppler linewidtQBto the pressure broadened linewidth

is 8).
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Fig. 3-6, are experimental data points obtained at a pressure

of 2.4 Torr. The measurements were made on an absprption

line which had a Doppler linewidth 8.0‘times the pre?sure

bFoadened'linewidth. Good agreement exists between theory and

experiment over the entireirange of modulation. NgteAthat

the m value corresponding to pmax is the same for both line-

shapes. Figu{e 3-7 is a plot of the calculated ratio R as a

function of m for both lineshapes. Also shown is the measured

ratio R for the predominantly Doppler-broadened line. Note

the slight deviation frgm the pure Doppler curve at low modu-

lation amplitude. We interpret this deviation as being caused

by the small pressure broadened component of our experimental

lineshape. Similarly, the aiscrepancy between theory and ex-
\

periment observed at low m values in Fig. 3-2 results from

an experiﬁeﬁtal absorption line which is not entirely lLorent-

zian in liheshape. Once again, we attribute the small discre-

~

pancies obseyved between theory and eXperiment at high m

v

values in Fig.3~7 to slight diode distortions which make

Eq. 3-7 and 3-8 no longer exact.

3.5 Conclusions

In this chapter we have carried out a detailed inves-
tigation of the 2f lineshape. Our findings are summarised
below:
: e
(a) The theoretical expressions of Arndt [5} provide an

excellent description of the experimental 2f lineshape
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Fig. 3-7 R

Calculated ratio R as a function of m for both line-
shapes. Also shown are the measured ratios R for the
predominantly Doppler-broadened line. The measured
ratios R are obtained fiom the 2f lineshapes used to
produce the results showm in Fig. 306. The scaling
factor used to relate A to m in Fig. 3-6 is the same

as the one employed in this Figure. -7
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a -

for a Lorentz absorption line.

The ampli?ude of the diode wavelength modulation is pro-
portional to the externally appliéd modulation voltage.
The constant of propge=ionality va;ies slowly with ap-
pliéd frequency. ' (

The ,absolute magnitude of the 2f signal is very similar

to the magnitude of the direct signal obtained with an

1

: external chopper, i.e., fhere is négligible loss of

signal on switching to :2f detection.

" In the pressure region between Doppler and Lorentz line-

shapes, the optimum 2f signal is proportional to the ab-
sorption coefficient.

At low pressures, the 2f lineshape is well iepreséhted
by the second Fourier coefficient of a frequqncy”modﬁf
lated Doppler Iineshapé.

The findings described above are used exténsively to

optimise ‘conditions in our radiocarbon detection experiments.

Ly
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CHAPTER 4
' SPECTROSCOPY OF CO2 NEAR 4.5 ym — DETAILED
INVESTIGATION OF THE P-BRANCH OF THE Vg BAND OF Cl402

4,1 Introduction

This chapter deals with_ the problem of interference

between the CMO2

the many background lines belonging to~the other isotopic

absorption lines we wish to measure, and

species of CO A description of the absorption spectrum of

)
CO2 in the spectral region of Cl4ol62
. 4 ’

sectionk We show that the P-branch lines of the Vg band of

Cl402 are the best candidates for interference-free detection

of radiogarbon. Section 4.3 discusses experimental results

obtained for the C140

is given in the next

Y

2 lines, and the background spectra

of normal, room temperature CO At room temperature, we

14

x
find that even the most favoréble C O2 lines are overlapped

by relatively strong absorption lines.

4.2 Absorption Spectrum of CO near 4.5 um

2

The CO2 molecule is‘a triatomic linear molecule be-

longing tq'the point group C,-. There are three normal modes

of,vibration,'namely, symmetrié stretchiﬂg vy bending v,

and asymmetric stretching Vs which are associated wiFh the
species Z+, w, Z+,‘respec£ively. Since the ﬁoleculé is free -
to rotate, dgeré are several rotational levels associated with

L4

32
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each vibrational level. We aim to detect Cl4 by measuring

- the absorption coefficients of the vibro-rotational transitions

in the v, fundamental band of ¢ %o'®..

Each vibrational level of CO2 is identified by a . .

. ) - .
set of four numbers (nl,nz,n3) 'where n,,n,,n, are the vibra-

tional quantum numbers associated with the Vir VY, and Vs modes

respectively, and % is the vibrational angular momentum. The
lines observed in the 4.5 um spectral region are mostly
caused by transitions from the (nl,né,n3) to the (nl,né,n3+l)
vibrational levels. To a good approximatioﬁ‘the absoerption

bands of the rarer isotopic species of CO, have band strengths

2
which are directly proportional to the isotopic¢ abundance.

As the relative abundance 6f Cl4

-12

in a modern sample is only

~ 10 , one must therefore take into accountgﬂlﬁthe iso-

13’016 17 .18

topic forms of CO (Clz,c ,07°,077) in evaluating the

2 .

effects of interferiné spectra. Consequently, we\?xtended
the calculations of McClatchey et al. (8] to include the
transitions of 1eés abundant isotopes. Expressions for the
linestrengths, and the selection rules, were taken from Pen-

ner [9]. Data for the molecular constants, and expressions
. T e
for the line positions, linestrengths and the linewidths

are given in references [10]1-[21], [8].

" Figure 4-1 is a computer generated spectrum of CO2

in the 4.4 um reéion. The Vi fundamental bands of most of the

relevant isotopic species are included. The stfongest line

@,

B

in each band is normalized on a logarithmic scale to its



g

‘a modern carbon sample, (Cl4/C12 Y1007,

-

Calculated spectrum of CO, in the 4.4 'um region. The

2

' L 4
v, fundamental bands of most of the relevant isotopic

3
species are included. The relative strength of dach

band is normalised to the C120162 bandstrength on a

logarithmic scale, but the individual lines in each
14

‘band are plotted in a linear fashion. The C O2 Vg

band is displayed with an intensity corresponding to
12
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isotopic abundance relative to Clzol6 Each band of each

2°
isotope has a P and an R branch, which are clearly shown on

the c*4o'®_ band. The individual lines in the bands are plot-

2
ted in a linear fashion to preserve the usual P and R-branch

b
i ]

structure. Despite the large isotope shift between the Vg

bands of l4CO2 (2226 cm—l) and C120162 (2349 cm-l), there are
still many overlapping lines, particularly in the R-branch of
Cl402. Most of- these overlapping lines are caused by the

heavier isotopic species of co, (i.e., Cl30182), which have

Vj bands which are shifted to smaller wavenumber. Clearly,

4

the P-branch lines of C1 0, are the best pandidates for re-

2

duced interference, and we have limited our investigation to
Ehese lines.

Un fortunately, the spectra shown in Fig. 4-1 do not
take into account all the hot bands (such as 0110—0111) which

5" These hot bands are also shifted to lon-

ger wavelengths due to the anharmonicity of the moleéule.
Figure 4-2 shows a more complete spectra of(CO2 in the re- .
gion of the P-branch of Cl402.‘ All line intensities are
plotted on a logarithmic scale relative to the strong lines

of Clzoz. Only lines with intensities greater than 104

times the intensity of Cl402 lines in modern samples of C02
are included. Note that the high-J transitions in Cl4o2

are less likely to suffer strong interferences in normal C02.
We have attempted to include in our calculations all co, A

absorption lines which'have intensities sufficient to cause ~



Fig. 4-2

Detailed CO, spectrum, including hot bands, in the re-

2
gion of the P-branch of Cl402. All lines are norma-
lised to the strong lines in the fundamental of C120162.
el )

Further details are.given in the text.



»

(j-Wo) Joquinuarom
0lce 00Zc¢-

_._; T i.;i..iﬁ_

Youpig-d 2040

\

od (02 d (08N o

e

T

| | ]

. Ua914300) uQudIosqy SAUDISY




37

interference in radiocarbon dating experiments. However,
this requires an accurate knowledge of band constants for
hot bapd% (lower level energies greater Ehan 3000 cm—l) and
rare isotope bands (such as 017C13018)‘ This data is not
available, and in its place we have carried out experimental
measurements using the tunable diode laser. Our aim is to
find a Cl402 line which has little or no interference from
ébsorption lines in normal CO

2

_/j)B Line-by-line Evaluation of the P-Branch of Cl4o

2
L 3
The apparatus described in the second chapter is used

to carry out a systematic sear¢h on all the strong P branch
lines of CMO2 to determine which lines are relatively free
from interference. Figure 4-3 shows a typical absorption speb—

trum taken under direct detection in the spectral region of

the P(16) and P(14) Cl402 lines. This trace was obtained by

passing the laser beam through a 200 m pathlength of CO2 at

a pressure of 30 Torr. An absorption spectr in pure N20

was also recorded. The N20 spectrum was usgd to calibrate
- . -

2
O spectrum has récently

the laser wavelength as a function O§ the /diode dﬁrrént. (N,O
is chosen for this purpase as the N,
been measured with very high accuracy [22]-([24].) Using

this calibrétion, an accurate comﬁQSison can be made between
the observed absorption spectrum and the calculated spectrum
shown at the bottom of the trace. Line positions indicated’
by (——) are taken from [10]-[16] with typical erréré of

£0.005 cm—lf These lines show a good agreement with the mea-



[P R

Fig. 4-3
._./"'r .
&

Results of diode scans over the P(16) and P(14)_lifhes

of Cl402. The lower trace was taken with a pathlength

of 200 m through CO2 at a pressure of 30 Torr. For the
upper trace the multipass cell was evacuated, and a

small cell of C14O inserted in the laser beam. Note

2
that the P(16) line is overlapped by line A, while the

P(14) line is relatively free from interference. The

" theoretical absorption spectrum is calculated using the

linestrengths of [17]. Line positions indicated by (—)
are taken from [10]-[16], while those indicated by (---)
are from the léss accurate AFGL compilation (17}, [18].
Experimental line positions were determined by calibra-

ting the diode tuning rate using a N,O reference cell

2
[22]~-[24].
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\
sured spectrum. The calculated lines indicated by (---) are

takén from the AFGL compilation [17], [18). 1In general, this
compilation is much less. accurate, as can be seen by compari-
son with the experimental spectrum. The upper trace in Fig.
4-3 was taken with the multipass cell evacuated and a small

cell of Cl4o inserted into the laser beam. Note that the P(l6)

2
line is overlapped by ¥ine A, while the P(14) line is rela-

tively free from_interference. Line A has an absorption coef-

ficient at 30 Torr of ~ 5x10"% m:}. This strong interfering:

line renders thé P(16) line useless for radiocarbon dating.
The small dip coincident with the P(14) line is a weak doub-
let which can be resolved at lower preggure (v 10 Torr). Fi-
; gure 4-4 shows an absorption spectrum takK®n under identical
'conditiaﬂ%'near the P(38) line of‘Cl4Oé. Note the reduction
in the number of strong absorption lines as the spectral re-
gion shifts to longer wavelength. Second Larmonic detection,
fully described in chapter 3, is employed to'reco;d the lower
traces. Expandgd views of the P(38) region are shown in Fig.
4-5. From Fig. 4~5, we determine that an interfeéing.line is
e#actly coincident with the P(38) line and has an absorption

coefficient of 3.8x10”° m-l at 30 Torr. We investigated all

CMO2 lines between P(12) and P(38). The results of the line-
by-line investigation are summarized in Table 4-1,

The results shown in Table 4-1 might lead one to
identify the P(38) Cl402 line as the most suitable for radio-

carbon detection. However, at room temperature the P(38)

LV, . 0)
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Fig., 4-4

Diode scans taken near P(38) line of C %0, through 200

m pathlength at a pressure of 30 Torr. The upper and

»

lower traces were taken with direct and 2£€. detection

respectively. Two diode traces shown in Fig. 4-4 were

14

recorded with a 10 am cell of C 0, p};ced in the

lasexr beam.

Lot
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More sensitive scans of the region around the P(38) Cl402

line. The arrow below the lowest trace indicates the
position of the P(38)'Cl402 line. The upper trace is an

expanded view of the interfering line which has an inten-

" sity equivalent to ‘the intensity of P(38) line with a

Cl402 concentration of v 1 ppb.
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Table 4-1
List of lines. in normal CO2 which overlap and interfere
with Cl402 P-branch lines.
Cl402 line ' Absorﬁtion co- Line Separation
P(J) efficignt oﬁ in- C+*D, line - in-
terfering line terference (b)
(/ at room temperature (a)’
m-l - Ml z
12 (¢ 5. 5x107° 330
14 (9 2.9x107° 120
36 ' 6.1x10"" 80
18 _ 3.3x107* ~270
2000 . : .8x107° 250
22 ' 6.9x1073 -300
24 ' 2.8x10" % - 50
26 . 4.3x107" ' 480
" 20 ' 2.7x107° ~140
30 - 2.6x1073, ~420
32 ' 1.9x107° 180
34 . 1.0x107° 360
36 1.2x10”% 210
33 : . 4.6x107° S 0

(a) All absorbtlon coefficients have an accuracy of * 15% and
are given for a CO2 pressure of 50 Torr (pressure broa-
dened‘reglme) ‘

(b) Typigcal accuracy on separation measurement ;E + 30 MHz.

_(cf Liﬁes'selected for further study. The P(32) and P(38)

ilines weré not given further consideration, as their line-
strengths are weak relative to P(20) (see Fig. 4-2).

-
o
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linestrength is only one quarter of the strength of the

strongest Cl402 lines. (If the gas is cooled, the relative

P (38) linestrength becomes even smaller). Hence, although
the P(38) line is the most favorable as far as.interference
is concerned, it is a poor choice from the point of view of
sensitivity. A sinilar problem occurs for the P(32) line.

Consequently, we haveschosen to concentrate on the P(12),

p(14), P(20) and P(28) lines. These four l4co2 lines combine

maxim Iinestrength with small background interference.

Initially, we chose P(20) foxr further stud;. Théldiode laser

was tuned to operate in single mode in the wavelength region

14

around P(20) of CT 0O and the speétrometer was removed,

2 c
For convenience we replaced the 5 m multipass cell withja' 1l m
cell [25],.and aligned the optics to minjmize optical fringes
and optimize sensitivity [26]. Figure 4-6 shows two diode
traces taken with, and without, the CMO2 refereﬁce cell in
the beam. From the lower trace taken with 2f detection, the
background near P(20) %igg appears almost ﬁlat. Expanded
views of the reg;on af;und the P(20) line are sﬁown in Figqg.
4~7. Also shown in Fig; 4-7 is a line regresenting the.P(ZO)

line of Cl4o~ at a concentration of 1.6 ppb Cl402. Clearly,

2
line B interferes with the CMO2 P(20) 1line,. and has a

'strength equivalent to 2.2 ppb Cl402 or 1700 times modern abun-
dance. Even taking into account the frequency separation be-
tween the two lines, line B coﬂtribdtes a signal equivalent

to 770 times modern abundance at the P(20) line centre. As



P it

Riode laser 'scans of the wavenumber region near the P(20)

line of Cl402. The upper trace is taken using direct

detection. The laser beam passes through a 32 m-path—.
length of normal €O, at 20 .Torr, followed by a small cell
containing Cl402; For the lower trace the"Cl4O2 cell

is removed, and second harmonic is employed(
¢ -

+
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c ‘Fig. 4-7
More sensitive scans of the region around the P (20) Cl4o2
line. The weak line B is present in normal CO, and over-

2
laps the P(20) Cl402 line which is represented by. the

t:éce af»the.bottom of the Figure. <The displayed P(20)

line is equivalent to a Cl402 concentration of 1.6 ppb,

and the offset from line B is 250 MHz.

«
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- chapter.

can be seen from Table 4-1, a-similar or greater level of

interference occurs for all the strong Cl402 lines. This
1
poses a severe problem for radiocarbon dating, unless steps

-

are taken to suppress the interference.

4.4 Summary

This chapter gives a description of the absorption

spectrun of CO, in the spectral region'Sf “the P-branch of

the Vg band of Cl402. Experimental results on the detection

limits .of Cl402 in normal CO2 at room/temperature are presen-

(r

ted. We identified the four most favorablé spectral regions
for radiocarbon dating. The main limitation on the detection
of Cl402 in room temperatuie CO2 is shown to be the Packground
bﬁ interfering }ines. Details of an effective technique for

e}iminatiné this interference problem are given in the next

4
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CHAPTER 5

ELIMINATION OF INTERFERING BACKGROUND LINES IN C02

5.1 Introduction

In the last chapter it is shown that the main limi-
tation to the detection of C14 in room temperature gas
samples is the background of interfering lines. These detec-

tion limits can be improved by using a background subtraction

technique. If we employ a sample of carbon with no C14

{eg., coal) the background of interfering lines in CO, can

2
be obtained. This background spectrum can then be subtracted

from a spectrum taken in modern CO, to determine the absorp-

2

tion coefficient associated with the lelo2 lines. Normaliza-
tion of the two spectra’'is easily carried out by using lines
14

wel% separated from the C O2 lines. Preliminary investi-
gatiéns of this technique indicate a reduction in background
iﬁterferenbé by a factor 0of .100 can be attained. However,
even this improvement in seﬁsitivity is still'insufficient
for radiocarbon dating. .
Fortunately, the interference lineétrengthAshown in

A8 .
Table 4-1 only holds .at room temperature. All the.weak in-

-terfering lines are expected to be hot band lines, with lower

«*Q

levels lying high above the ground state. Hence cooling the

gas sample to dry iceliemperature should greatly reduce the

' S 47 -
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14O2 lines.

To estimate this reduction in the intensity of the interfering

).

linestrength of the interferences relative to the C

lines, one must know the energy of their lower levels, (EL
As the interfering Iines could not be identified from available
spectroscopic data a direct experimental determination was

made, as descrihed in the next section.

5.2 Measurement of the Lower Level Energy of Interfering LineZ

To obtain maximum accuracy on the determination of EL

for the interfering lines we chose to heat the CO, gas and

2
neasure the increase in absorption coéfficient. (Lf one at-
tempts to measure EL by cooling the gas, the weak lines under
investigation tend to reduce in intensity by several orders
of magnitude, and consequently vanish below thé system noise
level).. The configuration used to make these measurements is
shown in Fig. 5-1. The laser output 1is collecteg by a 5 cm
focal length lens and focused into a single bass 1l m cell of
hot CO -

2
onto a HgCdTe detector. Flow rate and pressure inside the

[27]. The output beam from the ce%l is directly focused

cell were well controlled giving a long term stability of = 4%

on the absorption measurements: ‘

-

When the gas is heated, the absorption coefficient of

a line changés according to Equ. 5~1 below:

a, Q_(T,) T . v(0,a(P,,T )}
H_*v' 'R /2 11 H' H
By QTT,T ‘FS) xexp By X (r== ) * g5, 3w 797 (57

v'"H

% | «7«77



Fig. 5-1 -

Schematic diagram of the apparatus used to determine

the lower energy level of the interfering lines,
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where Qv(Ti) is the vibrational partition functdon at tempera-

ture Ti’ ay and ap are the absorption.coéfficients at tem-
~pera£ures TH and TR respectively, EL is the lower eneréy levél
in unlts of K, v(o, a(P /T.)) is.the Voxgt fumctlon evalqated

. A\) (P Tl) Vs %
at line centre,.a(Pi,Ti) = _—KGETﬁzT’,X (Rn2)., and TH'_TR

are the hot and room temperature respectively. The temperature

of the hot COé was chosen to obtain a substantial change in

absorption of the inéerfering lines, while minimising the
number of additional lines which appeared in the spectrum
Optlmum temperature was fQund to be v 370 K. ~

The .gas pressure was chosen such that thé Voigt con-
tributioo to the ratio is nearly the same for all lines. Un-

der those experimental conditions, we can rewrite equation

(5-1) as:

. *1 1.
= CexplE. X (7 - )] , ‘ - (5-2)
) L TR H .

QI‘
s

where the constant C is ‘the same for all lines. Hence, by

comparing the measured ratio aH/ozR for lines of known E, with

L
aﬁ#qg\for unknown llnes, ‘we can determine the dower energy

level. We have chosen several known lines in dlfferent spec-
tral regions to ensure a wlde range of EL values. et

Figure 5- 2 shows 'a semilog plot of the ratlo o /a

as a function of’ EL-for the kqown lines. -Also shown is the
. ' 2

measuved ratio for lihe'B (5ee 'Fig. 4-7) and typical error:

bars. A stralght llne is’ drawn through the data points by \

using a least~squares fit. From,the.slope of the line, we

4

7

3

W



Figo 5’-2 ' *

Plot of ln(aH/aR) as a function of lower.energy level in

*

: cm_L (EL)‘for-several co, abéorbtion lines. Only those

lines which have been unambigﬁoqsly identified are used

in these measurements, Typical error bars are shown,
- . - -
N

\énd the straight dine throuéh the data pdints ig dér;ved'

A$from Equation 5-2 with TH = 373 K. The measured value

X7

of a

»
* b ’ i\ !
; . . !
i
[4 ..

.

y/@g for line B of Fig. 4-7 is also shown.
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Y

determiﬁe\the effective temperature [29] in the heated gas
as 373%3 K. The results shown'in.Fig. 5-2 enable.us to es- |

timate E, for line B as 34304140 cmﬁl. Similar measurements

of E, were made for the o, lines interfering with the P(12),

P(l4) and P(28) line of C1402.~ This infofmation allows us
to estimate the improvement to be at;ained upon cooling the
gas: '

) Table 5-1 summarizes the effect of coollng in co

2

lines. Cooling alone, or cooling
e

for the most promlslng Cl402

plus the use of the background subtractLOn technlque mentioned
earlier, can be used to remove the interfering lines in:.a

saniple of COZ' The most.suitable line is the P(20) line of

Cl4023 P(1l4) and P(28) are alternative possible candidates.

-

A -
Other lines listed in Table 4-1 may also be suitable for

dating purposes, provided the interfering lines have a suf-

ficiently large value of EL.

o~

5;3 Coollng Effects on the AbSo:ptlon Spectrum

In order to verYfy the effects of coollng on the ab-
sorption spectrum;, an experiment was carried out with the gas

at dry iee temperature. We observed that most of the Cozllines

present ag\;oom temperature vanlshed upon cooling. The only
lines appearing above the noise level either belonged to CO2

transi;}ons with small values of EL’ ot were ‘contaminant lines
~ ;

of'Nzo and CO.

In this-experiment, we replaced the sxngle pass I m

cell of hot CO in the confmguratlon described in section 5. 2

2

by a 1 m cell qﬁ co, cooled in dry \Se% Figure 5-3 shows a
/ . : v )

. v . . . .
< . .. 7.
. . .
.

¥ « A3
-
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condition that the:lineshape contribution to the absorption
coefficient has to be the same at both.low and room tempera-
tures. For instance, the lineshape contribution at T=298 K
and at a pressure of .20 Torr is equal .to that at T= 195 K
and at a pressure of 14 Torr. ) .

Table 5-1 .
A
. - . '
Calculated reduction in interference on cooling the CO2 sample
\
Cl402 Ej, for Inter- Interference Inferference. Interference
Line fering Line factor at Cl40, factor factor
emt - o linecentre (a) q_495 ¢ () T=170K (b)
T =298 K ‘(dry ice) g
P(12) 2170 950 T 4.4 0.44
P(14) 3320 T+ 910 0.24 7.0x1073
- v * . - -
P(20) 3430 770 0.19 " 5.4x1073
P(28) 3480° . 1000 S 0,31 '9.9x107>
(a) 1Interference factor is defined in rélativé:units normalized
to the absorption produced by  the €140, present in a modern
sample. The interference and Cl40; signals are evaluted at
- Cl40, linecentre. ' : :
~(b) The pressure used at low temperature is determined from the
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schematic of the 1 m cold cell. The cell is enclosed in a sty-

rofoam box which contains dry ice. N2 is used as a buffer gas
'to prevent any hot region of.GO2 gds near the windows. Oﬁce
the gas was, cooled to dry ice temperature, severai\tracés were
taken in the same spectral re&ions as those described in sec-
tion.5.2, ‘ . ‘ ~\\“g

Mostzo%\the CO2 lines seen in the room:temperature
scans became so weak at dry ice temperature that'they could
not be detected with the' available sensitivity v 7x1078 m-l
in a lm patﬂlength) Only a few 03211 nes could be observed
at dry ice- temperature, and’ these .were 3 sily identified. as

hav1ng relatlvely low values of E Once agaln we compared

1,
absorptlon coeff1c1ents at room temperature (o ) w1th those
observed in the cooled cell (a ) This enabled us _to’'confirm
that the reductlon in intensity of all lines on cooling fol-
lowed the expected behavior. Figure 5—4‘shows a semilog plot

of the ratio qR/qC as a function of E THe measurements of

L.
the-absorption coefficiert at low temperature were obtained

~

by using 2f detectibﬁ.. The minimum detectable absorption co-

~ eEficieht that can be measured with a tinelconStant of 0.3

Sec and with a SNR of 1 is v 7x107® w™%, " Also shown in Fig.-
5-4 is a straight line which was fitted to the data points.
From the slope of the line, the gas:temperature was .determined '

to be- 196 K,-in excellent agreement w1th the temperature of

dry lce '196.5 K. °

¢



-~ -
. et e e Bk AU 8 g

i WW%; —..:.-....,__.._, mv‘rw‘. : :.
BanY \v -

Fig. 5-4

Plot of zn(aR/aé) as a funciion of the lower energy le-

. Ny -1 : ' iy ;
vel -in. cm (EL)_for several co, abso;ptlop lines. Only-

the lines with known EL appearing above the noise le-

vel were selected. A straight line is fitted through

" the data.points ‘with Té==196 K.
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The data taken in thé cooled-Co, cell was not expec-

2
ted to furnish any information on the.weak interfering lines

listed in Tabl? 4-1 as they are so much reduced in intensity’
as to vanish below the noise level. However, the experiments

with cooled co, did enable us to confirm the expected reduc-

tion in intensity on cooling, and to ensure that no unexpedted

contaminants were present. ®
« . »

5.4 Summary

‘ By comparing the increasg'in absorption coefficien£ of
the interfering lines in warm CO2 with the ,dncrease 5f Known '
lines, a determination of\the lower energy level of the inter-
fering lines is achieved. Consequently, the effect.of cooling
on the interfering lines can be estima?ed, shOW;ng thatxghe
background of interfering lines is no longer a problem. Tpé
effect of éboliné is also verified experiﬁentally with £hg use
of Epown~ap§o;ption lines. Thus from these results, we are
anﬁident that the aefection'oﬁ‘ClAO2 in a ééoleq multipas;
céll w%ll'ﬁpt be limitedtby;ihterferences from the stable
isgtogic.forhahof COZ' 'TE? next chaptgr treaéF the problem

of achigving sufficient sensitivity to do practical radio-
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CHAPTER 6
NOISE CHARACTERISTICS AND SENSITIVITY LIMITS
OF THE LASER ABSQRPTION SPECTROMETER

6.1 Introduction . . . 1

~

In order to determine the required sensitivity for

practical radiocarbon dating one must know the linestrength

of the"‘\)3 fundamental band of Cl402 and the concentration of
14

Cc atoms in a modern sample of carbon. The linestrengths of

the/strong Cl40 lines‘haveH;;Zn measured by Whalen et al. [21].

If ne combines thelr results with th® concentration of C14

in a modern sample of carbon (C /C12 v 1.3x10 12, (291),

° 14

the- absorptlon coefficient of the P(20) ¢ "0, line at a tem~

-8

2
perature of 195 K and at v 14 Torr total pressure is 2.2x10

) m—l. Thus, any practical radiocarbon dating apparatus should

have an equivalent noise level of < 2x10™2 m 2.

.

In a recent paper, Reid et al. [26] 1nvestlgated the

~

factors whlch limit the sensitivity of the Laser Absorptlon
Spectrometer (LAS) . Theig lnvestlgatlons were restricted, to
short time constants and a small multlpass cell of 1 m base

pathlength( The observed noise level (Rr a 1 sec time con-

stant) was equlvalent to an absorptlon coeffxcrent of ZXlO =7

a factor,of lOO less than is requlred for radlocarbon dating.

~ -
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In this chapter a brief description is givén of the tech-
niques used in analysing the LAS sensitivity for short time
constants, and”we report experimental results which extend the
measurements of Reid et al. to much longer time constants.
These expeyimental results enable us to predict the effect

of signal averaging upon the LAS sensitivity, and to recommend
procedurés which may produce the required factor of 100 in-

crease in sensitivity.

6.2 LAS Sensitivity with Short Time Constants .

-The technique used for short time tonstant measure-
ments follow those .developed by Reid gg.gl. In this section
we use some of the results published by Reid et al. [26] to
illustrate these techniques, and to discuss the various noise
mechanisms present in the LAS system.

| The diode was arranged to operate ih -a single mode.
The 1 m basé pathlength multipass cell [25]) was set for 40 m
total pathlenéth and the cell was evacuated to < l-Torr. Fi~
gurée 6-1 sho%;_yhe 2f signa} of the laser power measured at
the détectér as a function of diode current. At high sensi-
tivity, the. tuning range of the diode laser is limited bK:én
absorption line of HDO at 898 ma, ang by the end of the single
mode region (@ode hop) at 924 mA. The regular oscillations
seen in Fig. 6-1 are caused by optical fringes, and are typi;

cal of results obtained when the diode laser/multipa%sﬁé?ll

1]
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Fig. 6-1

High sensitivity scan of multipass cell set for: 40 m.
Fringes are caused by interference between thé main
optical beam making 40 passes through the cell and the
much-weaker beams which make 36 (or 44) passes. A
second harmonic lineshape corresponding to 2-5 ppb

5

NO2 (or 10™° m_l absorption coefficient) is also shown

2

to indicate sensitivity. (Figure taken from Reid et

al. [26])
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N
systems are used. The fringe amplitude typically ranges from

4 2

107" to 10 “ of the incident power and the spacing corresponds

to ipterference’ between adjacent spots on the mirror located

at the input/output windows of the multipass cell. As shown
in’Fig. 6-1, the fringe amplitude passes through a minimum
at 904 mA and at 916 mA. These minima occur when the ampli-
tude of the sinusoidal modulation is exactly an integral number
of fringe spacings. #rhe minima are produced by a variation

of the tuning rate with current while using a fixed external
modulation to scan the spectral region. They can be shifted
such that one minimum lies at the exact position of an absoxrp-
tion line. The shift is obtained by a variation of. a few
percent of the sinusoidal modulation amplitude. This tech-
;ique is useful if 02§ervations are made over a small range
of the diode Lurrent but the exact setting of the modulation
ampiitude is very sensitive to small drifts in the diode
tuning rate.

A more efficient technique for removing the optical
fringes is to superimpose a second modulation (jitter) on the
diode laser'current. A symmetric saw-tooth modulation was
used at a frequency of ~ 400 Hz,-with an amplitude much smal-
ler than the 3 kHz sinusoidal modulation used for 2f detec-
tion. The jittqr amplitude was used to scan the laser wave-

-

length over exacﬁly one fringe[ The fringes were elgftroni—

cally cancelled by choosing thé jitter period to be -much smal-
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ler than the time constant of the lock-in émplifier. Figure
6-2 'shows the effects of this technique on the fringes. The
upper traces show expanded views of the multipass cell frin-

ges in the region of a doublet of NO, lines near 910 mA. The

2
jitter peak-peak amplitude is varied from 0 to 2 fringe spa-

cings. The maximum decrease in fringe magnitude is obtained
.with a jitter amélitude of 1 or 2. The lower trace of Fig, .6-2
shows another scan of the req;on displayed in Fig. 6-1 taken
with a jitter amplitude of 1 fringe spacing. A ;ignificant.
improvement in sensitivity is obtained over the entire current
.range. The small jitter amplitude has the effect of. reducing

the peak-peak signal of the 2f lineshape by less than 10%. This

technique results in an enhancement of\SNR.by a factor of 10
to 100.

Two methods have been developed for{soniinuous‘spectral
monitoring of a gas: (a) repetitive scanning over an absorp-
tion line [30] and (b) locking the laser to absorption line

centre [31]. Figure 6~3 and 6-4 display results obta‘ined with ~

»

L4
these two techniques. For Fig. 6-3, the diode laser was set

to scan repetitively over the NO, lines near 910 mA. The

2

scans were taken with a time constant of 0.1 gec. The 1 m

cell was filled with air plus a trace of NO, at a total pres-

2
sure of 30 Torr, and sealed. The NO2 concentration decreased

with'a time constant of A 40 seé.

The second method of monitoring the ¢as concentration

is shown in the lower trace of Fig. 6-4. The laser waveiength

I
%
A



Fig. 6-2

Effect of additional "jitter" modulation. The LAS is
set for second harmonic detection at 6 kHz, but a
small jitter modulation at 370 Hz was added to the
rmaiﬁ 3 kHz sinewave.» The upper éraces show an ex-
panded view of the fringes as tﬁe peak to peak jit-
ter amplitude was v;ried from 0 to 2 fringe spacings.
fhe lower trace is a repeat of Fig. 6-1, but with
jitter amplitude set at 1 fringe spacing. Note the
significgﬁt improvement in sensitivity as the frin-

ges are electronically "washed.out". (Figure taken

from Reid et al. [26]) ’
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Fig. 6-3 ' n

Lifetime measurement of Noé/air mixtures in a stainless
steel multipass cell. The LAS was set to*scan repetitive-

ly over an NO, doublet at 1604.162, and the cell was

2

filled with air ‘plus 'a trace of NO2

time constant used was only 0.;/5, but the noise level

at v 30 Torr. The

2
sealed cell. (Figure taken from Reid gg'gl. (261)

is < 1 ppb:. Note the rapid decay of the NO., in the
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The lower trace repeats the measurement of Fig. 6-3, but
&iph the diode laser wavelength held at the cehtre pf
thé Nozlabsorption line. A mixfure og a ﬁew pbb NO2 in
air was introduced into the cell, and the concentration
monitored with the IAS. The upper trace shows the noise
levels which limit sensitivity. &race A'*B-is an expan-
. ded view of noise undepr monitoring conditions, taken
with a 10 s time~®onstant. Sensitivity is 75 ppt NO,

or l.GXlO~7 m L. At time B, all modulaélzn signals were
removed from the las?r current, but seéond harmonic de~-
tection at 6 kHz conﬁinues. Hence trace B > C records
random amplitude noise on the laser beam. The final
section of the trace C*D is takén with the laser swit-
ched off and corresponds to‘detéctor noise at a frequen-

cy of 6 kHz. (Figure taken from Reid et al. [26])
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is locked at line centre of the NO, doublet and any increase
"3 .

in NO2 concentration produces an offset voltage from the base-

line ([31]. At time t=0, the cell was filled with air and

"~ 10 ppb of NO, was added. The LAS system measured the time

2
evolution of the NO2 concentration with a 1 sec timé constant.
Expanded views of the noise levels limiting the LAS sensiﬁivity
are shown jin the-upper traces. - The noise level obtained with
a time constant of 10 sec was equivalent t@ an absorption coef-
ficient of l.6><10"7 m—l. The observed noise level is composed

[

of the following three types of noise: detector noise, ran- ‘
dom noise and optical fringe noise. Detector noise has a
hegligib;e contribution to the, total noise present in the LAS
system. A more dominant noise mechanism is the laser "beam
noise" which is the random power noise superposed on the laser
AN

beam [32]. The beam noise is measured when all current modu-
lations are removed and the lasef beam falls on the dgtector.
The third type of.noise, optical fringe noise, appears when -
the current modulations are added for trace gas detection. Be-
cause of the systematic nature of fringe noise, the ratio of
optical fringe noise to beam noise varies from ~ 1 to 4 when
the time constant increases from 0.1 sec to 10 sec.

At present, two noise mechanisms dominate the system.
The most important one is optical noise caused by multiple

beams reflected in the apparatus. This is c¢learly a systema-

tic type of noise and cannot be expected to average out upon
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increasing the time constant of the detection system. A se-
condary cause of noise is the inherent amplitude noise on the
.laser beam. Although this noise causes problems at short time
constants, it is random in nature and can bé expected to re-

duce substantially as the system time constant is increased.

6.3 LAS Behavior at Long Time Constants

As conventional radiocarbon dating experiments present-
ly’take many hours per sample, we performed a series of ex
periments on the LAS using progressively longer time constants.
Our aim was to extrapolate the results of short time consgant
experiment‘to averaging times of several qurs, to determine
the optimum method of signal'averaging using the LAS.

‘The apparatus employed in this experiment was the
same one used in the short time constant experiment (26]. The
diode used had a ratio of random power noise (or beam noise)
to total power of 6x10 ! with a 1 sec time constant (cf. Table
I, [26]). We achieved similar experimental conditions to those
. obtained by Reid et al. The 2f spectral region used for the
investigation of noise mechanisms is shown in Fig. 6-5. These
traces show the 2f signal as a funation of diode current taken .
through the 1 m multipass cell set at 32 m pathlength and at
a pressure «of less than 1 Torr. In Fig. 6-5.A, a small cell

containing a mixture of SO and N2 was placed into the laser

2

beam showing the relative position of the SO, lines. The small



'Fig. 6-5

Second harmonic scans taken through a multipass cell set
for 32 m at a pressure of < 1 Torr. Trace A 1s taken
with a 10 cm cell of SOz/N2 mixture placed in the beam.
Traces B and C show hlgh sensitivity scans taken without
the 10 cm cell. Several SO2 lines are observed in trace
B with a typical absorption coefficient of Vv 2«\1,0—6 m—l.
Sensitivity is limited by optical fringes. For trace C,
the phase of the lock-in amplifier was set at 6 + 90
where 0 was the phase used to produce the upper traces,.

The phase 6 had been set to give maximum P z}lue of the

2f lineshape.

-

//_,
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cell was removed and other scans were only taken £hrough the
mul tipass gell. Figure 6-5.B shows the detection of a trace
ofs’r‘SO2 in t#e multipass cell. The periodicityAqbéerved in
the noise c%early suggests that a part of the noise is caused
by optical fringes. In the lowest trace of Fig. 6-5, the
phase of the lock-in amplifigr'was.set at 0 + 90 where 0 was
the phase used to produce the upper traces. The ph%se ® had
been set to give maximgm P value of the 2f lineshape. As
observed in Fig. 6-5.B and 6-5.C, thé 6 + 90 mode operation
rejects the 502 lines and most ;f the systematic fringe
noise present in the 6 mode. The 6+ 90 mode éermits one to
monitor the random noise component of the noise appearing in

the 6. mode.

Figure 6-6 shows three repetative'scans taken every
GO‘sec with a £ime constant of 0.3 sec. 1In particular, let
.us consider the portion of traces‘petweenh618 mA and 622 mA
(i.e. between two S0, lines). It is clear that much of the
noise repeats from scan to scan. This noise.is caused by
.'opticallffinges, and the patﬁern changes élowly as the optical
éath}engths in the systga fluctuate. The peak-peak amplitude
of the opticél fringgs is equivalent to an absorption coef-

= - N
ficient of &~ 7x107/ m t. tThe charfge in fringe @mplitude is

equivalent to “v 2x1077 o1, Y
To evaluate the fluctuations of the fringes with time
we fixed the laser wavelength and recorded the 2f signal in’

]



Fig. 6-6

S?veral diode laser scans taken every 60 séc with a
time constant of 0.3 sec. The optical fringes ob-
served b tweén 6i8 mAAand 622 mA cﬁanged slowly as
the optikal pathlengths in fhe system fluctuated. A

typical/fluctuation can be seen at the point A.

~n
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phase 6 and in quadrature 6 + 90 as a function of time for
several time constants. ﬁhe upper traces of Fig. 6-7, taken
with a time constant of 1 sec, indicate that the noise level

A
appearing in phase limits us to detect a minimum absorption

coefficient of ~ 2x10°/ m Y. The random noise component

shown in the lower trace has an émplitude A 70% of the total
noise level measured in phase. The measurements of 2f signal
as a function of time were repeated with a time constant of 10

sec. From the lower traces shown in Fig. 6-7, the minimum
absorption coefficient which can be detected is ~ l.3><lO—7 m-l.

%

"A slight decrease in the minimum absorption coefficieft de-

-
“Tahaue

tected is observed by increasing the time constant from 1 sec
‘to 10 sec. As qxpected, the fast fluctuations observed with

a 1 sec time constant are smoothed by using a 10 sec time con-
stant. Figure 6-8 illustrates the results obtained when the
time constant is increased to 100 sec. These resu}ts clearly
demonstrate that fringe noise cannot be smoothed b; using
longer time constant. prever, the random noise is elimina-
ted as tﬁe time constant|increases. From the traces shown

in Fig. 6-7 and 6-8, the |contribution of systematic noise

to the total noise is a minimum for a time constant of ~ 10
sec and the rapid fluctua%ions caused by random noise are re-

N S f . .
moved. In the next sectl&gr~weJmake recommendations for increa-

sing the sensitivity of the LAS, based on the noise charac-
-:{«-ﬂ:‘
teristics shown in Fig. 6-7 and 6-8.

K "
=p

™3



Fig. 6-7

Diode scans of 2f signal as a function of time for a
fixed diode current value. The traces were recorded
Simultaneously in phase ¢ and in quadrature 0 + 90 for
a 1 sec and 10 sec time constant. Note the increase
in the ratio of fringe noise to random beam noise as

the time constant increases.
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4 . .
Repeat of Fig. 6-7, but with a time constant of #L00 sec.
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6.4 'Conclusions

The noise mechanisms limiting the sensitivity of the
LAS have been investigated. In our present apparatus, based

on a 1 m multipass cell, optical fringe noise limits us to a

sensitivity of > 110”7 m™ L. However, the simple use of a

lock-in amplifiek time constant as a means of signal averaging

4

is not very effective, given the systematic nature of the op-
. ” n
tical fringe noise. We therefore recommend that the following

steps be taken to increase the LAS sensitivity.

‘ »

(a) Cpreful atteqtion should be paid to redesigning the
v

optical system to reduce the magnitude of optical
fringes. =
(b) A more stable. optical system should be used to ensure
that any remaining optical fringes are stable for pe-
riodaf;f 30 mins, or longer. \

(¢) A signal averager, with subtraction capapility, can
then be used to subtract the optical fringes from the
Cl402 signal. Even in our present éystem, such a gignal
averaging §}ocess would produce a substantialtlincrease
in sensitivity. The ultimate limitation in this tech-
nigque may be the requirement that the CO2
bé cycled in and Qut of the multipass cell.

sample must

(d) A longer cell will give a direct increase in sensitivity,
but will also increase the size of the carbon sample

required.
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Although the improvements resulting from reconmen-

dations (a)~(d) can only be determined experimentally, we will

now assume that the systematic fringe noise can be reduced to
the same level as the random noise present in the system.

Table 6-1 shows the LAS sensitivity and, the mass of carbon

14

required for C”" 0, detection at a temperature of 195 K and at

2
a pressure of 14 Torr. The results displayed are for the

P(20) Cl402 line. The ektrapolation of the 1 m cell results

‘toﬁa 10 m cell is conservative because the problems caused by
the optical fringes are much less severe in a long cgll [26].\
Furthermore, the extrapolation of the averaging time from a
time constant of 1 sec to a time constant of 10 hrs is made
by assuming that the random noise decreases as the square root

of the time constant. From the above considerations, radio-

carbon dating by infrared absorption appears feasible.

9 -m7 P
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Table 6-1

LAS sens1itivity to Cl402 at 195 K and 14 Torr

Multipass Cell Mass of C Sensitivity S(a)(b) Cl4 Decay Rate (c¢)
Dimensions {(m) gms TC=1ls TC=10 hrs for s=1
- :
. " -1
L=1, ¢=0.1 0.11 8 0.04 0.028 s
. - 1
L=10, ¢=0.2 4.3 0.8 0.004 1.1 s

(a) Sensitivity measured in units_of Cl%pz concentration 1n a
modern sample, i.e, S=1 for cldyclz 271 3110712, Results
are calculated assuming the P(20) Cl402 line 1s used for
detection., If the stronger P{1l4) line 1s used, all valueg
of S are reduced by 20%.

{b) Sensitivity extrapolated from experimental results at TC= ls,
assuming $/N 1mproves as v {time) (see text).

Cl4 Radicactive decay rate in a modern sample of carbon of
mass 0.1l and 4.3 gms, respectively.

(c)

// -



CHAPTER 7

e

CONCLUS IONS

The aim of thas study was to investigate the feasi-
bility of radiocarbon dating by infrgred laser spectgoscopy.
A tunable diode laser and an optical multipass cell were

used to measure the infrared absorption associated with Cl40

)
molecules. In the firxst part of the research, a model re-
presenting the transfer function of the detection'system was
sdccessfully deve loped to select the optimum experimental
conditions. \>

It was shown that the detection of 91402 is not lima-
ted by the strong interfering lines of the stable 1sotopes,
provided the gas saméle 1s cooled to dry 1ce temperature. If
one considers measurement times of a few seconds, the sensi-
tivity limits achieved with the laser absofption spectrometer
are comparable to those obtainable with an i eal C14 disinte-
gration counter. An extrapolation of the LAS results to longer
time constant indicates that radiocarbon dating by infrared
techniques 1s feasible. The work reported in this thesis
demonstrates that no fundamental problem should prevent the
usevof infrared absorption techniques for radiocarbon dating.
The saﬁe techniques of infrared lii::“n ectroscopy can also be

used for the measurement of small dances. of other stable

77
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and radioactive 1isotopes. T
While the results described in this thesis are vigy

promising, one 1s clearly not yet in a position to bylld a

radiocarbon dating facility based on diode laser spectroscopy.

Before such a project 1s updertaken, the present work should

be extended as follows:

" (a) The optical effects causing optical fringes should be
carefully inyestigated and eliminated, 1if possible. This
will allow the LAS to operate at the fundamental sensi-
tiLity limit given by random laser and eetector for
nolse.

(b) A signal averaglng/suﬁtraction capability should be
added to the present apparatus, and a systematic study
made Of the variation of noise levels with averaging
time.

{c) A long, cooled multipass cell shgyld be constrycted,
and preliminary dating measurements carried out using
samples with masses of less than I gm. Hopefully, these
measurements can be carrlig out in the near future, and
will confirm that radiocarbon dating by infrared absorp-

tion is a practical alternative to present techniques,

o~
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